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The Handbook of Nanophysics is the first comprehensive ref-
erence to consider both fundamental and applied aspects of 
nanophysics. As a unique feature of this work, we requested 
contributions to be submitted in a tutorial style, which means 
that state-of-the-art scientific content is enriched with funda-
mental equations and illustrations in order to facilitate wider 
access to the material. In this way, the handbook should be of 
value to a broad readership, from scientifically interested gen-
eral readers to students and professionals in materials science, 
solid-state physics, electrical engineering, mechanical engi-
neering, computer science, chemistry, pharmaceutical science, 
biotechnology, molecular biology, biomedicine, metallurgy, 
and environmental engineering.

What Is Nanophysics?

Modern physical methods whose fundamentals are developed 
in physics laboratories have become critically important in 
nanoscience. Nanophysics brings together multiple disciplines, 
using theoretical and experimental methods to determine the 
physical properties of materials in the nanoscale size range 
(measured by millionths of a millimeter). Interesting properties 
include the structural, electronic, optical, and thermal behavior 
of nanomaterials; electrical and thermal conductivity; the forces 
between nanoscale objects; and the transition between classical 
and quantum behavior. Nanophysics has now become an inde-
pendent branch of physics, simultaneously expanding into many 
new areas and playing a vital role in fields that were once the 
domain of engineering, chemical, or life sciences.

This handbook was initiated based on the idea that break-
throughs in nanotechnology require a firm grounding in the 
principles of nanophysics. It is intended to fulfill a dual purpose. On 
the one hand, it is designed to give an introduction to established 
fundamentals in the field of nanophysics. On the other hand, it 
leads the reader to the most significant recent developments in 
research. It provides a broad and in-depth coverage of the phys-
ics of nanoscale materials and applications. In each chapter, the 
aim is to offer a didactic treatment of the physics underlying the 
applications alongside detailed experimental results, rather than 
focusing on particular applications themselves.

The handbook also encourages communication across bor-
ders, aiming to connect scientists with disparate interests to begin 

interdisciplinary projects and incorporate the theory and method-
ology of other fields into their work. It is intended for readers from 
diverse backgrounds, from math and physics to chemistry, biology, 
and engineering.

The introduction to each chapter should be comprehensible to 
general readers. However, further reading may require familiar-
ity with basic classical, atomic, and quantum physics. For stu-
dents, there is no getting around the mathematical background 
necessary to learn nanophysics. You should know calculus, how 
to solve ordinary and partial differential equations, and have 
some exposure to matrices/linear algebra, complex variables, and 
vectors.

External review

All chapters were extensively peer reviewed by senior scien-
tists working in nanophysics and related areas of nanoscience. 
Specialists reviewed the scientific content and nonspecialists 
ensured that the contributions were at an appropriate technical 
level. For example, a physicist may have been asked to review a 
chapter on a biological application and a biochemist to review one 
on nanoelectronics.

Organization

The Handbook of Nanophysics consists of seven books. Chapters 
in the first four books (Principles and Methods, Clusters and 
Fullerenes, Nanoparticles and Quantum Dots, and Nanotubes 
and Nanowires) describe theory and methods as well as the 
fundamental physics of nanoscale materials and structures. 
Although some topics may appear somewhat specialized, 
they have been included given their potential to lead to better 
technologies. The last three books (Functional Nanomaterials, 
Nanoelectronics and Nanophotonics, and Nanomedicine and 
Nanorobotics) deal with the technological applications of nano-
physics. The chapters are written by authors from various fields 
of nanoscience in order to encourage new ideas for future fun-
damental research.

After the first book, which covers the general principles of 
theory and measurements of nanoscale systems, the organization 
roughly follows the historical development of nanoscience. Cluster 
scientists pioneered the field in the 1980s, followed by extensive 
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work on fullerenes, nanoparticles, and quantum dots in the 1990s. 
Research on nanotubes and nanowires intensified in subsequent 
years. After much basic research, the interest in applications such 
as the functions of nanomaterials has grown. Many bottom-up 

and  top-down techniques for nanomaterial and nanostructure 
 generation were developed and made possible the development of 
 nanoelectronics and nanophotonics. In recent years, real applica-
tions for nanomedicine and nanorobotics have been discovered.

MATLAB• is a registered trademark of The MathWorks, Inc. 
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1.1 Introduction

The history of quantum computers begins with the articles of 
Richard Feynman who, in 1982, speculated that quantum sys-
tems might be able to perform certain tasks more efficiently 
than would be possible in classical systems (Feynman, 1982). 
Feynman was the first to propose a direct application of the laws 
of quantum mechanics to a realization of quantum algorithms. 
The fundamentals of quantum computing were introduced and 
developed by several authors after Feynman’s idea. A  model 
and a description of a quantum computer as a quantum Turing 
machine was developed by Deutsch (1985). In 1994, Shor intro-
duced the quantum algorithm for the integer-number factor-
ization and in 1997, Grover proposed the fast quantum search 
algorithm (Grover, 1997). Later on, Wooters and Zurek proved 
the noncloning theorem, which puts definite limits on the quan-
tum computations, but Shor’s work challenges all that with the 
quantum error correction code (Shor, 1995). In the last years, 
the development of quantum computing has grown to enor-
mous practical importance as an interdisciplinary field, which 
links the elements of physics, mathematics, and computer sci-
ence. Currently, various physical models of quantum computers 
are under intensive study. Several types of elementary quantum 

computing devices have been developed based on atomic, 
molecular, optical, and semiconductor physics and technologies.

Before contemplating the physical realization of a quantum 
computer, it is necessary to decide how information is going to 
be stored within the system and how the system will process that 
information during a desired computation. In classical com-
puters, the information is typically carried in microelectronic 
circuits that store information using the charge properties of 
electrons. Information processing is carried out by manipulating 
electrical fields within semiconductor materials in such a way as 
to perform useful computational tasks. Presently it seems that 
the most promising physical model for quantum computation is 
based on the electron’s spin. A strong research effort toward the 
implementation of the electron spin as a new information car-
rier has been the subject of a new form of electronics based on 
spin called spintronics. Experiments that have been conducted 
on quantum spin dynamics in semiconductor materials dem-
onstrate that electron spins have several characteristics that are 
promising for quantum computing applications. Electron spin 
states possess the following advantages: very long relaxation 
time in the absence of external fields, fairly long decoherence 
time τd ≈ 1 μs, and the possibility of easy spin manipulation by an 
external magnetic field. These characteristics are very promising 
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since longer decoherence times relax constraints on the switch-
ing speeds of quantum gates necessary for reliable error correc-
tion. Typically quantum gates are required to switch 104 times 
faster than the loss of qubit coherence. Spin coherent transport 
over lengths as large as 100 μm have been reported in semicon-
ductors. This makes electron spin a perfect candidate as an infor-
mation carrier in semiconductors (Adamowski et al., 2005).

The spin of particles exhibiting quantum behavior is specially 
suitable for the construction of quantum computers. The elec-
tron spin states can be used to construct qubits and logic opera-
tions in different ways. They can be constructed either directly 
with the application of a magnetic field or indirectly with the 
application of symmetry properties of the many-electron wave 
function (namely by the resulting singlet or triplet spin states). 
Traditionally, in nanoelectronic devices, the charge of the elec-
trons has been used to carry and transform information, which 
makes the interaction of spintronic devices with charge-based 
devices important for compatibility with existing classical com-
puting schemes. Overall, we can say that spin nanosystems are 
good candidates for the physical implementation of quantum 
computation.

1.2 Qubits and Quantum Logic Gates

We know that the information stored in a classical computer 
can take one of the two values, i.e., 0 or 1, with probability 0 
or 1 each. Quantum bits or qubits are the quantum mechanical 
analogue of classical bits. In contrast, the qubit can be defined 
as a quantum state vector in a two-dimensional Hilbert space. 
Suppose |0〉, |1〉 forms a basis for the Hilbert space, then the qubit 
can be expressed as the superposition of the two states as

 | | | ,ψ〉 = 〉 + 〉c c0 10 1  (1.1)

where c0 and c1 are complex numbers and the modulus squared 
of each complex number represents the probability to obtain the 
qubit |0〉 or |1〉, respectively. Additionally, they must satisfy the 
normalization condition |c0|2 + |c1|2 = 1. Contrary to the classi-
cal bit, the quantum bit takes on a continuum of values, which 
are determined by the probability amplitudes given by c0 and c1. 
If we perform a measurement on qubit |ψ〉, we obtain either out-
come |0〉 with probability |c0|2 or outcome |1〉 with probability |c1|2. 
However, if the qubit is prepared to be exactly equal to one of the 
states of the computational basis, i.e., |ψ〉 = |0〉 or |ψ〉 = |1〉, then we 
can predict the exact result of the measurement with probability 1. 
This nondeterministic characteristic between the general state of 
the qubit and the precise result of the measurement in the basis 
state plays an essential role in quantum computations. To carry 
out a quantum computation, we require at least a two-qubit state, 
i.e., the states of a two-particle quantum system. The two-qubit 
states can be constructed as tensor products of the basis states |0〉, 
|1〉. The two-qubit basis consists of the states |00〉, |01〉, |10〉, |11〉, 
where in the shorthanded notation |0〉 ⊗ |1〉 ≡ |01〉, etc. implied. An 
arbitrary two-qubit state has the form

 | | | | | ,Ψ〉 = 〉 + 〉 + 〉 + 〉c c c c0 1 2 300 00 10 11  (1.2)

where the normalization condition takes the form |c0|2 + |c1|2 + 
|c2|2 + |c3|2 = 1. Another basic characteristic for quantum comput-
ing is the so-called entanglement. The two quantum two-level 
systems can become entangled by interacting with each other. This 
means that we cannot fully describe one system independently of 
the other. For example, suppose that the state (| | )01 10 2〉− 〉 /  
gives a complete description of the whole system. Then a measure-
ment over the first subsystem forces the second subsystem into 
one of the two states |0〉 or |1〉. This means that one measurement 
over one subsystem influences the other, even though it may be 
arbitrarily far away.

Qubits can be transformed by unitary transformations 
(observables) U  that play the role of quantum logic gates and 
which transforms the initial qubit into a final qubit according to

 | | .Ψ Ψf i〉 〉= U  (1.3)

Depending on the type of qubit on which they operate, we deal 
with either a 2 × 2 or a 4 × 4 matrix. For example, the quantum 
NOT gate is defined as

 UNOT =






0 1
1 0

.  (1.4)

The effect of the quantum logic gate (4) in the one-qubit state given 
in Equation 1.1 is to exchange the probability amplitudes i.e.,

 
UNOT

c

c

c

c

c

c

0

1

0

1

1

0

0 1
1 0











=
















=










.
 

(1.5)

An example of an important quantum logic gate that operates 
on a two-qubit state is the so-called controlled-NOT gate UCNOT, 
for which the first qubit is the control qubit and the second qubit 
is the target qubit. The controlled-NOT gate transforms the two-
qubit basis states as follows:

 

U U

U U

CNOT CNOT

CNOT CNOTand

| | | |

| | |

, ,

,

00 00 01 01

10 11 11

〉 〉 〉 〉

〉 〉 〉

= =

= = || ,10〉  (1.6)

which means that the CNOT (conditionalNOT) gate changes 
the second qubit if and only if the first qubit is in state |1〉. The 
matrix representation of the CNOT gate is

 
UCNOT =



















1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

.
 

(1.7)

It has been shown that the set of logic operations, which consists 
of all the one-qubit gates and the single two-qubit gate UCNOT 
is universal in the sense that all unitary transformations on 
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N-qubit states can be expressed by different compositions of the 
set of universal gates (DiVincenzo, 1995).

Using the concepts of superposition and entanglement, we 
can describe another important characteristic of quantum com-
putation, which is known as quantum parallelism. Quantum 
parallelism is based on the fact that a single unitary transforma-
tion can simultaneously operate on all the qubits in the system. 
In a sense, it can perform several calculations in a single step. 
In fact, it can be proved that the computing power of a quan-
tum computer scales exponentially with the number of qubits, 
whereas a classical computer the scale is only linear.

1.3  Conditions for the Physical 
Implementation of Quantum 
Computing

The successful implementation of a quantum computer has 
to satisfy some basic requirements. These are known as the 
DiVincenzo criteria and can be summarized in the following 
way (DiVincenzo, 2001).

 1. Physical realizability of the qubits. We need to find some 
quantum property of a scalable physical system in which 
to encode our information so that it lives long enough to 
enable us to perform computations.

 2. Initial state preparation. It should be possible to precisely 
prepare the initial qubit state.

 3. Isolation. We need a controlled evolution of the qubit; this 
will require enough isolation of the qubit from the envi-
ronment to reduce the effects of decoherence.

 4. Gate implementation. We need to be able to manipulate 
the states of individual qubits with reasonable precision, 
as well as to induce interaction between them in a con-
trolled way, so that the implementation of gates is possible. 
Also, the gate operation time τs has to be much shorter 
than the decoherence time τd, so that τ/τd ≪ r, where r is 
the maximum tolerable error rate for quantum error cor-
rection schemes to be effective.

 5. Readout. We must be able to accurately measure the final 
qubit state.

The conditions listed above put certain limitations on the quan-
tum computing technology. For example, the complete isola-
tion of the qubit with respect to the environment disables the 
read/write operations. Therefore, some slight interaction of the 
quantum system and the environment is necessary. On the other 
hand, this interaction leads to decay and decoherence processes, 
which reduce the performance of the quantum computer.

In the decay process, the quantum system jumps in a very 
short time to a new state, releasing part of its energy to the envi-
ronment. The decay is characterized by the relaxation time, 
which for the spin states can be very long. Decoherence is a more 
subtle process because the energy is conserved but the relative 
phase of the computational basis is changed. As a result of the 
decoherence the qubit changes as follows:

 | | | ,ψ θ〉 = 〉 + 〉c e ci
0 10 1  (1.8)

where the real number θ denotes the relative phase. The appear-
ance of the nonzero relative phase results due to the coupling 
between the quantum system and the environment and can lead 
to significant changes in the measurement process. The ratio of 
the decoherence time to the elementary operation time τs, i.e., 
R = τd/τs, is an approximate measure of the number of compu-
tation steps performed before the coupling with the environ-
ment destroys the qubit. This ratio changes abruptly for different 
quantum computing schemes. For example, R = 103 for the elec-
tron states in quantum dots, R = 107 for nuclear spin sates, and 
R = 1013 for trapped ions.

An important factor that should always be kept in mind when 
constructing quantum computers is the scalability of the device. 
We should be able to enlarge the physical device to contain many 
qubits and still fulfill the DiVincenzo requirements described 
above.

1.4 Zeeman Effects

An external magnetic field superimposed on an atom perturbs 
its state in a definite way. The Hamiltonian for such an atom 
may be divided into the operator H0 for the unperturbed atom 
and the perturbation operator H′ due to the magnetic field. The 
external magnetic field H

⃯
 causes the vectors L

⃯
 and S

⃯
 to precess 

about its direction. We shall examine the two cases where the 
magnetic field is weak and is strong.

Let us first write down the perturbation operator explicitly. 
Consider an electron in the simplest possible atom (hydrogen) 
rotating around the nucleus. The electron orbit can be regarded 
as a current loop. The current is the charge per unit time past any 
fixed point on the orbit, therefore

 j e
T

ev
r

e p m
r

= = =
2 2π π

( / )
,e
 (1.9)

where p and me are the momentum and mass of the electron, 
respectively. The magnitude of the magnetic moment of the 
loop is the current times the enclosed area, i.e., μorb  =  πr2j, 
therefore

 
� � �

�

�
µ µ

orb
e

B ,= × =e
m

r p L
2  (1.10)

where we have introduced the Bohr magneton, μB = eħ/2me. We 
do not have a good semiclassical picture for spin and therefore 
we can only conclude that the spin magnetic moment is

 

�

�

�
µ µ

sp s
B ,= g S

 
(1.11)

where gs is called the gyromagnetic factor and its value is approx-
imately equal to 2. Therefore, the total magnetic moment is
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�

�

� �
µ µ= +B ( ).L S2  (1.12)

The perturbation energy caused by the magnetic field is given 
then by

 
′ = − ⋅ = +H

� �

�

� �
µ µH J SB ( ),

 
(1.13)

where the plus sign resulted because the charge of the elec-
tron is −e.

1.4.1 Weak External Field

In a hydrogen atom, the electron circles around the proton; but 
in a system fixed to an electron, the proton circles around the 
electron and generates an inner magnetic field at the position of 
the electron given by

 

� �
H e

m r
Lin

p
.= µ

π
0

34  
(1.14)

Equation 1.14 gives the following energy for the electron’s spin

 
H

ε
so sp in ,= ⋅ = ⋅

2� � � �
µ

π
H e

r m c
S L

4 0
3 2 2  

(1.15)

which is called the spin–orbit interaction. We interpret the spin–
orbit interaction as an internal Zeeman effect because it splits the 
energy levels without an external magnetic field. Let the external 
field be weak compared with the effective internal field. Since the 
Larmor frequency is proportional to the magnetic field, the tri-
angle L

⃯
 S
⃯

 J
⃯

 in Figure 1.1 rotates about J
⃯

 considerably faster than 
the precession around H

⃯
. Therefore, the coupling of the vectors 

L
⃯

, S
⃯

, and J
⃯

 in the triangle is not disrupted.
Let us now find the correction to the energy due to the exter-

nal magnetic field. Equation 1.13 involves the vectors J
⃯

 and S
⃯

, 
if we consider that the z-axis coincides with the direction of 
the external magnetic field, then, the only projections of these 
two vectors that contribute to the energy are the ones along the 
z-axis. Thus, the mean value of H′ is equal to

 〈 ′〉 = + ⋅







H

µBH J S J
J

z

�

� �

1 2 ,  (1.16)

and using

 
� �
S J
J

j j s s l l
j j

g⋅ = + + + − +
+

=2
1 1 1

2 1
( ) ( ) ( )

( )
 (1.17)

we get

 〈 ′〉 = = − − +H µB for Hgm j j jj mj , , , .1 …  (1.18)

Thus, the energy levels with a given J are split into as many levels 
as there are different projections of J

⃯
 on the magnetic field, i.e., 

2j + 1. The factor g is called the Landé factor and takes a given 
value for a given L and S and each corresponding value of J. The 
Zeeman effect in a weak magnetic field is called anomalous.

1.4.2 Strong External Field

We shall now consider the opposite extreme case, when the 
external field is strong compared with the internal field, so that 
the coupling between the vectors L

⃯
, S

⃯
, J
⃯

 is disrupted. This can be 
explained by the fact that S

⃯
 precesses twice as fast L

⃯
. Then, from 

the classical analogy, each of the vectors S
⃯

 and L
⃯

 precesses inde-
pendently about the magnetic field. For this case, the correction 
to the energy is given by

 〈 ′〉 = +H
µBeH L Sz z�

( ).2  (1.19)

In Equation 1.19, Lz and Sz are the projections of the orbital 
angular momentum and spin along the z-axis, respectively, and 
are given by

L m m l l S m mz l l z s s= = − = = ±� … �for , , , , for .1
2  (1.20)

The projections Sz and Lz are changed by unity, therefore all the 
levels in Equation 1.19 are equidistant. Of course, certain values 
of 〈 ′〉H  may be repeated several times if the sum Lz + 2Sz assumes 
the same value. This Zeeman effect in a strong magnetic field is 
called the normal Zeeman effect.

1.5 atom–Light Interaction

Though an atom has infinitely many energy levels, we can have 
under certain assumptions a two-level atom. These assumptions 
are (1) the difference of the energy levels approximately matches 
the energy of the incident photon, (2) the selection rules allow 
transition of the electrons between the two levels, and (3) all 
other energy levels are sufficiently detuned in frequency separa-
tion with respect to the incoming frequency such that there is no 
transition to these levels.

H

J

L

S

FIGURE 1.1 Schematic of the spin–orbit coupling.
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Consider that we apply the two-level approximation to a sim-
ple atom where the interaction with visible light involves a single 
electron. The corresponding wave function of the system is

 | | | ,ψ〉 = 〉 + 〉c c0 10 1  (1.21)

where |0〉 (|1〉) corresponds to the nonexcited (excited) state and 
the coefficients c0(c1) represent the probability amplitude to find 
the system in either state, respectively. The probability ampli-
tudes satisfy the normalization condition |c0|2 + |c1|2 = 1. The 
wavelength of visible light, typical for atomic transitions, is about 
a few thousand times the diameter of an atom. Therefore, there is 
no significant spatial variation of the electric field across an atom, 
and E

⃯
(r
⃯

, t) ≈ E
⃯
(t) can be taken as independent of the position 

(dipole approximation). Consistent with this long-wavelength 
approximation is that the magnetic field H

⃯
 is approximately zero, 

i.e., H
⃯

 ≈ 0, so that the interaction energy between the field and 
the electron of the atom is given by ′ = − ⋅H er E

� �
, hence the total 

Hamiltonian is

 H H H= + ′0 ,  (1.22)

where H0 represents the unperturbed atom system, i.e., 
H0 00 0| |〉 〉= ε  and H0 11 1| |〉 〉= ε , where ε0 and ε1 are the energy 
values for the nonexcited and excited states, respectively.

Seeking a solution to the Schrödinger equation

 
H | |( ) ( ) ,ψ ψt i t

t
〉

〉= ∂
∂

�
 

(1.23)

in the following form

 | | |( ) ( ) ( ) ,/ /ψ ε εt c t e c t ei t i t〉 〉 〉= +− −
0 1

0 10 1� �  (1.24)

we get
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c t l k ll

k

k

tk l( ) ( ) | | , for , .
,

( ) /= 〈 ′ 〉 =
=

− −∑
0 1

0 1ε ε H
 

(1.25)

Representing the light with frequency ν by means of the complex 
electric field vector E0 in the form

 
� � �
E t E Et t( ) ( * ),= +−1

2 0 0e ei iν ν
 (1.26)

and using the fact that the diagonal elements of the interacting 
Hamiltonian are zero due to the parity of the eigenfunction, i.e., 
〈 〉′ =k k| |H 0, we end up with the following coupled differential 
equations

 

d
d

e ei ic t
t

i E d E dt0
0 02

0 1 0 110 10( ) | | * | |( ) (= ⋅ 〈 〉 + ⋅ 〈 〉− + − −

�
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ω ν ω ν)) ( ),t c t



 1

 
(1.27)
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e ei ic t
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i E d E dt t1
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�
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c t0( ),

 
(1.28)

where ω10 = (ε1 − ε0)/ħ and 〈0|d
⃯

|1〉 = 〈1|d
⃯

|0〉* = 〈0|er
⃯

|1〉.
For the case when ν ≈ ω10, we can drop the terms contain-

ing exp[±(ω10 + ν)t] in Equation 1.28 since they oscillate rapidly 
in time and can be neglected with respect to the near resonant 
terms, i.e., the terms of the form exp[±(ω10 − ν)t]. This approxi-
mation is called the rotating wave approximation (RWA), and 
the coupled differential equations become

 

d
d

i e ic t
t

c tt0
12

( ) *
( ),R= −Ω ∆

 (1.29)
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where
ΩR = E

⃯
0 . 〈1|d

⃯
|0〉/ħ is known as the Rabi frequency

Δ = (ω10 − ν) is the so-called detuning

The general solution for Equation 1.29 for strictly monochro-
matic fields, i.e., ΩR = |ΩR|eiϕ = constant, is given by
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(1.30)

where

 

µ1,2
2

R

1 2 R

,
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= − ± +

= − = +
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Ω ∆ Ω
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µ µ  

(1.31)

Equation 1.31 gives the transition probabilities from the nonex-
cited to the excited state

 
| | | | | |c t t c t c t0

2 2
1

2
0

2

2
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= −Ω
Ω

Ω
 

(1.32)

which oscillate with frequency Ω (Rabi flopping frequency) 
between levels ε0 and ε1. Any two-level system can be represented 
by a 2 × 2 matrix Hamiltonian and hence can be expressed in 
terms of Pauli matrices. For example, choosing the energy zero 
to be half way between the excited and nonexcited state |0〉 and 
|1〉, we have the following matrix Hamiltonian for this system

 H0 2
1 0
0 1 2

=
−







=� �ω ω σz ,  (1.33)
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where
ħω = ε1 − ε0

σz is a Pauli matrix

Therefore, we can write the total Hamiltonian of the atom–light 
interaction in the RWA as

H =
−

− −











= − +
− +
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2 2 2

ω

ω
ω σ σ
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Ω
Ω Ω
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e e
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t

t z
t t

*
*( σσ− ),

 
(1.34)

where

 
σ σ+ −=







=







0 1
0 0

0 0
1 0

and .
 

(1.35)

1.5.1 Jaynes–Cummings Model

So far, we have used a semiclassical description of the interac-
tion between a two-level atom and an electric field. A quantum 
description of the interaction would require a quantization of the 
radiation field. This description is known as the Jaynes–Cummings 
model. Consider the sourceless electromagnetic field in a cubic 
cavity of volume V = L × L × L. Working with the Coulomb gauge 
for which the vector potential satisfies the requirement

 ∇ ⋅ =
�
A 0,  (1.36)

and, since there are no sources, it satisfies the homogeneous 
wave equation

 ∇ − ∂
∂

=2
2

2

2
1 0

�
�

A
c

A
t

.  
(1.37)

Then the fields are fully specified by the vector potential in the 
form

 

�
�

� �
E A

t
B A= − ∂

∂
= ∇ ×and .

 
(1.38)

We can expand the vector potential in the form
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Equation 1.36 implies that A
⃯

k
⃯ and 

�
�Ak
* are perpendicular to the 

vector of propagation k
⃯

, therefore we can rewrite Equation 1.39 
in the following form:

 

� � � �
� �

� �
� �

� �

�
A r t

V
A t A tk k

k r
k k

k r

k

( , ) ( ) * *( )= +





⋅ − ⋅∑1
0�

� �e ei i ,,
 

(1.40)

where ϵ
⃯

k
⃯ = (e1, e2) is called the polarization vector, which is per-

pendicular to the direction of propagation and Ak
⃯(t) is a time 

dependent amplitude that varies harmonically with time, i.e., 

A
. 

k
⃯ = −iωk

⃯Ak
⃯, where ω�

�
k x y zk k k k c= + + =2 2 2 | | . Assuming that 

the field is periodic in space, and the lengths of the periods in 
three perpendicular directions are equal to the dimensions 
of the cubic box, then kj = 2njπ/L for j = x, y, z and nj are integers 
of any sign. Using Equation 1.38 we get

 
� � � �

�

�

� �
� �

� �
� �

E r t i
V

A Ak
k

k k
k r

k k
k r( , ) * * ,= +



∑ ⋅ − ⋅

�
� �

0
ν e ei i

 (1.41)

and

 

� � � � � �
� �

� �
� �

� �
H r t i

V
k A k Ak k

r r
k k

r r( , ) ( ) ( *) *= × − ×


⋅ − ⋅

�
� �

0
e ei i

∑�
k

.
 

(1.42)

The classical Hamiltonian for the field is given by

 HE M d d d− = +( )∫�0 2 2 2

2
| | | | .
� �
E c H x y z

V

 (1.43)

Substituting Equations 1.41 and 1.42 into Equation 1.43 one gets

 HE M− = ∑ωk k k
k

A A2 � �

�

*.  (1.44)

If we introduce the variable

 
A Q

P
k k

k

k

� �
�

�
= +







1
2

i
ω

,
 

(1.45)

then Equation 1.44 becomes

 
HE M− = +∑1

2
2 2 2( ).Q Pk k k

k

� � �

�
ω

 
(1.46)

Equation 1.46 corresponds to the sum of independent harmonic 
oscillators. This suggests that each mode of the field is dynamically 
equivalent to a mechanical harmonic oscillator. The canonical 
quantization of the field consists of the substitution of the variables 
Qk

⃯ and Pk
⃯ for operators, which fulfill the commutation relation

 [ , ] ,Q Pk k k k
� � � ��′ ′= i δ  (1.47)

this means that

 
[ , ] .A Ak k

k
k k

� �
�

� �
�

′ ′=†

ω
δ

 
(1.48)

Introducing the creation and annihilation operators

 
a A a Ak

k
k k

k
k

�
�

� �
�

�
� �

= =
ω ω

and ,† †

 
(1.49)
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we can write the electromagnetic field Hamiltonian in the form

 
HE M− = +



∑ � �� � � �

�
ω ωk k k k

k

a a† 1
2

.
 

(1.50)

The total Hamiltonian that describes the interaction of an atom 
with the quantized electromagnetic field can be written in the 
form

 
H = 〉〈 + − 〈 〉 〉〈 ⋅∑ ∑ ∑ε ωi

i
k k

k
k

i j

i i a a i d j i j E| | | | | | ,
,

�
� �

�
�

�†

 
(1.51)

where ϵi is the energy corresponding to the state |i〉 of the atom 
and we have dropped the constant terms corresponding to the 
zero point energy.

The electric field operator is given by

 

� � �
�

�

�
�

� �
�

� �
E i

V
a ak

k

k
k

k r
k

k r= −



∑ ⋅ − ⋅�

�

ω

0
e ei i† .

 
(1.52)

Making the dipole approximation, i.e., eik
⃯

.r
⃯
 ≈ 1, and assuming 

that we are dealing with a two-level atom, i.e., i, j = 0, 1, then we 
can write Equation 1.51 as

H = + + − −∑ ∑ + −
�

� � �
�

� � �

�

� �
ω σ ω σ σ10

2 z k k
k

k k k
k

k k
a a g g a a† †( * )( ),

 
(1.53)

where g i V dk k k
� ��

� �
= ⋅ω /� �0 01 . The scalar product between the 

dipole moment and the polarization vector yields a complex 
number that can be written as 

� � � �
� �d dk k01 01⋅ = ⋅� �| | eiφ. This allows 

one to choose the phase ϕ in such a way that g gk k
� �= *. If the atom 

interacts only with one mode of the electromagnetic field, then 
we can drop the sum over the vector of propagation to get

H H H= + + − − = + ′+ −
�

�
ω σ ω (σ σ10

02 z k k k k ka a g a a† †)( ) .  (1.54)

In the interaction picture, i.e., H HH H
I

i / i /e e0= − t t� �0 , the 
Hamiltonian of interaction will have the form

 

′ = + −(
−

+
− −

−
−

+
+

−

HI
( ) ( ) ( )e e 10g a a a

a

k k
t

k
t

k
tσ σ σ

σ

ω ω ω ω ω ωe i i i10 10† †

kk
te i− + )( ) ,ω ω10

 
(1.55)

using the RWA, i.e., dropping the rapidly oscillating terms 
containing e i± +( )ω ω10 t, we end up with

 HI
10 ),= + + ++

−
−

�
�

ω σ ω (σ σ
2 z k k k k

t
k

ta a g a a† †e ei i∆ ∆  (1.56)

where Δ = ω10 − ω is the detuning. The Hamiltonian of Equation 
1.56 corresponds in the Schrödinger picture to

 H = + + ++ −
�

�
ω σ ω σ σ10

2 z k k k k ka a g a a† †( ).  (1.57)

Equation 1.57 is the Jaynes–Cummings model.

1.6 Loss–DiVincenzo Proposal

The first proposals for quantum computing made use of cavity 
quantum electrodynamics (QED), trapped ions, and nuclear 
magnetic resonance (NMR). All of these proposals benefit from 
long decoherence times due to a very weak coupling of the qubits 
to their environment. The long decoherence times have led to 
big successes in achieving experimental realizations. A condi-
tional phase (CPHASE) gate was demonstrated early on in cav-
ity QED systems. The two-qubit controlled-NOT gate has been 
realized in single-ion and two-ion versions. The most remarkable 
realization of the power of quantum computing to date is the 
implementation of Shor’s algorithm to factor the number 15 in a 
liquid-state NMR quantum computer to yield the known result 
5 and 3. However, these proposals may not be scalable and there-
fore do not meet the DiVincenzo criteria. The requirement for 
scalability motivated the Loss–DiVincenzo proposal for a solid 
state quantum computer based on electron spin qubits (Loss and 
DiVincenzo, 1998). The spin of an electron in a quantum dot can 
point up or down with respect to an external magnetic field; these 
eigenstates, |↑〉 and |↓〉, correspond to the two basis states of the 
qubit. The electron trapped in a quantum dot, which is basically 
a small electrically defined box that can be filled with electrons, 
can be defined by metal gate electrodes on top of a semiconduc-
tor (GaAs/AlGaAs) heterostructure. At the interface between 
GaAs and AlGaAs conduction band, electrons accumulate and 
can only move in the lateral direction. Applying negative volt-
ages to the gates locally depletes this two-dimensional electron 
gas underneath. The resulting gated quantum dots are very con-
trollable and versatile systems, which can be manipulated and 
probed electrically. When the size of the dot is comparable to the 
wavelength of the electrons that occupy it, the system exhibits a 
discrete energy spectrum, resembling that of an atom.

Initialization of the quantum computer can be achieved by 
allowing all spins to reach their equilibrium thermodynamic 
ground state at a low temperature T in an applied magnetic field, 
so that all the spins will be aligned if the condition |gμBH| ≫ kBT 
is satisfied (where kB is Boltzmann constant).

To perform single-qubit operations, we can apply a microwave 
magnetic field on resonance with the Zeeman splitting, i.e., with 
a frequency f = ΔEZ/h (h is Planck’s constant). The oscillating 
magnetic component perpendicular to the static magnetic field 
H results in a spin nutation. By applying the oscillating field for 
a fixed duration, a superposition of |↑〉 and |↓〉 can be created. 
This magnetic technique is known as electron spin resonance 
(ESR). In the Loss–Divincenzo proposal, two-qubit operations 
can be carried out purely electrically by varying the gate volt-
ages between neighboring dots. When the barrier is high, the 
spins are decoupled. When the interdot barrier is pulsed low, 
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an appreciable overlap develops between the two electron wave 
functions, resulting in a nonzero Heisenberg exchange  coupling J 
(see Figure 1.2). The Hamiltonian describing this time dependent 
process is given by

 H( ) ( ) .t J t S Sn n= ⋅ +

� �
1  (1.58)

Equation 1.58 is sometimes referred to as the direct interaction.
The evolution of the quantum state is described by the 

propagator given by U t i t t( ) [ ( ) / ]= − ∫T Hexp d � , where T  is 
the time ordering operator. If the exchange is pulsed on for a 
time τs such that ∫ = =J t t J( ) / /d s� �0τ π, the states of the two 
spins will be exchanged. This is the SWAP operation. Pulsing 
the exchange for a shorter time τs/2 generates the square root 
of SWAP operation, which can be used in conjunction with 
single-qubit operator to generate the controlled-NOT gate.

A last crucial ingredient requires a method to read out the state 
of the spin qubit. This implies measuring the spin orientation of 
a single electron. Therefore, an indirect spin measurement is pro-
posed. First, the spin orientation of the electron is correlated with 
its position, via spin to charge conversion. Then an electrometer is 
used to measure the position of the charge, thereby revealing its 
spin. In this way, the problem of measuring the spin orientation 
has been replaced by the much easier measurement of charge.

The Loss–DiVincenzo ideas have influenced an enormous 
research effort aimed at implementing the different parts of the 
proposal and has been quickly followed by a series of alternative 
solid state realizations for trapped atoms in optical lattices that 
may also be scalable. It should also be stressed that the efforts to 
create a spin qubit are not purely application driven. If we have 
the ability to control and read out a single electron spin, we are 
in a unique position to study the interaction of the spin with its 
environment. This may lead to a better understanding of deco-
herence and will also allow us to study the semiconductor envi-
ronment using the spin as a probe.

1.6.1 rKKY Interaction

The RKKY interaction is a long-range magnetic interac-
tion that involves nearest-neighbor ions as well as magnetic 
atoms that are further apart; this interaction is sometimes 

called indirect interaction. The basis of this interaction lies in 
an exchange interaction, which was proposed by Ruderman 
and Kittel (1954), and extended by Kasuya (1956) and Yosida 
(1957), and now known as the RKKY interaction. This interac-
tion refers to an exchange energy written as

 Hexch = − ⋅∑J r s Si
i

( ) ,
� �

 (1.59)

where
The exchange parameter J(r) falls off rapidly with distance r 

between the center of a localized magnetic ion and elec-
tron spin

s
⃯

i is the spin state of a conduction electron
S
⃯

 is the spin of a localized magnetic ion

The minus sign in Equation 1.59 is related to the Pauli exclu-
sion principle (lowest energy of electron occupancy). Below 
some critical magnetic ordering temperature, the itinerant or 
localized spins may condense into an ordered array, i.e., ferro-
magnetic or antiferromagnetic. As in the case of atomic scatter-
ing, any disorder within this array will cause additional electron 
scattering. This scattering may be elastic, in which case there is 
no change in energy or spin-flip, or it may be inelastic, in which 
case the spin state of the conduction electrons changes. Usually 
RKKY interaction is of significance only in compounds with a 
high concentration of the magnetic atom. Thus, localized ions 
may start to interact indirectly via the conduction electrons.

Now, consider the case in which there exist two localized 
spins at lattice points R

⃯
n and R

⃯
m. By the interaction between spin 

Smz localized at R
⃯

m and the spin density of conduction electrons 
polarized by spin Snz localized at R

⃯
n, the following interaction 

between the spins S
⃯

n and S
⃯

m is found:

 Hexch | | ,= − 





−( )9 2
2 2

π J N
N

F k R R S S
F

e
F n m mz nzε

� �
 (1.60)

where

 
F x x x x

x
( ) cos( ) sin( ) .= − +

4
 

(1.61)

Magnetized layer Back gate2DEG

e e e e
Hac

H

FIGURE 1.2 Theoretical proposal by Loss–DiVincenzo for quantum computing using quantum dots and electric gates.
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Recently, the optical RKKY interaction between two spins was 
introduced as a means to produce an effective exchange interac-
tion (Piermarocchi et al., 2002). Similar to the Loss–DiVincenzo 
scheme, in this scheme, the two qubits are defined by the excess 
electrons of semiconductor quantum dots. Instead of using 
the direct exchange interaction between the two electrons, the 
exchange interaction is indirectly mediated by the itinerant 
electrons of virtual excitons that are optically excited in the host 
material, which can be made of bulk, quantum well, or quan-
tum wire structures. This scheme has the advantage that two-
qubit gates can be performed on the femtosecond timescale due 
to the possibility of using ultrafast laser optics. The Coulomb 
interaction between the photoexcited itinerant electrons and the 
localized electrons in the two quantum dots contains direct and 
indirect terms. While the direct terms give rise to state renor-
malization of the localized electrons, the exchange terms lead to 
an effective Heisenberg interaction of the form

 HORKKY = − ⋅ ∝J P H H PC X
12 1 2 12

2 2

3 12S S
δ

,  (1.62)

which is calculated in fourth-order perturbation theory using 
the diagram depicted in Figure 1.3.

P12 is the projection operator on the two-spin Hilbert space of 
the two localized spins. The control Hamiltonian

 HC ,= +∑ −
− −

Ωk

k

k k
,

,

,
( )σ

σ

ω σ
σ σ

t c h h.c.P

2
e i † †

 (1.63)

describes the creation of the virtual excitons by means of an 
external laser field that is detuned by the energy δ from the 
continuum states of the host material, or more precisely from 
the exciton 1s level. ck ,σ

†  and hk ,σ
†  are electron and hole creation 

operators, respectively. The RKKY interaction between a local-
ized electron in the quantum dot and the itinerant electrons in 
the host material is given in second quantization by

 
HX V

c c= − ′ ⋅
′ ′

′ ′ ′∑1 .
, , ,

, , ,J i( , )k k S s
k k

k k
α α

α α α α
†

 
(1.64)

The predicted exchange interaction J12(R) (see Figure 1.2) can 
be of the order of 1 meV, which is of the same order as the 
Heisenberg interaction in the Loss–DiVincenzo scheme.

1.7  Quantum Computing 
with Molecular Magnets

Shor and Grover demonstrated that a quantum computer can 
outperform any classical computer in factoring numbers (Shor, 
1997) and in searching a database (Grover, 1997) by exploiting 
the parallelism of quantum mechanics. Recently, the latter has 
been successfully implemented (Ahn et al., 2000) using Rydberg 
atoms. Leuenberger and Loss (2001) proposed an implementa-
tion of Grover’s algorithm using molecular magnets (Friedman 
et al., 1996; Thomas et al., 1996; Sangregorio et al., 1997; Thiaville 
and Miltat, 1999; Wernsdorfer et al., 2000); their spin eigenstates 
make them natural candidates for single-particle systems. It was 
shown theoretically that molecular magnets can be used to build 
dense and efficient memory devices based on the Grover algo-
rithm. In particular, one single crystal can serve as a storage unit 
of a dynamic random access memory device. Fast ESR pulses 
can be used to decode and read out stored numbers of up to 105, 
with access times as short as 10−10 s. This proposal should be fea-
sible using the molecular magnets Fe8 and Mn12.

Suppose we want to find a phone number in a phone book 
consisting of N = 2n entries. Usually it takes N/2 queries on aver-
age to be successful. Even if the N entries were encoded binary, 
a classical computer would need approximately log2 N queries to 
find the desired phone number (Grover, 1997). But the compu-
tational parallelism provided by the superposition and interfer-
ence of quantum states enables the Grover algorithm to reduce 
the search to one single query (Grover, 1997). This query can be 
implemented in terms of a unitary transformation applied to 
the single spin of a molecular magnet. Such molecular magnets, 
forming identical and largely independent units, are embedded 
in a single crystal so that the ensemble nature of such a crystal 
provides a natural amplification of the magnetic moment of a 
single spin. However, for the Grover algorithm to succeed, it is 
necessary to find ways to generate arbitrary superpositions of 
spin eigenstates. For spins larger than ½, this turns out to be a 
highly nontrivial task as spin excitations induced by magnetic 
dipole transitions in conventional ESR can change the magnetic 
quantum number m by only ±1. To circumvent such physical 
limitations, it was proposed to use multifrequency coherent 
magnetic radiation that allows the controlled generation of arbi-
trary spin superpositions. In particular, it was shown that by 
means of advanced ESR techniques, it is possible to coherently 
populate and manipulate many spin states simultaneously 
by applying one single pulse of a magnetic a.c. field containing 
an appropriate number of matched frequencies. This a.c. field 
creates a nonlinear response of the magnet via multiphoton 

J2

J1

ω, kć, α

ωP , σ+

ωP , σ+

β΄

γ΄

γ

β

ω, ke, –
1
2

ω, ke, –
1
2

ωP – ω, kh, 3
2

FIGURE 1.3 Effective spin–spin interaction for the localized electrons 
in the dots 1 and 2 (indicated by dotted lines) induced by a photoexcited 
electron–hole pair (the solid and dashed lines, respectively). The indices 
β and γ denote the spin states of the electrons localized in the dots. The 
photon propagator is depicted by a wavy line. (From Piermarocchi, C. 
et al., Phys. Rev. Lett., 89, 167402, 2002.)
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absorption processes involving particular sequences of σ and π 
photons, which allows the encoding and, similarly, the decoding 
of states. Finally, the subsequent read-out of the decoded quan-
tum state can be achieved by means of pulsed ESR techniques. 
These exploit the nonequidistance of energy levels, which is typi-
cal of molecular magnets.

Molecular magnets have the important advantage that they 
can be grown naturally as single crystals of up to 10–100 μm 
length containing about 1012–1015 (largely) independent units so 
that only minimal sample preparation is required. The molecu-
lar magnets are described by a single-spin Hamiltonian of the 
form H H H Hspin a sp T= + + +V  (Leuenberger and Loss, 1999, 
2000a,b), where Ha = − −AS BSz z

2 4 represents the magnetic 
anisotropy (A ≫ B > 0). The Zeeman term V = gμBH . S describes 
the coupling between the external magnetic field H and the spin 
S of length s. The calculational states are given by the 2s + 1 
eigenstates of Ha B  + g H Sz zµ  with eigenenergies εm = −Am2 − 
Bm4 + gμBHzm, −s ≤ m ≤ s. The corresponding classical anisot-
ropy potential energy E(θ) = −As cos2 θ − Bs cos4 θ + gμBHzs cos θ 
is obtained by the substitution Sz = s cos θ, where θ is the polar 
spherical angle. We have introduced the notation m, m′ = m − m′. 
By applying a bias field Hz such that gμBHz > Emm′, tunneling 
can be completely suppressed and thus HT can be neglected 
(Leuenberger and Loss, 1999, 2000a,b). For temperatures below 
1 K, transitions due to spin–phonon interactions (Hsp) can also 
be neglected. In this regime, the level lifetime in Fe8 and Mn12 
is estimated to be about τd = 10−7 s, limited mainly by hyperfine 
and/or dipolar interactions (Leuenberger and Loss, 2001).

Since the Grover algorithm requires that all the transition 
probabilites are almost the same, Leuenberger and Loss (2001) 
and Leuenberger et al. (2003) propose that all the transition 
amplitudes between the states |s〉 and |m〉, m = 1, 2, …, s − 1, 
are of the same order in perturbation V. This allows us to use 
perturbation theory. A different approach uses the magnetic 
field amplitudes to adjust the appropriate transition ampli-
tudes (Leuenberger et al., 2002). Both methods work only if the 
energy levels are not equidistant, which is typically the case in 
molecular magnets owing to anisotropies. In general, if we 
choose to work with the states m = m0, m0 + 1, …, s − 1, where 
m0 = 1, 2, …, s − 1, we have to go up to nth order in perturba-
tion, where n = s − m0 is the number of computational states 
used for the Grover search algorithm (see below) to obtain the 
first nonvanishing contribution. Figure 1.4 shows the transi-
tions for s = 10 and m0 = 5. The nth-order transitions corre-
spond to the nonlinear response of the spin system to strong 
magnetic fields. Thus, a coherent magnetic pulse of duration 
T is needed with a discrete frequency spectrum {ωm}, say, for 
Mn12 between 20 and 300 GHz and a single low-frequency 0 
around 100 MHz.

The low-frequency field Hz(t) = H0(t) cos(ω0t)ez, applied along 
the easy-axis, couples to the spin of the molecular magnet 
through the Hamiltonian

 V g H t t Szlow B ( )cos( ) ,= µ ω0 0  (1.65)

where �ω << ε ε0 10 0m m− +  and ez is the unit vector pointing along 
the z-axis. The π photons of Vlow supply the necessary energy 
for the resonance condition (see below). They give rise to virtual 
transitions with Δm = 0, that is, they do not transfer any angular 
momentum (see Figure 1.4). The perturbation Hamiltonian for 
the high-frequency transitions from |s〉 to virtual states that are 
just below |m〉, m = m0, …, s − 1, given by the transverse fields 
H e e⊥

−
=

−= + − +∑( ) ( )[cos( ) sin( ) ],t H t t tm m m x m m ym m
s ω ωΦ Φ

0
1  reads
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=

=

−

∑ µ ω ω
0

1

Φ Φ

µ HH t S Sm

m m

s
t tm m m m( ) ,( ) ( )

2
0

1

=

−
+

+
− +

−∑ + e ei iω ωΦ Φ

 

(1.66)

with phases Φm (see below), where we have introduced the unit vec-
tors ex and ey pointing along the x- and y-axis, respectively. These 
transverse fields rotate clockwise and thus produce left circularly 
polarized σ− photons, which induce only transitions in the left well 
(see Figure 1.5). In general, absorption (emission) of σ− photons 
gives rise to Δm = −1 (Δm = +1) transitions, and vice versa in the 
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FIGURE 1.4 Feynman diagrams F  that contribute to Sm s,
( )5  for s = 10 

and m0 = 5 describing transitions (of fifth order in V) in the left well of 
the spin system (see Figure 1.5). The solid and dotted arrows indicate 
σ− and π transitions governed by Equations 1.66 and 1.65, respectively. 
We note that Sm s

j
,

( ) = 0 for j < n, and S Sm s
j

m s
n

,
( )

,
( )<<  for j > n.
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case of σ+ photons. Anticlockwise rotating magnetic fields of the 
form H e e⊥

+
=

−= + + +∑( ) ( )[cos( ) sin( ) ]t H t t tm m m x m m ym m
s ω ωΦ Φ

0
1  

can be used to induce spin transitions only in the right well (see 
Figure 1.5). In this way, both wells can be accessed independently.

Next we calculate the quantum amplitudes for the transitions 
induced by the magnetic a.c. fields (see Figure 1.4) by evaluating 
the S-matrix perturbatively. The jth-order term of the perturba-
tion series of the S-matrix in powers of the total perturbation 
Hamiltonian V(t) = Vlow(t) + Vhigh(t) is expressed by

S
i

t t t t

U t V

m s
j

j

k j
k

j

k k,
( ) ( )

( , )

= 





−

× ∞

−∞

∞

−∞

∞

=

−
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1

1

1

1

�
d d Θ

(( ) ( , ) ( ) ( ) ( , ),t U t t V t V t U tj j1 1 2 2 … −∞
 

(1.67)

which corresponds to the sum over all Feynman diagrams F  
of order j, and where U t t g H t tz( , ) ( )( )/a B 0

0 = − + −e i H µ δ � is the free 
propagator, Θ(t) is the Heavyside function. The total S-matrix is 
then given by S S j

j= ∑ =
∞ ( ).0  The high-frequency virtual transition 

changing m from s to s − 1 is induced by the frequency ωs−1 = 
ωs−1,s − (n − 1)ω0. The other high frequencies ωm, m = m0, …, 
s − 2, of the high-frequency fields Hm mismatch the level separa-
tions by ω0, that is, ħωm = εm − εm+1 + ħω0 (see Figure 1.4). As the 
levels are not equidistant, it is possible to choose the low and 
high frequencies in such a way that Sm s

j
,

( ) = 0  for j < n, in which 
case the resonance condition is not satisfied, that is, energy is not 
conserved. In addition, the higher-order amplitudes | |,

( )Sm s
j  are 

negligible compared to | |,
( )Sm s

j  for j > n. Using rectangular pulse 
shapes, Hk(t) = Hk, if −T/2 < t < T/2, and 0 otherwise, for k = 0 and 
k ≥ m0, one obtains (m ≥ m0)
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where Ωm = (m − m0)!, is the symmetry factor of the 
Feynman diagrams F  (see Figure 1.4), q m m rsF F= − −0 ( ), 

p k S km s z
k m

s rk

,

( )

( ) | | ,F
F

= 〈 〉
=∏  r m mk( ) , , , ,F = ≤ −0 1 2 0…  

is the number of π transitions directly above or below the 
state |k〉, depending on the particular Feynman diagram F , 

and ( ) sin( / )/( )

/

/
 δ ω ω πωπ

ωT t

T

T
t T= =

−

+

∫1
2

2

2
2e di  is the delta-function 

of width 1/T, ensuring overall energy conservation for ωT >> 1. 
The duration T of the magnetic pulses must be shorter than 
the lifetimes τd of the states |m〉 (see Figure 1.5). In general, the 
magnetic field amplitudes Hk must be chosen in such a way that 
perturbation theory is still valid and the transition probabilities 
are almost equal, which is required by the Grover algorithm. 
According to Leuenberger and Loss (2001), the amplitudes Hk 
do not differ too much between each other due to the partial 
destructive interference of the different transition diagrams 
shown in Figure 1.5. Leuenberger et al. (2002) show that the tran-
sition probabilities can be increased by increasing both the 
magnetic field amplitudes and the detuning energies under the 
condition that the magnetic field amplitudes remain smaller 
than the detuning energies. In this way, both high-multiphoton 
Rabi oscillation frequencies and small quantum computation 
times can be attained. This makes both methods (Leuenberger 
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FIGURE 1.5 Double-well potential seen by the spin due to magnetic anisotropies in Mn12. Arrows depict transitions between spin eigenstates 
driven by the external magnetic field H.
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and Loss, 2001; Leuenberger et al., 2002) very robust against 
decoherence sources.

In order to perform the Grover algorithm, one needs the rela-
tive phases φm between the transition amplitudes Sm s

n
,

( ) , which is 
determined by Φ Σ Φm k s

m
k m= += −

+
1

1 ϕ , where Φm are the relative 
phases between the magnetic fields Hm(t). In this way, it is pos-
sible to read-in and decode the desired phases Φm for each state 
|m〉. The read-out is performed by standard spectroscopy with 
pulsed ESR, where the circularly polarized radiation can now 
be incoherent because only the absorption intensity of only one 
pulse is needed. We emphasize that the entire Grover algorithm 
(read-in, decoding, read-out) requires three subsequent pulses 
each of duration T with τ ωd ,> > > >− −

±
−T m m mω ω0

1 1
1

1 . This gives 
a “clock-speed” of about 10 GHz for Mn12, that is, the entire pro-
cess of read-in, decoding, and read-out can be performed within 
about 10−10 s.

The proposal for implementing Grover’s algorithm works 
not only for molecular magnets but for any electron or nuclear 
spin system with nonequidistant energy levels, as is shown by 
Leuenberger et al. (2002) for nuclear spins in GaAs semicon-
ductors. Instead of storing information in the phases of the 
eigenstates |m〉 (Leuenberger and Loss, 2001), Leuenberger 
et al. (2002) use the eigenenergies of |m〉 in the generalized 
rotating frame for encoding information. The decoding is 
performed by bringing the delocalized state ( / ) |1 n mmΣ 〉  
into resonance with |m〉 in the generalized rotating frame. 
Although such spin systems cannot be scaled arbitrarily, large 
spin s (the larger a spin becomes, the faster it decoheres and 
the more classical its behavior will be) systems of given s can 
be used to great advantage in building dense and highly effi-
cient memory devices.

For a first test of the nonlinear response, one can irradiate 
the molecular magnet with an a.c. field of frequency ωs−2,s/2, 
which gives rise to a two-photon absorption and thus to a 
Rabi oscillation between the states |s〉 and |s − 2〉. For stron-
ger magnetic fields, it is in principle possible to generate 

superpositions of Rabi oscillations between the states |s〉 
and |s − 1〉, |s〉 and |s − 2〉, |s〉 and |s − 3〉, and so on (see also 
Leuenberger et al., 2002).

1.8 Semiconductor Quantum Dots

In the following, we mainly focus on quantum dots made of 
III–V semiconductor compounds with zincblende struc-
ture, like GaAs or InAs. The electronic bandstructure of a 
three-dimensional semiconductor with zincblende structure is 
illustrated in Figure 1.6. The bands are parabolic close to their 
extrema, which are all located at the Γ point. The conduction 
(c) states have orbital s symmetry and are spin degenerate. The 
valence (v) band consists of three subbands: the heavy-hole (hh), 
the light-hole (lh), and the split-off (so) band. The v-band states 
have orbital p symmetry. The bottom of the c band and the top 
of the v band are split by the band-gap energy Egap. The v-band 
states with different j ( j = 1

2  for the so-band, j = 3
2  for the hh and 

lh band) are split by Δso in energy due to spin–orbit interaction.
The hh states have the angular momentum projections  

Jz = ± 3
2  and the lh states Jz = ± 1

2 . For finite electron wavevectors 
k ≠ 0, and the hh and lh subbands split into two branches accord-
ing to the different curvatures of the energy dispersion, which 
implies different effective masses of heavy and light holes. The 
v-band states with spin can be written in terms of the orbital 
angular momentum basis by using the Clebsch–Gordon coef-
ficients which gives us
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FIGURE 1.6 Electronic band structure in the vicinity of the Γ point for (a) a three-dimensional crystal and (b) a quantum well. The conduction 
and valence bands are shown as a function of the wavevector.
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Quantum confinement along the crystal axis quantizes the 
wavevector component, consequently the hh and lh states of 
the lowest subband are split by an energy Δhh−lh at the Γ point. 
Uniaxial strain in the semiconductor crystal can also lift the 
degeneracy of the heavy and light holes, and thus define the 
spin quantization axis. If we have a spherically symmetric 
quantum dot known as colloidal quantum dots, then we can 
have degeneracy between the heavy and light hole band, i.e., 
Δhh−lh = 0.

Via photon absorption, an electron in a v-band state can be 
excited to a c-band state. Such interband transitions are deter-
mined by optical selection rules. The source or the optical tran-
sition rules are due to spin–orbit interaction. The electron–hole 
pair created with an interband transition is called an exciton. 
The electron and hole of an exciton form a bound state due to 
the Coulomb interaction, similar to that of a hydrogen atom. We 
refer to the system of two bound excitons as a biexciton.

1.8.1 Classical Faraday Effect

Michael Faraday first observed the effect in 1845 when study-
ing the influence of a magnetic field on plane-polarized light 
waves. Light waves vibrate in two planes at right angles to one 
another, and passing ordinary light through certain substances 
eliminates the vibration in one plane. He discovered that the 
plane of vibration is rotated when the light path and the direc-
tion of the applied magnetic field are parallel. In particular, a 
linearly polarized wave can be decomposed into right and left 
circularly polarized waves where each wave propagates with dif-
ferent speeds. The waves can be considered to recombine upon 
emergence from the medium; however, owing to the difference 
in propagation speed, they do so with a net phase offset, result-
ing in a rotation of the angle of linear polarization.

The Faraday effect occurs in many solids, liquids, and gases. 
The magnitude of the rotation depends upon the strength of the 
magnetic field, the nature of the transmitting substance, and 
Verdets constant, which is a property of the transmitting sub-
stance, its temperature, and the frequency of light. The relation 
between the angle of rotation of the polarization and the mag-
netic field in a diamagnetic material is

 β = VHd,  (1.72)

where
β is the angle of rotation
V  is the Verdet constant for the material
H is the magnitude of the applied magnetic field
d is the length of the path where the light and magnetic field 

interact (see Figure 1.7)

A positive Verdet constant corresponds to an anticlockwise rota-
tion when the direction of propagation is parallel to the magnetic 
field and to a clockwise rotation when the direction of propagation 
is antiparallel. The Faraday effect is used in spintronics research to 
study the polarization of electron spins in semiconductors.

1.8.2 Quantum Faraday Effect

The Faraday effect is expected to emerge in low dimensional 
systems such as semiconductor quantum dots in which the spin 
states of the electron in the conduction band and the light and 
heavy hole in the valence band provide a system where different 
circular polarizations of light couple differently during the pro-
cess of virtual absorption. The quantum analogue of the Faraday 
effect does not require an external magnetic field because it is cre-
ated by selection rules (one circular polarization interacts with 
the heavy hole band while the other circular polarization inter-
acts with the light hole band) and by the Pauli exclusion prin-
ciple (the absorption of a right polarized wave is excluded because 
the allowed transition state between bands have the same spin) 
(Leuenberger et al., 2005b). In particular, we will be interested 
in the quantum Faraday effect in a semiconductor colloidal two-
level quantum dot system. We can have a two-level system in a 
colloidal quantum dot where the heavy hole and the light hole 
bands are degenerate at the Γ point. This two-level system is 
achieved by the valence and the conduction band under certain 
assumptions: (1) the split-off band can be ignored since typical 
split-off energies are around 102 meV, thus bringing the energy 
level out of resonance with the single photon; (2) under the appro-
priate doping and thermal conditions, it can be assumed that the 
top of the valence band is filled with four electrons, while there is 
one excess electron in the conduction band; and (3) the energy of 
the electromagnetic wave is taken to be slightly below the effective 
band-gap energy, so that the transition from the top of the valence 
band to the bottom of the conduction band is the strongest transi-
tion by far (Leuenberger, 2006).

d

H

E

ν

β

FIGURE 1.7 The figure shows how the polarization of a linearly 
polarized beam of light rotates when it goes through a material exposed 
to an external magnetic field.
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Interestingly, the idea of the conditional single-photon 
Faraday rotation first developed by Leuenberger et al. (2005b) 
and already patented by the authors has been copied (Hu et al., 
2008), which demonstrates the importance of this scheme.

We now turn our focus to the optical selection rules. In Figure 
1.8 we show how different circular polarizations of the photon 
interact with the two-level system. The conduction band state 
has one electron with spin either up (| )1

2 , 1
2 〉  or down (| , ).1

2 − 1
2 〉  

The presence of a spin up (down) electron in the conduction band 
forces the virtual transitions of the incident electromagnetic 
wave to couple | ,3

2 − 〉3
2  (| , )3

2
1
2− 〉  or | ,3

2
1
2 〉 (| , )3

2
3
2 〉  heavy hole and 

light hole states depending if it is a right or left circularly polar-
ized photon. Examination of the coefficients given in Equations 
1.69 and 1.70 shows that the matrix elements of the heavy hole 
band and the matrix element involving the light hole band are 
different, leading to different phases and causing a change in the 
refractive index, which induces the Faraday rotation effect. The 
Faraday rotation is clockwise if the spin is up, and counterclock-
wise if the spin is down. The complex refractive index (η

̰
) can be 

calculated as follows:

 �η
ω γω

2
2

0
2 2= −

− +∑1
( )

,
e ,

e N
m

f
i

ji

jii j
� ω  (1.73)

where
|e| is the electron’s charge
N is the electron number density
ϵ0 is the permittivity of free space
me is the mass of the electron
ωji is the transition frequency from the ith state to the jth state
γ is the full-width at half maximum (assumed to be much 

smaller than the detuning energy)
ω is the frequency of the incident electromagnetic wave
fji is the oscillator strength given by
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(1.74)

This quantum Faraday rotation can be used to measure 
the spin polarization of charge carriers in quantum wells 
(Kikkawa et al., 1997; Kikkawa and Awschalom, 1998, 1999). 
Recently, an experiment based on the quantum Faraday rota-
tion was able to measure the spin state of a single excess elec-
tron inside a quantum dot (Berezovsky et al., 2006), which is 
crucial for the read-out of a qubit in a quantum computing 
scheme (see below).

1.9 Single-Photon Faraday rotation

The single-photon Faraday effect (SPFE) is similar to the quan-
tum Faraday effect but involves only the nonresonant interac-
tion of a single photon with the quantum dot two-level system 
and can result in an entanglement of the photon with the spin 
of the extra electron (Leuenberger et al., 2005b; Leuenberger, 
2006). The SPFE can be described by the Jaynes–Cummings 
Hamiltonian
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FIGURE 1.8 The solid circles represent filled states and dashed circles represent empty states. The electron in the conduction band interacts with 
the right or left circularly polarized electromagnetic wave allowing virtual transitions between the conduction and valence band states. After the 
interaction, the RCP and LCP electromagnetic wave acquire different phases, which produce the rotation of the incident wave.
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Equation 1.76 describes how the right circularly polarized (σ+) 
and left circularly polarized (σ−) components of a linearly polar-
ized photon field interact with the degenerate quantum dot lev-
els in a cavity. It is assumed that the spin of the excess electron in 
the conduction band is up (↑). The evolution of the system will 
be given by the state vector

 

| ( ) ( ) | ,hh ( ) | ,

( ) | , lh

hh

lh

ψ σσ

σ

t C t C t

C t C

z〉 = ↑ 〉 + ↑ 〉
+ ↑ 〉 +

↑ ↑
+

↑ ↑

+

−

1
2

(( ) | , ,t z↑ 〉
−σ

 
(1.76)

where |↑, hh〉 and |↑, lh〉 are the states in which the quantum dot 
is  in an excited state with a heavy-hole exciton or a light-hole 
exciton, and the spin of the excess electron in the conduction 
band is up. |↑ σ 〉, z

+  and |↑ σ 〉, z
−  are the states in which the quantum 

dot is in the ground state with the photon present in the cavity, 
and the spin of the extra electron in the conduction band is up.

In order to solve for the phase accumulated for RCP and LCP 
components of the linearly polarized photon during the inter-
action with the quantum dot in the nanocavity, we must find 
the time evolution of the probability amplitudes C↑σ+(t) and 
C↑σ−(t), respectively. Assuming the following initial conditions, 
C↑hh(0) = 0, C↑σ+(0) = 1, C↑lh(0) = 0, and C↑σ−(0) = 1, then the prob-
ability amplitudes of interest are given by (Seigneur et al., 2008)
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where Ω ∆3
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being the detuning frequency and g gv c v c3
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Rewriting the complex coefficients given in Equations 1.77 

and 1.78 in the form C t C t S C t↑ ↑ ↑+ + −= =σ σ( ) | ( ) | exp[i ] and ( )0
hh

σ

| ( ) | exp[i ]0
lhC t S↑ −σ , we obtain an expression for the phase accu-

mulated during the interaction of the right and left circularly 
polarized component with the heavy-hole and the light-hole 
band, i.e.,
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To determine the entanglement of the single photon with the 
electron, we know that the electron–photon state after the 
interaction reads

 | | | ,( ) ( ) ( )ψ ψ ψep hh lh
hh lh1 1 10 0〉 = 〉 + 〉e ei iS S  (1.80)

where
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(1.81)

represents the photon scattering off a heavy hole, and
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(1.82)

represents the photon scattering off a light hole. Let

 | cos | sin |ϕ ϕ ϕ〉 = ↔〉 + 〉�  (1.83)

be the photon state with linear polarization that is rotated by φ 
around the z-axis with respect to the state |↔〉 of linear polar-
ization in x direction. Changing to circular polarization states, 
Equation 1.83 can be rewritten as
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Using the representation of this linear polarization with 
ϕ = ± − = ±( )/ /S S S0 0 02 2hh lh , we find that Equation 1.10 becomes
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From this equation, we draw the conclusion that the accumu-
lated CPHASE shift S0 corresponds to a single-photon Faraday 
rotation around the z-axis by the angle S0/2 due to a single spin. 
Let j be an integer. For S0/2 = (2j + 1)π/4, the electron–photon state 
| ( )ψep

1 〉 is maximally entangled. If j is even,

 | | | | | .( )ψ α βep
1 〉 = ↑〉 〉 + ↓〉 〉� �  (1.86)

If j is odd,

 | | | | | .( )ψ α βep
1 〉 = ↑〉 〉 + ↓〉 〉� �  (1.87)
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For S0/2 = 2jπ/4, the electron–photon state | ( )ψep
1 〉 is not entangled. 

If j is even,

 | ( ) | | | | .( )ψ α βep
1 T 〉 = ↑〉 ↔〉 + ↓〉 ↔〉  (1.88)

If j is odd,

 | ( ) | | | | .( )ψ α βep
1 T 〉 = ↑〉 〉 − ↓〉 〉� �  (1.89)

This means the entanglement oscillates continually between 0 
and 1 if no decoherence is present. The entanglement process 
between the spin of the electron and the polarization of the 
photon during the conditional Faraday rotation is visualized 
in Figure 1.9.

1.9.1 Quantifying the EPr Entanglement

Rewriting Equation 1.85 in the basis states of the linear polarization 
in x and y directions yields
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The entanglement between the photon and the spin of the 
excess electron can be calculated by means of the von Neumann 
entropy (Bennett et al., 1996):

 E[ ] Tr [Tr log (Tr )]ep
(1)

2 p epψ = − e p epρ ρ  (1.91)

or the normalized linear entropy (Silberfarb and Deutsch, 2004)

 EL ep
(1)[ ] 2[1 Tr (Tr ) ].ψ ρ= − e p ep

2  (1.92)

We will use the linear entropy in our calculation. The density 
matrix is given by
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and thus by ρep =
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in the basis |↑〉 |↔〉; |↑〉 |↕〉; |↓〉 |↔〉; |↓〉 |↕〉. Since the measures 
for entanglement must be independent of the chosen basis, all of 
the measures involve the trace of ρep. Taking the trace over the 
photon states yields
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So we obtain the entanglement

 E SL ep
(1)[ ] | | | | | | | | cos .ψ α β α β= − − −( )2 1 24 4 2 2 2

0  (1.100)

With the parametrization α βη χ η χ= =− −cos , sin/ /
2

2
2

2e ei i  we obtain

 E SL ep
(1)[ ] cos sin sin cos .ψ η η η= − − −





2 1
2 2

1
2

4 4 2 2
0  (1.101)

This result is plotted in Figure 1.10.

1.9.2  Single Photon Faraday Effect 
and GHZ Quantum teleportation

The theory of quantum teleportation was first developed 
by Bennett et al. (1993) and later experimentally verified by 
Bouwmeester et al. (1997). This scheme relies on EPR pairs, 

E

k

FIGURE 1.9 The conditional Faraday rotation of the linear polariza-
tion of the photon depends on the spin state |ψe〉 = α |↑〉 + β |↓〉. If the 
spin state is up (down), the linear polarization turns (counter) clockwise. 
The photon and the spin get maximally entangled if the Faraday rotation 
angle is S0/2 = π/4. This entanglement between photon polarization and 
electron spin can be used as an optospintronic link to transfer quantum 
information from electron spins to photons and back.
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i.e., pairs of entangled particles, which can be entangled in, for 
example, the polarization degree of freedom in the case of pho-
tons or the spin degree of freedom in the case of electrons or 
holes. Leuenberger et al. (2005b) show that all the three par-
ticles that take part in the teleportation process are entangled 
in a so-called Greenberger–Horne–Zeilinger (GHZ) state 
(Greenberger et al., 1989, 1990).

We will perform now a GHZ teleportation. In this GHZ quan-
tum teleportation, the photon (qubit 2) interacts first with the 
electron spin of the destination (qubit 3) and then with the elec-
tron spin of the origin (qubit 1). We identify qubit 1, 2, and 3 with 
the qubits used by Bennett et al. (1993). Qubit 1 is with Alice, 
qubit 2 with Charlie, and qubit 3 with Bob. We start from the 
state | ( ) | |Ψ ′′pe

(1) tA 〉 = ↔〉 ← 〉. After interaction in Bob’s microcav-
ity, we obtain

 

| ( ) | | | |

| | | .

( )

( )

Ψ σ σ
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′
′ ′

pe
(1)

Ct z y z y〉 = 〉 ↑ 〉 + 〉 ↓ 〉( )
= 〉 〉 ↓ 〉

+ −1
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1
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This hybrid photon–spin entangled state corresponds to the 
shared EPR state of qubit 2 and 3 in the original version of the 
teleportation (EPR teleportation). Note that there is no way to 
distinguish between a single-spin or a single-photon Faraday 
rotation because we do not have any preferred basis defined by 
α and β. We have not yet used qubit 1 at all. Alice’s photon can 
be stored for as long as it maintains its entanglement with Bob’s 
spin. This step is like the distribution of the EPR pair in EPR 
teleportation. Instead of performing now a Bell measurement on 
qubit 1 and 2 to complete the EPR teleportation, we let the pho-
ton (qubit 2) interact with Alice’s spin (qubit 1), giving rise to a 
GHZ state in the hybrid spin–photon–spin system. After inter-
action of the photon in Alice’s microcavity, we obtain
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Now we change to the Sz representation of Bob’s spin and to the 
linear polarization representation of Charlie’s photon, which 
yields (tC = 0)
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Choosing S0 = π/2, we obtain
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[From this equation, it becomes obvious that we can produce all 
the four Bell states between qubit 1 (Alice’s electron spin) and 
qubit 3 (Bob’s electron spin).] Now we change to the Sx represen-
tation of Alice’s spin:
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The difference between our method and the original version of the 
teleportation (Bennett et al., 1993) is that we have entangled qubit 
2 (the photon) with qubit 1 (Alice’s electron spin) by means of the 
electron–photon interaction, which is not done in the original ver-
sion. That is why we do not need Bell measurements. So after mea-
suring the photon polarization state (qubit 2) and the spin state of 
Alice’s electron (qubit 1), the spin state of the electron of the destina-
tion gets projected onto −α|↑′〉 + β|↓′〉, −α|↑′〉 − β|↓′〉, β|↑′〉 + α|↓′〉, 
or β|↑′〉 − α|↓′〉 with equal probability. This corresponds exactly to 
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FIGURE 1.10 Entanglement of the photon with the spin of the excess 
electron.
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the outcome of the original version of the teleportation. However, 
we do not use any Bell measurements.

Let us check what happens if there is no interaction between 
Charlie’s photon and Alice’s spin. Then we get

 

| ( ) | | | | |

| | | |

( )ψ α β

α β
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′ ′

′

epe
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2
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�

� || .↓ 〉( )′
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In this case, we would have to apply a Bell measurement in order 
to perform the teleportation.

1.9.3  Single-Photon Faraday Effect 
and Quantum Computing

Recently, the destructive probabilistic CNOT gate for all-opti-
cal quantum computing proposed by Knill et al. (2001), which 
relies on postselection by measurements, has been implemented 
experimentally (O’Brien et al., 2003; Nemoto and Munro, 2004). 
Based on a proposal by Pittman et al. (2001), experiments have 
demonstrated that this destructive CNOT gate and a quantum 
parity check can be combined with a pair of entangled photons 
to produce a nondestructive probabilistic CNOT gate (Pittman 
et al., 2002a,b, 2003; Gasparoni et al., 2004; Zhao et al., 2005). It 
has been shown theoretically that deterministic quantum com-
puting with postselection is feasible for quantum systems where 
the qubits are represented by several degrees of freedom of a 
single photon (Cerf et al., 1998). An interferometric approach to 
linear-optical deterministic CNOT gate between the polariza-
tion and momentum of a single photonic qubit has recently been 
demonstrated experimentally (Fiorentino and Wong, 2004). 
A general scheme to teleport a quantum state through a univer-
sal gate has been given by Gottesman and Chuang (1999). This 
idea gave Raussendorf and Briegel the inspiration to develop the 
one-way quantum computer (Raussendorf and Briegel, 2001; 
Raussendorf et al., 2003), which performs quantum computa-
tions by measurement-induced teleportation processes on an 
entangled network of qubits. The name one-way quantum com-
puting refers to the irreversibility of the computations due to the 
measurement processes.

Leuenberger developed a scheme for fault-tolerant quantum 
computing with the excess electron spins in quantum dots based 
on the SPFE (Leuenberger, 2006). This scheme shares a similar-
ity with the one-way quantum computing scheme in the sense 
that it makes use of measurement processes to perform quantum 
computations. Both the one-way quantum computing scheme 
and Leuenberger’s scheme are fully deterministic and scal-
able to an arbitrary number of qubits. However, while the one-
way quantum computing scheme is irreversible, Leuenberger’s 
scheme is fully reversible. In addition, the one-way quantum 
computing scheme needs to maintain the coherence of the whole 
cluster of qubits and is therefore more sensitive to the environ-
ment than single isolated qubits, since in a cluster the decoher-
ence of one qubit leads also to decoherence of neighboring qubits 

that are entangled to it. Therefore, Leuenberger’s scheme is more 
robust in this respect.

We describe now Leuenberger’s quantum computing scheme 
(see Figure 1.11). DiVincenzo showed that the CNOT gate and a 
single qubit rotation are sufficient for universal quantum com-
puting (DiVincenzo, 1995). In the framework of the conditional 
Faraday rotation, it is easier to work with the implementation of 
the CPHASE gate than with the implementation of the CNOT 
gate. The CPHASE gate

 

uCPHASE =

−



















1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
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is equivalent (similar) to the CNOT gate (see Equation 1.7), i.e., 
they can be transformed into each other by means of a basis 
transformation. The CPHASE gate shifts the phase only if both 
spins point down. Let us define two persons Alice and Bob. 
Both of them have one photonic crystal, in which n noninter-
acting quantum dots are embedded. The single excess electrons 
of Alice’s quantum dots are in a general single-spin state |ψ〉A = 
α|↑〉A + β|↓〉A, where the quantization axis is the z-axis. Bob’s 
spins are in a general single-spin state |ψ〉B = γ|↑〉B + δ|↓〉B. The 
photons that interact with both Alice’s and Bob’s quantum dots 
are initially in a horizontal linear polarization state |↔〉.

Since there is no need to detect optically the spin states in trans-
verse direction (Leuenberger et al., 2005a), our quantum dots can 
be nonspherical. So each photon can virtually create only a heavy-
hole exciton on each quantum dot (see Figure 1.6). The strong selec-
tion rules imply that only a σ σ( ) ( )( )z z

+ −  photon can interact with the 
quantum dot if the excess electron’s spin is up (down). This leads to 
a conditional Faraday rotation of the linear polarization of the pho-
ton depending on the spin state of the quantum dot. The photonic 
crystal ensures that the photon’s propagation direction is always in 
z-direction, perpendicular to the quantum dot plane.

Bob’s
quantum dots

Photon
detectorsPath 1

Path 2

Path 3

Path 4
r4A

r3A

r2A

r1A

r4B

r3B

r2B

r1B

Alice’s
quantum dots

Single-photon
sources

FIGURE 1.11 The nonresonant interaction of a photon with Alices 
and Bobs quantum dot produces the CPHASE gate required for univer-
sal quantum computing. This CPHASE gate applies to the case of the 
noncoded spins, where each microcavity contains only a single quan-
tum dot with a single excess electron.
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In Leuenberger’s implementation of the CPHASE gate, a single 
photon interacts sequentially with Alice’s and then with Bob’s 
quantum dot. The spin on Alice’s quantum dot is prepared in 
the state |ψA(0)〉 = α|↑〉A + β|↓〉A. So we start with the electron– 
photon state |ψAp(0)〉 = (α|↑〉A + β|↓〉A)|↔〉. After the interaction 
with Alice’s quantum dot, the resulting electron–photon state is

 | ( ) | | | | ,( )/ψ α βAp A AT 〉 = ↑〉 〉 + ↓〉 〉� � 2  (1.109)

which is maximally entangled.
We let the photon interact also with Bob’s quantum dot, 

which yields
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If the linear polarization of the photon is measured in the ⤡ 
axis, we obtain the two results
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ψ αγ βδ
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2T 〉 = − ↑〉 ↑〉 + ↓〉 ↓〉
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with equal probability, where the CPHASE shift is π if both spins 
are up or both spins are down, respectively. For deterministic 
quantum computing, we need to choose either Equation 1.111 
or 1.112 to be the correct phase gate. Let us choose Equation 
1.112 to be the correct implementation. The measurement of the 
photon’s polarization state must be shared through a classical 
channel between Alice and Bob, in order for the CPHASE gate 
to be deterministic. Then Equation 1.111 can be transformed 
into Equation 1.112 by two local single-qubit phase shifts 
σA,zσB,z applied to Alice’s and Bob’s qubit, where σz is a Pauli 
matrix. This scheme for implementing the CPHASE gate is sim-
ilar to the scheme of quantum teleportation in the sense that the 
measurement outcome of the photon’s polarization needs to be 
shared between Alice and Bob through a classical channel. This 
scheme for implementing the CPHASE gate is a generalization 
of the scheme of quantum teleportation in the sense that it takes 
not only one local unitary operation but two unitary operations 

to reconstruct the desired two-qubit state, which makes sense, 
because we perform a two-qubit manipulation, as opposed to a 
single qubit manipulation in the case of quantum teleportation.

Thus, we can produce deterministically the CPHASE gate, 
which is equivalent to the CNOT gate in the basis { |↑〉A |←〉B, 
|↑〉A |→〉B, |↓〉A |←〉B, |↓〉A |→〉B }, where | (| | )/←〉 = ↑〉 ↓〉+ 2  and 
| (| | )/→〉 = ↑〉− ↓〉 2  in the Sx representation. This can be proven 
by writing down the mappings
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corresponding to the CPHASE gate in Equation 1.111, and
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corresponding to the CPHASE gate in Equation 1.112.
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For universal quantum computing, the CPHASE gate 
described above and single-qubit operations are sufficient 
(Barenco et al., 1995; DiVincenzo, 1995). The single-qubit opera-
tions on Alice’s and Bob’s spins can be implemented by means 
of the optical Stark effect (Gupta et al., 2001). In contrast to 
Imamoglu et al.’s two-qubit gate (Imamoglu et al., 1999), which 
relies on a shared mode volume for the exchange of a single vir-
tual photon between the two qubits, this scheme requires only 
local mode volumes for each qubit separately and is therefore 
fully scalable to an arbitrary number of qubits. Since the strong 
interaction between a quantum dot and a cavity inside a pho-
tonic crystal has already been experimentally observed (Yoshie 
et al., 2004), it would be possible to build a fully scalable quan-
tum network inside a photonic crystal hosting qubits, which can 
be for example spins of excess electrons in semiconductor quan-
tum dots or N-V center states in diamond.

1.10 Concluding remarks

Quantum computers have excited many researchers because 
they would perform a kind of parallel processing that would 
be extremely effective for certain tasks, such as searching data-
bases and factoring large numbers. Also, quantum computers 
can be used to simulate or model quantum systems and could 
bring huge advances in physics, chemistry, and nanotechnol-
ogy. Recently, diamond has become very attractive for solid 
state electronics. Pure diamond is an electrical insulator, but on 
doping, it can become a semiconductor. The particular impu-
rity that researchers are interested in is the nitrogen-vacancy 
(N-V) center. The N-V center has a number of properties and 
characteristics that make it very promising to build a quantum 
computer (Awschalom et al., 2007). The N-V center electrons 
have a spin state that is extremely stable against environmental 
disturbances. One of the most exciting aspects of the N-V cen-
ter is that it exhibits quantum behavior even at room tempera-
ture; this characteristic is very important because it makes this 
kind of systems easy to study and easy to turn into a practical 
technology. Other important aspects of N-V centers come from 
the fact that they have weak spin–orbit interaction and dipole–
dipole interaction, which make the spin state very stable and it 
can be used to encode quantum information even at room tem-
peratures. The decoherence time of the N-V center spin is about 
1 ms and the operation time is about 10 ns, therefore R = τd/τs = 
100,000 operations that can be performed in the millisecond 
lifetime of the spin quantum system. This rate of decay is well 
below the threshold and better than any other system of solid-
state qubits to date.
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2.1 Introduction

One of the fundamental achievements of today’s information 
society is providing storage and processing of ever-increasing 
amounts of data that is based on basic research in physics in 
combination with fundamental technology developments over 
the last four decades. As no low-cost universal memory that is 
suited for all kinds of applications exists, digital data storage 
is separated mainly into three different lines:

 1. The digital versatile disk (DVD) and the compact disk 
(CD) are nonvolatile storage media based on an optical 
write and read-out process using laser light at wavelengths 
of 650 and 780 nm, respectively. The newest representative 
of optical data storage is the Blu-ray disk, using a laser 
wavelength at 405 nm with a maximum capacity of up to 
50 GB disk−1.

 2. The hard-disk drive in a personal computer is a nonvola-
tile mass storage device with a capacity of up to 1000 GB in 
production year 2008 that uses the magnetization of rapidly 
rotating platters.

 3. Semiconductor memories are the third line of digital 
storage media and will be the focus of this chapter with a 
perspective of future nanomemories.

Semiconductor memories can be divided into two groups: volatile 
memories, like the dynamic random access memory (DRAM), 
and nonvolatile memories, the so-called Flash. The DRAM pres-
ents the main working memory in a personal computer. Flash 
memories are found, for example, in mp3 players, cell phones, 
and memory sticks; in automobiles and microwave ovens; and 
have started to replace the hard-disk drive in notebooks as well 
as the DVD and CD as easily portable high-capacity nonvolatile 
memories. Driven by the increasing demand for such portable 
electronic applications, where nonvolatile data storage with low 
power consumption is needed, the market for Flash memories 
is growing rapidly and is replacing the DRAM as the market 
driver.

Up to now, the semiconductor memory industry improved 
the storage density and performance while simultaneously 
reducing the cost per information bit just by scaling down the 
feature size. This leads to an exponentially growing number of 
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components on a memory chip as predicted by Moore in 1965 
(Moore 1965) known nowadays as “Moore’s Law.” Contrary to 
all predictions, Moore’s Law has held remarkably well over the 
last decades. The feature size for Flash memories has reached 
45 nm in 2008. The International Roadmap for Semiconductors 
(ITRS 2008) predicts a further shrinkage down to 14 nm in 
2020. The problems encountered during this shrinking process 
were mainly solved by developing new materials, for example, 
for isolation and interconnects, and for new types of cell struc-
tures. Upon further size reduction, quantum mechanics will 
dominate at least some of the physical properties. In addition, 
the amount of technological difficulties to realize such struc-
tures increases enormously. Therefore, a considerable effort is 
devoted to the search for alternative memory technologies that 
are even based on completely new non-semiconducting mate-
rials. Phase change access memories (PCRAMs), magnetic 
random access memories (MRAMs), and ferroelectric RAM 
(FeRAMs) are just three alternative memory concepts that are 
explored for having the potential to replace today’s DRAM 
and/or Flash memory.

One completely different technology is the use of self-
organized nanomaterials in future nanoelectronic devices. 
Especially self-organized quantum dots (QDs) based on III–V 
materials (e.g., GaAs, InAs, InP, etc.) provide a number of 
important advantages for new generations of nanomemories. 
Billions of self-organized QDs can be formed simultaneously 
and fast in a single technological step, allowing for massive 
parallel production in a bottom-up approach, and offering an 
elegant method to create huge ensembles of electronic traps 
without lithography. They can store just a few or even single 
charge carriers with a retention time depending on the mate-
rial combination—potentially up to many years at room tem-
perature. With an area density of up to 1011 cm−2, an enormous 
storage density in the order of 1 TBit per square inch could be 
possible, if each single QD would represent one information bit 
and could be addressed individually. The carrier capture pro-
cess into the QDs is of the order of pico to sub-picoseconds, an 
important prerequisite for a very fast write time in such mem-
ories. The use of self-organized QDs could thus lead to novel 
nonvolatile memories with high storage density combined with 
a fast read/write access time.

Using self-organized QDs for future semiconductor mem-
ory applications is discussed in this chapter. Section 2.2 gives 
a brief overview of the main semiconductor memories, DRAM 
and Flash, while the following Section 2.3 concentrates on 
three nonconventional memories that may replace Flash or 
DRAM in the future. Section 2.5 presents an alternative nano-
memory concept that is based on III–V materials, especially 
self-organized QDs. By using capacitance spectroscopy, intro-
duced in Section 2.6, the carrier storage time in different QD 
systems is studied in Section 2.7 and a storage time of seconds 
at room temperature is demonstrated. Finally, the chapter will 
show results on fast write times in QD-based nanomemories 
in Section 2.8 and will close with a summary and outlook in 
Section 2.9.

2.2  Conventional Semiconductor 
Memories

Presently the semiconductor memory industry focuses essen-
tially on two memory types: the DRAM (Mandelman et al. 2002, 
Waser 2003) and the Flash (Geppert 2003). Both memory con-
cepts have their advantages and disadvantages in speed, endur-
ance, storage time, and cost. A memory concept that adds the 
advantages of a DRAM to a Flash would combine high storage 
density, fast read/write access, long data storage time, and good 
endurance with low production cost. In addition, for portable 
applications like mobile phones and mp3 players, low power con-
sumption is demanded. This section describes the two conven-
tional semiconductor memories, while Section 2.3 will focus on 
nonconventional alternatives that have the potential to replace 
DRAM and/or Flash.

2.2.1 Dynamic random access Memory

Since the invention of the DRAM in the late 1960s (Dennard 
1968), its cell structure mainly stayed the same, consisting of a 
transistor and a capacitor (cf. Figure 2.1a). The capacitor stores 
the information by means of electric charge. The charge state is 
defined by the voltage level on the capacitor. The stored charge 
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FIGURE 2.1 (a) Schematic picture of an array of DRAM cells, where 
the capacitors act as the storage units. Each cell can be addressed indi-
vidually by a matrix of word- and bit-lines; it is the so-called random-
access architecture. (b) Cell layout for a planar DRAM cell.
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disappears typically in a few milliseconds mainly due to leakage 
and recombination currents. A DRAM is volatile and requires 
periodic “refreshing” of the stored charge. After any read pro-
cess, the information has to be rewritten into the DRAM cell. 
A chip on the integrated circuit controls the refresh rewrite pro-
cess automatically and this continuous read and write operation 
has led to the name “Dynamic.”

Figure 2.1b shows schematically the layout of a simple planar 
DRAM cell (Sze 2002). The storage capacitor uses the inver-
sion channel region as one plate, the storage gate as the other 
plate, and the gate oxide as the dielectric. The access transistor 
is a metal oxide semiconductor field effect transistor (MOSFET) 
with a source, drain, and a gate contact. The drain contact is 
connected to the storage capacitor. The source contact is con-
nected to the bit-line and the gate contact to the word-line. Via 
word- and bit-line, a single cell can be addressed in an organized 
matrix of DRAM cells (Figure 2.1a). This so-called “random 
access” provides short access times independent of the location 
of the data (Waser 2003). For a write/read operation, a voltage 
pulse is passed through the selected bit- and word-line. Only at 
the crossing point of a given DRAM cell, the access transistor 
switches to “open” and the capacitor is charged or discharged for 
a write or read event, respectively.

DRAM cells provide fast read, write, and erase access times 
below 20 ns in combination with a very good endurance of 
more than 1015 write/erase cycles. The endurance is defined as 
the minimum number of possible write/erase operations until 
the memory cell is destroyed. DRAM memory cells draw power 
continuously due to the refresh process and the information is 
lost after switching off the computer. Another disadvantage is 
the relatively large number of electrons, presently in the order 
of 105, needed to store one information bit, leading additionally 
to permanent high power consumption. Both, the volatility and 
the power consumption make DRAMs unsuitable for mobile 
applications.

The goal to shrink the feature size, based on the assumption 
of scalability, of a DRAM (Kim et al. 1998) down to 14 nm by 
2020 is a major challenge. It is speculated that the leakage cur-
rents of the capacitor might inhibit the scalability very soon. 
A fixed capacitance of the order of 50 pF is needed to maintain 
a sufficiently high voltage signal during the read-out process. 
Shrinking the area of the capacitor will decrease its capacitance, 

the number of stored electrons per DRAM cell, and the ampli-
tude of the read-out signal. Downscaling increases leakage 
currents due to quantum-mechanical tunneling through thin-
ner dielectrics (Frank et al. 2001). Therefore, there is a search for 
novel dielectrics.

2.2.2  Nonvolatile Semiconductor 
Memories (Flash)

Nonvolatile memories (NVMs) can retain their data for typi-
cally more than 10 years without power consumption. The most 
important nonvolatile memory is the Flash-EEPROM (electri-
cally erasable and programmable read-only memory); in short 
just Flash (Geppert 2003, Lai 2008). A Flash offers the possibility 
of repeated electrical read, write, and erase processes. The Flash 
memory market is the fastest growing memory market today, 
since it is the ideal memory device for portable applications. In a 
mobile phone, it holds the instructions and data needed to send 
and receive calls, or stores phone numbers. But not only portable 
applications are ideal for Flash. In each computer, a Flash chip 
holds the data on how to boot up. Other electronic products of 
all types, from microwaves ovens to industrial machines, store 
their operating instructions in Flash memories.

Flash is based on a floating-gate structure (Pavan et al. 1997, 
Sze 1999), where the charge carriers are trapped inside a poly-
silicon floating gate embedded between two SiO2 barriers (Figure 
2.2a). The SiO2 barriers having a height of ∼3.2 eV and an aver-
age thickness of 10 nm guarantee a storage time of more than 
10 years at room temperature. However, these barriers are also 
the origin of the two main disadvantages of a Flash cell: a slow 
write time (in the order of microseconds) and a poor endurance 
(in the order of 106 write/erase cycles).

The write process is realized by means of “hot-electron 
injection.” Here a small voltage is applied between the source 
contact and the bit-line (drain contact) (cf. Figure 2.2b). The 
word-line (control gate) is set to a high positive bias of 10–20 V, 
the MOSFET is set to “open” and the electrons flow though the 
inversion channel from the source to drain and are, in addition, 
accelerated in the direction of the floating-gate due to the high 
electric field in the order of 107 V cm−1. These “hot-electrons” 
have sufficient kinetic energy to reach the floating gate over 
one of the SiO2 barriers, but destroy this barrier step by step by 
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creating defects leading eventually to leakage. This is the reason 
for the poor endurance of a Flash memory cell. The slow write 
time is due to the low probability for energy relaxation of these 
hot-electrons into the floating gate.

The read-out of the stored information is normally done 
by measuring the resistance of the two-dimensional electron 
gas (2DEG) of the MOSFET—the inversion channel. A bias is 
applied at the gate contact, forming inversion between the 
source and the drain. Stored electrons in the floating gate reduce 
the conductivity of the 2DEG and a higher resistance between 
the source and the drain is measured.

Figure 2.3 compares the main properties of the DRAM and 
Flash. The Flash memory has already replaced the DRAM as 
a technology driver for the semiconductor memory industry 
(Mikolajick et al. 2007) in the year 2003. It is leading in stor-
age density and the main innovations are coming from the Flash 
industry. The feature size of the Flash has decreased from 1.5 μm 
in the year 1990 down to 45 nm in the year 2008. Accordingly, 
the number of electrons decreased from about 105 to less than 
1000 per information bit (Atwood 2004) (cf. Figure 2.4). A further 
shrinkage to 14 nm in the year 2020, as predicted, would lead to 
only 100 electrons per information bit.

Flash memory scaling beyond 32 nm feature size will become 
more and more difficult, mainly due to the physical limitations 
(Atwood 2004). For instance, during the hot-electron injection 
a voltage of about 4.5 V is applied between the source and the 
drain. Shrinking the gate length while keeping the write voltage 

fixed at 4.5 V, leads to an increased electric field in the source–
drain channel and in the end to a punch-through. Another 
limitation for future scaling is the capacitive coupling between 
different floating gates (cross talk) and the scalability of the float-
ing gate. While the number of electrons decreases to about 200 
per cell in year 2020, the main charge leakage mechanisms will 
remain. Dangling bonds and other defects at the Si/SiO2 inter-
face will dramatically decrease the storage time while scaling to 
smaller cell sizes.

2.3  Nonconventional Semiconductor 
Memories

The increasing number of difficulties and challenges for further 
scaling of the DRAM and Flash has led to a continuous search 
for alternative memory concepts. A large variety of proposed 
concepts using different physical phenomena to store an infor-
mation bit have been reported (Burr et al. 2008). This section 
concentrates on three nonconventional memories, which are the 
most advanced ones (Geppert 2003, Burr et al. 2008): the ferro-
electric RAM (FeRAM), the magnetic RAM (MRAM), and the 
phase-change RAM (PCRAM).

2.3.1 Ferroelectric raM

The ferroelectric RAM (FeRAM) (Jones et al. 1995, 
Sheikholeslami and Gulak 2000) has almost the same structure 
as a DRAM cell, except for the capacitor. The dielectric inside 
the capacitor of a DRAM is a non-ferroelectric material like 
silicon dioxide. When the charge is stored on the metal plates 
of the capacitor, it leaks away into the silicon substrate within 
a few milliseconds, causing the nonvolatility of a DRAM cell. 
In a FeRAM, a ferroelectric film such as zirconate titanate, 
also known as PZT, replays the dielectric of the capacitor. This 
ferroelectric material has a remnant polarization that occurs 
when an electric field has been applied. In PZT the center atom 
is zirconium or titanium which can be moved by an external 
electric field into two different stable states, representing a “0” 
or “1” in a ferroelectric memory. One state is near the top face of 
the PZT cube, the other one is near the bottom face. Even after 
removal of the external electric field, these stable states store 
the information for more than 10 years. When an opposite elec-
tric field is applied, the dipoles flip to the opposite direction, 
that is, the zirconium or titanium atoms are switching into the 
other stable state.

The write operations of a “0” and “1” state in a FeRAM are 
in principle the same as in a DRAM cell. An electric pulse via 
a word and a bit-line switches the ferroelectric state of the PZT. 
To read an information bit, an electrical pulse is applied via 
the access transistor to the ferroelectric capacitor and a sense 
amplifier can measure a current pulse. The amplitude depends 
on the position of the zirconium or titanium atoms in the PZT 
cube. For instance, if the external electric field from the pulse 
is pointing in the same direction of the PZT, that is, the atoms 
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are already at the top of the cube and a smaller current pulse is 
detected than for opposite direction.

Reading the information in a FeRAM cell destroys the data 
stored in its ferroelectric capacitor. After a read operation, the 
information has to be rewritten into the FeRAM cell, which is a 
major disadvantage in comparison to the Flash memory based 
on a floating-gate structure. However, the FeRAM is nonvola-
tile having a random read/write access time below 50 ns and an 
almost unlimited endurance (>1012 write/erase cycles).

2.3.2 Magnetoresistive raM

The magnetoresistive RAM (Gallagher and Parkin 2006, Wolf 
et al. 2006, Burr et al. 2008) uses the giant magnetoresistance 
(GMR) effect that was discovered in the late 1980s by the groups 
of Albert Fert (Baibich et al. 1988) and Peter Grunberg (Binasch 
et al. 1989). Grunberg and Fert received the Nobel Prize in 
Physics 2007 for their discovery.

The MRAM is based on a magnetic tunnel junction (MTJ) 
(see Figure 2.5a), which consists of two magnetic layers separated 

by  a thin insulating layer (like AlOx) with a thickness in the 
order of 1 nm. One of the ferromagnetic layers has a fixed mag-
netization, while the other layers can flip its magnetization by 
an external writing event. The read-out of the information in a 
MRAM cell works as follows: if the access transistor for a certain 
cell is turned on, a current is driven through the MTJ and the 
resistance of the MRAM cell is measured. If the two magnetic 
moments are parallel, the resistance is low, representing a “0” 
state. If the moments are antiparallel, the resistance is high, rep-
resenting a “1” state. The difference between these two values can 
be up to 70%, therefore, GMR.

The physical effect that leads to this GMR effect is called 
tunnel magnetoresistance (TMR). The TMR effect can be 
understood in terms of spin polarized tunneling of the elec-
trons. The electron spins are polarized inside one magnetic 
layer and if the spin is conserved during tunneling through the 
thin insulator layer, an initially spin up electron can only tun-
nel to a spin up final state. If the magnetic layers have parallel 
magnetic moments, a higher current is detected than for anti-
parallel directions.

The write mechanism can be understood by looking at Figure 
2.5b. During the write mode, a current is passing through two 
wires: a bit-line that runs over the MTJ and a digit line that is 
below. The sum of both currents is strong enough to flip the 
magnetic domains inside the free magnetic layer to a “1” or “0” 
state, depending on the current direction. Both magnetic states 
are stable for more than 10 years; hence, an MRAM is a non-
volatile memory device with a random-access architecture and 
unlimited endurance. In addition, the write/read time has been 
demonstrated to be below 50 ns. However, scaling MRAM to 
smaller feature sizes is a big challenge as the write current has 
to remain very high (>1 mA), even if the feature size goes below 
40 nm. Such large currents in very small devices might damage 
the structure.

2.3.3 Phase-Change raM

The architecture of the phase-change RAM (PCRAM)—also 
called ovonic unified memory (OUM)—is again an array of access 
transistors that are connected to a word- and a bit-line. The capac-
itor is now replaced by a phase-change material (Geppert 2003, 
Burr et al. 2008). The PCRAM uses the large resistance change 
between a (poly) crystalline and an amorphous state in a chalco-
genide glass, which is also used in rewritable CDs and DVDs. The 
chalcogenides used for this type of memory are alloys containing 
elements like selenium, tellurium, or antimony (GeSbTe, GeTe, 
Sb2Te3, etc.). The crystalline and amorphous states show a large 
difference of up to five orders of magnitude in the electrical resis-
tance, representing the binary state “1” for low resistance and the 
state “0” for high resistance. The read-out can easily be done by a 
measurement of the resistance of the PCRAM cell.

Besides the chalcogenide, the PCRAM cell consists of a top 
and a bottom electrode that are connected to the word- and 
bit-line and a resistive heater below the phase-change material 
(see Figure 2.6). To switch the state of the cell to the crystalline 
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FIGURE 2.5 Schematic picture of the read (a) and write (b) process 
of an MRAM cell. During read out a current passes through the MTJ. 
If the magnetization of the two magnetic layers is parallel to each other 
a low resistance is measured; if the magnetization is antiparallel the 
resistance is high. The write process is based on current flow through 
both the bit and digit line. The sum of both currents is strong enough to 
flip the magnetic domains inside the free magnetic layer to a “1” or “0” 
state, depending on the current direction inside the lines.
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one, a short write pulse is applied that heats the programma-
ble volume just below its melting point and holds it there for a 
certain time. This SET operation limits the write speed of the 
PCRAM because of the required duration to crystallize the 
phase-change material. The write speed is in the order of tens 
of nanoseconds (∼50 ns), depending on the used material. In 
the RESET operation, the memory cell is switched to the amor-
phous “0” state by applying a larger electrical current (∼mA) in 
the order of 100 ns that heats up the phase-change material just 
above the melting point.

The PCRAM access time is presently longer than for the 
MRAM. However, the write/erase time improves with scaling, as 
the active programmable volume is getting smaller and shorter 
write/erase pulses are sufficient to switch the state of the phase-
change material. The read operation shows a very good scal-
ing that gives PCRAM the highest market potential among all 
nonconventional memory concepts that could replace the Flash 
memory in the future. A big disadvantage is the endurance of a 
PCRAM cell (107–1012), being above the conventional Flash cell 
but several orders of magnitude away from the DRAM (>1015).

2.4 Semiconductor Nanomemories

The semiconductor memory industry has already entered the 
“nano-world” years ago and has introduced a feature size of 45 nm 
in the year 2008. To improve the device performance of a conven-
tional Flash cell, nanomaterials have been used as replacements 
for the floating gate. For instance, replacing the Si floating gate 
with Si nanocrystals—Si particles with diameters in the order of 
1–10 nm—leads to the advantage that charge leakage from any 
particular nanocrystal does not discharge the complete floating 
gate. The ultimate goal would be the usage of only one nanocrystal 
as one information bit to build a single electron memory.

This section will brief ly review semiconductor memories 
based on charge traps and silicon nanocrystals in Section 
2.4.1 and a single electron memory based on silicon QD in 
Section 2.4.2.

2.4.1 Charge trap Memories

One of the major drawbacks is the limited number of write/erase 
cycles of a conventional Flash cell, the poor endurance. This 
will be a major problem during scaling down the feature size 
and simultaneously the thickness of the SiO2 tunneling barrier. 
A single defect in the tunneling oxide will always destroy the 
entire Flash cell. The simplest way to improve the endurance of a 
conventional Flash memory and, hence, to extend the scalability 
is to replace the floating gate by a charge trapping material, sche-
matically illustrated in Figure 2.7.

A charge trapping memory cell can be realized in different 
approaches. One possibility is to use a dielectric material that 
stores the charges in deep traps. Silicon nitride is the most 
established among such materials and the memory cell is often 
referred to as oxide–nitride–oxide, short just ONO (Lai 2008). 
A variation of this type of charge trapping device is the SONOS 
(silicon–oxide–nitride–oxide–silicon) (White et al. 2000). Figure 
2.7a illustrates the floating-gate structure and the SONOS device 
principle. The thin silicon-nitrite (Si3N4) film is the storage unit 
where a single defect in the oxide layer will not discharge the 
complete memory cell. In addition, SONOS cells show a reduced 
cross talk and lower read/write voltages.

A second alternative to create a charge trapping memory is 
the usage of nanoparticles as the floating gate. The first attempts 
of such memory devices were made by Lambe and Jaklevic 
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FIGURE 2.6 The PCRAM is based on a chalcogenide that can exist in 
two different states: in the (poly) crystalline state the resistance is low 
(representing a “1”), while the resistance is high in the amorphous state 
(representing a “0”). Switching to the amorphous state is done by heat-
ing the programmable volume up to its melting point with the resistive 
heater and cooling down rapidly. To make it crystalline, the heater is 
switched on for a short time period (∼50 ns) to heat the volume above its 
crystallization temperature.
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FIGURE 2.7 (a) Schematic picture of a SONOS nonvolatile charge trapping memory that consists instead of a Si floating gate of an oxide–nitride–
oxide (ONO) sandwich. The nitride layer can store charges (electrons or holes) in deep traps. (b) A nanocrystal Flash based on silicon nanoparticles.
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(1969) 40 years ago. They used an array of Al droplets—with a 
diameter in the order of 10 nm—embedded in thin oxide and 
observed a memory effect in capacitance measurements. Tiwari 
et al. (1996) embedded Si nanocrystals into a floating-gate struc-
ture to improve the Flash concept with nanomaterials. The prin-
ciple of such memory devices is depicted in Figure 2.7b. The Si 
nanocrystals are fabricated through spontaneous decomposi-
tion during chemical vapor deposition onto the tunneling oxide 
barrier. These particles have a typical size in the order of about 
1–10 nm. Replacing the floating gate with these Si nanocrystals 
has the advantage that charge leakage through defect inside the 
oxide layer will not completely discharge the whole memory cell. 
Thinner tunneling barriers can be used and an improved endur-
ance is observed.

2.4.2 Single Electron Memories

One charge carrier inside a single nanocrystal or QD for one 
information bit is the ultimate goal for a memory cell. Such 
devices were realized with a single polysilicon QD embedded 
into an oxide matrix (Guo et al. 1997). This device showed a stor-
age time of 5 s at room temperature and is schematically depicted 
in Figure 2.8. It was fabricated by electron beam lithography 
(EBL) and reactive ion etching (RIE). A source–drain channel 
with a width between 25 and 120 nm was created onto an oxide 
layer, followed by a second oxide layer and the polysilicon dot. 
The dot had a width of about 20 nm and is covered again by sili-
con oxide and polysilicon as a gate electrode. By an appropriate 
bias on the control gate, the single dot is charged and discharged 
at room temperature and the charge state—the read-out of the 
information—was possible via a resistance measurement of 
the source–drain channel.

This measurement demonstrates perfectly the possibility of 
single charge storage and read-out even at room temperature 
without conductance quantization inside the source–drain 
channel. However, these structures were fabricated via EBL, 
which is not suitable for mass production and the storage time is 
limited to 5 s at 300 K.

2.5  a Nanomemory Based on III–V 
Semiconductor Quantum Dots

In this section, a memory concept based on III–V nanomateri-
als—self-organized QDs—that has the potential to overcome 
the drawbacks of the current conventional Flash and DRAM 
is presented (Geller et al. 2006a). Such a nanomemory cell 
should provide long storage times (>10 years) and good endur-
ance (>1015 write/erase cycles) in combination with even better 
read/write access time than the DRAM (<10 ns). In addition, 
an ultimate memory cell should store one information bit by 
means of as few carriers as possible, let it be electrons or holes, 
to compete with the ongoing miniaturization in the semicon-
ductor memory industry. With a lateral feature QD size of 
about 7–20 nm—depending on the material combination and 
growth conditions—to have a single QD as one information bit 
is a must for the future. Comparing this QD size with the pre-
dicted feature size of conventional Flash presented in Figure 2.4, 
one expects that the QD memory could be competitive for the 
next 10 years. A major challenge for such QD-based memory 
will be to address a single self-organized QD. However, a lot of 
work has been focused on QD alignment in two-dimensional 
arrays that would allow addressing a single self-organized QD 
in the future. An overview on QD alignment can be found in 
Kiravittaya et al. (2009).

This section concentrates on a brief introduction to III–V 
semiconductor hetereostructures and self-organized QDs in 
Sections 2.5.1 and 2.5.2, respectively. The last subsection will 
focus on a nanomemory concept based on these QDs.

2.5.1 III–V Semiconductor Materials

Metal organic chemical vapor deposition (MOCVD) or molec-
ular beam epitaxy (MBE) are epitaxial growth techniques to 
deposit different defect-free semiconductor materials with dif-
ferent electronic properties (e.g., band offsets) on each other. 
Such a semiconductor crystal, made of more than one material, 
is referred to as a “heterostructure,” and the interface between 
the two materials as “heterojunction.” The electronic properties of 
the entire heterostructure are mainly determined by this het-
erojunction. Heterostructures pave the way to design devices 
with tailored optical or electronic properties.

The use of heterojunctions has led to the development of many 
device families like the double heterostructure (DHS) laser or 
the hetero-bipolar transistor, both invented in 1963 by Alferov 
and Kroemer (Alferov and Kazarinov 1963, Kroemer 1963) 
and honored with the Nobel prize in physics in the year 2000. 
Alferov built the first DHS semiconductor laser using gallium 
arsenide (GaAs) and aluminum arsenide (AlAs) in 1969.

By using epitaxial growth techniques, it is also easily possible 
to create ternary alloys, for instance AlxGa1−xAs, which exhibit 
a bandgap smoothly varying between the binary alloys. Figure 
2.9 shows the energy bandgap as a function of lattice constant 
for different III–V compound semiconductors (points) and their 
ternary alloys (lines) at zero temperature. The III–V compound 
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FIGURE 2.8 Schematic picture of single electron memory device 
based on a polysilicon QD above a silicon channel. The silicon channel is 
connected to a source and drain contact to measure the resistance of the 
channel. The charge state can be written and erased by the polysilicon 
control gate. (After Guo, L. et al., Appl. Phys. Lett., 70(7), 850, 1997.)
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semiconductors and their ternary alloys offer a large variety of 
material combinations in heterostructure devices with the pos-
sibility of a controlled band-structure engineering.

For a semiconductor heterostructure, besides the energy band-
gap, the relative energetic position of the valence and conduction 
band at the interface is of central importance: the so-called band 
alignment. The band alignment and the bandgap control the 
band offsets in the conduction and valence band. The band off-
set is simply defined as the discontinuity in the band edges at the 
interface between the two semiconductors. Figure 2.10 shows 
the various types of band alignments that can arise for semi-
conductor heterojunctions: type I, type II staggered, and type II 
broken-gap. For a type I alignment, the bandgap of the narrower 
gap semiconductor Eg

2 lies completely within the bandgap of the 
wider gap Eg

1, shown in Figure 2.10a. This band alignment occurs 
in a large number of technically important heterojunctions, for 
example, InAs/GaAs, GaAs/AlGaAs, and GaSb/AlSb. For a type 
II staggered band alignment, the bandgaps of the two materials 

show only partial overlap (Figure 2.10b). An example for a type 
II staggered band alignment is GaSb/GaAs, which plays an 
important role for memories based on self-organized QDs. A type 
II broken-gap alignment occurs, when the bandgaps of the two 
materials do not overlap at all (Figure 2.10c).

2.5.2 Self-Organized Quantum Dots

Self-organized QDs are low-dimensional heterostructures 
(Bimberg et al. 1998) that confine electrons and/or holes in all 
three spatial directions. Such a zero-dimensional system exhib-
its the electronic and optical properties like “artificial” atoms 
and offers lots of possibilities for new applications, for example, 
in electronic devices such as field effect transistors (Kim et al. 
2000, Koike et al. 2000) as well as in optoelectronic devices such 
as lasers (Kirstaedter et al. 1994, Heinrichsdorff et al. 2000, 
Kuntz et al. 2004, Hopfer et al. 2006), detectors (Campbell 
et  al. 1997, Chu et al. 2001), amplifiers (Lämmlin et al. 2006), 
and  single-photon sources (Santori et al. 2002, Lochmann et al. 
2006) or memory cells as described in this chapter.

The fabrication of QDs is based on self-organization effects on 
crystal surfaces first reported by Stranski and Krastanow (1938). 
On a flat substrate surface, a layer of a material with a differ-
ent lattice constant is deposited, leading to a strained wetting 
layer. The strain energy can be reduced by forming small islands 
from the material of the wetting layer. These small structures 
with dimensions in the nanometer range can be very regular 
in size and shape and can confine carriers in all three dimen-
sions (Shchukin et al. 1995, 2003). The term Stranski–Krastanow 
growth mode (SK-growth) was reintroduced in heteroepitaxy for 
the formation of islands on an initially two-dimensional layer. 
The formation of coherent, that is, defect free islands as a result 
of SK-growth is today exploited to fabricate QDs (Eaglesham 
and Cerullo 1990, Mo et al. 1990). Self-organized QDs have often 
a pyramidal or truncated pyramidal shape (Heinrichsdorff et al. 
1996, Eisele et al. 1999) with typical base widths and heights in 
the order of 7–30 nm and 2–5 nm, respectively, depending on the 
growth conditions and material combinations.

The reduction of the extension of the QDs to values below the 
de Broglie wavelength leads to charge carrier localization in all 
three directions and the disappearance of the continuous E(k) 
dispersion, called band structure. As in a real atom, the resulting 
energy level structure is discrete. The QD provides a confining 
potential of finite depth for electrons and/or holes. Figure 2.11 
shows schematically two types of QDs: type I QDs (like InAs/
GaAs) confine electrons and holes, while a type II QD confines 
either electrons or holes. The depicted type II GaSb/GaAs QD 
system has a localization potential for holes only and provides 
a barrier for the electrons in the conduction band. The local-
ization energy represents the energy difference of the confined 
electron or hole states with respect to the conduction or valence 
band edge, equivalent to the binding energy.

The single particle states in self-organized QDs depend on 
two structural properties: size and shape, and the chemical com-
position. The influence of the QD geometry on the electron and 
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of two semiconductors with different bandgap Eg
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hole states can be understood in principle from a simple particle-
in-a-box model (Grundmann et al. 1995, Stier et al. 1999). For 
an infinite potential well, the quantum-mechanical solution 
predicts energy separation and nonzero energy for the lowest 
level, depending on the size of the box. In contrast, the confin-
ing barrier in buried QDs is of finite height, given by the band 
offsets. Only a finite number of bound states exist, depending on 
the QD size and shape. As the QD becomes smaller, the separa-
tions between the electron and hole levels increase—quantum 
size effect—and all states are lifted in energy toward the valence/
conduction band edge. Below a certain size, no bound electron 
and/or hole state exists.

Self-organized QDs can trap electrons or holes, storing these 
charge carriers for a certain time depending on the emission 
processes involved. Therefore, QDs may store information like 
a memory cell. Carrier emission limits the storage time in a 
QD-based memory. Confined charge carriers can escape by the 
following four mechanisms: thermal activation, tunneling, pho-
non-assisted tunneling, and optical activation. Phonon-assisted 
tunneling is a combination process of tunneling and thermal 
activation. The charge carrier is thermally activated by phonons 
to a higher energy state E1 (a real or virtual state) and tunnels 
subsequent to the conduction or valence band through a bar-
rier. The mechanisms are schematically depicted in Figure 2.12 
for electron escape into the conduction band. Whether a charge 
state and, hence, the information bit is destroyed by one of the 
emission processes depends on the electric field and the tem-
perature in comparison to the localization energy of the charge 
carriers ELoc. If the electric field is weak and the thermal energy 
kBT is large, the charge carriers will be emitted due to thermal 
activation. If the electric field is strong and the thermal energy is 
small in comparison to the localization energy, the charge carri-
ers will be released due to tunneling. Phonon-assisted tunneling 
will occur for a situation, were the tunneling rate from the state 
E1 is equal to the thermal activation rate from the ground state E0 
to the state E1.

To understand the limitations in storage time in a nanomem-
ory based on self-organized QDs all above mentioned emission 
processes have to be taken into account. However, in the stor-
age situation of a memory, the electric field should be sufficiently 
small such that tunneling and phonon-assisted tunneling can 
be ruled out and only pure thermal activation is of interest. The 
average time for a thermally activated emission process from the 
ground state of the QDs to the band edge (which presents an upper 
limit for the average storage time of the charge carriers) depends 
in this situation exponentially on the localization energy of the 
charge carriers; cf. Equation 2.27 in Section 2.6.2.1. Therefore, 
III–V material combinations with large band offsets that provide 
large localization energies are needed to build a nonvolatile nano-
memory based on self-organized QDs. After a presentation of the 
QD-based memory concept, the next sections will concentrate 
on storage times and localization energies in different III–V self-
organized QDs and their suitability for a nonvolatile memory.
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FIGURE 2.12 The possible carrier emission processes in an applied 
electric field: thermal activation, phonon-assisted tunneling and tun-
neling are shown for electron escape from a QD ground state into the 
conduction band. The term ELoc represents the localization energy of 
the charge carriers in the ground state while EA is the thermal activation 
energy for phonon-assisted tunneling.
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2.5.3  a Memory Cell Based 
on Self-Organized QDs

Here, a memory concept is presented where the self-organized 
QDs are embedded in a p–n or p–i–n diode structure (Geller 
et al. 2006a). The QDs act as storage units, since they can be 
charged with electrons or holes representing the “0” (uncharged 
QDs) and “1” (charged QDs) of an information bit. An emis-
sion barrier is needed to store a “1” in such a memory concept. 
The barrier height—which is related to the localization energy 
of the charge carrier (Figure 2.13a)—can be varied by varying 
the material and size of the QDs and the material of the sur-
rounding matrix (see Section 2.5.1). If the localization energy is 
increased, a longer storage time of the charge carriers is expected. 
Furthermore, a capture barrier is needed to store a “0” (Figure 
2.13a). This barrier protects an empty QD cell from unwanted 
capture of charge carriers. In this concept, the capture barrier 
is realized by using the band bending of a p–i–n or p–n diode.

The major advantage in using a diode structure is the pos-
sibility to tune the height of the barriers by an external bias. 
Therefore, during the write process (Figure 2.13b), the capture 
barrier can be eliminated by a positive external bias between 
the gate and source contact (Vg > 0 V) and the charge carriers 
can directly relax into the QD states. This allows to benefit from 
another advantage of self-organized QDs: the charge carrier 
relaxation time into the QD states is in the range of picoseconds 
at room temperature (Müller et al. 2003, Geller et al. 2006b) 
(see Section 2.7), enabling very fast write times in a QD-based 
memory. In addition, a very good endurance of 1015 write opera-
tions should be feasible. To erase the information, the electric 
field is increased within the QD layer by a negative external bias 
between the gate and source (Vg < 0 V), such that tunneling of the 
charge carriers occurs (cf. Figure 2.13c).

Figure 2.14 shows schematically the device structure of such 
a QD-based memory, where the QDs are charged with holes to 
represent an information bit. The doping sequence of the p- and 
n-regions would be inverted for electron storage. The distance to 
the junction is adjusted, such that the QDs are inside the deple-
tion region for zero bias (Vg = 0 V in Figure 2.13a). The read-out 
of the stored information is done by a two-dimensional elec-
tron gas (2DEG) for an electron and a two-dimensional hole gas 

(2DHG) for a hole storage device. The 2DEG or 2DHG is situ-
ated 10–50 nm below the QD layer and is filled with charge car-
riers, provided by the additional n- or p-δ-doping, respectively. 
Stored charge carriers inside the QDs reduce the conductivity 
of the 2DEG/2DHG; hence, a higher resistance is measured 
between the source/drain contacts, in analogy to the read-out in 
a conventional Flash cell.

2.6 Capacitance Spectroscopy

To elucidate the potential of nanomaterials like self-organized 
QDs for future memory applications the localization energy and 
the carrier storage time at room temperature has to be deter-
mined for different III–V heterostructures. The first goal is to 
find a material combination that yields a minimum storage time 
of milliseconds at 300 K, the benchmark for present DRAM.

The capacitance spectroscopy is a powerful tool to study the 
energy levels and charge carrier emission times in QDs. It has 
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been widely used for different device geometries, for instance in 
p–i–n diodes to investigate the tunneling dynamics and local-
ization energies in self-organized InAs/GaAs QDs (Fricke et al. 
1996, Luyken et al. 1999) or to probe single-electron levels in 
QDs that are laterally confined inside a 2DEG (Ashoori et al. 
1992, Ashoori 1996).

In this section, capacitance spectroscopy is used to determine 
storage and emission times as well as localization energies in 
self-organized QDs. The QDs are embedded in a GaAs matrix 
nearby an abrupt p–n junction that forms a depletion region. This 
different capacitance spectroscopy method consists of measure-
ments of the depletion capacitance of a p–n or Schottky diode, 
it is the “capacitance spectroscopy of a depletion capacitance” 
(Lang 1974).

2.6.1 Depletion region

The work function or Fermi energy with respect to the vacuum 
level of a metal or doped semiconductor differs for different met-
als or semiconductors having a different doping concentration. 
If a metal and a semiconductor (or two differently doped semi-
conductors—a p–n diode) are in electric contact, the free charge 
carriers are exchanged between the different materials until a 
thermodynamic equilibrium is reached and the Fermi energy is 
equal throughout the entire structure. Sometimes only ionized 
donors and acceptors are present in the vicinity of the interface 
while all free charge carriers are moved away in the semicon-
ductor (Figure 2.15). The layer depleted from free charge carriers 
is usually referred to as the “depletion region” (Sze 1985, Blood 
and Orton 1992). The width of the depletion region depends on 
the doping concentration and the potential difference between 
the materials, of which the latter can easily be modified by an 
externally applied bias.

A metal-semiconductor contact can be described by the 
Schottky model and is referred to as the “Schottky contact.” A 
junction of a p-doped and n-doped semiconductor is a “p–n 
junction.” Both types of contacts provide a depletion region and 
they are briefly described in the following.

2.6.1.1 Schottky Contact

A metal-semiconductor contact is usually described in the frame-
work of the Schottky model, which is an acceptable approach to 
construct the band diagram of the contact (Figure 2.15). Within 
this model, the barrier height ϕb inside the metal is independent 
or just weakly dependent on the applied external bias.

According to the Schottky model, the energy band diagram 
is constructed by reference to the vacuum level, defined as the 
energy of a free electron to rest outside the material. The work 
function of the metal ϕm and the electron affinity of the semi-
conductor χs are defined as the energies required to remove an 
electron from the Fermi level of the metal or the semiconductor 
conduction band edge, respectively, to the vacuum level. These 
properties are assumed constant in a given material and it is 
further assumed that the vacuum level is continuous across the 
interface. The Fermi levels in the metal and semiconductor must 
be equal in thermal equilibrium. These conditions result in a 
band diagram for the interface as shown in Figure 2.15.

Since the vacuum level is the same at the interface of the metal 
and the semiconductor, a step between the Fermi level in the 
metal and the conduction band edge EC of the semiconductor 
occurs. This is the barrier height ϕb given by*

 φ φ χb m s m= − − eV .  (2.1)

The band bending in the metal is very small due to the large 
density of electron states; hence, eVm can be neglected. Therefore, 
the Schottky barrier height is usually written as

 φ φ χb m s= − .  (2.2)

For increasing distance from the interface, the conduction band 
energy decreases. At the end of the depletion region, it has the 
same value as in the neutral semiconductor with respect to 
the Fermi level. The resulting band bending is an effect of the 
removed free charge carriers, leaving behind a distribution of 
fixed positive charges from ionized donors. The depletion region 
ends at that position, where the bands become flat and the 
associated electric field is zero. The width of the depletion region 
w is determined by the net ionized charge density according to 
Poisson’s equation (see Section 2.6.1.3).

Since the density of states in the metal is much greater than 
the doping density in the semiconductor, the depletion width 
in the metal is much smaller. Therefore, it can be assumed that 
the potential difference across the metal near the contact (Vm) 
is negligibly small compared to that in the semiconductor (Vs). 

* For a Schottky barrier, ϕm must exceed χs otherwise the bands bend in the 
opposite direction.
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FIGURE 2.15 Energy band diagram of a depleted metal-semiconductor 
Schottky contact. The width of the depletion region w depends on the dop-
ing concentration in the semiconductor. A build-in voltage Vb is present 
without external bias due to the band bending of the depletion region.
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The total zero bias band bending of the Schottky contact, also 
referred to as “build-in potential” or “build-in voltage” Vb can 
be written as

 eV eV E E E Eb s m s C F b C F≈ = − − − = − −φ χ φ( ) ( ).  (2.3)

Experimental values for various metal Schottky contacts on 
GaAs can be found in Myburg et al. (1998).

2.6.1.2 p–n Junction

The band diagram of an abrupt p–n junction, in Figure 2.16, is 
considered in a similar manner. Again, two rules are used to 
construct the diagram: (1) the vacuum level is continuous and 
(2) the Fermi energy is constant across the junction in thermal 
equilibrium. For the same p- and n-doped semiconductor the 
electron affinity χs is the same on both sides of the junction. 
Therefore, the band bending is caused entirely by the difference 
in the Fermi level with respect to the conduction band of the two 
differently doped materials. From Figure 2.16, using subscripts 
to denote the n and p side, one obtains for zero external bias

 ( ) ( ),E E eV E EC
p

F s b s C
n

F− + = + + −χ χ  (2.4)

hence, the build-in voltage is

 eV E E E E Eb g F V
p

C
n

F= − − − −( ) ( ),  (2.5)

where Eg is the energy gap of the semiconductor. The build-in 
voltage as the total electrostatic potential difference between the 
p-side and the n-side is temperature-dependent and a function 
of the fixed donor and acceptor charges of density Nd and Na 
(Sze 1985):

 V k T
e

N N
nb

B a d

i
=







ln ,2  (2.6)

where ni is the intrinsic carrier density

 
n N N

E
k Ti C V

g

B
= −







exp ,
2  

(2.7)

with the effective density of states in the valence NV and conduction 
band NC, respectively. A typical doping density of 1017 cm−3 yields 
for GaAs a build-in voltage of 1.3 V at 300 K.

In a p–n junction, depletion regions on each side of the contact 
exist, where the fixed donor and acceptor charges lead to the band 
bending. Since the total charge in the p–n diode is zero (charge 
neutrality), in the depletion approximation (Blood and Orton 
1992) of an abrupt depletion layer edge

 N w N wa p d n=  (2.8)

must hold. For similar doping concentrations, the depletion 
width on the p- and n-side of the semiconductor will be com-
parable. However, for the purpose of material characterization 
(such as capacitance experiments) doping concentrations are 
often chosen such that the depletion region is situated almost 
entirely on one side of the junction. The depletion region of such 
an asymmetrical p–n junction resembles the depletion region 
of a Schottky contact. Such asymmetrical junctions are briefly 
denoted as p+–n or n+–p junction with Na >> Nd or Nd >> Na, 
respectively.

Vacuum
level

+++++++++++++++++++++++

Depletion region w

EF

EC

EV

eVb

n-Type

Free electrons
Fixed donors

–––––––––––––––––––––––

p-Type

Free holes

Fixed acceptors

  

Eg

wnwp

Electron
energy

s

  s

FIGURE 2.16 Energy band diagram of a p–n junction.
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2.6.1.3 Width of the Depletion region

The entire band bending across the depletion region is defined 
by the sum of the build-in voltage of the contact Vb (Equation 
2.5 or 2.6), and the applied external bias Va in reverse direction: 
V = Vb + Va. The width of the depletion region and the electric 
field can be calculated using Poisson’s equation. The electrostatic 
potential ψ at any point is given by

 − ∂
∂

= ∂
∂

=
2

2
0

ψ ρ
εεx

F
x

x( ) ,  (2.9)

where
F is the electric field
ε0 is the vacuum permittivity
ε is the dielectric constant of the semiconductor material

If the donors or acceptors are entirely ionized, the charge density 
ρ is eNd or eNa, respectively:

 − ∂
∂

= ≤ ≤
2

2
0

ψ
εεx
eN x wd

nfor 0 .  (2.10)

For a Schottky contact or an abrupt asymmetric p+–n junction, 
integration of Equation 2.9 yields

 F x F eN x x w( ) ,= + ≤ ≤0 0d

0
nfor

εε  (2.11)

while F(x) = 0 for x < 0 and x > wn. Hence, using the approxima-
tion F(x) = 0 at the edge of the depletion region, gives the bound-
ary condition for the integration constant:

 F eN w
0 = − d n

0εε
,  (2.12)

and represents the electric field at the interface F(0), where it has its 
maximum. Therefore, the electric field F across the depletion region 
in an n-doped semiconductor with the donor concentration Nd is

 F x eN x w x w( ) ( ) .= − ≤ ≤d

0
n nfor

εε
0  (2.13)

Analogously, the electric field distribution across the depletion 
region on the p-doped side is

 F x eN x w w x( ) ( ) .= − + − ≤ ≤a

0
p pfor

εε
0  (2.14)

The potential distribution across the depletion region for a p+–n 
junction inside the n-doped semiconductor is now obtained by 
integration of Equation 2.13:

ψ
εε εε

ψ( ) ( ) ( ),x eN x w dx eN w x x
w

x

= − − = −






+∫ d
n

d n

n0 0

2

0
2

0  (2.15)

with ψ(0) = 0 as a reference for the potential distribution. For an 
asymmetric p+–n junction, one notices that the band bending 
in the present approximation only occurs in the n-doped region 
of the junction. The contact potential is equal to the total band 
bending, that means, equal to the build-in voltage plus the exter-
nal bias ψ(0) = −V = −(Vb + Va). Since the potential on the edge of 
the depletion region is zero, ψ(wn) = 0, one obtains

 
V V V eN w= + =b a

d
n2 0

2

εε
,
 

(2.16)

or the expression for the depletion width

 w
eN

Vn
0

d
=

2εε
.  (2.17)

If the p–n junction is symmetric and the depletion region 
extends into the p- and n-doped semiconductor, Equation 2.16 
is modified to

 
V V V eN w eN w= + = +b a

d
n

a

0
p2 20

2 2

εε εε
,

 
(2.18)

with the net acceptor doping concentration Na and the width of 
the depletion region wp in the p-doped side. The total depletion 
width w is given by

 
w w w

e
N N

N N
V= + = +





( ) .n p
0 a d

a d

2εε
 

(2.19)

The assumption of an abrupt depletion layer edge, is the 
so-called depletion approximation. A more general  description 
of the depletion region can be found in reference Blood and 
Orton (1992).

2.6.1.4 Depletion Layer Capacitance

The capacitance that arises from the depletion region is the so-
called “depletion capacitance.” In comparison to a plate capaci-
tor, here, the charge is accumulated inside the depletion region 
of the p–n diode. The number of ionized donors depends linearly 
on the width wn, while again the width is a function of the 
square root of the voltage (Equations 2.17 and 2.19). Hence, 
the capacitance does not depend linearly on the voltage and has 
to be defined differentially for a small bias signal ΔV:

 C Q
V

dQ
dVV

= =
→

lim .
∆

∆
∆0  (2.20)

Using Equation 2.17, the entire stored charge inside the depletion 
region of a Schottky diode or an abrupt asymmetric p+–n junction 
with area A is

 Q eN A w V A e N V= ⋅ =d n 0 d( ) ,2 εε  (2.21)
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and the capacitance is

 
C V dQ

dV
A

eN
V

A
wV

( ) .= = =
εε εε0 d 0

n2  
(2.22)

The depletion capacitance resembles the capacitance of a plate 
capacitor with a distance of wn between the plates and a dielec-
tric with relative permittivity ε, although the charge is actu-
ally stored in the volume rather than on the edges of the space 
charge region.

2.6.2 Capacitance transient Spectroscopy

The depletion width depends on the applied voltage and the 
doping concentration, that is, on the charge stored inside the 
space charge region. As a consequence, the measured capaci-
tance is sensitive to the carrier population inside deep levels 
or QDs situated inside the depletion region (Kimerling 1974). 
Semiconductor QDs can be considered as deep levels (or traps), 
storing few or single charge carriers for a certain time. Time-
resolved capacitance spectroscopy allows investigating the 
electronic structure of QDs, since the carrier dynamics can be 
studied in detail. 

Historically, time-resolved capacitance spectroscopy was ini-
tially used to study and characterize deep levels caused by impu-
rities or defects. In this context it is usually referred to as “deep 
level transient spectroscopy” (DLTS) or “capacitance transient 
spectroscopy” (Sah et al. 1970, Lang 1974, Miller et al. 1977, 
Rhoderick and Williams 1988, Grimmeiss and Ovrén 1981, 
Blood and Orton 1992). Besides the determination of activation 
energies and capture cross sections, DLTS also permits to obtain 
a depth profile of the trap concentration and to investigate the 
influence of the electric field on the emission process. As QDs act 
more or less as deep levels, the DLTS has been used successfully 

to study thermal emission processes, activation energies, and 
capture cross sections of various QD systems (Anand et al. 1995, 
1998, Kapteyn et al. 1999, 2000a,b, Schulz et al. 2004).

2.6.2.1 Measurement Principle

In the following, the DLTS measurement principle will be 
described for QDs in a p–n or Schottky diode structure. A more 
detailed description can be found in Blood and Orton (1992).

First, a single layer of QDs with density NQD per area in an 
n-doped material (with doping concentration Nd) shall be 
considered. The work cycle of a DLTS experiment of a p+–n 
structure with QDs embedded is depicted in Figure 2.17. The 
upper row displays schematically the p–n diode while the lower 
row depicts the corresponding potential distribution of the 
conduction band.

In an initial step (Figure 2.17a), a reverse bias Vr is chosen 
such that the depletion region extends well over the QDs. The 
QDs are completely depleted from charge carriers and the Fermi 
level is below the QD levels. During the pulse Vp, the depletion 
region is shorter than the distance of the QD layer from the p–n 
interface and the QDs are consequently filled with carriers—
electrons in Figure 2.17b. The Fermi level is now above the QD 
states. After switching back to the reverse bias situation (Figure 
2.17c), the QDs are again situated inside the depletion region 
but still filled with electrons. The depletion width is larger for 
QDs filled with charge carriers, hence, the capacitance after the 
pulse Vp is smaller and increases again when electrons/holes 
are emitted due to thermal activation or tunneling emission.* 
By recording the depletion capacitance as a function of time, 
transients are observed, which represent the carrier emission 

* The emission of carriers from QD states is usually slow, whereas the free 
carriers in the matrix material are considered to follow the change in the 
external bias instantaneously at the timescale of the experiment.
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FIGURE 2.17 DLTS work cycle of a p+–n diode with embedded QDs. The upper row schematically shows sketches of the devices for three different 
bias situations: (a) before, (b) during, and (c) after the bias pulse, respectively. The lower row shows the corresponding band diagrams.
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processes from the QD states. The pulse sequence during the 
experiment and the measured capacitance transient is schemat-
ically depicted in Figure 2.18.

2.6.2.2 rate Window and Double-Boxcar Method

The capacitance transient, recorded from a single emission process 
is usually mono-exponential having the time-constant τ. Hence, 
the capacitance transient is given by (Blood and Orton 1992)

 C t C C t( ) ( ) exp ,= ∞ − −





∆ 0 τ
 (2.23)

where
C(∞) is the steady state capacitance at Vr

ΔC0 is the entire change in the capacitance C(t) for t = ∞ 
(see Figure 2.18)

The emission time constant can be determined by using Equation 
2.23 and plotting the data on a semilogarithmic scale. However, 

in general, the capacitance transient for deep levels and QDs are 
multi-exponentials due to the ensemble broadening (Omling et al. 
1983) and a linear fit is consequently impossible in most cases.

In order to obtain the emission time constant, the activa-
tion energies and capture cross section from multi-exponential 
transients, the rate window concept is commonly applied. One 
investigates the contribution to the observed emission process 
at a chosen reference time constant τref. By plotting the boxcar 
amplitude C(t2) − C(t2) for that reference time constant as func-
tion of temperature, the relation between temperature and emis-
sion rate can be evaluated for a thermal activated process.

In the rate window concept, the selection of the contribution 
for a chosen reference time constant is done by a simple tech-
nique: the DLTS signal at a certain temperature S(T, t1, t2) is given 
by the difference of the capacitance at two times t1 and t2 by

 S T t t C T t C T t( , , ) ( , ) ( , ),1 2 2 1= −  (2.24)

or with Equation 2.23

 
S T t t C t

T
t
T

( , , ) exp
( )

exp
( )

.1 2 0
2 1= −





− −













∆

τ τ  
(2.25)

The two times t1 and t2 define the rate window, which has the 
reference time constant

 τref /
= −t t

t t
2 1

2 1ln( )
.  (2.26)

Plotting S(T, t1, t2) as function of temperature yields the DLTS 
spectrum, schematically depicted in Figure 2.19. A maximum 
appears at that temperature, where the emission time constant 
of the thermally activated process equals almost the applied 
reference time constant: τ(T) = τref. A maximum appears only 
for a thermally activated process, a temperature independent 
tunneling process leads to a constant DLTS signal (Kapteyn 
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FIGURE 2.18 DLTS work cycle during a DLTS experiment. The lower 
part displays the external bias on the device as function of time, the 
upper part the corresponding capacitance.
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2001). This relation is also valid for inhomogeneous broadened 
DLTS spectra of self-organized QDs. The measured emission 
time constant is the average time constant at the maximum of 
the Gaussian ensemble distribution (Omling et  al. 1983).

The thermal emission rate of the charge carriers, eth is now 
given by (Lang 1974, Blood and Orton 1992)

 e T E
kTth

A= −



∞γ σ2 exp ,  (2.27)

where
EA is the thermal activation energy
σ∞ is the apparent capture cross section for T = ∞
γ is a temperature-independent constant

Knowing the emission time constant τ = 1/eth for different tem-
peratures enables to derive the thermal activation energy and 
the capture cross section. For varying τref different peak posi-
tions Tmax are obtained. The plot of In( )max refT 2 τ  as a function of 
Tmax

−1 , cf. Figure 2.22b, is called an Arrhenius plot and is a linear-
ization of Equation 2.27. The slope yields the activation energy 
EA and from the y-axis intersection, the apparent capture cross 
section σ∞ at infinite temperature can be obtained.

In order to improve the signal-to-noise ratio (SNR), the capac-
itance transients near t1 and t2 can be averaged over an interval 
tav  (Day et al. 1979). The SNR in this case is found to  scale 
as ~ tav  (Miller et al. 1977), and the reference time constant is 
in good approximation

 
τref

av av/ /
= −

+ +( )
t t

t t t t
2 1

2 11 2 1 2ln ( ( ) ) ( ( ) )
.
 

(2.28)

This method to improve the SNR is referred to as “Double-
Boxcar” approach.

2.6.2.3  Charge-Selective Deep Level 
transient Spectroscopy

As described in the previous section, usually the QDs are 
completely filled with charge carriers during the pulse bias Vp 
(Figure 2.17b). Consequently, after the pulse, the emission of 
many charge carriers from multiply charged QDs is probed. 

The activation energy of each emitted charge carrier depends on 
the actual charge state in such conventional DLTS experiments. 
The DLTS spectrum is broadened due to different emission pro-
cesses from different QD states having different emission time 
constants, for instance, nicely observed in DLTS experiments on 
Ge/Si QDs (Kapteyn et al. 2000b).

In order to study the charge states in more detail, charge-
selective DLTS probes the emission of approximately one charge 
carrier per QD. The principle of this method is schematically 
illustrated in Figure 2.20. Before the filling pulse, the QDs 
might be already filled with charge carriers up to the Fermi 
level. During the filling pulse (Figure 2.20b), the Fermi level is 
adjusted by the applied pulse bias, such that approximately one 
carrier per QD will be captured. To probe all QD states from the 
ground state up to the excited state the pulse bias with respect 
to the reverse bias is set to a constant height and the reverse bias 
is decreased step by step. After the bias pulse, the reverse bias is 
set to the initial condition. Now, the previously captured carrier 
is emitted again and the emission process of approximately one 
charge carrier per QD is observed. Narrow peaks appear now in 
the DLTS spectra, which are due to differently charged QDs (cf. 
Figure 2.23).

Moreover, even for an energy-broadened ensemble of QDs 
(normally measured in DLTS experiments) the charge-selective 
DLTS offers a simple method to probe the emission from many 
charge carriers in different QDs, all having the same activation 
energy. Decreasing the reverse bias and keeping the pulse bias 
height fixed (to ensure the emission of only one charge carrier 
per QDs) gives the activation energy starting at the ground states 
of the ensemble to the excited states and finishing at completely 
charged QDs.

2.7  Charge Carrier Storage 
in Quantum Dots

In this section, experimental results from capacitance spec-
troscopy measurements on different QD material systems are 
presented. This time-resolved method allows to derive thermal 
activation energies and capture cross sections of electron and 
hole states in QDs. In addition, the important storage time at 
room temperature can be quantified and connected to the local-
ization energy of the charge carriers.
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FIGURE 2.20 Work cycle during a charge-selective DLTS experiment (a) before, (b) during, and (c) after the bias pulse, respectively. The filling 
pulse Vp is chosen, that the emission or capture of approximately one charge carrier per QD is probed.
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2.7.1  Carrier Storage in InGaas/Gaas 
Quantum Dots

Emission of electrons and holes from InGaAs/GaAs QDs was 
observed using conventional DLTS measurements by Kapteyn 
et al. (1999, 2000a,b). The electron/hole emission from InGaAs/
GaAs QDs was studied in more detail by using charge-selective 
DLTS (Geller et al. 2006d) and time-resolved tunneling capaci-
tance measurements (TRTCM) (Geller et al. 2006c). Two sam-
ples H1 and E1 were investigated to study the hole and electron 
emission, respectively, where the QD layer was incorporated in 
the slightly p-doped/n-doped (∼3 × 1016 cm−3) region of a n+–p or 
p+–n diode structure. The QD layer was situated 500 nm/415 nm 
below the p–n junction for the hole/electron sample. Mesa 
structures with a diameter of 800 μm and ohmic contacts were 
formed by employing standard optical lithography. The results 
of these measurements are presented in Figure 2.21.

It turns out that phonon-assisted tunneling controls the charge-
carrier emission process from self-organized QDs in an elec-
tric field. The influence of the tunneling part, however, depends 
strongly on the effective mass and the strength of the electric field. 
The observed hole ground state activation energy EA

H1  =  120  ± 
10 meV, hence, underestimates the localization energy.  It is 
the thermal activation part in a phonon-assisted tunneling pro-
cess: thermal activation into an excited state and subsequent tun-
neling through the remaining triangular barrier, cf. schematic 
pictures in Figure 2.21. The true hole localization energy was 
determined by using the TRTCM method to Eloc

H1 = 210 ± 20 meV.
For the electrons, two contributions to the DLTS signal were 

observed: a DLTS signal with an activation energy of EA
E

1
1 = 82 ± 

10 meV that is in good agreement with the theoretically predicted 
value for the ground/excited state energy splitting (70 meV). In 
addition, a DLTS signal with a smaller activation energy of EA

E
2
1  = 

44  ± 10 meV is observed. This value is attributed to the first/
second-excited state energy splitting and in satisfactory agree-
ment with the theoretically predicted value of 50 meV. The ground 

state localization energy was determined by the TRTCM method 
to Eloc

E1  = 290 ± 30 meV (Geller et al. 2006c).
The electron/hole storage time at room temperature can be 

estimated by using Equation 2.27 and the capture cross section 
and the localization energy for sample E1/H1, respectively. An 
average storage time for electrons of about 200 ns and for holes 
of about 0.5 ns is obtained. This means, InAs QDs embedded in 
a GaAs matrix do not have a sufficiently long storage time to act 
as storage units in future nanomemories.

2.7.2  Hole Storage in GaSb/Gaas 
Quantum Dots

The storage time can be further increased by changing the mate-
rial of the QDs and/or the surrounding matrix. A larger dif-
ference in the energy bandgap than in InGaAs/GaAs is more 
promising, for example, InAs/AlAs QDs. Moreover, large band 
discontinuities and, hence, strong hole localization is expected 
in type II QD heterostructures (Hatami et al. 1998), for example, 
GaSb/GaAs or InSb/GaAs. Only holes are confined in GaSb/
GaAs QDs, while a repulsive potential barrier exists for the elec-
trons in the conduction band. Type II material combinations are 
therefore very attractive for future memory applications.

Hole storage in and emission from GaSb0.6As0.4/GaAs QDs 
was investigated by DLTS and charge-selective DLTS (Geller 
et al. 2003). The sample was an n+–p diode structure containing a 
single layer of GaSb QDs. An area density of about 3 × 1010 cm−2, 
an average QD height of about 3.5 nm, and an average base 
width of about 26 nm were determined by structural character-
ization of uncapped samples grown under identical conditions 
(Müller-Kirsch et al. 2001). The QD layer was placed 500 nm 
below the n+–p junction in a slightly p-doped (p = 3 × 1016 cm−3) 
GaAs region. Mesa structures with a diameter of 800 μm and 
ohmic contacts were formed by employing standard optical 
lithography.

2.7.2.1 Multiple Hole Emission

In Figure 2.22, conventional DLTS measurements of the QD 
sample for a reverse bias Vr = 10 V and a pulse bias Vp = 4 V are 
displayed. The pulse length was 10 ms. For these conditions, the 
QDs are completely filled during the bias pulse and release all 
trapped holes after the pulse.

The DLTS spectrum of the QD sample (Figure 2.22a) shows 
three maxima, in the following denoted by “A,” “B,” and “C.” 
From an Arrhenius plot, an activation energy EA

C  = 530 ± 20 meV 
and a capture cross section σ∞

−≈ ×C 6 10 16 2cm  is obtained for 
peak C. This signature can be identified as the bulk hole trap H3 
in p-type GaAs (Stievenard et al. 1986).

Peaks A and B, observed at temperatures T = 140 and 230 K, are 
obviously related to QD formation. An activation energy of about 
600 meV is found for peak B. This relatively high activation energy 
is comparable to the unstrained GaSb/GaAs valence band offset 
(Hatami et al. 1995, North et al. 1998) and could be explained by 
the existence of relaxed GaSb islands in the QD sample.
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FIGURE 2.21 Summary of the results from the charge-selective 
DLTS and tunneling emission experiments on self-organized InGaAs/
GaAs QDs.
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Peak A in the DLTS spectrum of the QD sample in Figure 
2.22a is attributed to the hole emission from the GaSb QD states, 
where the activation energy of each successively emitted hole 
depends on the actual charge state. The DLTS peak is broadened 
as previously observed for multiply charged Ge/Si QDs (Kapteyn 
et al. 2000b). From a standard Arrhenius plot in Figure 2.22b, 
an activation energy of EA = 340 meV is obtained. Consequently, 
this activation energy of peak A represents only an average value 
for hole emission from completely charged QDs, where 15 holes 
from different states with different confinement are involved.

2.7.2.2 Charge-Selective DLtS

In order to study the charge states in more detail, the QD sample 
was studied using the charge-selective DLTS method. The pulse 
bias was always set to Vp = Vr − 0.5 V, while the reverse bias was 
increased from 4.5 to 9.5 V. Narrow peaks appear in the DLTS 
spectra in Figure 2.23. At Vr = 4.5 V the DLTS signal shows a 
maximum at about 80 K and for increasing reverse bias the 
DLTS peak shifts to higher temperature. The activation energy 
increases accordingly from 150 meV at 4.5 V to 450 meV for 9.5 V 
in Figure 2.24 obtained by standard Arrhenius plots.

The DLTS spectra for a reverse bias between 4.5 and 9.5 V in 
Figure 2.23 are attributed to the hole emission from differently 
charged QDs. All these spectra exhibit a maximum in the tem-
perature range between 80 and 180 K, the range covered by peak 
A in Figure 2.22a. The maximum activation energy of 450 meV 
represents the average hole ground state energy of the QD 
ensemble, that is, the localization energy. The decrease in the 
activation energy from 450 meV down to 150 meV corresponds 
to an increase in the average occupation of the QDs, see the sche-
matic insets in Figure 2.23. With increasing amount of charge in 
the QDs, state filling lowers the thermal activation barrier. The 
completely charged QDs are filled with 15 holes up to the Fermi 
level at the valence band edge, where Coulomb charging gener-
ates the barrier height. 

In order to compare the storage time for GaSb0.6As0.4/GaAs 
with In(Ga)As/GaAs QDs, the observed emission rates were 
extrapolated to room temperature, using Equation 2.27. A 

storage time of about 1 μs for localized holes with the ground 
state energy of 450 meV is estimated, three orders of magnitude 
longer than the hole storage time in InGaAs/GaAs QDs.

2.7.3  InGaas/Gaas Quantum Dots 
with additional alGaas Barrier

Hole storage in InGaAs/GaAs QDs with an additional AlGaAs 
barrier is presented in this section. The additional AlGaAs barrier 
increases the activation energies and a longer storage time at room 
temperature is observed. Two different samples having an AlGaAs 
barrier with different aluminum content were studied. The first 
contains an Al0.6Ga0.4As, the second an Al0.9Ga0.1As barrier below 
the QD layer. The activation energy in the latter is increased suf-
ficiently to reach a retention time of seconds at room temperature.
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2.7.3.1  Storage time: Milliseconds at room 
temperature

The first sample is an n+–p diode structure, grown by MBE. It 
contains a single layer of InGaAs QDs embedded in slightly 
p-doped GaAs (p = 2 × 1015 cm−3). The QDs are placed 1500 nm 
below the p–n junction and an additional undoped Al0.6Ga0.4As 
barrier of 20 nm thickness is situated 7 nm below the QD layer 
to increase the hole storage time. Again, mesa structures with a 
diameter of 800 μm and ohmic contacts were formed.

Figure 2.25a shows the charge-selective DLTS spectra with a 
reference time constant of 5 ms (Marent et al. 2006). The pulse 
bias height was fixed to 0.2 V for all spectra (Vp = Vr − 0.2 V). For 
a reverse bias above Vr = 3.2 V no DLTS signal is visible, as the 
Fermi level is energetically above the QD states and no QD states 
are occupied. By decreasing the reverse bias the Fermi level 
reaches the QD ground state at Vr = 3.2 V and a peak in the DLTS 
spectrum appears at 300 K. This peak is related to thermally acti-
vated hole emission from the ground states of the QD ensemble 

across the AlGaAs barrier, see inset in the upper left corner of 
Figure 2.25b. A further decrease of the reverse bias leads to QD 
state-filling and emission from higher QD states is observed. 
A peak in the DLTS appears at that temperature, where the aver-
aged time constant of the thermally activated emission equals 
the applied reference time constant, cf. Equation 2.26. Therefore, 
the peak at 300 K for τref = 5 ms (Vr = 3.2 V in Figure 2.25a) rep-
resents an average emission time constant (storage time) of 
5 ms for hole emission from the QD ground states across the 
Al0.6Ga0.4As barrier.

The thermal activation energies are shown in Figure 2.25b. 
The highest value of 560 ± 60 meV at Vr = 3.2 V is related to ther-
mal activation from the hole ground states of the QD ensemble 
across the AlGaAs barrier. The decrease in the activation energy 
corresponds to an increase in the average occupation of the QDs. 
At Vr = 1.4 V the energetic position of the Fermi level is at the 
valence band edge and no further QD state-filling is possible. 
As a consequence, between Vr = 1.4 and 0.2 V carrier emission 
from the valence band edge is probed. The activation energy 
remains roughly constant with a mean value of 340 meV. This 
energy represents the energetic height of the Al0.6Ga0.4As barrier.

2.7.3.2 Storage time: Seconds at room temperature

The second sample is also an n+–p diode structure, grown by 
MOCVD. It contains a single layer of InGaAs QDs embedded in 
p-doped GaAs (p = 3 × 1016 cm−3). The QDs are placed 400 nm 
below the p–n junction and an additional undoped Al0.9Ga0.1As 
barrier of 20 nm thickness is situated 7 nm below the QD layer.

Figure 2.26a shows the charge-selective DLTS spectra 
(Marent et al. 2007). The pulse bias height was fixed here to 0.3 V 
for all spectra (Vp = Vr − 0.3 V). At Vr = 5.7 V a peak in the DLTS 
spectrum appears at 380 K, related to thermally activated hole 
emission from the ground states of the QD ensemble across the 
Al0.9Ga0.1As barrier. As mentioned before, the peak at 380 K for 
τref = 5 ms represents an average emission time constant (storage 
time) of 5 ms for hole emission from the ground states of the QD 
ensemble across the Al0.9Ga0.1As barrier. To obtain the storage 
time at room temperature, the capacitance transient recorded at 
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300 K is plotted on a semilogarithmic scale in Figure 2.27. From 
a linear fit an average hole storage time of 1.6 s at room tempera-
ture is determined.

Furthermore, the thermal activation energies are shown in 
Figure 2.26b. The highest value of 710 ± 40 meV at Vr = 5.7 V 
is related to thermal activation from the hole ground states of 
the QD ensemble across the Al0.9Ga0.1As barrier. The decrease 

in the activation energy corresponds again to an increase in the 
average occupation of the QDs. At Vr = 3.6 V, carrier emission 
from the valence band edge is probed and the activation energy 
has a value of 520 meV. This energy now represents the energetic 
height of the Al0.9Ga0.1As barrier.

2.7.4 Storage time in Quantum Dots

Carrier emission from different QD systems has been studied 
in order to determine the carrier storage time at room tempera-
ture. In addition, the localization energy was obtained by using 
time-resolved capacitance spectroscopy (DLTS) and related to 
the hole/electron retention time. The results of the experiments 
are summarized in Figure 2.28.

An electron/hole localization energy of 290/210 meV, respec-
tively, was obtained for InGaAs QDs embedded in a GaAs 
matrix. Based on these values the storage time at T = 300 K 
was estimated to ∼200 ns for electrons and ∼0.5 ns for holes. 
Furthermore, the more promising type II GaSb0.6As0.4/GaAs has 
been studied in detail. Ground state activation energy of 450 meV 
was determined, which accounts for a room temperature emis-
sion time in the order of 1 μs. The ground state localization is 
about twice as large and the retention time at room temperature 
is about three orders of magnitude longer than in InGaAs/GaAs 
QDs. Finally, the hole emission from InGaAs/GaAs QDs with 
an additional AlGaAs barrier was investigated. The activation 
energy for the QD ground states increases from 210 to 560 meV 
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for an additional Al0.6Ga0.4As barrier and the hole storage time 
is in the order of milliseconds. Using an Al0.9Ga0.1As barrier 
increases the activation energy accordingly from 210 to 710 meV 
and the hole storage time at room temperature increases by nine 
orders of magnitude to 1.6 s. This value is already three orders of 
magnitude longer than today’s DRAM refresh time, which is in 
the millisecond range.

From the experimental results, material combinations can be 
predicted to obtain a storage time of more than 10 years at room 
temperature. Figure 2.29 displays the hole storage time in depen-
dence of the localization energy (full circles). The solid line is a fit 
to the data and corresponds to Equation 2.27. The storage time 
shows an exponential dependence on the localization energy as 
predicted by the common rate equation of thermally activated 
emission. The storage time increases by one order of magnitude 
for an increase of the localization energy of about 50 meV. From 
these results, hole localization energies can be estimated, which 
provide storage times of 24 h or 10 years. These storage times are 
reached for localization energies of 0.96 and 1.14 eV, respectively.

To find a material system with such large localization ener-
gies, the hole localization energies for GaAsxSb1−x/GaAs and 

InxGa1−xSb/GaAs QDs have been calculated using eight-band 
k . p theory (Stier et al. 1999, Schliwa et al. 2007). Based on struc-
tural characterization of GaSb/GaAs QDs (Müller-Kirsch et al. 
2001) the QDs are modeled as truncated pyramids with a base 
width of 21 nm and a height of 3.9 nm. The results are summa-
rized in Figure 2.30 and plotted in Figure 2.29 as open circles. 
The localization energy in GaAsxSb1−x/GaAs QDs increases 
from 350 meV up to 853 meV for an antimony content of 50% 
and 100%, respectively. Since the bandgap in III–V materials 
decreases with increasing lattice constant (Vurgaftman et al. 
2001), InSb/GaAs QDs should offer a larger localization energy 
than GaSb/GaAs. Eight-band k.p calculations for InxGa1−xSb/
GaAs QDs provide a localization energy of 919 and 996 meV for 
an indium content of 50% and 100%, respectively. A hole stor-
age time in InSb/GaAs QDs of more than 24 h is predicted (see 
Figure 2.29). Using an AlAs matrix instead of a GaAs matrix 
a storage time of more than 10 years can be reached. Since the 
valence band offset between GaAs and AlAs is about 550 meV 
(Batey and Wright 1986) the entire hole localization energy in 
GaSb/AlAs QDs is about 1.4 eV. This value leads to the prediction 
of an average hole storage time of more than 1 million years at 
room temperature (see Figure 2.29), orders of magnitude longer 
than needed for a nonvolatile memory.

2.8  Write times in Quantum 
Dot Memories

The carrier capture of electrons/holes from the valence/ 
conduction band into the QD states limits physically the possible 
write time in a QD-based nanomemory. Normally, carrier cap-
ture into QDs is studied by interband absorption optical tech-
niques, like time-resolved photoluminescence (PL) spectroscopy 
(Heitz et al. 1997, Giorgi et al. 2001). However, such experiments 
probe the exciton dynamics, that means, the electron–hole cap-
ture and relaxation into the QD states is measured simultane-
ously. A  detailed knowledge of either electron or hole capture 
is of great importance, for future QD-based memory applica-
tions as only one sort of charge carriers is stored. Electron or 
hole capture has been investigated separately, for example, in 
interband pump and intraband probe experiments of Müller 
et al. (2003). In addition, the hole capture into GaSb0.6As0.4/
GaAs self-organized QDs has been studied (Geller et al. 2008) 
using DLTS experiments. The investigations demonstrate a fast 
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capture and relaxation process in self-organized QDs in the 
range of picoseconds at room temperature, more than three 
orders of magnitude faster than the write time in a DRAM cell. 
This fast carrier capture should enable very fast write times in 
a QD-based nanomemory (<ns) which are independent of the 
storage time, possibly up to more than 10 years at room tem-
perature. The QD-based memory concept should therefore allow 
a nonvolatile semiconductor memory with orders of magnitude 
faster write times than the present Flash concept.

To confirm the presumption of a fast write time that is inde-
pendent of the storage time, this section shows the write time 
measurements for two different QD memory structures contain-
ing type I InAs/GaAs and type II GaSb0.6As0.4/GaAs QDs—both 
already described in Section 2.7—where the average storage time 
at 300 K ranges from nanoseconds (InAs/GaAs QDs) to micro-
seconds (GaSb0.6As0.4/GaAs QDs).

2.8.1 Hysteresis Measurements

As already discussed in Section 2.7, where the charge carrier 
storage time was determined, the read-out of the charge state 
(which represents the stored information) inside the QDs is done 
by the measurement of the capacitance of the p–n diode. The 
capacitance of a diode structure with embedded QDs depends 
on the number of holes stored inside the depletion region. 
A larger capacitance corresponds to unoccupied QDs (“0”) while 
a smaller capacitance represents a “1,” where the QDs are filled 
with holes.

A fundamental property of storage devices is the appearance 
of hysteresis when switching between the two information states. 
Accordingly, a nanomemory device containing self-organized 
QDs shows a hysteresis in the capacitance measurement after 
writing (yielding occupied QDs, a “1” state) and erasing (yield-
ing unoccupied QDs, a “0” state) process. Such a hysteresis 
measurement is shown in Figure 2.31 for InAs/GaAs QDs (a) 
and GaSb0.6As0.4/GaAs QDs (b). Both memory structures are 
n-p diodes where holes are stored inside the QDs. The sample 
description can be found in Section 2.7.1 for the InAs/GaAs QDs 
and in Section 2.7.2 for the GaSb0.6As0.4/GaAs QDs. One hys-
teresis sweep takes a few seconds; hence, the temperature was 
reduced down to 15 K for the InAs QDs where the hole storage 
time is in the order of minutes. Analogously, for the GaSb0.6As0.4/
GaAs QDs—having hole localization energy twice as high as the 
InAs/GaAs QDs—a higher temperature of 100 K is already suf-
ficient to obtain hole storage times of several minutes.

Figure 2.31 shows the switching between the two information 
states by a hysteresis curve of the capacitance for both samples. 
At the reverse bias of 14 V/16 V (point 1) the charge carriers tun-
nel out of the QDs (erasing the information). If the reverse bias is 
now swept from 14 V/16 V to the storage situation at 8.2 V (InAs 
QDs) or 7.2 V (GaSb QDs), respectively, the QDs are empty and a 
larger capacitance is observed (point 2). If the bias is swept to 0 V 
(point 3), the QDs are charged with holes and a smaller capaci-
tance is observed upon sweeping back to the storage situation 
(point 4). The maximum hysteresis opening is now defined at 

the storage position as the difference between both capacitance 
values for a “0” and “1” state. The structures are not yet opti-
mized since the carriers are not stored at zero bias. However, the 
memory structure can be easily adjusted in the future to yield 
a storage situation at zero bias, realized by changing the width 
between the QD layer and the p–n junction.

2.8.2 Write time Measurements

To study the limit of the write-time, series of write pulses are 
applied with decreasing pulse widths down to 300 ps. The opera-
tion principle is schematically depicted in Figure 2.32. The cycle 
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started with a 10 s long erase pulse at Vr = 14 V/16 V (point 1). 
Then the capacitance of the device structure is measured at the 
storage position (point 2) at 7.2 V (GaSb QDs) and 8.2 V (InAs 
QDs), respectively. A write pulse of Vr = 0 V was applied to the 
device (point 3) and the capacitance is again measured at the 
storage situation point 4.

The maximum hysteresis opening Cmax was plotted versus the 
write-pulse width in Figure 2.33. The limit of the write time is 
reached when the QDs are not sufficiently charged anymore. The 
hysteresis opening Cmax vanishes and the write time is defined as 
a drop in Cmax to 50%. A minimum write time of 6 ns at T = 15 K 
for the InAs QD sample and 14 ns at T = 100 K for the GaSb QD 
sample is obtained, respectively. These values are in the order of 
the write time in a DRAM cell and are now only limited by the 
experimental set-up and the parasitic cut-off frequency of the 
RC low pass of the devices. Additional measurements for dif-
ferent temperatures on the same device showed a temperature-
independent write time, for example, the difference between 
the InAs and GaSb structure is due to these different cut-off 
frequencies. This assumption is also confirmed by previous 
measurements (Geller et al. 2006b) of the same structure, where 
average hole capture and relaxation times were found in the 
order of picoseconds. Therefore, much faster write times below 
1 ns are feasible for improved nanomemory structures having 
higher external cut-off frequencies.

2.9 Summary and Outlook

The semiconductor memory market is evenly split following 
two different layout approaches: the DRAM and the Flash. Both 
memories have their limitations in storage time, write/read/erase 
time, and endurance and will be facing fundamental physical 
problems in the near future when the feature size has to go down 

to 14 nm by the year 2020. Therefore, a large variety of novel con-
cepts using different physical phenomena to store an informa-
tion bit has been reported. One of the promising options is the 
use of self-organized nanostructures in future nanoelectronic 
devices. Especially self-organized QDs based on III–V materials 
(e.g., GaAs, InAs, InP, etc.) could realize a nonvolatile memory 
(like Flash) with fast read/write/erase access time (like DRAM). 
In addition, with an area density of up to 1011 cm−2, a storage 
density in the order of 1 TBit in.−2 could be possible, if each single 
QD—with a lateral feature size of about 10 nm—would represent 
one information bit and it could be addressed individually.

This chapter showed the potential and advantages of using 
self-organized QDs in a III–V semiconductor nanomemory 
concept. The charge carrier storage and emission from different 
QD systems has been studied in order to determine the carrier 
storage time at room temperature. Localization energies were 
determined by using time-resolved capacitance spectroscopy 
(DLTS) and were related to the hole/electron retention time. A 
maximum storage time of 1.6 s at room temperature has already 
been demonstrated in InAs/GaAs QDs with Al0.9Ga0.1As barri-
ers. A storage time of more than 10 years is predicted for hole 
storage in GaSb/AlAs QDs.

The use of III–V heterostructures enables tuning the band 
structure to a desired storage time at room temperature while 
simultaneously getting rid of one of the largest drawback of 
Si-based Flash memories: the fixed SiO2 barrier that leads to 
the poor endurance and a bad write time. A very fast write time 
below 1 ns independent of the storage time (possibly beyond 
10  years) is possible. The physical limitation of the write time 
in such a QD-based nanomemory is only given by the relax-
ation time of the charge carriers, known to be in the picosecond 
range. A write time of 14 ns in GaSb0.6As0.4/GaAs QDs and 6 ns 
for InAs/GaAs QDs has already been achieved. These numbers 
are now limited by the experimental set-up and the parasitic 
cut-off frequency of the RC low pass of the devices. Faster write 
times below 1 ns in combination with a storage time of more 
than 10 years at room temperature are expected in the future. 
A fast semiconductor Flash nanomemory—even faster than the 
present day DRAM—based on III–V self-organized QDs seems 
to be possible.
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FIGURE 2.33 Maximum hysteresis opening Cmax for varying 
write-pulse width. The InAs QD memory is successfully charged for 
write-pulses down to 6 ns. Analogously, the information in the GaSb 
QD memory structure can be written down to 14 ns.
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3.1 Introduction

An incredibly rapid expansion in the demand of portable 
consumer electronics ranging from personal computers, cellu-
lar phones, MP3 players, digital cameras, PDAs, USB memory 
sticks to applications in the networking arena continues to 
drive the pursuit for the development of higher density, faster, 
more efficient, and economical electronic memory devices 
(Scott 2004). Currently, most commercially available memory 
elements consist of dynamic random access memory (DRAM), 
static random access memory (SRAM), or flash memory (non-
volatile memory). DRAM is considered to be very fast and 
cheap but its contents are lost when power is switched off (vola-
tility). SRAM is much faster and needs less power but is far 
more expensive and also suffers from volatility. Flash memory 
is nonvolatile but currently operates at low write speed and 
thus has a slow random access. In addition, it is power-hungry 
and very expensive. In the past, incremental improvements in 
memory capacity and capability were primarily achieved by 
the simple scaling of the physical dimensions of the devices. 
However, the semiconductor industry is quickly reaching the 
fundamental limits on the miniaturization, encountering, for 
example, extreme difficulties due to short channel effects in the 
scaling of metal-oxide-semiconductor field-effect transistor 

(MOSFET). This difficulty has stimulated an intense growth 
in research and development in the area of new technologies 
and materials that can overcome these limitations and deliver 
unprecedented capabilities for memory storage and access. 
Some promising new types of memory-storage devices include 
magnetoresistive RAM (MRAM), ferroelectric RAM (FRAM), 
phase-change memory (PRAM), and novel high speed–density 
nonvolatile memory (these are primarily based on carbon 
nanotubes [CNTs]) (Waser 2003).

CNT-based data-storage devices or memory elements offer 
high potential for considerable improvements compared to cur-
rent memory paradigms (Bichoutskaia et al. 2008, Zhang 2006). 
First, CNTs are considerably smaller than conventional cells, 
e.g., each nanotube is less than 1/10,000th the width of a human 
hair, thus allowing an impressive density to be achieved in a 
modest space. The intrinsic structural, thermal, and mechanical 
stability of CNTs are expected to confer to these memory devices 
a very long lifetime while the power requirements for their 
operation should be considerably less than DRAM. In addition, 
CNTs are known to be radiation-resistant and nanotube-based 
memory elements are therefore expected to be robust in numer-
ous types of environments. As such, these novel types of mem-
ory elements have recently been touted as a “universal memory” 
(Bichoutskaia et al. 2008).
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In this chapter, we review the developments in memory ele-
ments that exploit the properties of CNTs. These nanoscale sys-
tems fit into the realm of nanoelectronics and offer exceptional 
properties and well-characterized structures that have rapidly 
emerged as a viable route to satisfy the future requirements and 
needs for data-storage and memory devices. Given the difficulty 
in the integration of nanoscale systems, such as CNTs, into ade-
quate arrangements for useful structures and devices, and the 
complexity in the assessment of the properties of the devices, 
a tremendous effort has been devoted in the past years toward 
the development of experimental and theoretical methods mak-
ing it possible to creatively imagine, design, and test new sys-
tems for desired and tailored characteristics. In this chapter, we 
review the different types of CNT-based memory devices, which 
include memory elements based on CNT field-effect transistors 
(CNFET) (Section 3.2), nanoelectromechanical systems (NEMS) 
(Section 3.3), and electromigration (Section 3.4). The fundamen-
tal operational principles and characteristics of the different 
devices and concepts are examined in detail along with a discus-
sion of the current status of experimental fabrication and practi-
cal realization.

3.2 CNFEt-Based Memory Elements

A number of CNT memory elements have been developed from 
the functioning principle of CNFETs. The following section will 
be devoted to a description of a few of them. First, we will expose 

the basic working principle of the CNFET before showing how 
CNFETs can be implemented for memory applications.

3.2.1 General Description of a CNFEt

Nanotube transistors are among the possible replacements for sili-
con field-effect transistors (FETs) as bulk-device scaling approaches 
quantum limits. A CNFET is a device consisting of a single nano-
tube and three contacts (Figure 3.1a). It has been demonstrated 
repeatedly in the laboratory to possess characteristics similar to 
those of conventional silicon FETs. Because nanotubes can be used 
as either n- or p-type CNFETs, existing complementary metal-
oxide-semiconductor (CMOS) design techniques can be utilized 
for a nanotube-based FET technology. A CNT-based CMOS indus-
try is very appealing, in particular because with their electrical and 
thermal properties, CNTs can sustain very large current in the bil-
lion amperes per square centimeter regime (about three orders of 
magnitude larger than conventional metallic wires).

The main hurdle facing nanotube-FET technology remains 
the difficulty of developing scalable manufacturing methods to 
compete with the well-developed silicon large-scale production.

CNTs can behave as either conductors or as semiconductors, 
depending on the arrangement of the atoms along the nanotube 
(Bernholc et al. 2002, Charlier et al. 2007). While about one-third 
of nanotubes are metals, the bandgap of the semiconducting tubes 
varies inversely with the tube diameter, making it possible to 
design a large range of devices and heterostructures. Conversely, 
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conducting nanotubes possess a very low resistance for electron 
flow (ballistic conductors) because the decoherence length of the 
nanotube wavefunctions is typically larger than practical nano-
tube lengths. As long as the nanotube length is shorter than the 
decoherence length, the resistance will not depend upon the cyl-
inder length. In that case, the only electrical resistance is at the 
contact points where the electrons enter and leave the tube. As 
shown below, it is precisely at the interface between the nanotube 
and the metallic electrodes that the physical processes responsible 
for the functioning of a nanotube transistor take place.

CNFETs can be fabricated with a structure very similar to 
silicon FETs. As shown in Figure 3.1a, such a device consists 
of a single-walled semiconducting nanotube whose ends are 
attached to two metallic contacts. In the terminology of transis-
tors, the nanotube acts as the channel and the two contacts are 
the drain and the source, respectively. The device is completed 
by a gate electrode that is positioned somewhere between the 
source and the drain. There are a number of possible designs: the 
nanotube can be positioned above or under the metallic contacts 
and the gate can be placed as a back or front gate. For a transis-
tor to work properly the semiconductor CNT must be doped. 
In air, at room temperature, the device behaves as a depletion 
mode p-FET (the I–V is typical of hole conduction, Figure 3.1b). 
The transistor action is due to the electric field around the gate 
modulating the Schottky barrier at the points where the source 
and drain terminals contact the nanotube. For reasonably short 
tubes (a few hundred nanometers or less), the effect of the gate 
voltage on channel resistance is minimal. Experimentally, the 
first-reported CNFETs were all p-type devices. This is because 
when exposed to air, nanotubes are p-doped due to the pres-
ence of oxygen that shifts the Fermi level at the metal–nanotube 
interface toward the valence band, leading to a hole-conduction 
mechanism. When the same device is heated in a vacuum and 
allowed to outgas, the Fermi level shifts toward the conduction 
band, which leads to an electron-conduction mechanism, i.e., 
acts as an n-type FET. Different types of FETs can be obtained 

depending on chemical doping, leading to p-type, n-type, or 
even p–n-type (ambipolar) systems.

Here we describe the general functioning of a p-type tran-
sistor. An understanding for the n-type systems can be easily 
obtained by considering electrons as majority carriers. As shown 
in Figure 3.2, the application of a negative gate voltage increases 
the number of majority carriers in the channel, thereby leading 
to an increased current density across the transistor. For positive 
gate voltage, the current is negligibly small, due to the depletion 
in the number of holes. At the same time there is no evidence 
of electron conduction, even at very large positive gate voltages.

While nanotubes show great promise in the mechanical and 
microelectronic realms, major problems still exist (Bernholc 
et al. 2002). Assuming the ability to produce large quantities of 
nanotubes with specific geometries, a separate difficulty lies in 
actually assembling large quantities of transistors out of them 
and placing those transistors, along with an interconnect, on 
a substrate to form a complete circuit. Solutions to these prob-
lems are only beginning to surface. With respect to electronics, 
the biggest difficulty is devising a production method that can 
provide the same facility for large-scale fabrication as silicon 
photolithography. This goal appears distant but it continues to 
be a topic of intense research. With the demonstrated potential 
payoff for a range of applications, it seems likely that a solution 
to this problem will eventually be found. Further details on the 
general aspects of CNFETs can be found in the vast literature 
published on the topic (e.g., Derycke et al. 2001, 2002, Martel 
et  al. 2001, and Tans et al. 1998). Below we review how CNTs 
have been implemented for FET-based memory applications.

3.2.2  FEt-Based Memory Elements: 
Pioneering Works

Nonvolatile and volatile memory elements can be designed from 
the functioning of a CNFET (Wunnicke 2006). The storage media 
is typically a charge that is stored in the vicinity of the nanotube 
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channel. The charge causes a threshold potential shift (the threshold 
potential is defined as the potential at which the majority carriers 
start flowing) of the nanotube FET. Because the nanotube has very 
high carrier mobility, the information can be stored in a few (as few 
as one) electrons configuration. The states can be reversibly written 
and erased. The reading mechanism is performed via a measure-
ment of the source–drain current, while the writing mechanism is 
completed using a large bias voltage applied to the gate.

A number of groups have obtained convincing results on 
CNFET-based memory elements. How the information is stored 
and consequently under which conditions the memory is usable 
depends on the details of the manufacturing, particularly in 
the gating material. The first two examples of FET-memory ele-
ments were proposed independently by Fuhrer et al. (2002) and 
Radosavljevic et al. (2002). The functioning of the devices hinges 
on the operation of a single-electron memory. In this case, the 
capacitance of the storage node must be small enough so that its 
Coulomb-charging energy is significantly larger than the thermal 
energy at the operating temperature, and the readout device must 
be sensitive enough to detect a single nearby electronic charge. In 

Fuhrer’s device, the charge is reversibly injected and removed from 
the dielectric (placed between the tube and the gate electrode) by 
applying a moderate (10 V) bias between the nanotube and the 
substrate. The nanotube is ideal as a charge-detecting device due 
to its high carrier mobility, large geometrical capacitance, and 
its one-dimensional (1D) nature ensuring that local changes in 
charge affects the global conductance (due to slow screening). In 
Fuhrer’s pioneering work, for instance, discrete charge states cor-
responding to differences of a single, or at most a few, stored elec-
trons are observed. The device is based on the characteristics of a 
p-type FET (i.e., it conducts at negative gate voltage and becomes 
insulating at positive gate voltage) and can be operated at temper-
atures up to 100 K. Properties relevant to memory operation are 
demonstrated by the large hysteresis I–Vg curve that is obtained by 
sweeping the gate voltage Vg between −10 and +10 V. As is shown 
in Figure 3.3, the threshold voltage is shifted by more than 6 V. The 
mechanism of charge storage is related to the rearrangement of 
charges in the dielectric or by the injection or removal of charges 
from the dielectric through the electrodes or the nanotube. Due 
to the geometry of the device, the electric field at the surface of the 
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nanotube is very large, at least large enough to cause the move-
ment of charge in the dielectric (Fuhrer et al. evaluated the field 
to be comparable to the breakdown field in SiO2). At these high 
fields the electrons are easily injected into the dielectric from the 
nanotube and remain trapped in metastable states until the polar-
ity is reversed.

In Radosavljevic’s device, the FET used is based on an n-type 
transistor (obtained from annealing the nanotube in hydrogen 
gas). Again, it was shown that CNFETs are extremely sensitive to 
the presence of individual charges around the channel, largely 
because of the nanoscale capacitance of the CNTs. A technique 
known as scanning gate microscopy (SGM) (Freitag et al. 2002, 
Meunier et al. 2004) was used to study the local transport prop-
erties across the channel, revealing the key role of nanotube–
metal contacts (Schottky barriers) and also the positions of the 
possible sites where the electrons are trapped (i.e., where the 
information is physically stored, the storage nodes). Figure 3.4 
shows the reproducible hysteresis loop in the I–Vg curve that 
becomes larger as the range of Vg is increased, indicating that it 
originates from avalanche injection into bulk oxide traps. The 
hysteresis can become so large that the device varies from deple-
tion mode (normally on at Vg = 0) and enhancement mode (nor-
mally off) behavior. The location and sign of the trapped charge 
can be determined by examining the directions of the hysteresis 
loop. After a sweep to positive Vg, the CNFET threshold voltage 
moves toward more positive gate values, indicating injection of 

negative charges into oxide traps. To read the memory, a 1 MΩ 
load resistor is added to create a voltage divider. Read (Vin = 0) 
and write (Vin = +20 or −20 V) are applied to the input terminal 
(back gate). A logical gate (1 or 0) is defined as Vout = 1 or 0. To 
write a “1” to the memory cell, Vin is switched rapidly to −20 or 
+20 V and back to “0,” so the CNFET is in the on or off at the 
read voltage. This memory device was found to be nonvolatile 
at room temperature and with a bit-storage retention time of at 
least 16 h. The trap charging time limits the speed of the device 
and the bit was evaluated to be stored in no more than 2, 70, 
and 200 e.

In the pioneering works discussed above, it is noteworthy that 
the storage nodes are not precisely the nanotube itself, but consist 
of trapping sites in the dielectric layer of the gating material. The 
functional temperatures, storage density, operating speeds, etc., 
are very sensitive to the details of the trapping mechanisms. As 
summarized below, a number of studies have been reported fol-
lowing the seminal studies of Fuhrer and Radosavljevic, where 
the trapping mechanism was further analyzed and modified.

3.2.3  FEt-Based Memory Elements: 
Further Improvements

Charge-storage stability of up to 12 days at room temperature 
was reported in a 150 nm long nanotube channel (Cui et al. 
2002). The observed conductance decreases for increasing gate 
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potential, a normal feature of p-type, air-exposed single-wall 
carbon nanotubes (SWCNTs). The hysteresis loop is obtained 
by sweeping continuously the gate voltage from −3 to +3 V. This 
shows two conductance states at Vg = 0 differing by more than 
two orders of magnitude, associated with a threshold voltage of 
1.25 V. The method used by Cui et al. is more technologically 
straightforward compared to the previously reported techniques, 
as it does not require separating SWCNT bundles into indi-
vidual SWCNTs during sample preparation. The sample treat-
ment is likely to be responsible for the modified type of trapping 
centers, compared to earlier similar devices. The heat treatment 
and exposure to oxygen plasma cause the metallic nanotubes 
present in the bundle to be preferentially oxidized, leading to 
increased gate dependence due to the remaining intact semicon-
ducting tubes. In addition, oxidation-related defects are likely 
to be formed in the remaining amorphous carbon particles on 
the bundle surface or at the SiO2 interface. These defects act as 
charge-storage traps and their close proximity to the surface of 
the channel accounts for the large threshold voltage shifts.

Another type of charge trapping was presented by Kim et al. 
(2003). In that case, water molecules were shown to be responsi-
ble for the hysteresis properties (i.e., responsible for the threshold 
potential shift) of the I–Vg curves. The water molecules contrib-
uting to the trapping could be located on the nanotube surface 
or on the SiO2 close to the tube. Heating under dry conditions 
significantly reduces the hysteresis. A completely hysteresis-
free CNFET was possible by passivation of the device using a 
polymer coating, clearly indicating that the storage nodes were 
removed by the treatment. This work also confirms the central 
role played by surface chemistry on the properties of the device 
and that truly robust passivation is needed in order to use CNT-
based devices in practical electronic devices, unless it is simply 
used as a detection device (e.g., of humidity).

More recent work of Yang et al. confirmed the role of adsorbed 
(including water and alcohol) molecules for charge trapping, 
also showing charge retention of up to 7 days under ambient 
conditions (Yang et al. 2004).

3.2.4  FEt-Based Memory Elements: 
Controlling Storage Nodes

Soon after the publication of the pioneering works of 2002, a 
number of groups confirmed that the as-prepared nanotube 
FETs possessed intrinsic charge-trapping centers that were 
responsible for the shift in the threshold voltage measured in the 
hysteresis loop of the I–Vg characteristics. As discussed briefly 
above, the trapping centers can be defects in the SiO2, water, or 
alcohol molecules adsorbed on the tube or the dielectric, or oxi-
dized amorphous carbon. It was soon understood that a better 
control of the storage medium was required in order to harness 
the full potential of CNFET-based memory elements.

In 2003, Choi et al. proposed a SWCNT nonvolatile mem-
ory device using SiO2-Si3N4-SiO2 (ONO) layers as the storage 
node (Choi et al. 2003). In that device, the top gate structure is 
placed above the ONO layer, which is positioned directly above 

a few-nanometers-long channel. Charges can tunnel from the 
CNT surface into the traps present in the ONO layers. The 
stored charges impose a threshold voltage shift of 60 mV, which 
is independent of charging time, suggesting that the ONO traps 
present a quasi-quantized state. The choice of SiO2-Si3N4-SiO2 
is motivated by the fact that it presents a high breakdown volt-
age, low defect density, and high charge-retention capability 
(Bachhofer et al. 2001).

Another type of device was demonstrated experimentally in 
2005 (Ganguly et al. 2005). In this case, the charge-storage nodes 
consist of gold nanocrystals placed on the top gate above the nano-
tube channel. The device was found to have a large memory win-
dow with low voltage operations and single-electron-controlled 
drain currents. The device is based on a Coulomb blockade 
behavior, in other words on the difficulty of adding supplemen-
tary electrons due to the large charging effect of the system with 
large capacitance and Coulomb repulsion. The Coulomb block-
ade in the nanocrystals, along with the single-charge sensitivity 
of the nanotube FET, is suggested to allow for multilevel opera-
tions. In this device, the reported retention is rather modest: 
6200 s at 10 K and only 800 s at room temperature. Better dielec-
tric and preprocessing should improve these low retention times.

More recently, Sakurai et al. proposed a modified design where 
the dielectric insulator was made up of a ferroelectric thin film 
(Sakurai et al. 2006). The experimental results show that the car-
riers in the CNTs are controlled by the spontaneous polarization 
of the ferroelectric films. Ferroelectric-gate FETs offer potential 
advantages as nonvolatile memory elements, such as low power 
consumption, the capability of high-density integration, and 
nondestructive readable operation. So far, the use of ferroelec-
tric thin films in conventional Si-based FETs for memory appli-
cations has been complicated because of the extreme difficulty 
of fabricating the ferroelectric/Si structure with good interface 
properties due to the chemical reaction and interdiffusion of Si 
and ferroelectrics. It was suggested that this problem could be 
resolved by inserting an insulating layer between the ferroelec-
tric and the semiconductor layers, but at the cost of increased 
voltage operation and depolarization field. Another method 
was to use an oxide semiconductor, such as indium tin oxide. 
However, even though this system also shows good memory 
operation, the carrier mobility is much lower than in Si, causing 
problems that are unacceptable for high-performance nonvola-
tile memory elements. The use of a semiconducting tube as the 
conducting channel and a ferroelectric as a gate insulator allevi-
ates all of these problems: the new design allows the carriers in 
the channel to be controlled by the spontaneous polarization of 
the ferroelectric film, while keeping the high-conduction char-
acteristics of CNTs. In the demonstrated prototypical device, a 
400 nm thick PZT (PbZr0.5TiO5O3) film was used. The threshold 
voltage was found to be shifted in the positive direction when Vg 
was swept from negative to positive bias and was shifted in the 
negative direction when Vg was swept from positive to negative. 
This gave a clear hysteresis loop and bistable current values at 
Vg = 0, due to the spontaneous polarization of the electric field 
(the effects of charge trapping in the dielectric was found to be 
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negligible compared to the effects due to the ferroelectric, at least 
for small sweeping range of Vg).

3.2.5  FEt-Based Memory Elements: 
Optoelectronic Memory

In all of the CNFET-based memory devices mentioned thus far 
in this chapter, the information is stored by applying a large 
enough gate voltage to store or remove the charge in, or from, the 
traps (for the ferroelectric-based FET, the gate is used to flip the 
polarization field). In Star’s CNFET-memory (p-type) device, 
the information is still stored as electric charges (Star et  al. 
2004), however, it differs in that the writing mechanism relies 
on the use of optical illumination of a photosensitive polymer 
(which is part of the gate electrode) that converts photons into 
electric charge stored in the vicinity of the channel. The infor-
mation is read by measuring the source–drain current, while it 
is erased (the charge is removed) using a large gate voltage. In 
other words, this optoelectronic memory is written optically and 
read and erased electrically. The threshold voltage change com-
pared to the non-illuminated system was measured to be as large 
as +2 V after optical excitation, suggesting a charge transfer of 
about 300 electrons per micron in the tube.

3.2.6 redox active Molecules as Storage Nodes

In this experimentally built system, the overall configuration 
and operating principle consists of a nanotube or nanowire FET 
functionalized with redox active molecules, where an applied 

gate voltage or source–drain voltage pulse is used to inject net 
positive or negative charge into the molecular layer (Duan et al. 
2002). The oxide layer, on the surface of the channel, serves as a 
barrier to reduce charge leakage between the molecules and the 
channel, and thus maintains the charge state of the redox mol-
ecules, thereby guaranteeing nonvolatility. The charged redox 
molecules gate the FET to a logic on state with higher channel 
conductance or the off state with lower channel conductance. 
Positive charges in the redox material act just like a positive gate, 
leading to an accumulation of electrons and an on state in n-type 
semiconducting nanowire-based FETs. For p-type FETs, the 
same effect is obtained with negative charges in the redox layer, 
which cause an increase in majority carrier density, in this case 
holes, in the channel (Figure 3.5). Mannick et al. also described 
a similar device, using SWCNTs as channels, where the conduc-
tance is switched on or off, guided by chemical reactivity of a 
CNT in H2SO4 (Goldsmith et al. 2007, Mannik et al. 2006).

3.2.7 two-terminal Memory Devices

Transistor devices consist of three electrodes: a source, a drain, 
and a gate terminal. The source and the drain are good met-
als (Au, Pt, Co, etc.) and the gate terminal is typically made 
up of a dielectric layer (e.g., SiO2) sandwiched between the 
channel and a heavily doped Si-wafer, which is hooked up to 
the gate battery. The present authors have theoretically pro-
posed a modified version of the FET memory device where the 
physical gate is replaced by a virtual electrode. The role of the 
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FIGURE 3.5 Nanowire-based nonvolatile devices. The devices consist of a semiconductor nanowire (NW) configured as a FET with the oxide 
surface functionalized with redox active molecules. The top-middle inset shows a scanning electron microscope (SEM) image of a device, and the 
lower circular inset shows a TEM image of an InP NW highlighting the crystalline core and surface oxide. Positive or negative charges are injected 
into, and stored in, the redox molecules with an applied gate or bias voltage pulse. In an n-type NW, positive charges create an on or logic “1” state, 
while negative charges produce an off or logic “0” state. (Reprinted from Duan, X.F. et al., Nano Lett., 2(5), 487, 2002. With permission.)



3-8	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

gate is filled by a single donor or acceptor molecule embedded 
inside a metallic nanotube channel (Meunier and Sumpter 
2007, Meunier et al. 2007) (Figure 3.6). The resulting device 
is a two-terminal system where the conduction properties can 
be turned on and off by modifying the position of the donor 
(or acceptor) molecule relative to the nanotube inner core. 
The intrinsic gating effect works for any nanotube-molecule 
couple, as long as the molecule possess two stable positions 
corresponding to a different interacting scheme with the 
nanotube host (bistability). The gating mechanism works as 
follows: In one orientation, charge transfer between the mol-
ecule and the nanotube imposes a suppression of the current. 
In another orientation, when the interaction is not only purely 
electrostatic (charge transfer), but also includes significant 
directional binding, the gating effect is suppressed and current 
flow is allowed. It was proposed that the molecule’s orientation 
can be modified by imposing a lateral stress to the nanotube, 
changing the local atomic arrangement around the molecule, 
which in turn results in its flipping. Other optional writing 
mechanisms include the use of a magnetic field, optoelectron-
ics, etc. This example underlines the importance of developing 
a memory device with a well-defined and well-characterized 
storage node (here the storage node is a single molecule). It is 
also a memory device that lies at the boundary of FET-type 
system and NEMS device, as it involves both transistor-like 
technology and “moving parts,” on which NEMS are based, as 
shown in Section 3.3.

Tour and coworkers proposed a memory element, not based 
on FET operation, but relying on the conformation of a molecule 
as the storage media (He et al. 2006). The idea is based on the 
development of a metal-free silicon-molecule-nanotube test bed 
for exploring the electrical properties of single molecules that 
demonstrated a useful hysteresis I–V loop for memory storage. 

(a)

V

(b)

FIGURE 3.6 (a) Schematic representation of the typical setup used to 
probe the information stored in the nonvolatile memory element based 
on the encapsulation of a donor–acceptor molecule inside a metal-
lic nanotube. In (a) the system is made up a tetrafluorotetracyano-p-
quinodimethane molecule encapsulated inside a (10, 10) armchair 
nanotube. (b) Examples of bistable orientations of the C=C bond of 
tetracyanoethylene (TCNE) inside a (9, 0) zigzag CNT. (Reprinted from 
Meunier, V. and Sumpter, B.G., Nanotechnology, 18(42), 424032, 2007. 
With permission.)
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FIGURE 3.7 (a) Schematic structure of the HfAlO/CNTs/HfAlO/Si MOS memory structure of Lu and Dai where a nanotube is used as the 
 storage node. (b) High-resolution transmission electron microscopy (HRTEM) image of CNTs embedded in HfAlO control and tunneling layers. 
(Reprinted from Lu, X.B. and Dai, J.Y., Appl. Phys. Lett., 88(11), 113104-3, 2006. With permission.)
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Nonvolatile memory for more than 3 days with cyclability of 
greater than 1000 read and write–erase operations was obtained 
for a molecular interface between the Si and SWCNTs consisting 
of π-conjugated organic molecules. In this case, the hysteresis in 
the I–V curve resulted from a conductivity change at high-voltage 
bias. The conduction state could be easily switched from high to 
low conductivity, by using a +5 V pulse, and makes it possible 
for the Si-molecule–SWCNT junction to be used as a nonvolatile 
memory element. The underlying mechanism for the switch-
ing was examined and it was concluded that it was not due to a 
thermoionic process but likely from a tunneling process across 
the molecule. Akdim and Pachter suggested that the switching 
in the device may be driven by conformational changes in the 
molecule upon the application of an electric field and that the 
nature of the contact at the interface of the SWCNT mat plays 
an important role in the switching (Akdim and Pachter 2008).

3.2.8 Using Nanotubes as Storage Nodes

Some authors have reported CNFETs, where nanotubes were 
used as the storage node. Yoneya et al. proposed a 40 K device 
with a crossed nanotube junction where one of the tubes is used 
as channel and the other one is used as floating gate (memory-
storage node) (Yoneya et al. 2002). In this case it is the large capac-
itance property of the nanotube that is exploited. The floating 
gate is charged and discharged using a back gate. The main dis-
advantage of this approach is the requirement of a low operating 
temperature. Other reports have focused on room-temperature 
use of CNTs as storage nodes. Most notably, Lu et al. developed 
FET-based memory elements (Chakraborty et al. 2008, Lu and 
Dai 2006) in which the nanotubes are embedded inside the gate 
oxide in the metal oxide semiconductor structures. The memory 
structure is made up of an HfAlO/CNTs/HfAlO/Si structure. 
HfAlO was chosen as the tunneling and control oxides in the 
memory structures because of its promising performance for 
high-k gate dielectric applications and floating device appli-
cations. The schematic structure of a floating-gate memory 
device using CNTS as the floating gate is shown in Figure 3.7. 
The p-type substrate is designed as the current channel and the 
CNTs are designed to be embedded in the HfAlO film and act 
as the charge-storage nodes. Excellent long-term charge reten-
tion characteristics are expected for the memory structure using 
CNTs as a floating gate due to their hole-trapping characteris-
tics, as is demonstrated in Lu and Dai’s papers. While short-term 
charge retention was not found to be excellent in their prototype 
device, the memory window was found to remain at a reasonably 
large value over the long term.

3.2.9 Conclusions

CNFET-based devices for memory applications have received 
tremendous interest as is witnessed by the numerous published 
works outlined above. In all the examples presented, the working 
principle is that the channel of the transistor consists of a doped 
semiconducting CNT. For all the examples presented above, 

with the exception of those shown in Section 3.2.8, the storage 
node is usually located close to the channel but is not the channel 
itself, and depends dramatically on the surface chemistry of the 
dielectric, nanotube, and dielectric–nanotube interface. In those 
cases, it is the charge injection into the defects or charge traps in 
the dielectrics or interface responsible for the bistability and the 
memory properties.

3.3 NEMS-Based Memory

3.3.1 NEMS: Generalities

NEMS are made of electromechanical devices that have critical 
dimensions from hundreds to few nanometers (Ke and Espinosa 
2006a,b). By exploiting nanoscale effects, NEMS offer a number 
of unique properties, which in some cases can differ significantly 
from those of the conventional microelectromechanical systems 
(MEMS). Those properties pave the way to applications such as 
force sensors, chemical sensors, and ultrahigh frequency resona-
tors. For instance, NEMS operate in the microwave range and 
have a mechanical quality that allows low-energy dissipation, 
active mass in the femtogram range, unprecedented sensitiv-
ity (forces in the attonewton range, mass up to attograms, heat 
capacities below yoctocalories), power consumption on the order 
of 10 attowatts, and high integration levels (Ke and Espinosa 
2006a,b). The most interesting properties of NEMS arise from 
the behavior of the active parts, which is typically in the form 
of cantilevers or doubly clamped beams with nanoscale dimen-
sions. In NEMS, the charge controls the mechanical motion, and 
vice versa. The presence of mechanical motion demands that the 
moving element to possess high-quality mechanical properties, 
including high strengths, high Young’s moduli, and low density. 
While limitations in strength and flexibility compromise the 
performance of Si-based NEMS actuators, CNTs are better can-
didates to realize the full potential of NEMS, in part due to their 
one-dimensional structure, high aspect ratio, perfect terminated 
surfaces, and exceptional electronic and mechanical properties. 
These properties, now complemented by significant advances 
in growth and manipulation techniques, make CNTs the most 
promising building blocks for next-generation NEMS (Bernholc 
et al. 2002, Chakraborty et al. 2007, and Yousif et al. 2008).

A majority of CNT-based NEMS devices exploit the specific 
propensity of CNTs to respond efficiently to capacitive forces. 
Capacitive forces can develop between a nanotube and a gate 
electrode when the presence of a gate potential induces the rear-
rangement of a net charge on the nanotube’s surface, which 
in turn causes the appearance of a capacitance force between 
the nanotube and the gate. Because the nanotube is very flex-
ible, the capacitance force bends the nanotube toward the 
gate electrode. This phenomenon hinges on two key proper-
ties of the nanotube: a large capacitance due to its shape and 
size and its exceptional mechanical flexibility. In addition to 
capacitance forces, other forces play a role in nanotube-based 
NEMS: elastic, van der Waals (vdW), and short-range forces. 
It is the delicate balance between those forces that makes the 
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functioning of nanotube-based NEMS possible. Here we review 
a few examples of NEMS implementation for memory applica-
tions. We will discuss crossbar nonvolatile RAM, nano-relays, 
feedback- controlled nano- cantilevers, electro-actuated multi-
walled nanotubes, linear-bearing nano-switches, and telescop-
ing nanotube devices.

3.3.2  Carbon Nanotube Crossbars for 
Nonvolatile random access 
Memory applications

Rueckes et al. proposed one of the most promising applications 
of CNTs for memory applications (Rueckes et al. 2000). The 
device exploits a suspended SWCNT crossbar array for both I/O 
and switchable bistable elements with well-defined on and off 
states. The crossbar consists of a set of parallel SWCNTs on a 
substrate and a set of parallel SWCNTs that are suspended on 
a periodic array of supports (Figure 3.8). The storage node is 
found at each place where two nanotubes cross. The bistability is 
obtained from a balance between the elastic energy (correspond-
ing to the bending energy of the tube, having a minimum for a 
non-bent tube), and the attractive vdW energy (which creates a 
minimum corresponding to a situation where the upper nano-
tube is deflected downward into contact with the lower nano-
tube), as shown qualitatively in Figure 3.9. Since one minimum 
corresponds to a large vertical distance between the two mutu-
ally perpendicular arrays (defined roughly by the height of the 
supports), it corresponds to a situation where no current can 
flow between the two wires (this is the off state). At the second 
minimum (roughly 0.34 nm, the distance between two tubes in a 
bundle), tunneling current is possible as the tube–tube distance 
is small enough to allow wave-function overlap between the two 
tubes. The “bent” geometry therefore corresponds to the on state. 

The device can be switched between the on and off situation by 
transiently charging the nanotubes to produce attractive or 
repulsive electrostatic forces. In the integrated system, electrical 
contacts are made only at one end of each of the lower and upper 
sets of the nanoscale wires in the crossbar array, which makes it 
possible to address many device elements from a limited number 
of contacts. It was found that there is a wide range of parameters 
that yield a bistable potential for the proposed device configura-
tion. The robustness of the two states  suggests: this architecture 
is tolerant to variations in the structure. The other important 
feature of this device is the large difference in resistance between 
the two states (this is the key property of electron tunneling: the 

FIGURE 3.8 NRAM device made from a suspended nanotube device 
architecture with a three-dimensional view of a suspended crossbar 
array showing four junctions with two elements in the on state and two 
elements in the off state. The on state corresponds to nanotubes in con-
tact and the off state to nanotubes separated. The substrate consists of 
a conducting layer (dark gray) that terminates in a thin dielectric layer 
(light gray). The lower nanotubes are supported directly on the dielec-
tric film, whereas the upper nanotubes are suspended by periodic inor-
ganic or organic supports (gray blocks). A metal electrode, represented 
by yellow blocks, contacts each nanotube. (Reprinted from Rueckes, T. 
et al., Science, 289(5476), 94, 2000. With permission.)
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FIGURE 3.9 Interaction energies between two SWCNTs (one top 
and one bottom) in the device shown in Figure 3.8. (a) Mechanical 
strain in the top nanotube and (b) attractive van der Waals interac-
tion, showing a minimum at the nanotube–nanotube distance of about 
0.34 nm. Plot in (c) shows the resulting bi-stable potential well used 
for storing information. The first minimum is in the on state (con-
tact) and the second minimum is the off state (physical separation). 
The existence of the energy barrier between the two minima ensures 
nonvolatility.
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tunneling resistance decreases exponentially with the separa-
tion), which makes the device operation very reliable. The main 
drawback of the proposed geometry remains however, that at 
such small dimensions, the junction gap size imposes significant 
challenges in the nanofabrication of parallel device arrays.

The concept proposed by Rueckes et al. was further devel-
oped by the Nantero company, which has devoted a particu-
lar important effort toward integrating nanotube array-based 
memory devices for practical applications. In an IEEE com-
munication in 2004, Ward and coworkers improved the initial 
device by proposing a novel technique to overcome the hurdle 
of manipulating individual nanotube structures at the molecu-
lar level (Ward et al. 2004). This technique allows CNT-based 
NEMS devices to be fabricated directly on existing production 
CMOS fabrication lines. The approach relies on the deposition 
and lithographic patterning of a 1–2 nm thick fabric of nano-
tubes, which retain their molecular-scale electromechanical 
characteristics, even when patterned with 80 nm feature sizes. 
Because the nonvolatile memory elements are created in an all-
thin-film process, it can be monolithically integrated directly 
within existing CMOS circuitry to facilitate addressing and 
readout. The transfer of the NRAM fabrication process to a 
commercial CMOS foundry is ongoing, and, when commer-
cialized, will be the first actual application of CNTs for their 
unique electronic properties.

A modified NEMS switch using a suspended CNT was stud-
ied by Cha et al. (2005). In that memory element, the device 
has a triode structure and is designed so that a suspended 
CNT is mechanically switched to one of two self-aligned elec-
trodes by repulsive electrostatic forces between the tube and 
the other self-aligned nanotube electrodes. One of the self-
aligned electrodes is set as the source electrode and the third 
is the gate electrode. The nanotube is suspended between the 
two other electrodes (acting as a drain electrode). As the gate 
bias increases, the force between the gate and the drain elec-
trode deflects the suspended CNT toward the source electrode 
and establishes electric contact, which results in current flow 
between the source and the drain electrodes. The electrical 
measurements show well defined on and off states that can be 
changed with the application of the gate voltage.

Dujardin et al. exposed another type of memory device based 
on suspended nanotubes. In their NEMS, multiwall carbon 
nanotubes (MWCNTs) are suspended across metallic trenches 
at an adjustable height above the bottom electrode (Dujardin 
et al. 2005). When a voltage is applied between the nanotube and 
the bottom electrode, the nanotube switches between conduct-
ing and nonconducting states by physically getting closer or far-
ther from the bottom electrode. The device acts as a very efficient 
electrical switch and can be improved by surface functionaliz-
ing the bottom electrode with a self-assembled monolayer. The 
nanotube bridge was also experimentally studied by Kang et al. 
who highlighted the importance of the interatomic interactions 
between the CNT bridge and the substrate and the damping rate 
on the operation of the NEM memory device as a nonvolatile 
memory (Kang et al. 2005).

3.3.3 Nanorelays

CNT nanorelays are three terminal devices made up of a conduct-
ing CNT positioned on a terrace on a silicon substrate (Figure 
3.10). It is connected to a fixed-source electrode (single clamp-
ing) and a gate electrode is placed beneath the nanotube. When 
a bias is applied to it, charge is induced in the nanotube and the 
resulting capacitance force established between the gate and the 
tube triggers the bending of the tube, whose end is brought in 
closer contact to the drain electrode, thereby closing an electric 
circuit. This device was first proposed by Kinaret et al. (2003), 
and later demonstrated experimentally by Lee et al. (2004) and by 
Axelsson et al. (2005). As in other memory devices, the mecha-
nism hinges on the existence of two stable positions (bistability), 
corresponding to the on and off states, respectively. The advan-
tage of the device is that it is characterized by a sharp transition 
between the conducting and the nonconducting states. The large 
variation in the resistance is due to the exponential dependence 
of the tunneling resistance on the tube-end–drain distance. The 
transition occurs at fixed source–drain potential, when the gate 
voltage is varied. In this case, the tube is bent toward the drain 
and a large current is established, which subsequently disappears 
when the tube is moved far from it. Aside from possessing the 
property of a memory element, this device also allows for the 
amplification of weak signals superimposed on the gate voltage.

A number of investigations, theoretical and experimental, have 
been performed to further characterize and optimize the practical 
applications of the nanorelay for memory purposes. The funda-
mental property of the nanorelay is reached for a balance of the 
vdW, adhesive (close range), electrostatic (capacitance), and elas-
tic forces. The so-called pull-in voltage (voltage required to bring 
the tube in contact with the drain) was first studied by Dequesnes 
et al. for a two-terminal device where the entire substrate acted 
as the gate electrode (Dequesnes et al. 2002). It was found that 
vdW forces reduce the pull-in voltage, but do not qualitatively 
modify the on–off transition. The importance of vdW forces 
decreases with decreasing tube length and increasing terrace 
height and tube diameter. The transition is, however, very sensi-
tive to short-range attractive forces, which enhance the tendency 
of the CNT to remain in contact (stiction effect). Stiction makes 
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FIGURE 3.10 Nanorelay: schematic picture of the model system con-
sisting of a conducting CNT placed on a terraced Si substrate. The ter-
race height is labeled h, and q denotes the excess charge on the tube. 
The CNT is connected to a source electrode (S), and the gate (G) and 
drain (D) electrodes are placed on the substrate beneath the CNT. The 
displacement x of the nanotube tip is measured toward the substrate. 
Typical practical lengths are L ~ 50–100 nm, h ~ 5 nm. (Reprinted from 
Kinaret, J.M. et al., Appl. Phys. Lett., 82(8), 1287, 2003. With permission.)
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the device unusable as it remains stuck in the on position (Jonsson 
et al. 2004a,b). The effect of the surface forces can be visualized 
by means of a stability diagram, which reveals the existence and 
positions of zero net force (local minima) on the cantilever as a 
function of gate voltage and tube deflection. A typical curve was 
computed by Jonsson et al. and is reproduced in Figure 3.11. A sta-
bility diagram with more than one local equilibrium for a specific 
voltage results in a hysteretic behavior in the I–Vg characteristics 
(more than one position of zero net force means that there actu-
ally are three such positions, one of which is not stable). The net 
force is positive to the right of the curve and negative to the left of 
the curve, so that, when lowering the voltage for a tube in contact 
with the drain electrode, it will not release until there is no stable 
position at the surface. The surface forces exacerbate this effect. 
The stiction problem corresponds to a stable nanotube position at 
the surface that can no longer be modified by the application of a 
gate voltage. The stiction problem is a general issue encountered 
in many nanotube-based devices. The problem of stiction hin-
ders the use of SWNTs (because they are too flexible) as a bistable 
NEMS switch. MWNT and SWNT bundles are better candidates 
for bistable switching (Yousif et al. 2008). This problem can be 
alleviated, for example, by using stiffer (by avoiding total collapse 

of the tube, e.g., by using MWCNTs) or shorter tubes. It can also 
be avoided by applying a layer of adsorbates.

Fujita et al. suggested a very different approach with a modi-
fied device design. They proposed using a floating gate that is built 
between a bundle of CNTs and electrically isolated from the input 
and output electrodes. The bundle of CNTs is, therefore, bent 
by the electrostatic force between the floating and control gate, 
thereby allowing the on–off threshold voltage to be controlled by 
changing the back-gate voltage, similar to silicon MOSFET (Fujita 
et al. 2007). A consequence of reducing the possibility of stiction 
is that a higher pull-in voltage is required, and field emission from 
the end of the tip can be important. Field emission will become 
important when the effective potential at the tube end is equal 
or larger to the work function of the nanotube (i.e., about 4.5 V). 
For a set of design parameters, field emission can be deliberately 
sought after (noncontact mode). In the contact mode described 
above, tunneling current passes from the tube to the drain elec-
trode. In the noncontact mode, the device is designed (short tube) 
in such a way that the tube is never in physical contact with the 
drain electrodes. In that case, an electron flow is established via 
a field emission mechanism. The field emission current onsets 
with a sufficiently large source–drain voltage and then increases 
nonlinearly as the source–drain voltage (i.e., the applied field) is 
further increased. The nanotube can be switched very quickly 
between the on and off states, and the nanorelay operation was 
evaluated to work in the gigahertz regime (Jonsson et al. 2004a).

3.3.4 Feedback-Controlled Nanocantilevers

A variation of the nanorelay device presented in the previous 
section was proposed (Ke and Espinosa 2004), as shown in 
Figure 3.12a. It is made of an MWCNT placed as a cantilever 
over a micro-fabricated step. A bottom electrode, a resistor, and 
a power supply complete the device circuit. Compared to the 
nanorelay, this is a two-terminal device, providing more flex-
ibility in terms of device realization and control. When the 
applied potential difference between the tube and the bottom 
electrode exceeds a certain potential, the tube becomes unsta-
ble and collapses onto the electrode. The potential that causes 
the tube to collapse is defined as the pull-in voltage, already 
encountered above (Dequesnes et al. 2002). Above the pull-in 
voltage, the electrostatic force becomes larger than the elastic 
forces and the CNT accelerates toward the electrode. At small 
nanotube-tip electrode distance (of the order of 0.3–1.0 nm), 
substantial tunneling current passes between the tip of the tube 
and the bottom electrode. The main difference with the nanore-
lay design is the presence of a resistance R placed in the circuit; 
with the increase in the current, the voltage drop at R increases, 
which causes a decrease in the effective tube-electrode poten-
tial and the tube moves away from the electrode. It follows 
that the current decreases and a new equilibrium is reached. 
Without damping in the system, the cantilever would keep 
on oscillating at high frequency. However, damping is usually 
present, and the kinetic energy of the CNT dissipates. The tip 
ends up at a position where the electrostatic force is equal to the 
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FIGURE 3.11 Nanorelay stability diagram with and without surface 
forces computed with parameters given in Jonsson et al. (2004b). The 
curve shows the positions of zero net force on the tube (or local min-
ima) as functions of gate voltage (at constant source voltage = 0.01 V) 
and deflection x (in units of h, see Figure 3.10). The large arrows show 
the direction of the force on each side of the curves, indicating that 
one local equilibrium state is unstable. The required voltage for pulling 
the tube to the surface (pull-in voltage) is given by A (~6.73 V). A tube 
at the surface will not leave the surface until the voltage is lower than 
the “release voltage,” B and C in the figure. Note that A > B, C, which 
indicates a hysteretic behavior in the current-gate voltage character-
istics, a feature significantly enhanced by surface forces. (Reprinted 
from Jonsson, L.M. et al., Nanotechnology, 15(11), 1497, 2004a. With 
permission.)
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elastic one and a stable tunneling current is established. This 
is the “lower” equilibrium position for the CNT cantilever. If 
the applied voltage decreases, the cantilever starts retracting. 
When the applied potential is lower than the so-called pull-out 
voltage, the CNT leaves the “lower” position and returns back 
to the upper equilibrium position where the tunneling current 
significantly decreases and becomes negligibly small. The pull-
in and pull-out processes follow a hysteretic loop for the applied 
voltage and current in the device. The lower and upper posi-
tions correspond to the on and off states of the switch, respec-
tively. The lower equilibrium state is very robust, thanks to the 
existence of the tunneling current and the feedback resistor. 
(The concept of robustness is related to the value of the ratio 
of current in on and off states. A ratio of 104 is usually needed 
for such a device to be considered robust.) Representative char-
acteristics are reproduced in Figure 3.12b. This device has been 
demonstrated experimentally by Ke and Espinosa (2006a,b) 
and Ke et al. (2005), showing striking agreement between theo-
retical prediction and experimental realization. The presence 
of the resistor allows adjusting the electrostatic field to achieve 
the second stable equilibrium position. This is an advantage 
compared to the NRAM system developed by Rueckes et al., 
since it reduces the constraints in fabricating devices with 
nanometer gaps between the freestanding CNTs and the sub-
strate, thereby increasing reliability and tolerance to variability 
in fabrication parameters. The main drawback of this device 
for memory applications is that the memory becomes volatile; 
when the applied potential is turned off, the tube retracts back 
to the upper position and the information stored in the position 
of the tube is erased.

3.3.5  Data Storage Based on Vertically 
aligned Carbon Nanotubes

Another type of memory cell using a nanotube cantilever is 
based on the work of Kim et al. on nanotweezers (Kim and 
Lieber 1999). The nanotweezer consists of two vertically aligned 
MWCNTs that are brought together or separated by the applica-
tion of a bias potential between them. Motivated by that realiza-
tion, Jang et al. proposed a memory system that improves the 
integration density and provides a simple fabrication technique 
applicable to other types of NEMS (Jang et al. 2005). The device 
consists of three MWCNTs grown vertically from predefined 
positions on the electrodes, as shown in Figure 3.13. The first 
nanotube is electrically connected to the ground and acts as a 
negative electrode. Positive electrostatic charges build up in the 
second and the third tubes when they are connected to a posi-
tive voltage. The third tube pushes the second tube toward the 
first tube, because of the forces induced when the positive bias 
of the third tube increases, while maintaining a constant posi-
tive bias on the second one. Above a threshold bias, the second 
tube makes electrical contact to the first tube, establishing the 
on state. The balance of the electrostatic, elastic, and vdW forces 
involved in the device operation determines the threshold bias. 
If the attractive force between the first and second tube is larger 
than the repulsive electrostatic forces between them, they remain 
held together even after the driving bias is removed (otherwise 
they would return to the original position). Therefore, the sys-
tem can act as either a volatile or nonvolatile memory element, 
depending on the design parameters. Note that a two-terminal 
memory device can be devised using the same principles. In that 
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case the “gate” electrode is no longer the third tube but a con-
ventional gate that is used to separate the two tubes from their 
contact position.

Jang et al. also reported a nanoelectromechanical-switched 
capacitor structure based on vertically aligned MWCNTs in 
which the mechanical movement of a nanotube relative to a 
CNT-based capacitor defines on and off states. The CNTs are 
grown with controlled dimensions at predefined locations on 
a silicon substrate in a process that could be made compatible 
with existing silicon technology, and the vertical orientation 
allows for a significant decrease in cell area over conventional 
devices. It was predicted that it should be possible to read data 
with standard dynamic random-access memory-sensing cir-
cuitry. Jang et  al.’s simulations suggest that the use of high-k 
dielectrics in the capacitors will increase the capacitance to the 
level needed for dynamic random-access memory applications 
(Jang et al. 2008).

3.3.6 Linear Bearing Nanoswitch

This type of memory device exploits the friction properties 
of MWCNTs. In MWCNTs, the intershell resistance force, or 
friction for the sliding of one shell inside another, is known 
to be negligibly small, as small as 10−14 N/atom (Cumings 
and Zettl 2000, Yu et al. 2000). The inner core of an open 
MWCNT can therefore be expected to move quasi-freely 
forward and backward along the tube axis, provided that at 
least one end of the tube is open. Deshpande et al. presented 

a remarkable application of the low-friction-bearing capabili-
ties of MWCNTs to realize a NEM switch as shown in Figure 
3.14 (Deshpande et al. 2006). The switch consists of two open-
ended MWCNT segments separated by a nanometer-scale gap. 
The switching occurs through electrostatically actuated slid-
ing of the inner nanotube shells to close the gap, producing 
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FIGURE 3.14 CNT linear bearing nanoswitch. Main panel: abrupt 
rise in conductance upon sweeping of source–drain voltage (open 
squares) and subsequent latching in the on state (filled squares). Lower-
right inset: SEM image of the device after latching showing that the 
gap has closed. Upper-right inset: schematic cup and cone model of the 
system. (Reprinted from Deshpande, V.V. et al., Nano Lett., 6(6), 1092, 
2006. With permission.)
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FIGURE 3.13 A schematic illustration of the CNT-based electromechanical switch device proposed by Jang et al. (a) Schematic of fabrication 
process: Three Nb electrodes are patterned by electron-beam lithography, followed by sputtering and lift off. Similarly, Ni catalyst dots were also 
formed on the predefined locations for the growth of MWCNTs. The MWCNTs were then vertically grown from the Ni catalyst dots. (b) 
Illustration of CNT-based electromechanical switch action. (c)–(d) SEM image of the actual device: The length and diameter of the MWCNTs are 
about 2 μm and 70 nm, respectively. The scale bar corresponds to 1 μm. (Reprinted from Jang, J.E. et al., Appl. Phys. Lett., 87(16), 163114-3, 2005. 
With permission.)
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a conducting on state. For double-walled nanotubes, in par-
ticular, a gate voltage was found to restore the insulating off 
state. The device was shown to act as a nonvolatile memory 
element capable of several switching cycles. The authors indi-
cate that the nanotubes are straightforward to implement, are 
self-aligned, and do not require complex fabrication, poten-
tially allowing for scalability. The nanotube-bearing device is 
fabricated in high yield by using electric breakdown to create 
gaps in a single freestanding MWCNT device, producing an 
insulating off state. The device is actuated using electrostatic 
forces between the two ends of the tube that are connected to 
external electrodes. The force triggers a linear bearing motion 
that telescope the inner shells in the two multiwall or double-
wall segments, so that they bridge the gap (Forro 2000). This 
restores electrical contact and produces the on state. Adhesion 
forces between the tube ends maintain the conductive state. 
The insulating state is controllably restored using a gate voltage, 
thereby completing the three-terminal nonvolatile memory 
devices. The gap is closed for a source–drain voltage around 
9 V, leading to a conducting on state. At a large gate voltage 
(110 V) and small source–drain voltage (10 mV), the device 
snaps back to the zero conductance state. The explanation for 
the transition from the on state back to the off state is that the 
gate voltage imposes a bending stress on the nanotube and acts 
to break the connection. The use of elementary beam mechan-
ics confirms that the force acting upon the two portions of 
the nanotube is significantly larger than the adhesion forces, 
allowing for the gap to be reopened.

The use of the exceptional low friction between individual 
walls in MWNTs is also the basic property exploited in a 
number of theoretically proposed structures for nanotube-
based memory elements. In the following paragraphs, we 
will brief ly review the work of Maslov (2006) and Kang and 
Jiang (2007).

Maslov proposed a concept that uses vertically aligned 
MWCNTs, that is first opened (or “peeled”) layer by layer, so 
that the inner core is able to move along the vertical tube axis. 
By mounting another dielectric above the nanotube at a specific 
distance from the tube caps, two stable vdW states for the inner 
core are created and provide for nonvolatile data storage. The 
two stable states are (1) when the inner tube is away from the top 
electrode, stabilized by the interaction with the outer shell (off 
state, where the circuit is open) and (2) when the inner tube is 
in contact with the top electrode, stabilized by vdW interaction 
with the top electrode (on state, where the circuit is closed). The 
switching between the two states is realized by exploiting the 
electrostatic force resulting from the positive charging of the top 
(or bottom) electrode and negative charging of the tube inner 
core, pulling the core toward (away from) the top electrode. For 
nonvolatility purposes, it is important that the adhesion force is 
large enough to maintain the tube position, even when the bat-
tery potential is turned off.

Another interesting theoretical proposal using the fric-
tion properties of multiwalled systems was made by Kan and 
Jiang. The conceptual design and operation principle of the 

MWCNT-based storage are illustrated in Figure 3.15 (Kang 
and Jiang 2007). The main structural element of the devices 
is composed of a MWCNT deposited on a metallic electrode. 
The metallic electrode clamps the outer shell of the multiwall 
tube, while the inner core of the tube is allowed to freely slide 
back and forth (both ends of the tube outer-shell are opened). 
This telescoping device possesses three stable positions, result-
ing from the balance between the wall–wall interactions and 
the tube–metal electrode interactions. Two minima correspond 
to inner tube positions close to the electrode (allowing current 
to flow between that electrode and the bottom one, attached to 
the outer core of the tube). A third minimum corresponds to the 
tube positioned completely inside the outer shell. The move-
ment of the inner core is realized using electrostatic forces 
induced by the voltage differences between the various elec-
trodes. This leads to reversibility and nonvolatility, provided 
that the electrode material is carefully chosen (large enough 
vdW force to ensure contact when bias is turned off, while 
avoiding stiction where the nanotube cannot be separated 
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FIGURE 3.15 Electrostatically telescoping nanotube nonvolatile 
memory device. (a) The initial equilibrium position, (b) the core CNT 
contacts with the right electrode with V1 and (c) the core CNT con-
tacts with the left electrode with V2. (d) Energetic schematics of the 
telescoping MWCNT-based memory, showing the presence of two local 
minima (bistability) and an energy barrier between them (nonvolatil-
ity). (Reprinted from Kang, J.W. and Jiang, Q., Nanotechnology, 18(9), 
095705, 2007. With permission.)
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from the electrode anymore due to small range forces, as illus-
trated in Figure 3.15b).

3.3.7 Conclusions

In this section, we have presented the state of the art of fundamen-
tal research of the use of CNTs NEMS for memory applications. 
The CNT-NEMS are particularly interesting because they exploit 
the two most remarkable properties of CNTs, namely, their elec-
tronic and mechanical properties. The viability of CNT-based 
NEMS switches and their comparison with their CMOS equiva-
lents was recently presented by Yousif et al. (2008). A detailed 
analysis of performance metrics regarding threshold voltage 
control, static and dynamic power dissipation, and speed and 
integration density revealed that apart from packaging and reli-
ability issues (which are the subject of intense current research), 
nanotube-based switches are competitive in low power, particu-
larly low-standby power, logic, and memory applications.

3.4  Electromigration CNt-Based 
Data Storage

During the past decade there have been numerous promis-
ing concepts developed, based on utilizing ionized endohe-
dral fullerenes and nanotubes as high-density nonvolatile 
memory elements. In this section the fundamental concepts 
underlying the operation and development of these types of 
systems are described and two specific examples are discussed 
in detail.

3.4.1 a “Bucky Shuttle” Memory Element

One of the earliest concepts for a CNT nonvolatile memory ele-
ment was based on an ionized fullerene that could be electri-
cally shuttled from one energy state to another inside a larger 
fullerene or CNT, as shown in Figure 3.16 (Kwon et al. 1999). 
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FIGURE 3.16 Illustration of the “bucky shuttle” concept as a memory element: (a) Transmission electron micrograph of a synthesized carbon 
structure showing a fullerene encapsulated inside a short nanotubule. (b) Molecular model depicting the ideal structure. (c) Position-dependent 
energy of an endohedral K@C60

+ within the structure shown in (b). The results (total energy) were obtained from molecular dynamics simulations 
without an electric field (solid line) and following the application of a small electric field on the system (dashed line). A schematic of the corre-
sponding C60 position and intrinsic state (“bit 0” or “bit 1”) is shown on the figure. (d) A schematic of the overall “bucky shuttle” memory element 
concept that corresponds to a high-density memory board. (Reprinted from Kwon, Y.K. et al., Phys. Rev. Lett., 82(7), 1470, 1999. With permission.)
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One advantage of this concept was an appropriate material 
could be self-assembled from elemental carbon via thermal 
treatment of diamond power. A unique geometry of a nano-
tube encapsulating a fullerene, where a small fullerene struc-
ture could reside at one of the two ends of a capped nanotube 
or larger fullerene was experimentally identified (Figure 
3.16a), and this structural arrangement became the basis for 
the original concept of a “bucky shuttle” memory element. 
In this system the on (bit 1) and off (bit 0) states correspond 
to the two ends of the nanotube that are local minima in the 
energy landscape of the endohedral fullerene (Figure 3.16c). 
The position of the ionized endohedral fullerene (obtained by 
doping with potassium, e.g., K+@C60) can be manipulated by 
applying a bias voltage across the ends of the nanotube. The 
energetics of a switching field of 0.1 V/Å generated by apply-
ing a voltage of 1.5 V is shown in Figure 3.16c. With such a 
small electric field, integrity problems are not expected since 
graphitic structures are known not to degrade under fields of 
<3 V/Å. The overall thermal stability and nonvolatility of the 
system directly depends on the relative depth of the energy 
minima for the two states. Molecular dynamics simulations 
were used to explore the functional operation regime for the 
“bucky shuttle” and also to perform detailed performance 
analyses. Those calculations successfully demonstrated that 
information stored would be thermally stable well beyond 
room temperature, requiring temperatures above 3000 K to be 
destroyed. In addition, the results indicated that the “bucky 
shuttle” can be switched between the two states on a very fast 
timescale, ∼10 ps, by applying a small electric field. This opera-
tion regime would allow for memory-switching access of close 
to 0.1 THz, giving a data throughput rate of 10 Gbyte/s in its 
simplest serial mode. Parallel arrays of the “bucky shuttles” 
could be envisioned from ordered close-packed nanotube 
arrays and such an assembly could potentially provide unprec-
edented memory storage (Figure 3.16d). This ideal system 
would offer a nonvolatile memory device with a combination 
of high switching speed and high density.

3.4.2  Memory Elements Based on the 
“Bucky Shuttle” Concept

While the “bucky shuttle” concept provides a relatively simple 
mechanism for storing information at the nanoscale, and it is 
strongly supported by molecular dynamics simulations that 
have solidified its theoretical operation, a practical measure-
ment of the intrinsic on and off states is not clear. Also, the 
experimental production, although shown possible using self-
assembly, is not able to exclusively produce the required “bucky 
shuttle” structures and would require novel separation and 
sorting techniques to facilitate their practical use. These short-
comings stimulated the development of a number of related 
concepts that have continued to evolve, such as a “nanotube 
shuttle” employing a transition from single-walled to double-
walled nanotube for detection of the “shuttle” position (Kang 

and Hwang 2004c, 2005a), multi-endo-fullerenes- or peapod-
based shuttles (Kang and Hwang 2004c, 2005b), and variations 
of these including boron nitride nanotubes (Choi et al. 2004, 
Hwang et al. 2005b), bipolar endo-fullerenes (Hwang et  al. 
2005a), metallofullerenes (Byun et al. 2004), and ionic fluidic 
media (Kang and Hwang 2004b). Again, the basic underly-
ing concept relies on the electromigration of an encapsulated 
architecture(s) from one local energy minimum to another. 
The “nanotube shuttle,” for example (see Figure 3.17), is based 
on the use of a capped peapod (nanotube with multiple endo-
hedral C60s, see Figure 3.17a), which is subjected to thermal 
and e-beam treatment (Figure 3.17b) that subsequently causes 
coalescence of the encapsulated C60s to form an inner tubule. 
This is a well-known experimental process and one of the pri-
mary methods used for producing high-quality double-walled 
CNTs. The capped double-walled carbon nanotube (DWCNT) 
is then cut using lithography and etching technology in order 
to produce two aligned open ends with the inner tubule ini-
tially residing within one end (Figure 3.17c through e). The 
shuttle mechanism allows the inner tubule to move from one 
tube end across the gap into the other tube (Figure 3.17f). The 
separation of the two open ends is required in order to have two 
independent nanotube structures, which is critical for detect-
ing the state that the overall system is in. The separation must 
be large enough to preempt strong interactions between the two 
nanotube structures (the two ends need to be independent in 
order for the electronic structure to allow unique detection) but 
small enough so as to prevent the shuttling inner tubule from 
completely escaping. For such an ideal system, the position of 
the inner tubule could in principle be measured by detecting 
the electronic structure of one of the ends since it will change 
from that corresponding to a single-walled to a double-walled 
nanotube (Lee et al. 2002).

3.4.3 Conclusions

The general “bucky shuttle” concept relies on utilizing the basic 
principle of electromigration in a two-level system defined by 
an ionized encapsulated fullerene-based structure. Its operation 
has been demonstrated to be very efficient (very short switch-
ing times) and is in general highly robust in regard to thermal 
and electrical stability. In addition, the possibility of assembling 
very high density architectures promises to allow construction 
of memory elements with high switching speed, high density, 
and nonvolatile storage of data. Unfortunately, despite the tre-
mendous interest in the fundamentally simple and attractive 
systems underlying the use of CNT-based electromigration for 
memory elements, experimental realization has been difficult. 
This is because of the complexities in practical fabrication of the 
required structures and for making appropriate electrical con-
tacts with them. As such, these types of systems have remained 
as conceptual ideas, to date, relying on the proof-of-principles 
results primarily obtained from classical molecular dynamics 
simulations.
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3.5 General Conclusions

At the nanoscale, where electronics is integrated on a lateral scale 
associated with a minimum feature size significantly smaller 
than tens of nanometers, a number of new phenomena stem-
ming from quantum effects and confinement dominate the pro-
cesses governing the electron flow across an active device (Waser 
2003). It is when those quantum effects are understood, that new 
device concepts can be developed and novel mechanisms tuned 
to desired functionality. For practical applications, the role of 
fundamental research is to address the question of how a new 
material can be employed in useful devices. This is particularly 
important for nanoelectronics and information storage since 
any technology that has ambitions to compete with conventional 
approaches must display significant benefits and distinct advan-
tages. As discussed in this chapter, CNTs are among the most 
cited materials that have been used for prototype nanoelectron-
ics and information-storage devices, a dominant position that 
originates from their intrinsic structural and electronic proper-
ties. It is clear that numerous memory devices based on CNTs 
have been proposed and successfully demonstrated during the 

past decade. Many of these devices show tremendous promise 
for providing enhanced densities, lower power requirements, 
more efficient read–write processes, and nonvolatility of data. 
These advantages indicate that CNT-based memory could, 
in principle, compete with current memory devices such as 
DRAM. However, cycling stability and data-retention times that 
are competitive with flash memory has proven to be difficult to 
achieve. Other critical issues revolve around practical fabrica-
tion and the scalability for CNT-based memory devices that can 
provide the same facility for large-scale fabrication as silicon 
photolithography. Presently, this goal appears to be in the dis-
tant future but it continues to be a topic of intense research. With 
the demonstrated potential payoff for a range of useful applica-
tions, it seems likely that a solution to these problems will even-
tually be found.
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4.1  Introduction

A ferromagnetic island is a detached piece of ferromagnetic 
material, supported by a nonmagnetic* substrate. The term fer-
romagnetic island is usually used to describe a prolate object with 
a thickness of a few nanometers and lateral dimensions of up 
to a few micrometers. If the geometrical confinement becomes 
comparable or smaller than the intrinsic magnetic length scales, 
such as the exchange length, the domain size, or the domain wall 
thickness, novel magnetic properties and magnetization reversal 
mechanisms emerge, different from the properties of the respec-
tive bulk material. The domain configuration, the reversal mecha-
nism, and the demagnetizing field of ferromagnetic islands can be 
tailored by their size, their shape, and their chemical composition.

Nanomagnetism is a rapidly growing area in solid-state 
research and development. There exist several excellent reviews 
covering the whole field, including preparation and characteriza-
tion techniques (Dennis et al. 2002, Martín et al. 2003, Adeyeye 
and Singh 2008). We do not aim to give another comprehen-
sive overview. This chapter is intended to give an introduction 
to ferromagnetic islands and to illustrate their properties and 
interactions on some of our own selected recent experimental 
results. First, we will present an overview of the fundamentals 
of ferromagnetism, particularly with regard to its impacts on 
nanostructured materials. Subsequent, examples of selected sys-
tems starting from single dots and rectangular-shaped islands 
to more complex geometries will be discussed. Preparation and 
characterization techniques are only covered if they are neces-
sary for the understanding of the physical properties. This chap-
ter concludes with an outlook on the future perspectives.

* Throughout the text the term “nonmagnetic” will be used to address non-
ferromagnetic materials.

4.2  Background

4.2.1  Ferromagnetism

The discovery of magnetism is one of the oldest cultural achieve-
ments in human history. The attraction of iron to loadstone was 
observed before recorded history began. Magnetism arises from 
the magnetic dipole moments of atoms and molecules influenced 
by their symmetry and by the relative orientation of their electron 
orbits. Depending on the response of substances in an external 
magnetic field, they are classified as diamagnetic, paramagnetic, 
ferromagnetic, antiferromagnetic, or ferrimagnetic. The main 
characteristic of ferromagnetic materials is their permanent 
magnetization, caused by a natural tendency of the magnetic 
moments of its atoms or molecules to align under their mutual 
interactions. The ferromagnetism of the 3d transition metals Fe, 
Co, and Ni is essentially due to a quantum mechanical phenom-
enon which has its origin in electrostatics (Heisenberg 1928).

The permanent magnetic moment of a free atom of the 3d 
transition metals is caused by the uncompensated spin moments 
of partly filled 3d shells and the related orbital moments. The 
wave function of the 3d electrons can be separated into an 
orbital wave function and a spin wave function. Paulis exclusion 
principle forces the total wave function to be antisymmetric, so 
that no two electrons may have the same set of quantum num-
bers in an atom. Parallel alignment of the spins forces the occu-
pation of higher energy levels, allowing for a larger separation of 
the electrons and a reduction of their Coulomb interaction. The 
win in Coulomb energy is confronted with an increasing kinetic 
energy, as some electrons have to occupy higher energy levels for 
the symmetric spin configuration. Thus, the developing of fer-
romagnetism depends on which energy term dominates. In the 
most simple case of a two-electron system, the energy difference 
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between the parallel and the antiparallel spin alignment is 
expressed by the exchange integral J:

 
J r r V r r r r dr dr= ( )∫2 1 1 2 2 1 2 2 1 2 2 1 2Ψ Ψ Ψ Ψ* *( ) ( ) ( , ) ( ) ( ) .  (4.1)

where
V(r1, r2) denotes the interaction potential
Ψ1(r1) and Ψ2(r2) are the respective single-particle wave 

functions

A strong exchange interaction implies a large spatial overlap 
of the electron wave functions, which cannot be realized if these 
electrons are strictly localized. At least in the metals Fe, Co, and 
Ni, conduction electrons of the outer shell are not bound to their 
atoms, they are free to move and must interact in some way with 
the electrons at the lattice sites. In these metals the 3d band is 
overlapped in energy by a much wider 4s band. The bands are 
filled up to the Fermi level, so that the electrons which each 
atom contributes to the conduction band are not all from the 4s 
band, but partly from the 3d band. Therefore, the number of d 
electrons per atom contributing to the bulk magnetism is not an 
integral number (Aharoni 2000). In the bulk, the direction of the 
magnetization vector is defined by the crystalline symmetry. In 
materials with a large magnetic anisotropy there is a strong cou-
pling between the spin and orbital angular moments within an 
atom. In addition, the atomic orbitals are generally nonspherical. 
Because of their shape, the orbits prefer to lie in certain crystal-
lographic directions. The spin–orbit coupling then assures a pre-
ferred direction for the magnetization, called the easy direction. 
To rotate the magnetization away from the easy direction costs 
energy, the so-called anisotropy energy. The anisotropy energy 
depends on the lattice structure. In a perfect single crystal, the 
anisotropy axis is well defined macroscopically, while in a poly-
crystalline sample the anisotropy axis is still defined locally in 
each crystallite, but macroscopically it is averaged out due to the 
random orientation of the crystallites. In ferromagnetic islands 
the induced anisotropy of the geometrical shape plays a mayor 
role and will be discussed in more detail in the following sec-
tions. Anisotropies may also be induced by the interface to the 
substrate, the surface, or strains. A more detailed discussion of 
the relevant energy terms will be given in Section 4.2.4.

4.2.2  Ferromagnetic Domains

Most ferromagnetic materials show no resulting magnetic 
moment outside the material. The reason for this observation 
are domain structures (Hubert and Schäfer 1998). The equilib-
rium magnetization configuration is a result of the competition 
between the local effects of exchange and anisotropy with the 
nonlocal effect of the magnetostatic field (in the case without 
applied magnetic field). Exchange and anisotropy alone would 
favor a homogeneously magnetized sample with the magneti-
zation along one of the system’s easy axes. But this configura-
tion creates a large, long-range dipolar stray field. The energy 

contained in the field can be reduced thoroughly by separation 
of the sample into so-called magnetic domains or Weiss regions, 
in which the magnetization is still orientated along one of the 
easy axes, and where the demagnetizing fields of the different 
domains compensate each other. Only at the boundary between 
the domains, a domain wall is created, where locally some 
exchange and anisotropy energy is invested. A domain struc-
ture is stable if the interplay between magnetic field energy and 
domain wall energy has reached an optimal value.

Inside a domain the homogeneous magnetization is paral-
lel to an easy axis direction of the magnetic anisotropy. Thus, 
domain formation leads to a minimization of exchange and 
anisotropy energy. If an external magnetic field is applied to the 
sample, it will also bring energy into the system, the so-called 
Zeeman energy. The Zeeman energy favors domains parallelly 
aligned to the external field and leads to domain wall moving 
or rotation of the magnetization. In a soft magnetic material 
where no anisotropy exists, a continuous magnetic vector field is 
expected. But also in the absence of anisotropy, regular domain 
pattern develops due to the shape of the element. The reason 
for this is the requirement of a minimum demagnetizing field. 
The following conditions have to be fulfilled: the magnetic vec-
tor field has to be free of divergence, the field has to be aligned 
parallel to the edges and to the surface, and the vector field has 
to have a constant length. The conditions will be only achieved 
simultaneously, if line discontinuities are admitted (van den 
Berg 1986). These discontinuities are replaced by domain walls. 
Thus, the shape of the sample enforces a regular domain pat-
tern in a magnetic film of no anisotropy. Van den Berg invented 
a geometrical procedure to construct this equilibrium domain 
pattern: the basic domain structure is the locus of centers of all 
circles inside the sample that touch the sample edge at least at 
two points. The most important result of van den Berg is that in 
most cases domains will form along the edges (closure domains) 
in order to minimize the demagnetizing field. Figure 4.1 sche-
matically shows the reduction of the stray field by domain for-
mation with the help of van den Berg’s construction. Examples 
of the domain structure of a three-dimensional Fe island, dis-
cussed on the basis of van den Berg’s construction, are provided 
by Hertel et al. (2005).

Inside a domain wall the magnetization changes its direc-
tion in numerous small steps (Bloch 1932). The cost of exchange 
energy for building up a domain wall decreases as the domain 
wall thickness increases. On the other hand a minimum value 
for the anisotropy energy is observed in thin domain walls as 
the magnetization direction inside the wall is different from the 
easy direction. In the equilibrium state, the domain wall thick-
ness δW follows from the balance of the exchange energy J, and 
the anisotropy energy K1:

 
δ π πW = =JS

K a
A
K

2 2

1 1
 (4.2)

A is a material constant, the so-called exchange constant, and 
equals JS2/a for a simple cubic lattice with lattice constant a. 
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The domain wall thickness can vary from a few nanometers in 
Co, to approximately 30 nm in Fe up to a few micrometers in 
extreme soft permalloy. If the domain wall thickness exceeds the 
lateral extension of the island, it will stay as a single domain. 
Larger islands will develop a domain structure if the gain in field 
energy overcompensates the domain wall energy. There is also 
a lower limit for the existence of a stable ferromagnetic single-
domain island. As the anisotropy energy of an island scales with 
the volume of the island, there is a critical volume below which 
the anisotropy energy becomes comparable to the thermal 
energy kBT. Below this superparamagnetic limit, the magnetiza-
tion of the island is subject to thermal fluctuations. For mag-
netic data storage devices, the superparamagnetic limit marks 
the smallest possible bit size. A more detailed discussion of the 
relevant length scales in nanostructures is given by Martín et al. 
(2003) and Dennis et al. (2002).

4.2.3  Hysteresis Loops

The magnetic response of a ferromagnetic material to an exter-
nal field is represented by a hysteresis loop in which the magne-
tization is plotted as a function of the magnetic field strength. 
The magnetization is a vector. Usually, the component parallel 
to the applied field (the x-component) is recorded. A hysteresis 
loop consists of two branches. They are called the ascending and 
descending branch, as it depicts the magnetization during field 
increase or field decrease. Generally, both branches do not over-
lap, i.e., the magnetization is not unambiguously defined on the 
field strength alone, it also depends on the magnetic history of 
the sample. The area enclosed by the two branches represents the 
magnetic energy stored in the system. A hysteresis loop shows 

three characteristic points: (1) The point where a further increase 
in magnetic field strength does not result in a further increase of 
the magnetization is called the saturation field. At this point all 
domains are aligned with the external field. (2) The persisting 
magnetization in zero field is called the remanent magnetization 
or the remanence. (3) The field needed to reduce the magnetiza-
tion to zero is the coercive field or the coercivity. Coercivities 
may range from the mOe range for soft magnetic FeNi alloys 
to several 10 kOe for hard magnetic SmCo5. Figure 4.2 shows 
two model hysteresis loops for a ferromagnetic island magne-
tized along the easy axis (left) and along the hard axis (right). 
The remagnetization along the easy axis usually is dominated by 
the rapid growth of oppositely oriented domains as soon as the 
applied field exceeds the nucleation field. In the case of elongated 
islands often domains nucleate at the two ends of the islands that 
grow by domain wall movement. The hysteresis loop is therefore 
characterized by a sudden change of the magnetization close to 
the coercive field and a high remanence, resulting in a square-
shaped hysteresis loop. If on the other hand the field is applied 
along the hard axis, the remagnetization is realized by a coher-
ent rotation of all the individual spins. The resulting hystereses 
loop therefore shows a continuous variation of the magnetiza-
tion and a low remanence.

4.2.4  Micromagnetic Simulations

For the prediction of the expected domain configuration and 
the time-dependent development of the magnetization, micro-
magnetic computer simulations are used. A realistic approach 
for the description of the magnetic behavior of a magnetic mate-
rial is to ignore the atomic nature of matter, to neglect quantum 

FIGURE 4.1 Van den Berg’s construction on the example of ferromagnetic islands with simple geometric shapes.
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FIGURE 4.2 Model hysteresis loops for a single-domain island magnetized along the easy axis (left) and along the hard axis (right).
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effects, and to use classical physics in a continuum description. 
Micromagnetism is the link between the atomistic, quantum 
mechanical description of the single atom on the one hand and 
the macroscopic view of a material characterized by the shape of 
its hysteresis curve on the other hand. Essentially, the magneti-
zation is to be assumed as a continuous vector field 

� �
M r( ); thus, 

only the local average over the magnetic moments in a certain 
neighborhood instead of individual spins is taken into account. 
The history of micromagnetics starts from 1935 with the paper 
of L. Landau and E. Lifshitz on the structure of a wall between 
two antiparallel domains (Landau and Lifschitz 1935), and the 
work of W. F. Brown Jr. around 1940. A detailed treatment of 
micromagnetism is given by Brown (1963) and Prohl (2001). The 
energy will be formulated in terms of the continuous magnetiza-
tion vector field, and this energy will be minimized in order to 
determine static magnetization structures. Thermodynamically, 
the system is described by the free energy F = E − TS with the 
inner energy E of the system. There are several contributions to 
the inner energy:

• The exchange energy, responsible for the ferromagnetic 
coupling, is given by

 

E J S Sij i
i j

jex = − ⋅
<

∑2
� �

,  (4.3)

where
the coefficients Jij are the exchange integrals
the coefficients 

�
Si  are the atomic spins

  Positive Jij lead to ferromagnetic order while negative Jij cause 
antiferromagnetic order. The exchange energy is short-
ranged and involves a summation over the nearest neighbors.

• The magnetostatic or demagnetization energy, which is 
the potential energy that the magnetic moments experi-
ence in their own magnetic field, can be written as

 

E H MdV
V

demag d= − ⋅∫µ0

2
� �

,  (4.4)

  where μ0 is the magnetic constant. The magnetostatic 
or demagnetizing field, 

�
Hd, is related to the magnetization 

via ∇⋅ = −∇⋅
� �

H Md  as Maxwell’s equation require that 
∇⋅ = ∇⋅ + =

� � �
B H Mµ0 0( ) . In the case of a homogenous 

magnetized ferromagnetic sample the demagnetizing 
energy can be expressed as

 
E V N M N M N Mx y zdemag = + +( )2 11

2
22

2
33

2  (4.5)

  where Nii are the components of the so-called magneto-
metric demagnetizing tensor N. The components of the 
tensor are purely determined by the geometry.

• The magnetocrystalline anisotropy originates at the 
atomic level as discussed in Section 4.2.1. In a system with 
uniaxial anisotropy along the z direction, the leading 
energy terms are

 E VKumca = +1
2 21sin ( sin )θ θ  (4.6)

where
θ is the angle between the z direction and the 

magnetization
Ku1 is the anisotropy constant
V is the volume of the sample

  A large positive anisotropy constant Ku1 describes an easy 
axis, and a large negative constant Ku1 an easy plane, per-
pendicular to the anisotropy axis. Uniaxial anisotropy 
occurs in hexagonal crystals such as Co, for example. 
Cubic anisotropy occurs for example in Fe and Ni, the 
leading energy terms are

 
E VK m m m m m m VK m m mx y y z x z x y zmca = + +( ) +1

2 2 2 2 2 2
2

2 2 2  (4.7)

  The anisotropy constants K1 and K2 and their ratio deter-
mine the easy axis of the system. Typical values for K1 
are in the order of 103–105 J/m3. Most work on ferromag-
netic islands has been either performed on polycrystal-
line samples, where the magnetocrystalline anisotropy is 
averaged out, or on materials with a negligible anisortopy. 
Therefore, contributions of magnetocrystalline anisot-
ropy are not considered throughout this contribution.

• The surface anisotropy arises from the broken symmetry 
at the interface between the ferromagnetic and a nonmag-
netic material. It can phenomenologically be described by 
the anisotropy constant KS:

 
E

d
VKS S= 1 2sin ,θ  (4.8)

where
d denotes the thickness of the island
θ denotes the angle between the magnetization and the 

surface normal

  KS lies typically in the order of 10−4 to 10−3 J/m2. The sign 
of KS defines whether the easy axis is in-plane or out-of-
plane. For the ferromagnetic islands discussed in this 
chapter, the surface anisotropy is negligible compared to 
the shape anisotropy, forcing in-plane magnetization.

• Finally the Zeeman energy is the energy of the magnetic 
moments in an external magnetic field Ha. It is given by

 E M H mdVVZeeman sat a= − ⋅∫µ0

� ��
,  (4.9)
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  As experimentally the applied magnetic field 
�

Ha is the 
control variable, it is more adapted to use Gibbs free 
energy or thermodynamic potential

 
G T H M F H M dV( ), , .

� � � �
a a= − ⋅∫µ0  (4.10)

  We assume that all experiments are performed at constant 
temperature, so that the entropy term can be neglected. Of 
course, it is necessary to take into account that the mate-
rial constants are temperature-dependent. The system has 
the thermodynamic tendency to evolve toward the mini-
mum of the potential G when approaching equilibrium. 
The metastable states of the ferromagnetic system are 
local minima of the potential G.

4.2.5  Experimental techniques

To investigate the magnetic domain structure as well as the 
remagnetization process of micro- and nanostructured mate-
rials, a number of experimental techniques are available 
to the experimenter. On the one hand, magnetic domains can 
be imaged in real space by various techniques, an overview 
is given in Ref. Hopster and Oepen (2005): Kerr microscopy 
(Feldtkeller and Stein 1967), Lorentz microscopy (Chapman 
et al. 1994), scanning electron microscopy with polarization 
analysis (SEMPA) (Oepen and Kirschner 1991), scanning 
transmission x-ray microscopy (STXM) (Fischer et al. 1999), 
photo emission electron microscopy (PEEM) (Mundschau 
et al. 1996), spin-polarized low-energy electron microscopy 
(SPLEEM) (Bauer 1994), or magnetic force microscopy (MFM) 
(Martin and Wickramasinghe 1987). If real space images are 
obtained at different external magnetic field values, the hyster-
esis loop is derived by evaluating the total size of the magnetic 
domains having a particular direction of the magnetization 
vector with respect to the applied field. On the other hand, mag-
netic hysteresis loops can be measured with magneto-optical 
Kerr effect (MOKE) (Kerr 1877), micro MOKE (Allwood et al. 
2003), superconducting quantum interference device (SQUID) 
magnetometry (Philo 1977), or vibrating sample magnetom-
etry (VSM) (Foner 1959). Micro MOKE is an advanced mag-
netometry for the analysis of single magnetic nanostructures. 
In the case of the other techniques, a large number of iden-
tical elements are investigated in parallel in order to increase 
the resolution and accuracy. Therefore, the measured hyster-
esis loops yield information on the average remagnetization 
process of all elements and not on a single element. Thus, 
correlation effects between elements also become visible. The 
periodicity of an artificially structured array of ferromagnetic 
islands enables the use of diffraction techniques, such as Bragg-
MOKE, where the Kerr effect measurements are performed at 
the diffraction spots from a lateral structure. Diffraction tech-
niques suppress magnetic contributions of the substrate and 
contain information about the domain configuration inside 

the magnetic structures via the magnetic form factor (Remhof 
et al. 2007). Most experimental techniques can be extended to 
a vector-magnetometer: by applying a field perpendicular to 
the direction of measurement, the transverse (the y) compo-
nent of the magnetization in the ferromagnetic structure can 
be investigated. From the measurements with the longitudi-
nal and the transverse field orientation, the complete in-plane 
magnetization vector for the remagnetization can be derived 
(Westphalen et al. 2007). Using a photoelastic modulator and 
a digital lock-in amplifier for θ and 2θ response, all three com-
ponents can be analyzed by measuring different polarizations 
of the incident beam (Vavassori 2000).

4.3  State of the art

4.3.1  Sample Preparation

The preparation of sub-micrometer-sized ferromagnetic 
islands has benefited from the advancements in miniaturiza-
tion techniques over the last decades. Usually optical lithogra-
phy is used to define small patterns such as integrated circuits. 
Lithography, originally meaning “writing with stone,” refers to 
a printing technique in which the imprint of an original pat-
tern is reproduced on paper. In microtechnology it is used do 
describe a process, in which the desired pattern is first defined 
as a template on a mask, that can be transferred to the work 
piece. In optical lithography this is usually an opaque pattern 
on a transparent glass plate. An optical system is that used to 
downsize the pattern by projection onto a substrate coated with 
a photo-sensitive resist. The great advantage of this method is 
the high throughput. It is limited by the wavelength of the light 
and by the refractive power of the optical components. E-beam 
lithography (EBL) is a direct writing technique, in which the 
resist is exposed by a focused electron beam. In this case the 
mask only exists as a design file in the computer. The advan-
tage is the high flexibility and the high resolution as compared 
to the optical methods. There are two kinds of resist: positive 
and negative. In the positive technique, first a resist template 
is produced by one of the aforementioned lithographic meth-
ods. Then the magnetic film is deposited onto the template. 
In a final chemical lift-off step only those magnetic islands 
remain, which have direct contact to the substrate or another 
metal layer. In the negative process a pattern is etched out of 
a continuous ferromagnetic film. Therefore, the homogeneous 
film is covered with an etch-resistant resist. After exposure, 
developing, and dry etching, only those magnetic islands that 
were exposed to the e-beam and covered with resist remain. 
Both methods are schematically illustrated in Figure 4.3. Apart 
from visible and UV light and electrons, other radiations such 
as x-rays and focused ion beams are well established in micro- 
and nanolithography. Also self-assembly and nanoimprint 
technologies are in use to prepare ferromagnetic islands. For 
a more detailed description of the various lithographic tech-
niques we refer to Waser (2003), Bucknall (2005), and Suzuki 
and Smith (2005).
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4.3.2  rectangular and Elliptical Islands

The simple geometry of rectangular and elliptical islands, featur-
ing a well-defined and pronounced uniaxial shape anisotropy, is 
predestined as model systems. Especially in islands composed 
of materials with little or no crystalline anisotropy or in poly-
crystalline systems, the shape anisotropy becomes dominant. In 
elongated islands the shape anisotropy usually forces the easy 
axis along the major axis, while the hard magnetic axis lies along 
the minor axis. The strength of the anisotropy is thereby gov-
erned by the aspect ratio (Martín et al. 2003).

At remanence small rectangular or elliptic small islands are 
in a single-domain state with pronounced magnetic poles at the 
opposite ends of the island. MFM images these magnetic poles 
as areas of maximum contrast as depicted in the right panel of 
Figure 4.4. The left panel shows a secondary electron micro-
graph, recorded by scanning electron microscopy (SEM) of an 
array of 50 nm thick, 3 μm × 300 nm-sized permalloy islands 
placed on a square grid of 3 μm × 3 μm on a silicon wafer. While 
the SEM image shows the topological contrast, the MFM images 
the strength of the stay field (i.e., the density of the field lines) 
normal to the sample. Therefore, the poles at the end, where the 
stray field enters and leaves the island can, respectively, be iden-
tified as black and white spots.

Larger islands will decay into domains at remanence. The 
terms small and larger depend on the material’s properties and 
the aspect ratio, determining the anisotropy. Last et al. (2004) 
have investigated polycrystalline permalloy (Py) micro- and 

nanostructures (thickness: 38 and 50 nm, length: 0.2–60 μm, 
width: 0.2–30 μm) in order to map the multi-domain to single-
domain transition with MFM. They found a single-domain 
state, if the aspect ratio (length:width) is greater than 20:1; the 
multi-domain state is visible inside the rectangles with a aspect 
ratio between 1:1 and 3:1. Between these two cases they observed 
a transition state with a featureless inner region and fan-type 
closure domains at both ends of the rectangle. Figure 4.5 also 
shows that for very small particles, where the geometric exten-
sions approach the domain wall width, smaller aspect ratios are 
sufficient to obtain a single-domain state. Extreme aspect ratios 
lead to ferromagnetic nanowires. In the case of thin wires the 
magnetization reversal process is initiated by the nucleation of 
oppositely oriented domains at the two ends of the wire and the 
formation of 180° domain walls. During the reversal process 
these domains grow by domain wall motion, until the walls meet 
in the middle of the film where they annihilate. Thicker wires 
show a more complex reversal mechanism, involving perpendic-
ular in-plane domains that fill up the inner part of the wire and 
180° as well as 90° domain walls are formed (Hausmanns et al. 
2002). The domain walls can be manipulated (Tsoi et al. 2003) 
and used to perform logic operations (Allwood et al. 2002) and 
they can be employed for data storage (Parkin et al. 2008).

Returning to the original discussion of rectangular and ellip-
tic islands and their dipolar behavior in remanence, the pro-
nounced stray field of elongated micrometer-sized islands as 
discussed before are ideal to study the mutual magnetostatic 
interactions as a function of their separation.
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FIGURE 4.3 Patterning steps using positive resist (top panel) and negative resist (bottom panel).
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FIGURE 4.4 Micrographs of an array of 50 nm thick, 3 μm × 300 nm-sized permalloy islands placed on a square grid of 3 μm × 3 μm on a silicon 
wafer. The left panel shows a secondary electron micrograph, the right panel an magnetic force microscopy image.
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4.3.3  Ferromagnetic Dots

For technical applications such as the magnetic data recording, 
each island has to be addressed individually. Therefore, interac-
tions between the islands have to be avoided. This can be done 
either by increasing the distances between the islands, or by 
avoiding strong and extended stray fields. Due to their geomet-
ric shape, circular dots and rings of certain aspect ratio exhibit 
a flux-closed state known as vortex state (Cowburn et al. 1999, 
Raabe et al. 2000, Shinjo et al. 2000, Fraerman et al. 2002). In 
this case a curling magnetic structure is established, in which 
the spin directions only change gradually, minimizing the loss 
in exchange energy. This configuration suppresses the occur-
rence of a net in-plane magnetization (zero remanence) without 
the need to form magnetic domains and to build domain walls. 
Close to the dot center, the increasing angle between adjacent 
spins forces them out-of-plane, so that they can align parallel 
to each other along the plane normal. Therefore, in the cen-
ter of the vortex a spot of perpendicular magnetization exists, 
first observed by Shinjo et al. (2000) in circular permalloy dots 
with diameters ranging from 0.3 to 1 μm and a thickness of 
50 nm. MFM images obtained by Shinjo et al. are represented 
in Figure 4.6.

Let us discuss the vortex state in a single permalloy dot of 
diameter 0.8 μm as an example for micromagnetic simulation, 
using the OOMMF 1.2a3 software (Donahue and Porter 1999) 
with a saturation magnetization Ms = 860 × 103 A/m, exchange 
stiffness A = 13 × 10−12 J/m, anisotropy constant K1 = 0, and a 
damping coefficient α = 0.5. Figure 4.7 shows the result of the 
micromagnetic simulation.

As it is typical for an ideal vortex configuration, the y compo-
nent of the magnetization is zero. Starting from negative satura-
tion field (1) to point (2) the core of the vortex develops abruptly 
at the so-called nucleation field. In the remanent state (3) the 
core has moved into the center of the circular dot. This state low-
ers the system energy by reducing stray fields and hence lower-
ing magnetostatic energy. Increasing the field then deforms the 
vortex, and its core moves away from the center of the dot to the 
upper edge (4). Finally it becomes unstable and again abruptly 
the core vanishes at the annihilation field (step in the hysteresis 
loop between (4) and (5) at approximately 90 Oe). Note that the 
nucleation and annihilation fields are different. The resulting 
minor loops are the main characteristics of the vortex state. Also 
note that the system is degenerate: the vortex may nucleate at the 
bottom and move to the top, or vice versa nucleate at the top and 
propagate to the bottom.

The geometrical conditions which favor the occurrence of the 
vortex state were studied by Cowburn at al. (1999) on the exam-
ple of Supermalloy (Ni80Fe15Mo5) dots with diameters ranging 
between 55 and 500 nm and a thickness range between 6 and 
15 nm. The larger dots exhibit the remagnetization behavior of 
a vortex as described above, while the smaller dots show a more 
square-like hysteresis loop, a high remanence (Mrem/Msat ≈ 0.8) 
and a small coercive field, as depicted in Figure 4.8. This is char-
acteristic of a uniform single-domain behavior. In agreement 
with micromagnetic simulations, the critical diameter drops 
with increasing thickness from 200 nm for 6 nm thick dots to 
100 nm for 15 nm thick ones.
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FIGURE 4.5 (a) Magnetic force microscopy images of Py structures 
in remanence with (I) low-aspect ratio (m = 2.5, with l = 10 μm, t = 
38 nm), (II) medium-aspect ratio (m ≈ 14, l = 20.9 μm, t = 38 nm), and 
(III) high-aspect ratio (m = 57 (top wire), m = 43 (bottom wire), t = 
50 nm). (b) Experimentally observed domain states of Py microstruc-
tures and nanostructures for varied length l vs. aspect ratios m. Open 
squares indicate multidomain states (I), gray squares denote high rema-
nent states (II), and closed squares indicate a single-domain state (III). 
The black solid line depicts the transition line between multidomain 
and single-domain configuration from a phenomenological model. The 
dotted lines are guides to the eye indicating transitions between regions 
I, II, and III. (Reused from Last, T. et al., J. Appl. Phys., 96, 6706, 2004. 
With permission.)
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FIGURE 4.6 MFM image of an array of permalloy dots, 1 μm in 
diameter and 50 nm thick. (From Shinjo, T. et al., Science, 289, 930, 
2000. With permission.)
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The magnetic vortex is characterized by its rotational sense 
(chirality) which can be either clockwise or anticlockwise and 
the out-of-plane magnetization of the vortex core (polarity) 
pointing either upwards or downwards. Combining the chiral-
ity and the polarity, four different ground states can be real-
ized. Often MOKE and Hall bar measurements are employed to 
determine the hysteresis of the magnetization reversal of circu-
lar magnetic disks (Cowburn et al. 1999, Rahm et al. 2003). The 
measured hysteresis has the features characteristic for the rever-
sal process occurring through a vortex state, i.e., a vanishing 

remanence and closed lobes on either side of the remanence with 
the nucleation field and the annihilation field. However, these 
measurements are neither sensitive to the chirality nor to the 
polarity of magnetic vortices. Using MFM (Raabe et al. 2000, 
Shinjo et al. 2000), the polarity can be determined but not the 
chirality, whereas Lorentz microscopy operated in the Fresnel 
mode is sensitive to the chirality but not to the polarity (Raabe 
et al. 2000, Schneider et al. 2000).

Longitudinal Bragg MOKE on the other hand is sensitive 
to the average vortex chirality in a periodic array of magnetic 
islands. In case of longitudinal MOKE (L-MOKE) the measured 
variable, i.e., the Kerr rotation θx is proportional to the compo-

nent of the magnetization vector m m mx y

��
= ( , )  projected onto 

the intersection between the plane of incidence and the plane of 
the sample surface: θx ∝ mx (longitudinal component). For pat-
terned samples such as an array of islands, the Kerr angle can be 
measured not only for the specularly reflected beam but also at 
the diffraction spots whose pattern represents the Fourier trans-
form of the two-dimensional lattice structure of the real pattern. 
The Kerr rotation θx

hk measured for the diffraction orders h and 
k, corresponds to the magnetic form factor fx

hk , i.e., the Fourier 
transform of the magnetization distribution within a single 
element of the array

 
f dSm r iG rx

hk
x∝∫ � � �� �
( )exp( )  (4.11)

where
G he ke ax y

�� � �
= +2π( )/  is the reciprocal lattice vector of the dot 
array

a is the periodicity of the dot array
the integral is taken over the area of a single dot

The relation between the magnetic form factor fx
hk and the cor-

responding Kerr rotation θx
hk  can be expressed as follows:

 θ φx
hk

hk hk hkc a f b f= ℜ( ) + ℑ( )( )( )i m m  (4.12)
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FIGURE 4.8 Hysteresis loops measured from nanomagnets of diame-
ter d and thickness t: (a) d = 300 nm, t = 10 nm; (b) d = 100 nm, t = 10 nm. 
The schematic annotation shows the magnetization within a circular 
nanomagnet, assuming a field oriented up the page. (Reprinted from 
Cowburn, R.P. et al., Phys. Rev. Lett., 83, 1042, 1999. With permission.)
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where ϕi is the angle of incidence,
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 (4.13)

and ahk and bhk are coefficients describing the extent of the real 
and the imaginary contribution, respectively, of the magnetic 
form factor to the Bragg MOKE signal. They depend on a, ϕi, λ, 
the (magneto-) optical constants of the dots and the substrate, 
the shape, and the thickness of the dots. With the complete 
knowledge of all these parameters it is possible to determine the 
coefficients ahk and bhk (Lee et al. 2008). However, since the com-
putation is rather complicated and cumbersome, they are usu-
ally treated here as adjustable parameters.

Grimsditch et al. concluded from Bragg MOKE measurements 
in the transverse geometry that the vortex chirality manifests 
itself in the sign of the imaginary part ℑ( )f hk

m  (Grimsditch et al. 
2002). This effect can also be applied in the longitudinal geometry. 
It can be shown that for a magnetization reversal process occur-
ring through a vortex state, ℑ( )f hk

m  always possesses the global 
extremum at the zero point of the external magnetic field and 
vanishes as the sample magnetization approaches the saturation 
level (Grimsditch et al. 2002, Grimsditch and Vavassori 2004). 
Hence, this imaginary contribution is expected to give rise to a 
splitting of the ascending branch and the descending branch of 
the hysteresis loop. For an array of perfectly circular disks a ran-
dom distribution of left- and right-handed chiralities is expected. 
In this case the splitting of the hysteresis at remanence will van-
ish. Since the extent of the splitting corresponds to the degree of 
the imbalance between clockwise and anticlockwise vortices in 
magnetic islands, the Bragg MOKE technique provides a statis-
tical means of measuring the chirality distribution in an array 
of magnetic islands. For a perfectly circular dot there are equal 
chances for the occurrence of either rotational senses. The vortex 
chirality can be controlled by breaking the circular symmetry 
(Lee et al. 2008). This can be most easily realized by shaping the 
dot with a flat edge at the top as depicted in Figure 4.9.

When a magnetic field is applied in the direction parallel to the 
flat edge (along the x-axis), the vortex nucleation always starts at 
the top close to the flat edge with a negative chirality (counter-
clockwise). With decreasing field strength the core moves down 
to the bottom perpendicularly to the field direction where it is 
annihilated. Micromagnetic simulation confirm that along the 
ascending branch the rotational sense is clockwise, whereas in 
the descending branch it is counterclockwise in agreement with 
the experimental observation (Lee et al. 2008).

4.3.4  Ferromagnetic rings

Within a disk-shaped island, the vortex is only stable for diameters 
above approximately 100 nm, depending on the thickness of the 
disk. The vortex state can be stabilized by removing the vortex core 
in a ring-shaped element. Apart from the low remanent vortex 
state, which is the ground state of the system, ferromagnetic rings 
exhibit another, metastable magnetic configuration, the so-called 
onion state (Rothman et al. 2001). The onion state is characterized 
by the formation of two equally sized domains as shown in Figure 
4.10. Due to the shape anisotropy, the magnetization in both 
domains follows the perimeter of the ring. The onion state allows 
the majority of the spins to be aligned with the applied magnetic 
field during the decrease of the magnetization from saturation to 
zero. Magnetization reversal is achieved by domain wall move-
ment. The domain wall movement starts as soon as the applied 
reverse field exceeds the pinning strength of the walls. For per-
fectly symmetric rings, the pinning strength for both walls will be 
identical and both walls will move synchronous. Consequently, the 
ring will switch from the onion state to the reverse onion state. In a 
real system, however, shape irregularities and defects will give rise 
to differences in the pinning strength, which allows the wall that 
moves first to annihilate with the second wall, forming the vortex 
state. Therefore, specific shape irregularities in ferromagnetic rings 
allow to tailor their reversal behavior, to stabilize the vortex state, 
and to determine its chirality (Kläui et al. 2001, Vaz et al. 2007).

4.3.5  Noncircular rings

Closed flux lines in the vortex state or the dipolar onion state 
are not restricted to circular-shaped objects. They can also be 

(a) (b) H = 0H = Hsat

FIGURE 4.10 Schematic representation of the magnetization of 
a ring-shaped island. (a) In saturation by an applied field and (b) in 
remanence.

500 nm

FIGURE 4.9 Scanning electron micrograph of a flat dot. (Reused from 
Lee, M.-S. et al., J. Appl. Phys., 103, 093913, 2008. With permission.)
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observed in square rings (or closed frames), as displayed in 
Figure 4.11. The shape anisotropy always forces the magneti-
zation parallel to the sides of the frame. In the vortex state the 
magnetic moments form a closed ring; no stray field is expected 
to be observed outside the frame. The onion state consists of 
magnetically parallel-aligned sides of the frame, resulting in two 
magnetic poles in the opposite corners of the frames. The last 
panel of Figure 4.11 depicts a remanent state that is not observed 
in rings, the so-called horseshoe state. This state is formed by 
two magnetically parallel-aligned sides and by two antiparallel-
aligned sites. Consequently two magnetic poles occur on one 
branch of the frame.

The remanent state is not only determined by the size and 
shape of the island, it can also be influenced by the direction 
of the external field during the magnetization reversal process. 
As long as the external field is applied in-plane, only the onion 
state is observed in remanence regardless of the azimuthal angle 
(Vavassori et al. 2003). However, if the field is applied perpendic-
ular to the sample surface, the vortex state is the favorite rema-
nent state. At intermediate angles (around 70°) the horseshoe 
state coexists with the onion state. MFM images of the different 
remanent states, together with an indication of the field direc-
tion, are presented in Figure 4.12.

Noncircular rings also allow the study of different symme-
tries. Triangular structures (Westphalen et al. 2006) have a 
sixfold magnetic shape anisotropy. In contrast to a square ring, 
where at the same time two sides are orientated in the hard axis 
direction and the other two sides point in the easy axis direc-
tion if the external magnetic field is orientated parallel to these 

sides, in a triangular ring structure two sides are always in an 
intermediate position if the third side is orientated parallel to 
the magnetic field, i.e., in the easy direction. This will lead to 
a more complex domain structure and to more possibilities for 
the remagnetization process according to the orientation of the 
structures to the applied magnetic field. By choosing different 
sizes for the same structure the shape anisotropy also affects 
the remagnetization process because it is more pronounced in 
the small triangular rings. Rings and islands have received most 
attention, because these elements show a vortex state in rema-
nence which leads to a reduced stray field energy. Such elements 
can be stacked close together without disturbing each other, 
unlike elements with dipole character.

4.3.6  Ferromagnetic Spirals

Spirals are hybrids between circular islands and magnetic 
dipoles. In contrast to ring structures a closed magnetic flux 
configuration cannot be realized in the spirals during the 
remagnetization process. In fact they act as magnetic dipoles at 
the rim while the center is screened from the environment. On 
the other hand, a spiral is from a geometrical point of view a vor-
tex. Therefore, spirals allow to investigate the interplay between 
a geometric and a magnetic vortex and to answer the question 
whether the geometry influences the magnetization: does the 
shape of a spiral lead to a vortex state in the remanent magneti-
zation? In such a case the outer end piece of a long spiral would 
act as a magnetic monopole, because in the near region of the 
outer end piece the interaction with the second magnetic pole 
at the inner end piece could be neglected. The second question 
addressed by magnetic spirals is whether the core of the spiral 
is magnetically harder or softer than the outer parts and how 
the coercivity is affected by stray field interaction between the 
spirals. By choosing Fe as the material from which the spirals are 
fabricated a strong domain formation during the magnetization 
reversal is expected.

In order to address the aforementioned questions various qua-
dratic arrays of polycrystalline Fe spirals (maximum radius  = 
2.8 μm, linewidth = 100 nm) were realized (Westphalen et al. 
2008a). The polycrystallinity of the Fe suppresses the intrinsic 
magnetocrystalline anisotropy. In the first case (S1) only one 
spiral is set on the square grid. In a second sample (S2), it con-
sists of two spirals facing each other without any connection 
while they are connected in the third sample (S3). Micrographs 
of the resulting pattern are shown in Figure 4.13.

Hext || n
θ = 90°

θ θ θ
θ ~ 80° θ < 65°

FIGURE 4.12 MFM images of square rings recorded in remanence 
after saturation in an external field. The field direction is indicated 
below each micrograph.

FIGURE 4.11 From left to right: Scanning electron micrograph of a square ring and sketches of the three different symmetrical ground states: 
vortex, onion, and horseshoe.
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The hysteresis loops are similar for all four patterns; however, 
strong variations occur in the coercive field values. S1 exhibits a 
coercive field of 240 Oe, while S2 and S3 exhibit coercive fields of 
305 and 190 Oe, respectively. It is therefore possible to tailor the 
coercivity without disturbing the overall magnetization process.

The variations in coercivity are not only due to differences 
and inhomogeneities in the shape of the spiral structures. 
Micromagnetic simulations of ideal spiral structures, i.e., spi-
rals without kinks and with constant linewidth, show the same 
behavior.

One important aspect which is obtained from the micromag-
netic simulation is the observation that the remanent state of all 
spiral patterns is characterized by an onion-like magnetization 
configuration. The spirals are divided by a horizontal axis paral-
lel to the applied field into an upper and lower part. In each part 
the magnetization follows the curvature of the spiral forming 
poles at the horizontal axis. Additionally, micromagnetic simula-
tions of spiral structures with a diameter one order of magnitude 
smaller than for the ones considered so far still show a prefer-
ence for the onion state. This behavior is different from closed 
ring structures, where a vortex state forms spontaneously during 
the magnetization reversal (Rothman et al. 2001, Castaño et al. 
2003, Kläui et al. 2003). In order to generate a magnetic vortex in 
a spiral structure (geometric vortex), a staggered magnetic field 
is required that changes orientation after each half turn.

In general the inner parts of the spiral are more stable and switch 
later than the outer ones. In pattern S2 where the end pieces of two 
spirals face each other through a small gap, dipolar stray fields 
stabilize the magnetic configuration and the outer parts switch 
later than the inner parts. In contrast, joining two spirals by a 
magnetic bridge in pattern S3 results in a decrease of the coercive 

field, as this bridge allows domain walls to propagate across. Thus, 
the boundary condition for the outer pieces of the spiral controls 
the coercivity. Vice versa, using the same spiral parameters but 
arranging them in different ways the coercivity can be tailored. 
In fact the spiral structures have some similarity to the exchange 
spring heterostructures consisting of magnetically hard and soft 
materials, one providing the anisotropy and the other the mag-
netic moment (Fullerton et al. 1999). In comparison, the core of 
the spiral represents the hard part, whereas the outer tail of the 
spiral is either soft or can be hardened by interaction.

4.3.7  Magnetostatic Interactions

A key issue in fundamental physics and data storage technology is 
to understand the remagnetization behavior of submicron-sized 
magnetic elements and to functionalize their mutual interactions. 
Recently, the possibility to build logic devices such as AND and 
NOR gatters on the basis of elongated, dipolar-coupled permal-
loy (Py) has been demonstrated (Imre et al. 2006). Due to the 
demagnetizing field of elongated magnetic islands the remanent 
magnetic state and the reversal mechanism become sensitive to 
the shape of the elements. In well-ordered artificially structured 
nanomagnetic dipoles, the interactions arising from the stray 
field lead to highly correlated systems. In particular, geometric 
frustration leads to the spin ice state, in which the individual 
dipoles mimic the frustration of hydrogen ions in frozen water. 
In the ice structure, two hydrogen atoms are close to the oxy-
gen atoms and two further away. This rule is usually quoted as 
the “two in–two out” ice rule. Figuratively speaking, the mag-
netic dipoles on the square lattice obey the spin ice rule, if two 
spins or magnetic dipoles point into a vertex and two point 
out. To realize this state, a two-dimensional square lattice of 
25 nm thick Py islands (80 nm × 220 nm) was carefully demag-
netized and visualized by means of MFM (Wang et al. 2006). 
The spin ice state is one of many possible magnetic superstruc-
tures which may appear in nanomagnetic arrays. Apart from 
the shape of the elements the symmetry of the superstructure 
depends on the relative distances between the particles. If the 
interparticle distance is comparable with or smaller than 
the length of an element, higher-order magnetostatic contri-
butions become important (Vedmedenko et al. 2005). These 
contributions might induce additional anisotropy and/or select 
specific vertex configurations from the manifold of the spin ice 
symmetries. This, in turn, might influence the magnetization 
reversal in magnetic arrays.

The open frame system consisting of two perpendicularly 
crossed stripe arrays is a suitable prototype of interacting 
islands (Remhof et al. 2008). The open frame system is inher-
ently frustrated. Each vertex where the two sublattices intersect 
has to accommodate four magnetic poles in close proximity. In 
the most unfavorable case, four equal magnetic poles meet in 
a vertex, i.e., the four magnetic moments point all inward or 
all outward. Energetically more favorable is a configuration in 
which two moments point inward and two point outward. A 
situation in which each magnetic pole is surrounded only by 

S1 S2
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FIGURE 4.13 Scanning electron micrograph images of the four Fe 
spiral structures used in the experiments. The different spiral structures 
are named S1, S2, and S3. (Reused from Westphalen, A. et al., J. Appl. 
Phys., 104, 013906, 2008. With permission.)
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opposite poles is impossible. Analogous to the steric frustration 
of hydrogen ions in frozen water, the geometric frustration of 
spins in a magnetic material has been denoted as spin ice. The 
spin ice state is a demagnetized state. It is characterized by a lack 
of long-range order and by the so-called ice rules which require 
a minimization of the spin–spin interaction energy when two 
spins point inward and two spins point outward on each ver-
tex. Model calculations based on the magnetostatic interactions 
including multipolar contributions clearly show that the spin ice 
state is indeed the demagnetized ground state of the system. At 
remanence, however, the samples exhibit a persistent net mag-
netization, indicative of the existence of a metastable, ordered 
state. The possible symmetric remanent states are shown sche-
matically in Figure 4.14. The onion state, in which each of the 
two sublattices is parallel-aligned, has the highest symmetry 
and the highest magnetization. The resulting net magnetization 
of the whole array is tilted 45° against the long axes of the indi-
vidual islands. At each vertex, the magnetization of two adjacent 
elements from different sublattices point inward, while the two 
others point outward. In the so-called horseshoe state only one 
of the two sublattices is parallel-aligned, while the other is anti-
parallel-ordered. Only the parallel-aligned sublattice contrib-
utes to the net magnetization, which consequently aligns with 
the anisotropy axis of the respective islands. There are two pos-
sible configurations in the horseshoe state. In the first one, in the 
following referred to as horseshoe 1, at each vertex the magneti-
zation of two adjacent elements from different sublattices points 
inward, while the two others point outward. In the second one, 
in the following denoted as horseshoe 2, at each vertex the mag-
netization of three elements points inward (or outward), while 
only one points outward (inward). Experimentally, mainly the 
horseshoe 2 state is observed.

The micro-vortex state (Vedmedenko 2007) exhibits no net 
magnetic moment. In order to realize the micro-vortex state, the 

chirality of two adjacent vortices has to be antiparallel. Also in 
this state, the magnetization of two elements point inward and 
two outward. However, opposite to the aforementioned states, 
this time the magnetization of the two next nearest elements, 
i.e., from the same sublattice, points inward, while the two per-
pendicular elements from the other sublattice point outward, 
or vice versa. Consequently, the distance between two equal 
poles is larger than in the onion or the horseshoe state and the 
distance between two opposite poles is smaller. Thus, this con-
figuration is energetically more favorable than the two arrange-
ments discussed before. The micro-vortex state can be seen as an 
“ordered” spin ice state. It fulfills the condition of demagnetiza-
tion and the ice rules.

The onion state can easily be realized experimentally. 
Applying an external field along the diagonal axis, i.e., under 
an angle of 45° with respect to the individual stripes, naturally 
leads to the onion state in remanence. In this case, the external 
field exhibits a strong component along the easy axis of each Py 
element, resulting in two magnetic poles in the opposite  corners 
of the frames. For an applied magnetic field pointing along the 
horizontal stripes (0°), the situation is different. In this case 
the horizontal stripes are magnetized along the easy axis, while 
the vertical stripes are magnetized along their hard axis. In 
remanence, the shape anisotropy of the elongated islands sup-
ports the magnetization along the islands. While it is energeti-
cally favorable for the magnetization of the horizontal stripes to 
stay in the field direction, there is no preference for the vertical 
ones. If the effect of the stray field of the neighboring islands is 
negligible (i.e., at sufficiently large distances), 50% of the stripes 
are magnetically oriented north–south, while the other 50% are 
oriented south–north. For large distances (2 μm), this leads to 
the coexistence of the onion state together with the horseshoe 
2 state (see Figure 4.15 right). For small distances (0.5 μm), the 
situation is different. Here, both sublattices are magnetically 
aligned parallel. Obviously, at small distances the stray field sta-
bilizes the onion state irrespective of the direction of the field. At 
zero distance, i.e., in closed square rings, the onion state has also 
been observed in remanence. In this case the sample had to be 
carefully demagnetized to reach the vortex state.

The variation of distances between elongated Py elements 
without any variation of the particle shape changes the rema-
nent configuration of the whole array. This means that with 
increasing interparticle distance the relative depth of energy 
minima corresponding to different configurations changes. For 
a deeper understanding of the observed phenomena, theoreti-
cal calculations are necessary. In the geometrically frustrated 
crossed bar configuration small distances lead to a quenching 
of the impressed fourfold anisotropy by the formation of the 
highly symmetric, long-range ordered onion state. At larger 
distances one of the sublattice starts to randomize and the 
onion state coexists with the horseshoe 2 state. The experimen-
tal results can be understood on the basis of the magnetostatic 
energy of the whole system, including higher-order terms. The 
one-dimensional energy curve displays three minima that can 
be identified as the micro-vortex state, the onion state, and the 

Onion

Micro-vortex

Horse-shoe 1

Horse-shoe 2

FIGURE 4.14 Schematic representation of the possible symmetrical 
(meta-) stable remanent states. On the right a representative square 
formed of four individual islands is depicted, on the left the long-
range order of the respective structure is shown. The circles within the 
extended structure indicate the vertices.
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horseshoe 2 state. Thereby, the formation of the micro-vortex 
state as the ground state is separated from the observed onion 
state by a substantial energy barrier.

Indeed, one of the initially longitudinally magnetized ele-
ments have to be completely reversed. Depending on the mech-
anism (coherent or incoherent magnetization rotation) the 
magnetization reversal requires an additional energy compara-
ble with that of the magnetostatic coupling. The reversed element 
should be antiparallel to the applied magnetic field. This makes 
the magnetization reversal even more energetically expensive. 
The probability for climbing an energy barrier in the presence of 
available local minima is close to zero. Thus, it follows from the 
calculations that for initial 0° saturation of a Py array in the case 
of small separations, the most probable state is the onion magne-
tization configuration. However, for large interparticle distances 
a relevant number (≈30%) of horseshoe 2 states should appear. 
In remanence the energetically most favorable vortex state is 
inaccessible because of the large energy barrier of the magne-
tization reversal. A similar analysis has been performed for ini-
tially 45° saturated arrays. The main difference to the previous 
discussion is that the total energy of the 45° state is lower than 
that of the 0° configuration. Therefore, the energy minimum for 
the horseshoe 2 ordering disappears already for the more widely 
spaced arrays with dominating dipolar interactions. Hence, if 
an array has been initially magnetized under 45° to its axes the 
onion state should prevail in wider- as well as in denser-packed 
arrays. Energetically preferred micro-vortex configuration can 
be obtained only after a thorough demagnetization of an array. 
A detailed discussion of the theoretical calculations is given in 
Vedmedenko and Mikuszeit (2008).

Recently, magnetostatic interactions have also been stud-
ied in other frustrated systems. Especially the kagome lattice, 
a two-dimensional structure composed of corner-sharing tri-
angles and the related honeycomb structure, gained consider-
able attraction. The kagome lattice and the honeycomb structure 
intrinsically exhibit a sixfold symmetry; both patterns are sche-
matically represented in Figure 4.16. In the interconnected 
honeycomb net, three lines meet in each vertex. The ice rules 
change consequently from two-in–two-out to two-in–one-out 
or to one-in–two-out. In the magnetic ground state, prepared by 

careful demagnetization, Qi et al. observed that the magnetiza-
tion along each connecting element of adopts a single domain, 
and that the domain walls are constrained within the verti-
ces. Thereby, the ice rules are strictly obeyed. Compared to the 
square lattices discussed above, where the realization of the arti-
ficial spin ice is hindered by large energy barriers, the magnetic 
honeycomb structure turned out to be an ideal artificial spin ice 
system (Qi et al. 2008).

Rectangular islands, placed between the vertices of a kagome 
lattice, lead to a periodic structure in which the number of near-
est neighbors of a lattice point is four as on a square lattice. 
However, the angles between the connecting lines to the nearest 
neighbors on the triangular lattice are 60° instead of 90°. Varying 
the size of the rectangular bars and the interparticle distance 
the effect of stray field interaction on the magnetization rever-
sal was investigated by (Westphalen et al. 2008b). The islands 
on the kagome pattern can be subdivided into three sublattices 
with triangular symmetry. The magnetization reversal depends 
on the direction of the applied field. Two simple geometric cases 
may be distinguished: The field may be applied either parallel 
to one of the sublattices 0° orientation or perpendicular to one 
sublattice 30° orientation. For the 0° orientation, two reversal 
processes were observed. In case that the interaction between 
the net magnetic moments is weak, the particles inclined to the 
field direction by 60° flip first, followed by the sublattice parallel 
to the applied field. For stronger interaction at reduced particle 
distance, the parallel sublattice switches first, followed by the 

30 μm

30 μm20 μm

H
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H

FIGURE 4.15 MFM images of Py dipole arrays on a square lattice, recorded in the remanent state (H = 0). The individual elements have separa-
tions of 0.42, 0.84, and 2.34 μm (from left to right). The field direction is indicated by the white arrow. In the panel to the right vertices displaying 
an onion state are highlighted with a black circle, vertices with a horseshoe state are highlighted with a white circle. (Reprinted from Remhof, A. 
et al., Phys. Rev. B, 77, 134409, 2008. With permission.)

FIGURE 4.16 Schematic representation of the honeycomb structure 
(left) and of a periodic array of islands, placed between the vertices of a 
kagome lattice (right).
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domain process in the inclined bars. Applying a magnetic field 
in the 30° orientation leads to a strong frustration of the particles 
with the hard axis orientation. This frustration causes domain 
formation preferentially in the perpendicular bars.

4.4  Summary and Discussion

The technological progress in the field of magnetoelectronics 
and the advancement in miniaturization techniques brought 
topological-ordered nano- and microstructured magnetic thin 
films in the focus of many research activities (Martín et al. 2003).

Understanding, modeling, and controlling the magnetization 
reversal of magnetic micro- and nanostructures as a function 
of shape, aspect ratio, and interparticle separation are of high 
current interest. Various shapes have been investigated in the 
past, including stripes, closed and open squares, and circular 
and elliptic dots.

Even though there exists a large variety of shapes, sizes, and 
materials, leading to a huge variety of properties, ferromagnetic 
islands have a few characteristics in common:

• In small ferromagnetic islands, the shape anisotropy 
dominates the remanent state and the reversal mecha-
nism. Therefore, the geometrical extensions of mag-
netic structures determine their magnetic properties. 
Elongated structures tend to form magnetic dipoles, while 
small aspect ratios favor closed flux states.

• By lateral structuring of originally homogeneous, mag-
netically isotropic ferromagnetic thin films new anisot-
ropy axes can be impressed in arbitrary directions.

• Micrometer and nanometer-sized ferromagnetic islands 
exhibit much larger coercive fields than bulk magnets 
composed of the same material.

• The magnetization reversal is dominated by coherent rota-
tion in hard axis orientation and by domain wall motion 
in easy axis orientation.

• At small distances, magnetostatic interactions occur, 
leading to the collective behavior of an array of islands.

In future, the technological advancements of sample preparation 
will lead to even smaller individual structures and to larger arrays. 
Three major routes are currently followed. The first one tries to 
optimize the lithographic techniques by using electromagnetic 
radiation with smaller wavelength (Bakshi 2008) or by nanoim-
print technologies (Chou et al. 1996). The second route involves 
self-assembly of clusters and surfaces to complex, periodic struc-
tures (Boncheva et al. 2005). The third route is the bottom-up 
technique. In this approach, the ferromagnetic island is built 
from its atoms. A tip from a scanning tunneling microscope can 
be used to move individual atoms on a surface, thereby reaching 
island sizes that will never be accessible with classical lithography 
(Stroscio and Eigler 1991). Further miniaturization will not only 
allow to study smaller objects, and bridge the gap between indi-
vidual atoms, clusters and nano- to micrometer-sized islands, it 
also leads to a higher definition of the circumference of the island, 
reducing the often undesired influence of rough edges.

The research on ferromagnetic islands is nowadays embed-
ded in the field of spintronics (Wolf et al. 2001). In the classi-
cal electronics the information is carried by the charge of the 
electrons, while its spin is ignored. In the future, the standard 
microelectronics will be combined with spin-dependent effects 
that arise from the interaction between spin of the carrier and 
the magnetic properties of the material. Therefore, the mag-
netic properties of ferromagnetic (FM) islands will be joined to 
other materials such as antiferromagnets (AF), semiconductors 
(SC), and superconductors (S). For extended films, the mutual 
interaction within F/AF and F/S heterostructures leading to the 
exchange bias effect and the superconducting proximity effect 
have been studied in great detail in the past (Zabel and Bader 
2008). Patterning the ferromagnetic layer allows to control its 
coercivity and its anisotropy. It also allows to tune the size of 
the islands to the typical length scales of the AF, i.e., its domain 
size, and to the S, i.e., its coherence length. The exchange bias, for 
example, stabilizes the magnetization of ferromagnetic islands 
close to the superparamagnetic limit, fueling the hope of higher 
storage densities in magnetic recording devices (Skumryev et al. 
1991). Ferromagnetic islands play an important role for the prep-
aration of spin-polarized electric currents as the electrical con-
ductivity of the majority spin electrons differs substantially from 
minority spin, resulting in a spin-polarized electric current. The 
spin-polarized current may then be transferred into a SC device 
ballistically via an ohmic contact. However, F/SC contacts 
involve doping of the semiconductor surface, leading to spin-flip 
scattering and loss of the spin polarization. Understanding and 
optimizing spin injection and spin transport are some of the key 
challenges for the development of truly spintronic devices.

Another degree of freedom are vertical structures, in which 
the islands are stacked on top of each other, separated by non-
magnetic material. In such a way, one-dimensional spin chains 
may be realized, in which the islands interact via their magne-
tostatic fields (Fraerman et al. 2008). It has already been shown, 
that interacting islands may be used as logic devices (Wang et al. 
2006). Research in this area is still at a very early stage and far 
away from a technical application; the perspective, however, to 
functionalize the magnetostatic interactions will have stimulat-
ing effects on the research worldwide.
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5.1  Introduction

Nowadays, nonvolatile memories (NVM) are used on a mas-
sive scale in different domains related to personal and industrial 
applications such as cellular phones, massive computer data 
storage on mobile support, digital photography, aeronautics, and 
embedded electronic in automotive applications.

The current NVM technology is based on electric charge 
 storage in silicon-based devices. The scaling of these devices has 
been predicted by Gordon Moore. In his famous paper published 
in 1965, he mentions: “…The complexity for minimum compo-
nent costs as increased at a rate of roughly a factor two per year 
[…] Over the longer term […] there is no reason to believe it [the 
rate] will not remain nearly constant for at least 10 years” [1].

As a matter of fact, even after 40 years, this prediction is still 
valid [2]. However, the typical size of memory cells has been so 
much reduced that a further miniaturization becomes critical 
(recently, NVM cells have been proposed with 43 nm typical size 
[technology node]) [3]. Indeed, new phenomena such as quan-
tum or finite size effects and single-electron effects [4–6] chal-
lenge the possibility of further reduction.

In the field of industrial and academic research, two major 
parallel axes are proposed to solve these issues. The first one 
is based on the use of new materials using singular physical 

properties (phase changed memory [7], resistive random access 
memory [8], etc.). These promising approaches are not yet com-
pletely mature to replace the well-known traditional devices, 
studied for at least a half century. The other approach consists in 
modifying, step by step, the current devices in order to push the 
scaling limits of silicon-based devices. This chapter is devoted to 
this second approach.

The essential element of the current NVM is the metal oxide 
semiconductor transistor (TMOS), which can be seen as a non-
linear valve of electronic current controlled by an external volt-
age. To simplify, the schematic behavior of the MOS transistor 
is presented in Figure 5.1. It can be described as follows: the 
current flowing between the two polarized pads—source and 
drain—is null when the voltage applied on the control gate is 
lower than a threshold voltage (VT0). It becomes arbitrarily high 
when the voltage is equal or greater than VT0. The value of VT0 is 
an intrinsic quantity of the TMOS. The main idea of the NVM 
is to modulate the value of VT0 by storing electric charges, spa-
tially confined in a floating gate located between the control 
gate and the channel of electronic transport. Injecting negative 
(resp. positive) charges in the floating gate shifts the value of 
the threshold voltage to values greater (resp. lower) than VT0 as 
shown in Figure 5.2. Consequently, two different electrical states 
are possible: the “up” one defined by VTu > VT0 and the “down” 
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one with VTd < VT0. These two states define a level of program-
mation for the cell. Depending on the technology, the “up” (resp. 
“down”) state is called programmed or erased (resp. erased or 
programmed) and the cell can store one fundamental memory 
unit, the well-known bit.

Classically, the floating gate is designed with degener-
ated polysilicon whose electrical behavior is quasi-metallic. 
It is electrically insulated by oxide layers (silicon oxide for the 
bottom and a stack of different oxides on its top) designed to 
maintain the electric charges as long as possible in the floating 
gate. One major issue in scaling is the reduction of the thick-
ness of the oxides leading to an alteration of the retention ability 
of the device. Another critical issue is the size reduction of the 
floating gate. To work properly, the memory cell needs a certain 
quantity of electric charges—injected in its floating gate. Scaling 
the floating gate and the surrounding oxides implies using less 
charges for the programmation of the cell. The repartition of less 
charges in the volume of a small floating gate makes the discrim-
ination between the two possible states of the cell more difficult 
(the classical term is “closure of the programming  window”). 
Moreover, another issue is linked to the apparition of traps in 
the bottom oxide when cycling the memory device. This phe-
nomenon is known as stress-induced leakage current (SILC) 
[9,10]. Because the charges are delocalized in the floating gate, 
the presence of the unique trap in the bottom dielectric can dis-
charge the entire memory device and lead to the data loss. To 
tackle these issues, one solution could be to constrain charges in 
the vicinity of the channel. For accomplishing this goal, the use 
of nanoscale dots instead of a continuous floating gate has been 
experimentally and theoretically studied for many years [11–14]. 
The principle of the configuration is shown in Figure 5.3.

For modeling the electrical characteristics of these devices, 
such as programming (erasing) or retention, knowledge of the 
electrostatics and, more generally, the physics of this type of 

devices is needed. The physical properties of such nanoobjects 
have been studied for many years, with the help of different 
innovative techniques such as scanning tunneling microscopy 
(STM), atomic force microscopy (AFM), transmission electron 
microscopy (TEM), and so on. A detailed review about nanoclu-
sters can be found in Ref. [15].

The modeling of dynamics phenomenon such as tunneling 
currents needs an accurate modeling of the electric field in the 
device. For metallic or quasi-metallic dots, a classical (non-
quantum) approach based on equivalent capacitance is efficient 
and has been even used in the case of large semiconductor islands 
[16–19]. Theoretically, for small semiconductor dots, solving the 
electrostatics of the configuration must be achieved by a self-
consistent resolution of Poisson and Schrödinger equations as 
shown in Refs. [20–22]. However, this huge complete resolution 
can be avoided. First of all, the number of dots involved in the 
problem has a crucial influence. The electrostatics of a device 
with numerous dots can be governed by the classical interaction 
between each dot, even if the typical size of the dot is lower than 
the typical quantum range. Second, the current typical size of 
dots does not necessarily imply that the quantum approach is 
justified. So, many models assume that the dots are metallic and 
interact as plane capacitors. The validity of this approach has 
been proved in Ref. [23]. However, it was shown in Ref. [24], in a 
2D case and for a single dot arbitrarily shaped, that this approach 
is no longer valid in the range of aspect ratios encountered in 
nanodot arrays. To enclose this state of art, in the  context of 
ultrascaled devices, the individual electrical behavior of a dot 
can become significant in front of the collective behavior of a 
matrix of dots [6,25].

We aim to model, academically and as precisely as possible, 
the electric behavior of a single dot embedded in a dielectric 
oxide. So, we choose a very canonical and academic physical 
configuration, particularly with the twin aims of

• Determining the critical size of the dot leading to quan-
tum effects

• Comparing the classical approximations with models giv-
ing more physical insights

In this chapter, we focused on a single spherical island, electri-
cally charged, embedded in a plane capacitor. In the first part, 
we propose a rigorous—by this word, we mean that there are 
no physical approximations—non-quantum model for the elec-
trostatics of a metallic dot and give a semi-analytical expression 
for its capacitance. In the second part, we propose a quantum 
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approach for a dielectric dot, based on solving the Poisson and 
Schrödinger equations, with a discrete number of charges in the 
dot. Finally, results obtained from both approaches are quanti-
tatively confronted to determine in which extent the quantum 
effects have to be considered.

5.2  Studied Configuration: 
Geometry and Notations

A spherical dot, of radius a, is embedded in a dielectric medium 
of relative dielectric permittivity εr, located between two infi-
nite conductor planes geometrically supported by two planes 
Π1 and Π2. Each is held at a constant electric potential (V1 for Π1, 
V2 for Π2). The spherical dot is initially charged with an electri-
cal charge Q0, with a process not studied here. We assume that 
ΔV = V1 − V2 and Q0 are independent. We denote by σ the sur-
face charge density of the dot when metallic and ρ the volumic 
charge density when dielectric. h is the distance between the two 
plate electrodes. All distances and notations are defined in Figure 
5.4. Any point M in the dielectric medium is characterized by 
its Cartesian coordinates (x, y, z) and also by the spherical ones 
(r, θ, ϕ). Because the physics of the configuration is invariant by 
any rotation along the longitudinal angle ϕ, only the two spheri-
cal coordinates ( )( ),( , r  OM z= =θ   e OM�  are required to locate M.

5.3  Metallic Dot

In this section, we assume that the dot is a perfect conductor 
medium. As a consequence, the potential is constant in the vol-
ume of the dot but also floating because it is electrically insulated. 
We solve the classic electrostatics (non-quantum approach) of 
the configuration by a rigorous semi-analytical expansion of 
the potential. By rigorous, we mean that there are no physical 
approximations in our model. There are only numerical trunca-
tions and numerical approximations arising from the implemen-
tation. The model is based on the work exposed in Ref. [26] where 
the author rigorously solves the electrostatics of this problem, 
with the help of the method of images and the Legendre poly-
nomial expansions. The author gives the solution for the poten-
tial in the medium (and discuss its mathematical validity) and 
the electrostatic force acting on the charged dot. Nevertheless, 

the evaluation of floating potential is not explicit at all. Starting 
from this model, we derive a rigorous semi-analytical expression 
for the capacitance and a very simple expression for the polar-
ization coupling coefficient. The floating potential is therefore 
directly determined without a recurring iterative process. Then, 
we validate the numerical implementation and compare results 
with classical capacitance approximations.

In this section, we first define the physical parameters required 
for the resolution of the electrostatics. Secondly, we find a semi-
analytical expression for the capacitance and the coupling coef-
ficient. Finally, we conclude with the numerical investigations 
of the model.

5.3.1  Definitions of Capacitance 
and Coupling Coefficient

Due to the linearity of the electrostatic equations and the unic-
ity of the Poisson equation—with given boundary conditions—
the potential, at any point M in the dielectric medium, can be 
described as the sum of two terms. The first one, denoted by 
VQ(M), is the potential created by the dot when charged (with 
electric charge Q0) without polarization (ΔV = V1 − V2 = 0). The 
second term, denoted by V po(M), is the potential created by 
the polarization between the two electrodes (ΔV = V1 − V2) when 
Q0 = 0. Thus, the electric potential anywhere in the dielectric 
medium can be written as

 V M V M V MQ( ) ( ) ( )= + po  (5.1)

The computation of the function V(M) involves the resolution of 
the Poisson equation with three Dirichlet boundary conditions: 
the potential is constant and imposed on the electrodes (Π1 and 
Π2), is constant, and floating on the dot. The floating potential, 
denoted by Vf, can be split into two parts: vQ

f , due to the charge, 
and vf

po, due to the polarization. It can now be written as

 V V v v VQ
f f f

po− = + −2 2  (5.2)

Determining Vf requires another boundary condition. The 
charge density over the dot, σ, is linked to the normal derivative 
of the floating potential (normal component of the electric field):

 ∂
∂







= − =
= =

∫V
r

Q a
r a r

σ θ
ε ε

σ θ π θ θ
θ

π
( ) ( ) sin
0

2

0

2and d0  (5.3)

Classically the capacitance is defined as follows: “…the capaci-
tance of a conductor is the charge of the conductor when it 
is  maintained at unit potential, all others conductors being 
held at zero potential” [27,28]. We define the capacitance of the 
dot, CS, as 

 C Q
v

Q
V

Q
vS Q

V V
Q= ∂

∂








 = ∂

∂






 =0 0 0

f f f∆ ∆

 (5.4)
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FIGURE 5.4 Configuration of study.
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The floating potential linearly depends on the total difference of 
potential ΔV. We define the polarization coupling coefficient α as

 α = ∂
∂









 = ∂

∂






=v
V

V
V

V
vQ Q

f
po

f

f
po∆ ∆

∆

0 0

 (5.5)

We thus obtain the classical equation for the floating potential

 V V Q
C

V
S

f − = +2
0 α∆  (5.6)

This equation still remains valid for any shape of the dot. 
Nevertheless, a rigorous semi-analytical expression of CS can 
just be extracted for the canonical spherical shape. In other 
cases, computations can be carried out with the help of rigor-
ous models that need numerical methods of discretization of 
the shape (method of moments, boundaries models, varia-
tional computations [24,29]) or by approximated analytical 
 expansions (Rayleigh hypothesis on boundary conditions for 
instance [30]).

Let us denote by Q1 (resp. Q2) the charge supported by the 
top (resp. bottom) half-part of the dot. We write these quantities 
with an unique notation Q(1,2). Introducing here the angles θ1 = 0 
(resp. θ2 = π/2), denoted by the unique notation θ(1,2), we express 
the partial charges, as we did with Q0, integrating σ on the top 
(resp. bottom) part of the dot:

 Q a( , )

/

( )sin
( , )

( , )

1 2
2

2

2
1 2

1 2

=
+

∫π σ θ θ θ
θ

θ π

d  (5.7)

Deriving the relation (5.7) along vQ
f  defines the partial capacitances 

C1 and C2, formalized with the following unique notation C(1,2):

 C Q
vQ

V
( , )

( , )
1 2

1 2= ∂
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f ∆

 (5.8)

The Chasles relation on the integral over θ leads obviously to the 
equality C1 + C2 = CS.

We can define the ratio κ(1,2) between the partial capacitances 
and the total one:

 κ κ κ( ) 2and so1 2
1 2 1 2

0
1 1,

( , ) ( , )= = ∂
∂







= −C
C

Q
QS V∆

 (5.9)

As ΔV and Q0 are independent, the coefficients κ(1,2) and α are 
not equal. Mathematically this property arises from the fact that 
the partial derivatives do not involve the same constant physical 
parameters (Q0 for α and ΔV for κ2).

The two following sections are dedicated respectively to the 
semi-analytical expansions of CS and α.

5.3.2  Influence of the Charge

In this section, we assume that there is no polarization between 
the electrodes (V1 − V2 = 0). We focus on the term VQ in the rela-
tion (5.1). The boundary conditions for the potential are such as

 (Qa) The potential is constant on the dot. This floating potential 
is denoted by v V r a Q

C
Q Q

S
f = = =( ) 0 .

 (Qb) The potential is null everywhere on each plate electrode.
 (Qc) The relations (5.3) are still valid.

Because the geometry simultaneously involves plane and spheri-
cal structures (electrodes and dot), it is interesting to include the 
plate boundary conditions in the expansion of the potential. For 
this, we use the classical method of images. The expansion of 
the potential is based on the work in Ref. [26] where the author 
treats the electrostatics of a charged dot rigorously in a nonpo-
larized plate capacitor. He uses the method of images and the 
Legendre polynomials expansion. The author arrives at the solu-
tion for the potential in the medium (and discuss its mathemati-
cal validity) and the electrostatic force acting on the charged 
dot. Nevertheless, the evaluation of the floating potential is not 
explicit so that the capacitance cannot be known.

5.3.2.1  Method of Images

The main idea of the method is to find a virtual distribution 
of charges involving the same boundaries conditions than the 
initial distribution [28]. Because of the unicity of the solution 
of the Poisson equation for given boundary conditions, the vir-
tual distribution and the real one generate the same potential 
in the domain investigated. Here, we build a distribution of 
charges ensuring that the two planes Π1 and Π2 are planes of 
antisymmetry of the charge distribution. This is done by tak-
ing recursively the images of the sphere by the symmetries along 
the planes Π1 and Π2, as done in Refs. [26,31], and described in 
Figure 5.5. The z-coordinate zp of the center Op of the pth image 
is: zp = ph + (−1)pz0, p describing the relative natural integers.

z = 0

Π1 z = +H/2

Π2
z = –h/2

(–1)2Q0

(–1)Q0

z0

z1

M

r1

θ1

ez

r
θ
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zM

z2

r2

θ2

FIGURE 5.5 Coordinates of the images.
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We denote by rp the distance between the point of observation 
M and the center Op, and θp the oriented angle between the line 
(OpM) and vertical axis. To obtain a correctly oriented angle, it 
is necessary to alternate the sense of the axis ez attached to the 
considerated image. We get so θp

p= −( )( ) ,1 e O Mz P
� . These vari-

ables are shown in Figure 5.5. The classical Pythagore theorem 
and the definition of the geometric scalar product give the two 
coupled relations:

 
r z z r r z z
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2 2
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cos ( )
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 (5.10)

To simplify the notations, we note for every point located on the 
surface of the dot ( ) : ( ) ( )r a r rp

a
p r a= = =θ  and cp

a
p r a( ) (cos )θ θ= = . 

Derivating the relations (5.10) along the variable r leads to
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(5.11)

5.3.2.2  Semi-analytical Expression 
for the Capacitance

Each sphere centered in Op generates a potential vp(M) expand-
able as an infinite set of Legendre polynomials [28]. Because the 
spheres get the same distribution of charges (or opposite), each 
sphere generates the same potential vp (or opposite), vanishing 
far from its centre. The potential becomes [26,28]

 v M B a
r

Pp
p

l

l p

l

l p( ) ( ) (cos )= −










=

+∞ +

∑1
0

1

θ  (5.12)

where Pl is the Legendre polynomial of order l and Bl are con-
stant coefficients. The resolution of the electrostatics of the con-
figuration is mathematically equivalent to determining Bl using 
boundary conditions.

The potential VQ(M), at every M(r, θ) in the dielectric medium, 
is the sum of the contributions of all spheres:
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where p* denotes the summation over all the non-null relative 
integers.

The relation (5.13), combined with Equation 5.3, gives the 
charge of the sphere:
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Because of the linearity between vQ
f  and Q0, derivating Equation 

5.14 along the floating potential is equivalent to dividing it by vQ
f . 

So noting �B B v B vl l
Q

l
Q= = ∂ ∂( ) ( )/ /f f , it becomes

 

C
a

B a B l
dr
r

P cS p
l

p
a

p
a l p

a

2
2 1 10

0
πε

θ
θ

θ
θ

π

= + − +






=
∫� �( ) ( )

( )
( )

( ( ))
llp

p
a

l p
a

p
a

l

dc P c a
r

=

+∞

+

∑∑

− 







0

1
1

*

( )( ) ( ( ))
( )

sin� θ θ
θ

θ θd (5.15)

Defining the row vector Γ, whom generic kth term Γk is
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and defining the column vector B
.
, the pth term of which is B

.
p, we 

can write the relation (5.15) as a vector-product:

 C aS = 4π G �B  (5.16)

5.3.2.2.1   Expression of Bl Coefficients
The relation (5.13), written at r = a and divided by vQ

f , gives
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 (5.17)

Projecting this relation on all the orders of the Legendre’s poly-
nomials (using their orthonormality and the fact that P0 1 2= / ), 
we obtain the linear system:

 M �B = 211

where
11 is a column vector whose first coefficient is 1 and the others 

are zeros
M is a square matrix whose generic term Mkm is
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with δk,m the Kronecker symbol.
The coefficients B

.
l are so the unknown variables of a lin-

ear well-posed problem. The matrix M is numerically well- 
conditioned (its size and its numerical properties are explained 
in the numerical section of this part). The coefficients B

.
l are 

given by

 �B = −2 1M 11  (5.19)

5.3.2.2.2   Matricial Expression for the Capacitance
Hence, the relation (5.16) becomes a simple matrix relation, 
numerically easy to manipulate:

 C aS = −4 1
1πε GM 1  (5.20)

5.3.2.2.3   Corollary: Expression of Partial Capacitances
Using the relation (5.19) and the row vector Γ(1,2) (the superscript 
(1,2) indicates the part of the dot where we integrate σ) whose 
generic kth term Γk

( , )1 2  is
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the relation (5.8) becomes matricially

 C a( , )1 2
1

14= −πε G(1,2) 1M  (5.21)

5.3.2.3  Semi-analytical Expression for the Potential

To finish this section, we rewrite the expression of the poten-
tial due to the charge as a matricial product. Using the rela-
tions (5.19) and (5.4) and the row vector G(r, θ) whose generic 
term is
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the expression (5.13) for the potential VQ(M) in the dielectric 
medium becomes

 V M Q
C

rQ

S
( ) = −0 1

1G 1( , )θ M  (5.22)

5.3.3  Influence of Polarization

5.3.3.1  analytical Expression for the 
Coupling Coefficient

In this section, we consider that Q0 = 0 and that a polarization, 
ΔV = V1 − V2, is applied between the two plate electrodes. As 
it is usually done in classical electrodynamics, the potential 
V po(M)—defined in relation (5.1)—is split into two parts. The 
first, denoted by vi, is the potential due to the polarization ΔV 
in the dielectric medium considered as empty. It is often called 
“incident” or “primary” potential (classically used in scatter-
ing models [30,32]). It is the potential that should exist if the 
dot was not there. The second part of the potential, denoted by 
vd is due to the presence of the dot in the polarized medium. 
Classically this term is called “scattered” potential or “second-
ary” potential. Then

 V r V v r v ripo d( , ) ( , ) ( , )θ θ θ− = +2  (5.23)

vi is the potential in a plane capacitor.

 v r z z V
h

r V
h

i( , ) ( ) ( cos )θ θ= + − = +λ λ2 20
∆ ∆  (5.24)

The boundary conditions satisfied by V po(M) are the following:

 (Pa) V po(M) = V1 for z = z1 and V po(M) = V2 for z = z2

 (Pb) The potential is floating and constant on the dot: 
V a vpo

f
po( , )θ θ− ∀

 (Pc) Relations (5.3) with Q0 = 0 are still valid

The scattered potential is expandable as a series of Legendre 
polynomials, for every M located in the same medium [28,30]. 
That is to say this expansion is valid only in the greatest sphere 
centered on O that does not cut the electrodes. This particular 
sphere, denoted by C in Figure 5.4, is tangent to the nearest elec-
trode from the point O. Assuming that the nearest electrode is 
the bottom one (V2), the radius of C is λ2 = a + t2. In this sphere 
(r ≤ λ2), we have
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Using the boundary conditions (Pb) and (Pc) on the dot and 
the orthonormal properties of Legendre’s polynomials, it fol-
lows that
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The condition (Pa), for θ = π, gives Um = −Wm, ∀m. At zero-order 
it comes (with relations (5.26)):

 v V
h

V
hf

po − = ⇒ =2
λ λ2 2∆ α  (5.27)

Remark: If the nearest electrode is the electrode 1, the condition 
(Pa) gives v V h Vf

po − = −2 1( ( / ))λ1 ∆  which implies the same result 
for α.

Finally, inside the sphere C, vd can be written as
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2
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2
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5.3.3.2  Semi-analytical Expression for the 
Potential in the Dielectric Medium

As a last corollary, the semi-analytical expansion for CS and 
the simple expression of α allows us to express the total poten-
tial everywhere in the dielectric medium, when ΔV and Q0 are 
non null.

To express the potential V po everywhere in the dielectric, we 
use again the method of images for determining vd. Indeed, vi 
already contains the boundary conditions on the planes Π1 and 
Π2. The boundary conditions on vd are v vd d| |Π Π1 2 0= = . So we 
can expand the potential vd as we did for VQ in the previous sec-
tion, with the same notations. Using the conditions (Pa), (Pb), 
(Pc), and the relation (5.27), we can finally write V po as

 V M V
V

V hpo( ) − = × −
2

1λ2 ∆ G AM  (5.29)

where Ah is the column vector of generic term of order k, 
A a hk

h
k= − ( / )( / ) ,1 3 2δ .

Finally using the two relations (5.22) and (5.29), the total 
potential in the dielectric medium is

 V M V Q
C hS

h( ) 1− = +





−
2

1 0G 1 AM λ2  (5.30)

This expression allows one to estimate the distribution of charges 
on the electrodes, derivating this relation along z, at z = 0 and h. 
This is not the subject of this chapter but a parametric study of 
this distribution could be interesting to understand the classi-
cal approximations of CS. Moreover, this should allow to obtain 
immediately the electric field everywhere in the medium. This 
physical quantity is necessary to model charge transport phe-
nomenon through the dielectric layers.

To conclude this part, let us remind that the semi-analytical 
relations (5.20) and (5.27) solve the physical parameters of the 
configuration. As a final corollary, the matricial relation (5.30) 
gives the electrostatics of the dot.

We notice that this classical approach is invariant by scale 
change. So, these results can be directly used for larger con-
figurations with the same aspect ratio. We can cite for instance 
chemical sciences where models of metallic bubbles embedded 
in dielectric solutions are often used.

5.3.4  Numerical Implementation

The numerical computation of the capacitance is numeri-
cally conditioned by the obtaining an invertible matrix M. 
Numerically, the matrix M is a square matrix of the typical size 
10 × 10. This is not a critical size for classical numeric inversion. 
Moreover, in practice, the conditioning (ratio between greatest 
and smallest values) of this matrix is about unity. Hence, the 
inversion of the matrix M is not the key point of this numerical 
implementation. Its quality is conditioned by the double trunca-
tion of the expansion of the potential (on the maximum order 
of polynomials in one hand and on the number of images in 
the other one). A discussion about the influence of this trunca-
tion is presented in Appendix A. Let us say here that the two 
truncations are independent one of each other, and numerically 
they are not critical at all for computations. Moreover, the semi-
analytical expression was numerically validated by comparing 
results provided by finite element method (FEM) computations. 
This validation is also presented in Appendix A. To briefly sum 
up the conclusions, let us say that FEM may have some accuracy 
problems and it is clearly slower.

5.3.5  Numerical results and Comparison 
with a Classical approximation

Classically CS and α are estimated by different physically based 
approaches using very simple expressions. Nevertheless, the 
validity of these latest approaches is not always well known. 
A very classical phenomenological approach is the equivalent 
capacitances approach (for details, see [24]) that we will briefly 
expose here.

It is assumed that a coupling capacitance can be defined 
between the dot and each electrode. Let us denote CC

b (resp. CC
t ) 

the capacitance between the dot and the bottom (resp. top) elec-
trode. The sum of these two capacitances is equal to CC. We fur-
ther assume that CC

b and CC
t  are classical capacitances, as defined 

for metallic bodies under mutual influence and that the polar-
ization coupling coefficient α is given by the ratio β = ( / )C CC

t
C . 

The parallel plate approximation (PPA) consists in approximat-
ing the capacitances CC

b and CC
t  by plate capacitances in which 

surface S is the projected surface of the dot on each electrode 
and whose thickness tC

b (resp. tC
u) is the typical distance between 

the dot and each electrode. This rough approximation is even 
used to model single-electron effects such as Coulomb block-
ade [16]. Note that it is possible to use several surfaces and 
typical distances to calculate this plate capacitances. Here, we 
choose two different thicknesses for the same configuration 
( orC

t
1 C

tt t t t a= = + =1 λ1) to illustrate the capacitances.
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 1. The thicknesses of the capacitances are the distance 
between the border of the dot and the electrodes: t tC

b = 2 
and t tC

t = 1. This approximation is named PPA(1).
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 2. The thicknesses of the capacitances are the distance 
between the center of the dot and the electrodes: tC

b = λ2 
and tC

t = λ1. This approximation is named PPA(2).
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To compare the validity of these approximations, we compare 
some results given by PPA and results given by the semi-ana-
lytical (SA) method. For a given radius, we compare the evolu-
tion of the capacitances and different ratios versus the value of 
t2. The numerical values are the following: a = 2.8 nm, t1 = 12 nm, 
εr = 3.9, and t2 is varying from 0.5 to 10.5 nm. For the surface S, 
we have chosen the surface of the disk of radius a as S = πa2.

In Figure 5.6, we plot the evolution of the three capaci-
tances CS (denoted by SA), CC(1) and CC(2), divided by the fac-
tor 4πεa, versus the ratio t2/a. We also plot the ratios CC(1)/CS 
and CC(2)/CS. The behavior given by the approximation (1) is 
qualitatively correct. Quantitatively, this is not very convincing. 
Indeed for t2/a < 1, the ratio CC(1)/CS is not quite constant. It 
varies from 0.7 to 0.2. There is no way to fit the values of CS by 
CC(1) just by adjusting the numerical value of S. PPA(2) seems 

qualitatively and quantitatively more interesting to estimate 
CS. For t2/a < 1, the ratio CC(2)/CS is varying from 0.12 to 0.14 
(a variation about 20%).

For large values of t2/a, the behavior of PPA(1) and PPA(2) 
are asymptotically equivalent. The asymptotic limit for t2 >> a is 
a/(4t1) ∼ 5.83 × 10−2 for CC(1)/(4πεa) and a/(4(t1 + a)) ∼ 4.73 × 10−2 
for CC(2)/(4πεa). In the figure, we see the beginning of this 
asymptotic behavior. Because the limiting value of t2, in our 
simulation, is of the same order of t1, the smallest values seen 
on the figure are approximatively twice the limiting value. For 
t2/a > 2, the ratio CC(2)/CS remains quite constant, varying from 
0.11 to 0.09. The ratio CC(1)/CS varies from 0.15 to 0.1.

Finally, in all the range of values of t2/a presented here, only 
the PPA(2) allows to approximate CS with finite relative error. 
The difficulty consists in finding a numerical value for the sur-
face S that makes PPA match the capacitance.

To end this comparison, the dimensionless coefficients 
κ1, β(1), and β(2) = α are compared. For great values of t2/a, β(1) 
tends to 1 while β(2) tends to 0.5. The limiting value of κ1 is also 
0.5 (because C2 tends to the capacitance of a single half-sphere). 
On the other hand, for small t2/a, the limiting value for β(2) is 
a/(t1 + 2a) ∼ 0.15, while β(1) tends to 0 and C1 also to 0 (for small 
t2, only C2 contributes to the value of CS).

In Figure 5.7, we plot the coefficients κ1, β(1), and β(2) ver-
sus t2/a for the same previous configuration. On this figure, it 
appears that the coefficient β(2) underevaluates κ1 for t2/a > 0.25. 
The greatest relative difference between κ1 and β(2) is observed 
for t2/a ∼ 1 and is about 30%. For t2/a > 3, the relative difference 
is lower than 10%. The coefficient β(1) is far from κ1, even in the 
range t2/a << 1.

For values of t2/a in the range of the unity, neither PPA(1) nor 
PPA(2) gives an approximation with an accuracy better than 
10%. Only PPA(2) could give a good approximation, if we are 
able to evaluate an optimized value for the surface S.
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the capacitances are normalized by the factor 4πεa. The second figure represents the ratios CC/CS for the two approximations. The capacitances and 
the ratios are plotted versus the ratio t2/a, for a fixed radius a and variable t2.
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5.3.6  Conclusion

We devised a semi-analytical model for the potential and the capac-
itance of a spherical metallic dot located in a dielectric medium 
between two metallic planes at fixed potential. From this model, 
we establish a simple analytical expression for the polarization cou-
pling coefficient. We have derived a semi-analytical formulation 
for the potential everywhere in the dielectric medium. The validity 
of our approach has been established by comparison with a varia-
tional numerical approach. Finally, we have discussed the validity 
of classical approximations for the capacitance, particularly when 
the distance between the border of the dot and the nearest elec-
trode has the same order of magnitude as the radius of the dot.

Three major developments are under study. The first one, 
developed in the next part of this chapter, consists in using this 
approach in the quantum model of a dielectric dot. First, it allows 
to generate an initial evaluation of the floating potential used in 
iterative resolution of Schrödinger and Poisson systems. Second, 
the comparison between the classical and quantum approaches 
determines the critical dimensions leading to a quantum behav-
ior. The second development is to adapt this model for dielectric 
dots. The method of images remains interesting but the spa-
tial distribution of charges in the dot—even in a non-quantum 
approach—is a serious node of the resolution. The third point is 
to use the evaluation of the potential around the dot to model the 
electric field, first step to a modelization of an electronic transport 
through the dielectric.

5.4  Semiconductor Dot: theoretical 
approach

5.4.1  General Considerations 
on Quantization Effects

In the metallic case, the electric charge is distributed on the sur-
face of the dot. On the contrary, in the case of a semiconduc-
tor dot, the electric charge is distributed in the volume of the 

nanocrystal and in the surrounding dielectrics. The resolution 
of such a configuration in a classical approach needs conditions 
of continuity of the electric field involving model of macroscopic 
polarization of the dielectric medium. This approach is clas-
sically exposed in different works (for instance, Refs. [28,30]). 
However, when the dot size falls into the nanometer range, clas-
sical electrostatics and semiclassical approaches of charge in 
semiconductor devices are no longer sufficient to describe the 
charge density and thus the electrostatic potential inside the 
nanocrystal. Two arguments favor a quantum approach to cor-
rectly describe the problem. First of all, let us consider the De 
Broglie wavelength, λB, that describes the wave–particle dual-
ity of any particle of mass m; it is equal to the ratio of Planck 
constant, h, on the kinetic momentum p. In the case of a free 
thermal electron of mass me, at temperature T, De Broglie wave-
length is

 
λB = =h

p
h

kTm2 e

where k is the Boltzmann constant.
At ambient temperature (T ∼ 300 K), λB is around 8 nm; this 

values gives an order of magnitude of the extension of the elec-
tronic wavefunction.

In the frame of this work, we will consider semiconductor 
islands with typical radius around 10 nm, so it becomes a priori 
necessary to take into account quantum effects to solve the elec-
trostatics of the dot.

Another way to convince ourselves of this latest point is to 
remind us of some results obtained in the case of an infinite 
quantum well. Indeed, electrons confined in quantum dots can 
be roughly compared to the problem of a single particle in an 
infinite quantum well.

Let us consider an infinite one-dimensional quantum well of 
width 2a. Due to the strong confinement of the wavefunction 
into the well, the only possible solution of Schrödinger equa-
tion inside the dot are standing waves with wave number, kn, 
equal to

 k n
an = π

2
 (5.33)

The non-normalized density of probability, ψ̃n(x) is given by

 �ψ π
n nx k x n( ) sin= −



2

 (5.34)

From now, the normalized density of probability is denoted by 
ψ. The normalization is such as the density is unitary.

The energy of the nth bound state, with respect to the bottom 
of the well, is proportional to the square of the wave number:

 E k
m

n h
m an

n= =�2 2 2 2

22 32e e
 (5.35)
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As an explicative pattern, the eigen wavefunction ψn and the level 
of energy En for the three first levels of quantification are plotted 
simultaneously in Figure 5.8. The evolution of the energy of the 
first bound state, E1, is plotted as a function of the dimension of 
the quantum well in Figure 5.9. If we compare the energy level of 
the first bound state with the thermal energy, kBT, we can see that 
when the quantum well’s typical size, a, falls under 2–3 nm, E1 
becomes greater than the thermal energy at ambient temperature 
(∼25.6 meV). From this consideration, we define RQ the value of 
the quantum well radius at which the energy shift due to quan-
tum confinement in the dot becomes equal to the thermal energy:

 R nh
m k TQ =

4
1

2 e B
 (5.36)

As seen in Figure 5.10, for temperatures ranging from 5 to 300 K, 
RQ values are in the 10 nm range, which is the typical size of the 
quantum dots that we will consider here.

5.4.2  Quantum Dot Containing a Single 
Electron: a Simplified approach

To start with, in this study of the electronic properties of semi-
conductor dots, we present the main equations describing the 
behavior of a single electron in the conduction band of a silicon 
nanocrystal. As explained in the introduction of this section, due 
to the fact that the De Broglie wavelength is of the same order as 
the dimension of the nanocrystal, a quantum approach has to be 
used. Due to the difference in electronic affinity between silicon 
and silicon oxide, a single silicon dot embedded in a SiO2 matrix 
acts as a quantum well for electrons in the conduction band, as 
shown in Figure 5.11. This system is close to the well-known case 
of a finite potential well described in many graduate textbooks 
[33,34]. If analytical expression can be easily found for En and 
ψn(r→) in the case of an empty finite or infinite quantum well, it 
is not the case for a finite quantum well containing several elec-
trons; as a consequence, solving Schrödinger equation is done 
numerically.

In this chapter, we consider an undoped semiconductor 
quantum dot embedded in a silicon dioxide matrix. Due to the 
extremely low concentration of free carriers in intrinsic semi-
conductor (ni ≈ 1010 cm−3 for silicon, at 300 K), we assume that 
there is no free electron in the conduction band of the nanocrys-
tal. Let us make a quick calculation to illustrate this assertion. 

V(x)

E3

–a +a0 X

E2

E1

V = +∞ V = +∞
ψ3

ψ2

ψ1

FIGURE 5.8 Schematic representation of an infinite quantum well of 
width 2a and of the three first bound states and their energy.
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Let us consider a silicon nanocrystal of radius a = 10 nm, the 
intrinsic number of electrons N is

 N n ai= × × −4
3

4 10 13 8π ∼ �

For the sake of simplicity, we only consider the bound states 
existing in the conduction band. We neglect any perturbation 
arising from the valence band and spin degeneracy. Let us note 
EC(r→) the spatial density of the potential energy in the conduc-
tion band. Considering the above finite quantum well with a 
single additional free electron in the conduction band, the spa-
tial evolution of probability density, ψ(r→) is described by the 
Schrödinger equation in stationary regime. If we look at the first 
electronic states—at low energy—it is possible to consider that 
the electron behaves as a quasi-free particle in the dot with an 
isotropic effective mass meff*  [35] (m meff e* ≈ 0 26.  in silicon):

 Hψ ψ( ) ( )
� �
r E r=  (5.37)

with

 H = +
�

�p
m

V r
2

2 eff
conf* ( )  (5.38)

where
Vconf(r→) is the potential confining the electron evaluated at 

the point r→ (see Figure 5.11)
p→ is the kinetic momentum operator (classically equivalent to 

a Laplacian [33,34])

Vconf(r→) must be evaluated with the help of hypothesis, described 
in the following, for each configuration.

In the case of a single electron in a quantum well, the poten-
tial energy Vconf(r→) is only equal to the conduction band energy 
value at position (r→), EC(r→). For convenience, we take the bottom 
of the conduction band energy in the quantum dot as the energy 
reference.

As there is no other energy contribution in the Hamiltonian 
H due to the presence of other electrons in the conduction band, 
this problem is the same as the finite quantum well. The only 
available energy states for the electron, are the same (En; ψn) than 
those of the finite well. For the following, we suppose that the 
wavefunction ψn has been properly normalized.

The presence probability P ( )
�
r , of the electron at position r→, is 

thus equal to

 P( ) ( )
� �
r rn= ψ

2
 (5.39)

Under these conditions, we can built the charge density at any 
position, ρ(r→), as the product of the electronic charge by the 
presence probability at r→ (which is also known as the charge 
density observable):

 ρ ψ( ) ( ) ( )r e r e rn= − × = − ×P
� � 2

 (5.40)

where e is the fundamental charge. As described above, charge 
density depends on the bound state occupied by the electron. 
Once the wavefunction of the bound state is known, a numerical 
resolution of the Poisson equation using the above charge den-
sity gives the electrostatic potential of the structure and the evo-
lution of the conduction band energy. For our problem, we make 
the assumption that the electron, without any external perturba-
tion, is on the first available quantum state, i.e., the fundamental 
bound state at energy E1 with the normalized presence probabil-
ity density ψ1(r→) and solve the Poisson equation to derive the 
electrostatic potential, V(r→), in the whole structure:

 ∆V r r
r

( ) ( )�
�

= − ρ
ε ε0

 (5.41)

where
εr is the relative dielectric permittivity of the material
Δ is the Laplacian operator

5.4.3  addition of a Second Electron in the Dot

In this section, we consider the previous system made of a silicon 
nanocrystal embedded in a SiO2 matrix containing a single elec-
tron on the first bound state. When a second electron is added 
in the conduction band, the probability density, ψ, rigorously 
becomes a function of two positions:

 ψ ψn n r r= ( , )
� �
1 2  (5.42)

Under these conditions, the Hamiltonian of the system is 
 written as

 
H = + + + +

−

� �
� �

�
p
m

p
m

V r V r q
rr

1
2

2
2

1 2

2

0 12 2 4eff eff
conf conf* * ( ) ( )

πε ε
��
r2

2

 (5.43)

where p→1 and p→2 are the kinetic momentum operators of each 
electron. At this stage, it is very important to notice that an 
energy term has been added in the Hamiltonian. This term is 
due to the Coulombian interaction of electrons with each other 
and corresponds to the electrostatic energy. Including the inter-
action term in the Hamiltonian and considering two position 
variables, solving the problem becomes very heavy, even numer-
ically. Moreover, when we consider further more than two elec-
trons in the nanocrystal, the problem quickly become a N-body 
problem. For this reason, some approximations are required to 
be developed further. In the following, we use an approximation 
that allows to write the wavefunction in a simpler way.

In the Hartree approximation [36], we make the assumption 
that each electron can be described by an individual wavefunc-
tion, respectively ψ1(r→) and ψ2(r→), as if they were independent. 
Therefore, the global wavefunction can be written as the product 
of these individual wavefunctions:
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 ψ ψ ψ( , ) ( ) ( )
� � � �
r r r r1 2 1 1 2 2= ×  (5.44)

In this approximation, we calculate ψ1 and ψ2 in such a way that 
the total energy of the system is minimal. Moreover the separa-
tion of the wavefunction allows to use a mean field approxima-
tion in which we consider that the electrostatic interaction felt by 
one electron can be described as if it felt the electrostatic poten-
tial induced by the other one(s).

The problem now consists in calculating ψ1 and ψ2 by solving 
individual Schrödinger equations with Hamiltonians H1 and 
H2 with

 H1 2 1 2 1 2 1 2 1 2 1 2, , , , , ,( ) ( )ψ ψ
� �
r E r=  (5.45)

with

 H1 2

2
1 2

1 2 1 22 1 2,
,

, ,( ) ( ),= + +
�

� �p
m

V r V r
e

conf inter  (5.46)

V rinter1 2 1 2, ( ),
�

 is the term of Coulomb interaction defined in rela-
tion (5.43).

If we compare this latest equation with the one used for the 
single-electron case (5.37), Vinter has been added to take account 
of the Coulomb interaction between both electrons. As Vinter is 
the mean electrostatic potential induced by the antagonist elec-
tron, it is a solution of the Poisson equation:

 ∆V r r
r

inter1 2 1 2
2 1 1 2

0
, ( ) ( )

,
, ,�

�
= − ρ

ε ε
 (5.47)

where ρ2,1(r→) is given by (5.40)

 ρ ψ2 1 2 1
2

, ,( ) ( )
� �
r e r= − ×  (5.48)

The total energy of the system is equal to the sum of the 
energy corresponding to the bound states of both electrons plus 
the electrostatic energy arising form the Coulomb interaction 
between both electrons, Einter:

 E E E Etot inter= + +1 2  (5.49)

with

 

Einter inter

space

inter

d= − × ⋅

= − ×

∫∫∫ e r V r r

e r V

ψ

ψ

1
2 3

2
2

1( ) ( )

( )

� � �

�
22

3( )
� �
r r⋅∫∫∫ d

space

 (5.50)

From Equations 5.46 to 5.48 it is obvious that this problem 
can be solved only self-consistently; ψ1 is computed by solving 
(5.46) using an initial guess for ψ2. Then, Poisson equation is 

solved using ρ1 as charge density and the corresponding poten-
tial Vinter2 is used in (5.46) to compute ψ2. This algorithm is itera-
tively repeated until the total energy Etot calculated at the end of 
each loop converges.

5.4.4  Multiple Electrons in the Dot

In this section, we extend the results presented in the previous 
section to the case of multiple electrons in the dot with the same 
methodology. When the quantum dot contains N electrons, 
Hamiltonian can be derived in a similar way than in the two-
electron problem (relation 5.43):

 

H = + + ×
−= =

≠

∑ ∑
�

�
� �

p
m

V r q
r r

j
j

j

N

r j ii
i j

N

j

2

1

2

0
2

12
1
2 4eff

conf* ( )
πε ε===

∑∑
11

N

j

N

 (5.51)

where
 p→j is the kinetic momentum operator of electron j
Vconf is the confining potential

the last term of Equation 5.51 is the interaction potential com-
ing from the electrostatic interaction of the N electrons with 
each other.

Note that the prefactor 1/2 has been added to avoid to count 
twice the same interaction.

Rigorously, the solution of the problem is given by solving 
Schrödinger equation with a N-variable wavefunction:

 ψ ψ= ( , , , )
� �

…
�

r r rN1 2  (5.52)

As mentioned in the previous section, solving this N-body 
problem needs an approximations on the wavefunction. In the 
Hartree approximation, the wavefunction can be written as the 
product of N individual normalized wavefunction:

 ψ ψ( , , , ) ( )
� �

…
� �

r r r rN j j
j

N

1 2
1

=
=

∏  (5.53)

each wavefunction can now be associated to an Hamiltonian 
operator describing the behavior of the jth electron:

 H Ej j j j j jr rψ ψ( ) ( )
� �

=  (5.54)

with

 H j
j

j j
p
m

V r V rj= + +
�

� �2

2 eff
conf inter* ( ) ( )  (5.55)

V jinter  refers to the electrostatic interaction between electron j 
and the mean potential induced by the (N − 1) other electrons. 
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Assuming that an equivalent charge density, ρj(r→) can be defined 
for each electron:

 ρ ψj jr e r( ) ( )
� �

= − ×
2

 (5.56)

the electrostatic interaction potential Vinter is solution of the fol-
lowing Poisson equation:

 ∆V r r
j

i

ri
i j

N

inter ( ) ( )�
�

= −
=
≠

∑ρ
ε ε01

 (5.57)

The total energy of the system is the sum of the individual eigen 
energies of the electrons plus the electrostatic interaction energy:

 E E Etot inter= +
=

∑ i
i

N

1

 (5.58)

where

 Einter inter

space

d= − × ⋅∫∫∫∑∑
=
≠

=
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q r V r ri
j
j i

N

i

N

jψ ( ) ( )
� � �

 (5.59)

To solve the entire problem in the Hartree approximation, it 
is now necessary to self-consistently solve the set of coupled 
Equations 5.54 and 5.57 in order to minimize the total energy 
of the system (5.58).

In this study, electrical results presented in the next section 
are obtained by using the algorithm presented in Figure 5.12. 
Starting from an initial assumption for wavefunctions (assum-
ing, for example, an homogenous dilution of the electrons in the 
quantum dot) and for the potential of the dot (metallic approach 
or empty dot with coupling polarization), the Poisson equation is 
solved to determine the interaction potential, Vinter. This poten-
tial is used in the system Hamiltonian (5.55) as well as the con-
fining potential, Vconf, to determine the bound states, i.e., their 
energies, E j and the normalized wavefunctions, ψj. This process 
is repeated for the N electrons and then, the total energy of the 
system, Etot is calculated using Equations 5.58 and 5.59. If the dif-
ference of the total energy found at the nth and (n − 1)th  iteration 
is smaller than an user-defined value (ε), then the Poisson equa-
tion is solved for all electrons in the nanocrystal, otherwise the 
resolution restarts until this condition is satisfied.

We notice here that the influence of the initial guess on the 
final solution is very weak when the number of electrons is low. 
However, it can become critical in the case where the number of 
electrons becomes of the order of magnitude of 10.

Initial guess: ψj
0 (r) 

k = 1

~ρj (r ) = –e×|ψj (r )|2

k      k + 1

ψj(r )+(Vconf (r )+Vinterj
(r )) . ψj(r ) = Ej . ψj(r )

p j
2

2m*eff
––—––

ψj(r ) Ej
n       n + 1

k ≤ N
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Calculation of Etot
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ρ(r ) = –q × Σ |ψj(r )|2

N

j=1

Poisson
resolution

Schrödinger
resolution

Final poisson
resolution

No

ΔVinterj
(r )=–Σ –––N

i=1
i≠ j

~ρj (r )
ε0 εr

|En–1 – E n
tot|≤ εtot

FIGURE 5.12 Algorithm used for the self-consistent resolution of Poisson and Schrödinger equations for multiple electrons in a quantum dot.
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5.5  Finite Element Modeling 
of a Silicon Quantum Dot

In this section, we will present some simulation results obtained 
on a silicon dot by finite element modeling (FEM). For this 
study, we used COMSOL Multiphysics© [37] to generate the 
geometry as well as to solve Poisson and Schrödinger equations 
[38,39]. Firstly, we will present the studied structure and focus 
on the methodology used to optimize meshing, which is a cru-
cial point in FEM. Then, the simulation results will be presented, 
in particular, we will see the influence of the dot radius and the 
number of electrons on the evolution of the electrostatic poten-
tial into the nanocrystal. Finally, we will compare the electrical 
results obtained in the previous chapter on metallic dots with 
those obtained in a full quantum treatment of the charge in a 
semiconductor dot.

5.5.1  Studied Structure and Meshing Strategy

The system studied consists in a spherical silicon dot embed-
ded into a dielectric matrix of SiO2. The notations are recalled 
in Figure 5.13. In this work, the thickness of the top and bottom 
oxides (t1 and t2) are respectively fixed to 10 and 5 nm, which are 
typical values used in the semiconductor industry [17].

As shown in Figure 5.14, the device can be reduced to a quar-
ter of structure for plane-symmetry reasons along the (YZ) and 
(XZ) planes. This optimization of simulated geometry consider-
ably reduces the computation time that can be advantageously 
converted into a finer mesh of the structure.

The boundary conditions used for this work are the following:

• Dirichlet conditions on both top and bottom electrodes: 
electrostatic potential fixed, respectively, to V1 and V2

• Symmetry conditions on the symmetry planes of the 
structure (YZ) (XZ)

• Neumann conditions (i.e., null electric field) on the exter-
nal planes of the structures parallel to (XZ) and (YZ)

For these simulations, we paid a particular attention to mesh-
ing which is a crucial point in FEM simulations. From a practi-
cal point of view, each simulation result was validated only after 
having verified that its result remains unchanged after succes-
sive mesh refinements [40]. Meshing the structure described in 
Figure 5.13 is sensitive to many parameters related to the dot 
size, oxide thickness and the total width of the structure. In each 
of these domains (dot or silicon dioxide), many parameters such 
as maximum (resp. minimum) mesh size as well as maximum 
(resp. minimum) mesh growth rate can be defined. For the sake 
of simplicity, we will only focus on two main parameters to see 
the way to optimize them as well as their impact on the numeri-
cal results. The parameters studied here are (see Figure 5.14)

• The maximum mesh size in the oxide: hmax_ox
• The maximum mesh size in the dot: hmax_dot

From a general point of view, meshing optimization consists in 
finding the best compromise between numerical accuracy and 
computation time by tuning the relevant meshing parameters. 
Indeed, for a three-dimensional problem the number of mesh 
points is N3 where N is the average number of mesh per dimen-
sion. So, reducing the number of mesh in regions that do not 
need much refinement can drastically increase computation 
time. The two structures depicted in Figure 5.15 show typical 
results obtained for a set of value for (hmax_ox; hmax_dot) giv-
ing a coarse mesh (Figure 5.15a) and a finer one (Figure 5.15b). 
The natural trend is to refine mesh as much as possible, like in 
Figure 5.15b, but sometimes it considerably increases computa-
tion time or dramatically leads to numerical instabilities.
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FIGURE 5.13 (a) Studied structure for the FEM simulation of the 
quantum dot containing multiple electrons. (b) 2D schematic view 
showing the dimensions of the structure.
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FIGURE 5.14 Detailed view of the quarter-structure studied in FEM 
showing some relevant meshing parameters considered during the 
meshing operation: maximum mesh size in the dot (hmax_dot) and 
maximum mesh size in the oxide (hmax_ox).
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As a consequence, for each of the two meshing parameters 
chosen in our study, a systematic study needs to be carried out 
to determine the best set of values for (hmax_ox; hmax_dot). 
To this aim, each parameter is separately adjusted, while the 
value of the other one is fixed, by an iterative study depicted in 

the algorithm of Figure 5.16. For each value of hmax_ox (resp. 
hmax_dot), the convergence is tested and the result is com-
pared to the one obtained during the previous iteration. The 
value of the studied parameter is reduced until the difference 
between the simulation results obtained at iteration (k) and 

(a) (b)

xy z
xy z

FIGURE 5.15 Comparison of the same structure meshed with different parameters: (a) coarse mesh giving fast computations (hmax_ox = 1 nm, 
hmax_ox = 3 nm) and (b) fine mesh giving a better numerical accuracy but more time consuming (hmax_dot = 0.25 nm, hmax_ox = 2 nm).
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FIGURE 5.16 Algorithm used to mesh the structure.
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(k − 1) is lower than a user-fixed value. At this point, it means 
than reducing again the value of the studied parameter will not 
increase numerical accuracy anymore. The optimal set of mesh-
ing parameters values can be found by repeating this method as 
many times as the number of meshing parameters. To conclude 
with this method, let us mention that the factor used to reduce 
the studied parameter (i.e., 2) as well as the numerical accuracy 
criterion (i.e., ε) are very structure-dependent and need to be 
adjusted to the specificity of each problem.

In the typical case studied in this work, the meshing optimi-
zation has been performed on structure shown in Figure 5.14 
with an applied bias of 5 V between the top and the bottom 
electrodes. To quantitatively evaluate the impact of the mesh-
ing parameters on the simulation results, the energy value of 
the first bound state in the dot without any electron inside 
(E0) is followed when changing the values of hmax_ox and 
hmax_dot. Obviously, E0 is obtained by solving Schrödinger 
equation in the dot after the meshing step. Note that the zero-
energy reference has been taken at the bottom electrode. In 
Figure 5.17a and b, E0 values are plotted for different values 
of hmax_ox and hmax_dot. As can be seen in Figure 5.17a and b, 
the maximum mesh size in the oxide does not seem to have 

any quantitative influence on E0 (the total energy scale repre-
sented in the graph is below 1 meV). On the contrary, hmax_ox 
plays a crucial role in the numerical results; reducing its value 
from 1 × a (i.e., 2.5 nm) to 0.1 × a (i.e., 0.25 nm) changes the 
value found for E0 from ≈5 meV. It is very interesting to notice 
that beyond 0.1 × a, reducing hmax_dot does not significantly 
change the numerical result obtained for E0 meaning that an 
optimum value can be found around 0.1 × a. At this stage, it 
is useful to have a look at Figure 5.18 showing the exponential 
increase of the number of degree of freedom in the structure 
(i.e., number of mesh points) due to the reduction of the maxi-
mum mesh size in the nanocrystal; reducing hmax_dot from 
0.1 × a to 0.05 × a makes the number of mesh points increases 
from ∼20,000 to ∼1 million units.

For this work, the criterion chosen to determine the best value 
for each meshing parameter is that the variation of E0 should not 
exceed 0.1 meV between two successive meshing. This criterion 
corresponds to an arbitrary choice allowing a good accuracy in the 
energy levels obtained in our problem; in this way, the maximum 
allowed energy uncertainty remains smaller than the thermal 
energy at 300 K (∼25.6 meV). Using this criterion the value retained 
for hmax_ox and hmax_dot are, respectively, 3 nm and 0.07 × a.

5.5.2  Numerical results

Using the algorithm detailed in Figure 5.12 and the structure 
meshed with the methodology exposed in previous section, 
Poisson and Schrödinger equations have been solved for an 
increasing number of electrons in the dot. Figure 5.19a shows the 
evolution of the charge density in the nanocrystal along the high-
symmetry axis. When no external bias is applied, the shape of 
the charge density is very similar to the wavefunction of the first 
state in an infinite quantum well. However, when increasing the 
number of charges in the dot, Coulomb interaction between 
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electrons splits the charge density centroid into two peaks situ-
ated on each side of the symmetry plan of the dot (see Figure 
5.19a for 12 electrons or Figure 5.19b for 1 V). When an external 
bias is applied on the electrodes, the charge density is moved in 
a classical way in the direction of the increasing potential, cor-
responding to expected electrostatic result. As shown in Figure 
5.19b, the more the potential difference increases, the more the 
charge centroid moves toward the edge of the dot.

Then, using the relationship given in (5.58), the total energy 
of the system has been computed and reported in Figure 5.20. 
These results are very close to those obtained by other groups 
on similar structures [20,21]. As a reminder, this energy takes 
into account the confinement energy of each electron and the 
Coulomb interaction between all electrons. Let us remark that 
the increase in the total energy due to the addition of a single 
electron significantly increases as the dot radius decreases. As 
an example, adding a sixth electron in a dot already containing 
five electrons increases the total energy of 500 meV (∼20kBT at 
300 K) if the dot radius is 6 nm. This value goes up to 3 eV when 
the radius is reduced to 1 nm (∼120kBT at 300 K). As explained in 
Figure 5.10, this result clearly underlines the role played by the 
quantum effects in nanostructures and the necessity to use a full 
quantum approach when the dimension of the system studied is 
in the nanometer range.

5.5.3  Comparison with the Metallic 
approximation

To conclude this study, let us compare the electrical results 
obtained in the case of a metallic dot with those obtained in a 
full quantum treatment of the charge density. Here, we will com-
pare the electrostatic potential obtained in both methods. Let us 
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Á A

12e–
8e–
4e–
1e–

10 15
Position (nm)(a) (b)

Ch
ar

ge
 d

en
sit

y (
C,

 n
m

–3
)

20

1.2

1.0

0.8

0.6

0.4

0.2

0
0 5

SiO2 SiO2

Nelec= 12

Si-dot
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note that, in the metallic case, the electrostatic potential is con-
stant over the entire dot whereas it varies along the dot volume 
in the semiconductor cases. For ease of comparison, let us define 
the mean electrostatic potential, Vmean, as

 V
Q

r V r rmean

space

d= ×∫∫∫1
0

3ρ( ) ( )
� � �

 (5.60)

where Q0 is the total electronic charge carried by the dot

 Q e N0 = − × elec  (5.61)

As defined in Equation 5.60, Vmean is nothing else than the 
mean potential over the whole structure weighted by the charge 
density.

Figure 5.21 compares the potential of the metallic dot with the 
mean potential in the semiconductor dot, Vmean, for different val-
ues of the dot radius, a, and various number of electrons stored 
in the dot. As it can be seen, there is a small difference between 
both electrostatic potential values. In each case, the difference 
observed in the potential is smaller than 200 mV and this differ-
ence decreases as the dot radius increase. Even for small dot size, 
a good agreement can be found when the number of electrons is 
low; a difference of less than 50 mV is observed when the dot is 
charged by one or two electrons, whatever the radius is.

This comparison leads to an interesting conclusion regard-
ing the different levels of approximations developed in each 
approaches. As described in the previous section, the metallic 
approach gives immediate results thanks to the potential equa-
tion once the coupling capacitances between the dot and the elec-
trodes are extracted. On the contrary, the Poisson–Schrödinger 
solver is an iterative process much more time-consuming but giv-
ing a more realistic description of the physical processes occurring 
inside the nanocrystal. However, both approaches can success-
fully coexist; we should keep in mind that a Poisson–Schrödinger 

resolution always start with an initial guess for the Poisson or the 
Schrödinger problem. Giving the fact that the metallic approach 
gives electrostatic results quite close to the final solution (see 
Figure 5.21), the metallic solution can be used as an initial guess 
for the iterative Poisson–Schrödinger solver to improve the speed 
of convergence.

5.6  Conclusion

The purpose of this chapter was to study the electrostatic prop-
erties of individual nanodots embedded in a dielectric medium 
in a 3D configuration. To this purpose, various approaches 
have been developed and compared. The first one, based on a 
metallic floating nanoconductor, consist in solving the classical 
electrostatics equation with a rigorous semi-analytical model. 
As shown in Section 5.1, this method is able to predict the elec-
trostatic potential of the floating conductor from a simple equa-
tion involving the coupling capacitance and the total charge 
carried by the dot. These results were successfully compared 
with FEM results obtained on the same structure with an excel-
lent agreement. As a corollary, it should also be stated that the 
results derived from this approach are not sensitive to the length 
scale of the system and can be applied to structures of greater 
(or smaller) dimensions unless they have the same aspect ratio.

In the second part of this chapter, the focus is put on semi-
conductor nanocrystals. In this case, the quantum effects can-
not be neglected any more like in the metallic case. Indeed, it 
has been shown that when the quantum well dimension falls 
in the nanometer scale, quantum confinement of the carriers in 
the nanocrystal is expected, even at ambient temperature. In 
this case, the electrostatic problem has been solved by a self- 
consistent resolution of Poisson and Schrödinger equations 
using the Hartree approximation. The approach developed in 
this work on a 3D structure by FEM gives the evolution of the 
charge density (and thus the electrostatic potential) in the vol-
ume of the structure with more physical insight than the rough 
metallic approximation. Moreover, the energy distribution of 
the carrier can be derived from the energy levels found for each 
bound state. However, as shown in the last part of this chapter, 
if we only need the mean electrostatic potential of the nanocrys-
tal, the first metallic approach surprisingly gives very accurate 
results, even for nanocrystal with dimensions as small as few 
nanometers, whatever the quantity of charges in the dot.

We should keep in mind these last results as a conclusion. 
Indeed, they demonstrate that even macroscopic approaches 
can be used efficiently to predict some physical properties in 
nanostructures. For the typical case of the electrostatics of a 
semiconductor dot, there is, a priori no need to handle a com-
plex approach based on a Poisson–Schrödinger solver if the 
only unknown is the electrostatic potential of the nanodot; 
the simple metallic approach can give accurate and immediate 
results if the precision required does not exceed few hundreds 
of millivolts.

However, if quantum transport between the electrodes and 
the dot, or even inter-dot transport, has to be studied, the 
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knowledge of the energy distribution of the electrons over their 
bound-states becomes primordial and will need the use of a 
quantum treatment of the charge. This is the first point of per-
spective of this work.

The second evolution of this work would consist in taking 
into account an irregular shape of the dot. Indeed, in the range 
of sizes of the current nanodot devices, it is expected that the 
shape of the dot could have a great influence on the electro-
statics behavior. Such a study has been yet proposed in Ref. 
[24] in a 2D case, combining semi-analytical approach and 
FEM computations. The results suggest that, extended to a 3D 
case, a spherical approximation could be sufficient for some 
configurations.

appendix a: a Numerical Validation 
of the Semi-analytical approach

5.a.1  Convergence

The tests of convergence of the numerical code are done by 
repeating a numerical simulation and refining precision until 
the convergence is satisfactory. For the numerical computa-
tion of CS, there are two numerical truncations in relation 
(5.15). The first one concerns the required value of the maxi-
mum order, Lmax, ensuring the convergence of the series. The 
value of Lmax is physically constrained by the ratio a/λ2 (the 
relative size of the dot seen from the plane). In practice, a value 
of around a few units is enough to ensure convergence (to fix 
the idea let us say that Lmax ∼ 10 × a/λ2 gives good results). Lmax 
leads the discretization over θ that appears in the integration. 
This integration is assured here by a simple Riemann series 
with a finite step δθ. In practice, δθ ∼ π(10Lmax)−1 is sufficient. 
The second truncation is about the number of images taken 
in the summation over p. We denote by P0 the greatest natu-
ral integer taken for the images. The difficulty of evaluating 
correctly this summation is the fact that the generic term is 
alternating because of the factor (−1)p. Doing the summation 
described in the relations (5.15) and (5.18) for p = {−P0, …, −1, 
1, …, +P0} shows that the convergence is very slow. However, a 
little numerical arrangement allows a reasonable convergence 
of the series. Doing the same computation with an odd number 
of images p = {−P0 −1, −P0, … −1, 1, … P0} allows a convergence 
almost twice faster. An instance of this behavior is shown in 
Figure 5.22. We compare the results for the capacitance CS 
versus the greatest order P0 in the case of a summation over 
an even number of images and the case of a summation over 
an odd one. From P0 ∼ 30, the “odd” summation gives result 
that varies on the fourth digit. The “even” summation gives 
result still varying on the second digit around P0 ∼ 40, and 
still oscillating on the third digit for P0 ∼ 70. This difference 
between the two types of summation can be clearly explained 
expressing the potential on the electrodes, highlighting the 
property of symmetry of each term. The required value of P0 
is constrained by the ratio λ2/h (the relative distance between 
the border of the dot and the electrodes), but we have to verify 

a posteriori the validity of this truncation, and did not found 
heuristic law to fix it.

In Figure 5.23, we plot the result for CS versus Lmax for three 
different values of P0. The summation over p* is made for 
p* = −P0 −1, … −1, 1, …, P0. In the left figure, we see that the 
influence of P0 is weak. That is to say that each truncation can 
be  treated separately. In the zoom, in the right side of the fig-
ure, we can notice that from Lmax ≥ 8, the result varies only on 
the fourth significant digit for the both three curves. The curve 
corresponding to P0 = 15 differs from ∼0.3% from the  other 
one corresponding to P0 = 75. The difference between the curve 
P0 = 35 and P0 = 75 is on the fifth significant digit. In this 
instance, the dot is particularly big and near from the electrode 
(t1 ∼ a/15 and 2a/h ∼ 0.65). This kind of configuration is the worst 
case for convergence.

5.a.2  Numerical Validation 
with FEM approach

The numerical implementation has been finally validated com-
paring the results provided by a FEM computation over the same 
configuration. The capacitance CS and the coefficient α have been 
computed for various radius a, keeping t1 and t2 constant. The 
methodology involved for the extraction of CS and α by FEM 
calculation is exhaustively described in Ref. [24]. Let us explore 
this methodology. For each radius, Vf is computed for a given Q0 
and for a given ΔV, by an iterative process stopped on the condi-
tion of charge (relation (5.3)). This operation is repeated for each 
value of Q0 and ΔV. The linear regressions between Q0 and Vf 
(with ΔV constant) and between Vf and ΔV (with Q0 constant) 
give, respectively CS and α. The entire process is repeated for a 
new radius, giving so the results exposed in Figure 5.24.
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The two configurations are the following:

 1. t2 = 6 nm, t1 = 15 nm, h = t1 + t2 + 2a. We plot CS versus a, 
a varying from 0.5 to 30 nm.

 2. t2 = 4 nm, t1 = 15 nm, h = t1 + t2 + 2a. We plot CS versus a, 
a varying from 0.5 to 30 nm.

In Figure 5.24 are presented the results obtained by the two 
methods. Concerning CS, the agreement between the two meth-
ods is better than 1% for values of a up to 20 nm and 2% for higher 
values. This difference for great values of a may be explained by 
the methodology involved for the extraction of CS by FEM cal-
culation. For large values of radius the meshing of the structure 
becomes a critical parameter. Indeed the space has to be meshed 

far from the dot and meshed very finely near the dot. The FEM 
computation is based on the conservation of Q0. For big sphere, 
the computed floating potential may be not sufficiently constant, 
because of the meshing problem. As a conclusion for this analy-
sis, let us insist on the point that the two methods are completely 
different, and such an agreement is not frequent in numerical 
simulations.

For the coupling coefficient α, the agreement is not as satisfy-
ing as the previous comparison. We observe that the greatest dif-
ference between λ2/h and α obtained by FEM is around 10% for 
configuration (2) and around 5% for configuration (1). The FEM 
calculation pains to extract α especially for great values of a and 
small value of t2. This fact could be enlighted by the asymptotic 
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behavior of the coupling coefficient for great values of a. Whatever 
the configuration the coefficient α = λ2/(t1 + t2 + 2a) tends to the 
value 0.5, for large radius. This behavior appears earlier more 
quickly with SA than with FEM.

This instances seems to show that for great values of a (a > t2), 
FEM may have some problems of accuracy for computing those 
two parameters.

To finish this appendix, let us say that a typical calculation of 
CS by SA takes few seconds, with a non-optimized.

MATLAB•-like code, while the same extraction with FEM 
could takes several minutes.
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6.1 Introduction

Ferroelectric materials possess unique dielectric, piezoelec-
tric, pyroelectric, and electro-optic properties, which make 
them suitable for applications in various microelectronic and 
micromechanical devices (Lines and Glass 1977). Owing to 
the sustained trend toward the miniaturization of electronic 
devices, ferroelectrics are mostly used nowadays in thin-film 
form (Dawber et al. 2005, Setter et al. 2006). In particular, the 
switching of spontaneous polarization in a ferroelectric film 
is employed in low-power and fast nonvolatile random access 
memories (FeRAMs) produced for smart cards (Scott 2000, 
Ishiwara and Okuyama 2004, Kohlstedt et al. 2005a). Owing to 
their high piezoelectric and pyroelectric responses, ferroelectric 
thin films are promising for applications in various sensors and 
actuators and as the heart of microelectromechanical systems 
(MEMS) that combine Si-technology with the latest achieve-
ments in micromechanics (Scott 2007).

Numerous experimental and theoretical studies performed 
during the past decade have demonstrated that the physical 
properties of ferroelectric thin films may be very different from 
those of bulk ferroelectrics. When the film thickness or the lat-
eral size of a ferroelectric capacitor (Figure 6.1) is reduced down 
to the nanoscale range, these properties generally become size-
dependent. Therefore, the physics of nanoscale ferroelectrics 
represents an exciting field of research in solid-state physics with 
a close link to device applications. Impressive progress made 

in this field is mainly the result of the following three recent 
achievements: (1) new theoretical investigations based on the 
phenomenological Landau theory of phase transitions (Landau 
et al. 1984) and the abinitio calculations of ferroelectric crystals 
and thin films; (2) tremendous improvement in the thin-film 
technology of complex oxides by using sophisticated deposition 
techniques and pattering; and (3) the advent of advanced ana-
lytical tools. The corresponding “research triangle” is sketched 
in Figure 6.1.

The phenomenological theory of bulk ferroelectrics was 
founded in the middle of the twentieth century and proved 
to be very successful in describing the physical properties 
of these materials (Devonshire 1954, Lines and Glass 1977). 
However, this mean-field theory, which is usually termed the 
Landau–Ginzburg–Devonshire theory, cannot be directly 
applied to thin-film and nanoscale ferroelectrics. The pres-
ence of surfaces (interfaces) and considerable lattice strains 
in these material systems require significant modifications 
of this thermodynamic theory (Kretschmer and Binder 1979, 
Pertsev et al. 1998). In particular, Pertsev et al. (1998) have 
shown that the substrate-induced lattice strains may give rise 
to new polarization states and phase transitions in epitaxial 
ferroelectric thin films. Subsequent experimental studies of 
single-crystalline films grown on dissimilar substrates con-
firmed many of the theoretical predictions and demonstrated 
the importance of strain effects in ferroelectric films (Schlom 
et al. 2007).
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In addition to the advanced thermodynamic calculations, 
the past decade has been distinguished by the breakthrough 
in the first-principles density-functional theory investigations 
of ferroelectrics. Such theoretical studies, which do not involve 
any empirical input, were first performed for the two classical 
ferroelectrics, BaTiO3 and PbTiO3, and then were extended to 
other ferroelectric perovskites (Cohen 1992, King-Smith and 
Vanderbilt 1994, Waghmare and Rabe 1997). The treatment of 
ferroelectrics was greatly facilitated by the formulation of the 
correct definition of the electric polarization as a bulk quan-
tity through the Berry-phase formalism of King-Smith and 
Vanderbilt (1993) and Resta (1994). This result and the related 
Wannier-function expression (King-Smith and Vanderbilt 1994) 
make it possible to calculate the spontaneous polarization and 
its derivatives after finishing the usual total-energy calculations 
(see the review paper by Dawber et al. (2005)).

Since the current computational limitations strongly restrict 
the size of material systems that can be directly calculated from 
first principles, the modeling based on first-principles results 
plays an important role in the theoretical studies of ferroelec-
trics as well. In particular, Monte Carlo simulations using an 
effective Hamiltonian approach make it possible to extend theo-
retical predictions to finite temperatures (Diéguez et al. 2004, 
Lai et al. 2005). It should be noted that the accuracy of first-
principles calculations is still limited, which is clearly evidenced 
by the typical underestimation of the unit-cell size by about 1% 
and a substantial underestimation of the band gap of insulators. 
Despite these deficiencies and a considerable disparity between 
the size of systems studied theoretically and that of real devices, 
the ab initio calculations represent a very powerful tool for 
investigating bulk and thin-film ferroelectrics. Furthermore, 
by combining the first-principles results with the phenomeno-
logical Landau–Ginzburg–Devonshire theory, it is possible to 

develop a fruitful approach making use of the strength of both 
theories (Gerra et al. 2007, Tagantsev et al. 2008).

In parallel to important developments in the theoretical phys-
ics of ferroelectrics, we can notice essential improvements in 
thin-film growth and characterization techniques. Today, these 
improvements allow an atomic level of control of ferroelectric 
inorganic materials such as BaTiO3 and PbZrxTi1−xO3 (PZT) at 
the interfaces with lattice-matched substrates (SrTiO3, NdGaO3, 
DyScO3, etc.) and electrodes made of metal oxides (SrRuO3, 
LaSrxMn1−xO3, etc.). Molecular beam epitaxy (MBE), a sophisti-
cated method borrowed from semiconductor technology, pulsed 
laser deposition, and sputtering, is the work horse in the growth 
of thin-film ferroelectrics. Essential progress in the structural 
analysis by transmission electron microscopy and the advent of 
nanoscale scanning probe techniques of ferroelectric thin films 
led to a considerable progress in the thin-film deposition, as well 
as in the understanding of ferroelectrics at the nanometer and 
angstrom scale (Gruverman and Kholkin 2004, Schlom et al. 
2007, Jia et al. 2008).

In this chapter, we first briefly discuss the basic physics of fer-
roelectric materials and then focus on nanoscale ferroelectric 
capacitors and future prospects in this research area. Because 
of the length limit, we restrict our discussion to the class of 
inorganic ferroelectrics and related devices. Readers interested 
in ferroelectric polymers, ferroelectric liquid crystals, and fer-
roelectric II–VI mixed compounds are referred to the relevant 
publications (Weil et al. 1989, Xu 1991).

This chapter is organized in the following way. In Section 
6.2, the fundamentals of ferroelectricity are presented. Section 
6.3 is devoted to the state-of-the-art deposition and pattering 
techniques, whereas Section 6.4 describes the various aspects 
of the structural and electrical characterization of ferroelec-
tric thin films and capacitors. In Section 6.5, the most impor-
tant physical phenomena occurring in ferroelectric capacitors 
are discussed. New developments and emerging trends in the 
field of nanoscale ferroelectric devices are briefly described in 
Section 6.6.

6.2 Fundamentals of Ferroelectricity

Ferroelectricity was discovered by J. Valasek in Rochelle salt in 
1920 (Valasek 1921). The phenomenological definition of ferro-
electricity in the textbook by Lines and Class reads: “A crystal is 
said to be ferroelectric material when it has two or more orien-
tational states in the absence of an electric field. Any two of the 
orientation states are identical (or enantiomorphous) in crystal 
structure and differ only in electric polarization vector at null 
electric field” (Lines and Glass 1977). The crystal symmetry 
imposes restrictions on the existence of the spontaneous polar-
ization Ps. First, this property is not allowed in the presence 
of a center of symmetry, which excludes 11 centrosymmetric 
groups from the total set of 32 crystallographic point groups. 
Second, only 10 point groups out of the remaining 21 noncen-
trosymmetric ones posses a polar axis along which the spon-
taneous polarization may develop. This subset corresponds to 
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theories

Deposition
and patterning

Top electrode

Substrate

Ferroelectric
Bottom electrode

FIGURE 6.1 The “research triangle” summarizing the most impor-
tant developments in the field of ferroelectric thin films and devices. 
Inside the triangle, a three-dimensional sketch of a ferroelectric capaci-
tor is shown.
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pyroelectric crystals, where the build-in polarization manifests 
itself in temperature-induced changes of the total dipole 
moment of the unit cell. Ferroelectrics represents a subclass of 
pyroelectric crystals: they are distinguished from other pyro-
electric materials by their ability to switch between two or more 
stable states with different spontaneous polarization under the 
action of sufficiently strong external electric field. Indeed, this 
switching field must be lower than the breakdown field of the 
material.

Currently, about 700 ferroelectric materials are known (Scott 
2007), which can be divided into several groups in accordance with 
the microscopic origin of ferroelectricity and their atomic struc-
ture. The most important examples are ferroelectric oxides such 
as BaTiO3 and SrBi2Ta2O9, hydrogen-bonded ferroelectrics (e.g., 
KH2PO4), ferroelectric polymers like poly(vinylidenefluoride), 
and ferroelectric liquid crystals (Lines and Glass 1977, Xu 1991). 
There are many industrial applications of ferroelectric materials, 
ranging from BaTiO3 capacitors to ferroelectric-liquid-crystal 
displays for flat TV screens.

In this chapter, we focus on ferroelectric oxides with the 
perovskite structure, i.e., with the crystal structure characteristic 
of the mineral CaTiO3 found in the Ural Mountains and named 
“perovskite.” The general chemical formula for perovskite oxides 
is ABO3, where A and B represent two cations of very different 
sizes. In the cubic unit cell of a perovskite oxide, the A-type 
atoms are situated at the cube corners, the B-type atom sits at 
the cube center, and oxygen atoms are located at the face cen-
ters. In Figure 6.2, the unit cell of the perovskite oxide BaTiO3 
is shown schematically for the cubic and tetragonal phases. In 
the high-temperature cubic state, BaTiO3 is indeed paraelectric 
with a zero dipole moment of the unit cell. Below about 120°C, 
stress-free bulk crystals of BaTiO3 become ferroelectric owing to 
a small shift of the Ti4+ ion relative to the center of the surround-
ing oxygen cage, which leads to the appearance of dipole moment 
and lattice spontaneous polarization. Since the direction of this 
shift depends on temperature T, BaTiO3 has three different fer-
roelectric phases: tetragonal (10°C ≤ T ≤ 120°C), orthorhombic 
(−71°C ≤ T ≤ 10°C), and rhombohedral (T ≤ −71°C) (Jona and 
Shirane 1962).

The build-in switchable polarization P represents the most 
important physical characteristic of a ferroelectric material. 

In the thermodynamic theory of ferroelectrics, the polarization 
vector P is used as an order parameter and the additional Gibbs 
free energy density ΔG(P) of the ferroelectric phase is expanded 
in terms of the polarization components Pi (i = 1, 2, 3). For a 
stress-free tetragonal ferroelectric crystal subjected to an elec-
tric field E parallel to the polar x3 axis (P1 = P2 = 0, P3 ≠ 0), the 
Gibbs free energy Gferro can be written as

 G G a P a P a P P Eferro para= + + + + −1 3
2

11 3
4

111 3
6

3 3� ,  

where a1, a11, and a111 are the dielectric stiffness and higher-
order stiffness coefficients of the centrosymmetric paraelectric 
phase at constant stress. The dielectric stiffness a1 is given the 
linear temperature dependence a1 = (T − θ)/(2ε0C), where θ and 
C are the Curie–Weiss temperature and constant and ε0 is the 
permittivity of the vacuum. The minimization of ΔG(P3) makes 
it possible to calculate the polarization P3 of a homogeneously 
polarized crystal as a function of temperature T and applied 
field E3. When the coefficient a11 of the fourth-order polarization 
term is positive, the spontaneous polarization Ps = P3 (E3 = 0) 
remains zero down to the transition temperature Tc = θ, below 
which it increases gradually as P Ts ~ θ − . The energetics of 
this second-order ferroelectric phase transition is described 
schematically in Figure 6.3b. In contrast, at a11 < 0 and a111 > 0, 
the spontaneous polarization displays a step-like increase up to 
a value of P a ac = | | /11 1112  at T Ca ac = +θ ε0 11

2
1112/( ) . Therefore, 

a first-order ferroelectric phase transition takes place in this situ-
ation, as illustrated in Figure 6.3a.

Under an external field directed against the spontaneous 
polarization, the magnitude of P3(E3) first gradually decreases 
with increasing field intensity E3. When it reduces down to a cer-
tain minimum value Pmin, the “antiparallel” polarization state 
becomes unstable. As a result, the polarization switches by 180° 
into the direction parallel to the applied field. In the case of fer-
roelectrics with a second-order transition, P Psmin ,= / 3  and the 
critical switching field equals Eth = −(4/3)a1Pmin ∼ (θ − T)3/2. The 
field Eth represents the thermodynamic coercive field that cor-
responds to a homogeneous polarization reversal in the whole 
crystal. The polarization-field curve resulting from the thermo-
dynamic calculations is hysteretic, as shown in Figure 6.4a. The 
theoretical hysteresis loop is qualitatively similar to the experi-
mental ones, which differ mainly by a gradual polarization 
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FIGURE 6.2 Schematic representation of the unit cell of BaTiO3 in 
the paraelectric cubic (a) and ferroelectric tetragonal (b) phases.
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reversal seen in Figure 6.4b. The measured coercive fields Ec of 
bulk crystals, however, are typically several orders of magnitude 
lower than Eth, because the polarization switching develops in 
reality via the nucleation and growth of ferroelectric domains 
(Lines and Glass 1977).

When the size of a ferroelectric crystal is reduced down to 
a length scale comparable to the so-called ferroelectric cor-
relation length, its physical properties generally become size-
dependent. This feature is due to the fact that ferroelectricity 
is a collective phenomenon resulting from a delicate balance 
between long-range Coulomb forces (dipole–dipole interac-
tions), which are responsible for the ferroelectric state, and a 
short-range repulsion favoring the paraelectric state (Lines 
and Glass 1977). The scaling of physical characteristics such as 
the remanent mean polarization Pr = 〈P3(E3 = 0)〉 and coercive 
field Ec is currently in the focus of experimental and theoretical 
studies in the field of nanometer-sized ferroelectric capacitors. 
The most important results of these studies will be discussed in 
Sections 6.4 and 6.5.

6.3 Deposition and Patterning

6.3.1 General aspects

The deposition of thin films belongs to the heart of today’s 
micro- and nano-electronics. In order to grow thin films with 
desired properties, several important issues have to be consid-
ered. Besides the choice of the deposition method, a number of 
process parameters are essential, such as the background pres-
sure of the vacuum system, the deposition rate (measured in 
nm/s), the substrate material and temperature, and the composi-
tion of the material source. Furthermore, the process pressure 
is important, irrespective of the conditions in the chamber, i.e., 
the state of an ultra-high vacuum or the presence of a noble gas 
(typically argon) or reactive gases (oxygen or nitrogen). The basic 
principles of thin-film deposition are described in several text-
books (Chopra 1969, Maissel and Glang 1979, Bunshah 1994). 
Here we focus on the deposition of complex oxides by means of 
physical methods.

As already mentioned in the introduction, thin-film deposi-
tion techniques for the growth of heteroepitaxial oxides have 
made tremendous progress recently. The purpose of this sec-
tion is to give a short overview of the current status of the MBE, 
pulsed laser deposition (PLD), and sputter deposition (SD). For 
chemical-based methods, such as metal-organic chemical vapor 
deposition (MOCVD), atomic layer deposition (ALD), and 
chemical solution deposition (CSD), we refer the reader to the 
relevant papers (Oikawa et al. 2004, Kato et al. 2007, Schneller 
and Waser 2007). We also note that ferroelectric polymers 
are deposited by either a spin-on technique or the Langmuir-
Blodgett method (Ducharme et al. 2002).

Consider a planar ferroelectric capacitor sketched in Figure 
6.1. The choice of materials for the substrate, electrodes, and 
ferroelectric layer strongly depends on the application or the 
research task. For the epitaxial growth of perovskite ferroelec-
trics, single-crystalline substrates having small lattice mis-
matches with these complex oxides are preferable. At present, the 
commercially available single crystals of SrTiO3 are most popu-
lar, although other substrates such as MgO, KTaO3, GdScO3, 
and DyScO3 have also been successfully employed. When the 
ferroelectric overlayer is commensurate with a dissimilar thick 
substrate, it appears to be strained to a certain extent defined by 
the mismatch in their in-plane lattice parameters. Above some 
critical thickness, however, these lattice strains start to relax due 
to the generation of misfit dislocations (see Section 6.4).

As for the electrodes, noble metals such as Pt, Ir (also IrO2), 
and Ru are used in most device applications, e.g., in FeRAMs 
and MEMS (Kohlstedt et al. 2005a). On the contrary, conduct-
ing complex oxides were favored so far as electrode materials in 
the basic research studies of scaling effects. Prominent exam-
ples of such electrode materials are SrRuO3, LaSrxMn1−xO3, and 
LaCaxMn1−xO3, which are routinely used in the complex-oxide 
heterostructures (Eom et al. 1992, Sun 1998). A comparison of the 
advantages and disadvantages of metal and oxide electrodes shows 
a delicate trade-off. Let us compare, for instance, Pt and SrRuO3. 
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On the one hand, the resistivity of a sputtered thin-film Pt at 
room temperature (∼10 μΩ cm) is much smaller than that of 
even a high-quality SrRuO3 (≈300 μΩ cm). On the other hand, 
the screening-space-charge capacitance density, which is impor-
tant for the stabilization of ferroelectricity in ultrathin films 
(Pertsev and Kohlstedt 2007), is equal to 0.9 F/m2 for the SrRuO3 
electrode and only to 0.4 F/m2 for the Pt electrode (Pertsev et al. 
2007). This feature seems to make SrRuO3 electrodes preferable 
for nanoscale ferroelectric capacitors. In addition, the electrode 
surface roughness, crystallographic orientation of the ferroelec-
tric layer grown on a particular electrode, and the quality of the 
electrode–ferroelectric interface must be taken into account. 
Currently, conducting complex oxides are preferred for the fab-
rication of the bottom electrode, whereas the top electrode can 
be made of Pt or other noble metal as well. In the rest of this 
section, we focus on entirely complex-oxide heterostructures for 
ferroelectric capacitors.

6.3.2 Deposition techniques

6.3.2.1 Molecular Beam Epitaxy

MBE has developed from a simple evaporation technique via 
the use of ultra-high vacuum (UHV) to avoid disturbances by 
residual gases and additional incorporation of various effu-
sion (Knudson) cells as material sources. Figure 6.5 schemati-
cally shows an MBE system involving several material sources 
that allow controlled deposition of multi-element compounds. 

In  contrast to the deposition of most semiconductor materi-
als such as GaN, GaAs, and InP, the growth of oxides by MBE 
requires relatively high partial pressure of oxygen (∼10−7 mbar) 
during the deposition. This is necessary to avoid the oxygen 
deficiency in the final film, which could seriously deteriorate the 
quality of a ferroelectric capacitor. Partial pumping, the use of 
reactive oxygen (e.g., ozone), and post-annealing of the films in 
a high-pressure oxygen atmosphere (several mbar) are used to 
supply the films with a sufficient amount of oxygen.

Owing to the UHV conditions in the MBE chamber, all 
UHV surface techniques can be employed. This feature, 
indeed, constitutes the strength of MBE (Haeni et al. 2000). This 
tool offers the highest degree of freedom to apply sophisticated 
in situ analytical techniques to study films during the growth 
and just after the deposition without breaking the vacuum. 
Complex MBE systems using low-energy electron microscopy 
(LEEM) and Auger electron spectroscopy (AES), for example, 
were developed (Habermeier 2007 and Clayhold et al. 2008). 
The standard technique currently is the reflection high-energy 
electron diffraction (RHEED), which allows control of the 
surface chemistry of the last layer during the deposition. This 
technique provides an opportunity to fabricate oxide films 
with a definite termination at the surface (e.g., the BaO or TiO2 
termination in BaTiO3 films). Many groups successfully dem-
onstrated this approach (Logvenov and Bozovic 2008) with 
similar oxide materials. An obvious research goal now is to 
find correlations between atomic terminations at ferroelectric–
metal interfaces and the electrical properties of capacitors.
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An additional important feature of MBE is the low energy 
of deposited species. Indeed, the temperature of the material 
source in effusion cells or electron-beam evaporators does not 
exceed 3500 K. Hence, the corresponding thermal energy of 
the deposited species is about 300 meV. This value is an order 
of magnitude lower than the energies characterizing pulsed 
laser deposition and typical sputter deposition. Among avail-
able deposition techniques, MBE is the most flexible one with 
respect to the incorporation of analytical tools and offers the 
highest degree of atomic layer control. On the other hand, MBE 
systems are difficult to handle, considerable time is necessary 
for their maintenance, and, last but not least, special methods 
are needed to supply complex oxides with a sufficient amount 
of oxygen. Due to the highly complex machinery, experienced 
researchers working with MBE systems for years translated the 
acronym MBE as “many boring evenings.”

6.3.2.2 Pulsed Laser Deposition

PLD is a very useful and flexible tool for growing oxide materials 
(Hubler and Chrisey 1994). A sketch of a PLD system is shown 
in Figure 6.6. A pulsed laser beam, from a KrF (248 nm) or ArF 
(193 nm) excimer laser, for example, is focused on a rotating tar-
get made of an oxide material (e.g., BaTiO3, PZT, or SrRuO3). The 
oxygen gas pressure during ablation can be varied from 10−7 to 
0.5 mbar. Owing to the intense laser beam, a plasma containing 
energetic ions, electrons, neutral atoms, and molecules is formed. 
The energy density is in the range of 2–5 J/cm2 at the target surface. 
As a result, the energy of the ablated material may reach values 
well above 10 eV at the substrate surface. The wavelength of the 
used laser beam may be 248 or 193 nm (at this UV wavelength, 
the absorption in the oxide target materials is sufficiently large). 
A repetition rate of several Hz and a pulse length of 25 ns represent 
typical parameters. Initially, a serious problem of the method was 
the formation of droplets on the substrate, which can easily deteri-
orate the device properties. Currently, various methods to reduce 
this effect are known, e.g., the time-of-flight selection of ablated 

material. PLD systems are widely used for basic research studies 
of thin films. The main advantage of this method is that a certain 
film stoichiometry can be easily achieved by PLD. Many targets 
(six or more) can be placed on the target carrousel holder. In this 
way, numerous materials can be deposited without time-consum-
ing rearrangements of the deposition chamber or complicated 
source exchange procedures, as in the case of MBE or MOCVD.

6.3.2.3 Sputter Deposition

Plasma sputtering is a physical vapor deposition technique that 
has been known for 150 years since the time when W.R. Grove 
first observed the sputtering of surface atoms. Different sputtering 
techniques, such as dc- and rf-sputtering with or without a mag-
netron arrangement, have been used to grow a variety of materials. 
Figure 6.7a illustrates the principle of dc-sputtering. A potential of 
several hundred volts is applied between the target (cathode) and 
the heater (anode), accelerating positively charged ions toward 
the target. These accelerated particles sputter off the target mate-
rial, which finally arrives at the substrate. The discharge is main-
tained because the accelerated electrons continuously collide with 
the gas circulating in the chamber and ionize new atoms.

For insulating targets such as ferroelectric ones, the dc-
sputtering is not suitable. Insulating targets have to be sputtered 
using alternating electric fields to generate the plasma. Typically, 
an rf-frequency of 13.56 MHz is employed. This frequency is not 
a magic number, rather a frequency that is approved by the gov-
ernment for industrial purposes. A symmetrical arrangement of 
cathode and anode and the use of a low-frequency alternating 
field would result in similar sputtering and re-sputtering rates 
so that the film will not grow. In the case of a high-frequency 
alternating field, however, light electrons can respond to the field 
at this frequency, whereas heavy Ar+ ions see only an average 
electric field (Kawamura et al. 1999). Moreover, the geometri-
cal asymmetry between small cathodes (target side) and large 
anodes (heater and chamber) leads to a higher electron concen-
tration at the former, resulting in a self-generated dc bias that 
accelerates Ar+ ions toward the target.

The high-pressure sputtering technique of oxide materials 
was developed by Poppe et al. (1988) and served initially for the 
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FIGURE 6.6 Pulsed laser deposition system for the growth of oxide 
films: PLD setup scheme (a) and a photograph showing the ablation pro-
cess and the plasma plume (b). (From Schlom, D., Cornell University, 
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tograph of a high-pressure sputtering system (b). (From Rodríguez 
Contreras, J. et al., PhD thesis)
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growth of oxide superconductors. A planar on-axis arrange-
ment of the target and substrate is used, as shown in Figure 6.7b. 
A high sputtering pressure of 2.5–3.5 mbar, corresponding to a 
mean-free-path λmean free = 6 × 10−3 cm at 600°C and exceeding 
largely the pressure of 10−2 mbar used for conventional sputter-
ing (λmean free = 2 cm at 600°C), leads to multiple scattering of the 
negatively charged oxygen ions accelerated toward the substrate. 
As a result of the thermalization of ions, the re-sputtering of the 
deposited films, which is caused by negatively charged ions, is 
negligible. This technique yields excellent thin films due to the 
low kinetic energy (as in the case of MBE) of sputtered particles.

A disadvantage of the high-pressure sputtering technique 
could be a low deposition rate of several nanometers per hour, 
which may lead to interdiffusion at heterogeneous interfaces. 
To enhance the deposition rate, a low ionization degree of less 
than 1% of the atoms in the plasma is increased by the use of 
magnetic fields forcing electrons onto helical paths close to the 
cathode, which leads to much higher ionization probability. 
This so-called magnetron sputtering can be employed for high-
pressure sputtering (Poppe et al. 1988), as well as for conven-
tional, low-pressure sputtering (Fisher et al. 1994). Sputtering is 
routinely used as a vapor deposition method for the growth of 
complex-oxide films.

6.3.3 Patterning

The patterning of oxide heterostructures represents an impor-
tant step in the fabrication of ferroelectric capacitors with small 
lateral dimensions ranging from a few micrometers to tens of 
nanometers. As in many other areas of nanoelectronics, two dif-
ferent approaches exist for the device fabrication. A conventional 
approach relies on the well-established processes used in the mod-
ern semiconductor industry: deposition, lithography, and etching. 

Using these techniques sequentially, ferroelectric capacitors can 
be fabricated. It should be emphasized that this fabrication pro-
cedure employs the so-called top-down approach, where external 
tools are used to create a nanoscale device out of a larger structure. 
In contrast, the bottom-up approach is based on the self-organi-
zation of constituents or their positional assembly necessary for a 
desired nanodevice. Such techniques recently became very fash-
ionable (Spatz et al. 2000) because they do not require advanced 
and expensive patterning tools. The bottom-up approach has had 
considerable success, but improvements are needed to achieve 
registered arrays of devices, such as those produced by the state-
of-the-art complementary metal-oxide-semiconductor (CMOS) 
technology. In some works, mixed top-down and bottom-up 
methods were used to produce nanoscale ferroelectric dots and 
crystals (Kronholz et al. 2006, Szafraniak et al. 2008).

One of the simplest ways to fabricate ferroelectric capaci-
tors is the lift-off technique. The main steps of this technique 
are shown in Figure 6.8a. First, the bottom electrode and the 
ferroelectric layer are deposited on a substrate. A subsequent 
photo-lithographic step defines the area of the capacitor. Next, 
the top electrode is deposited, for example, by the sputter-
ing of Pt. After a lift-off in acetone, the metal with photoresist 
underneath is removed and the capacitor is ready for electrical 
characterization. Because the top interface is subjected to pho-
toresist and chemical developer during this procedure, relatively 
poor electrical properties (e.g., large leakage) are observed here 
(Rodríguez et al. 2003a and Rodríguez Contreras 2004). The 
post-annealing of capacitors at high temperatures and in an oxy-
gen atmosphere was successfully used to improve the electrical 
properties considerably (Schneller and Waser 2007).

The aforementioned drawback, however, can be avoided using 
another method, which involves the fabrication steps shown 
schematically in Figure 6.8b. Here the whole sandwich (bottom 
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FIGURE 6.8 Patterning of capacitors by lift-off technique (a) and ion beam etching (b). (Reprinted from Rodríguez Contreras, J. et al., Appl. Phys. 
Lett., 83, 126, 2003a. With permission. American Institute of Physics.)



6-8	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

electrode/ferroelectric/top electrode) is deposited without break-
ing the vacuum. Then the capacitor area is defined by a pho-
tolithographic process and dry-etching, typically using Ar ion 
beam milling. Again acetone is employed to remove the photore-
sist from the top electrode. Although this method delivers better 
electrical interface properties than the first one, etch residuals 
at the sidewalls of the mesa can cause short-circuiting along the 
sidewall from the top electrode to the bottom one. An etch stop 
right after reaching the top surface of the ferroelectric can avoid 
this problem in a simple way. Ion-beam etching is the preferred 
method for the studies of scaling effects, because it results in the 
smallest degradation at the top electrode–ferroelectric interface.

A more complex procedure should be used to pattern oxide tunnel 
junctions. As shown in Figure 6.9, three photo-mask steps in total 
allow the fabrication of tunnel junctions by conventional photoli-
thography and ion-beam etching (Sun 1998). First, the whole layer 
sequence such as the SrRuO3(20 nm)/BaTiO3(2 nm)/SrRuO3(20 nm) 
trilayer is deposited in situ. Using a photolithographic step and ion-
beam milling, the shape of the bottom electrode is defined. Here 
the whole trilayer has to be etched down to the substrate. Next, the 
tunnel junction is defined by the second photo-mask step and an 
etching down to the bottom electrode. The subsequent deposition 
of SiO2 is needed to isolate the surroundings of the mesa. A third 
photo-mask step and the deposition of the wiring layer complete 
the fabrication of a tunnel junction. Figure 6.9e shows the top view 
of the junction layout. The four-point probe arrangement, which 
avoids electrical artifacts during current-voltage measurements, is 
essential (Rodríguez et al. 2003b and Rodríguez Contreras 2004).

6.3.4  Current trends in Deposition 
and Patterning

The physical vapor deposition methods described above make it 
possible to grow complex oxides with a high structural quality 
and a low surface roughness. Further developments in this field 

involve combinatorial PLD and MBE systems for the fabrication 
of epitaxial layers with composition gradients and wedge-like 
films with a thickness varying across the substrate (Nicolaou 
et al. 2002, Ohtani et al. 2005, Habermeier 2007). This interest-
ing approach helps to reduce run-to-run uncertainties and allows 
the variation of certain film parameters in a single deposition run 
while keeping other conditions fixed.

New patterning methods can be developed as well, in par-
ticular, a combination of conventional top-down methods and 
bottom-up techniques. It should be noted that electron beam 
lithography has been used to produce capacitors with nanoscale 
dimensions (Szafraniak-Wiza et al. 2008). Focused ion-beam 
direct-writing techniques already showed their strength, but 
they suffer from sidewall contaminations at the mesa structure 
created by etching ions or atoms, e.g., Ga (Hambe et al. 2008).

6.4  Characterization of Ferroelectric 
Films and Capacitors

6.4.1 rutherford Backscattering Spectrometry

Rutherford backscattering spectrometry (RBS) is an accurate 
nondestructive technique for measuring the stoichiometry, layer 
thickness, quality of interfaces, and crystalline perfection of 
thin films. RBS offers a quantitative determination of the abso-
lute concentrations of different elements in multi-elemental thin 
films. A collimated mono-energetic beam of low-mass ions hits 
the specimen to be analyzed. Typically, He+ ions with energy of 
1.4 MeV are used in RBS experiments. A small fraction of the 
ions that impinge on the sample is scattered back elastically 
by the atomic nuclei and are then collected by a detector. The 
detector determines the energy of the backscattered ions, which 
provides an RBS energy spectrum. The RBS spectra describe the 
yield of backscattered particles as a function of their energy. The 
analysis of RBS spectra is done using modern software. A more 
detailed description of the technique is given by Chu et al. (1978).

In the so-called random experiments, the ion beam is not 
aligned with respect to the crystallographic directions of the 
specimen. The energy distribution of the collected ions provides 
information on the masses of atoms constituting the sample and 
on the thicknesses of deposited layers. Information on the sharp-
ness of interfaces between these layers is given by the abruptness 
of the low-energy edge in the “random” spectrum.

Epitaxial films usually have the same major channeling axis 
as the substrate. The degree of epitaxy is determined from ion 
channeling experiments by a ratio of the elemental signals from 
the film for the channeled and random sample orientations. 
This ratio is called the “minimum yield,” χmin, and its value pro-
vides information on the crystalline perfection of a film. Defects 
inside the film lead to higher values of χmin.

6.4.2 X-ray Diffraction for thin-Film analysis

X-ray diffraction (XRD) represents a powerful tool for the 
 characterization of thin films. It can be used to determine whether 
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FIGURE 6.9 Patterning of tunnel junctions with the aid of photoli-
thography and ion beam etching. (From Rodriquez Contreras, J. et al., 
Mater. Res. Soc. Symp. Proc., 688, C8.10, 2002. With permission.)
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the film grown on a crystalline substrate is amorphous, polycrys-
talline, or single-crystalline (epitaxial growth). Moreover, this 
technique makes it possible to determine the film thickness, lat-
tice parameters, and the amount of strain in an epitaxially grown 
film with a high precision.

In particular, the 2θ scans performed at a fixed glancing inci-
dent angle of the incoming x-ray beam (in the range of 0.5°–2°) 
are suited for the investigations of polycrystalline films, since 
the spectrum contains only the peaks coming from the XRD 
of randomly oriented crystallites. (The single-crystal substrate 
does not contribute to the XRD because the Bragg condition is 
not satisfied for this angle of incidence.) For (001)-oriented epi-
taxial films, the normal θ–2θ scans reveal only the (00l) reflec-
tions. Thus, we can distinguish between an epitaxial film on a 
crystalline substrate and a polycrystalline one. Moreover, from 
the 2θ position of these reflections, one can precisely determine 
the out-of-plane lattice parameter. Once this parameter is mea-
sured, the in-plane lattice constants could be determined as well 
by finding the peak positions of the (h0l) reflections, for exam-
ple. For ultrathin films, however, this becomes difficult because 
of the overlap with substrate peaks. Therefore, the grazing inci-
dence diffraction, which is characterized by a low penetration 
depth of the incoming x-ray beam, has to be used to measure the 
in-plane lattice constants of ultrathin films.

The amount of strain in an epitaxial film can be nicely visualized 
by the reciprocal space maps measured, for example, around an 
asymmetric (103) reflection. These maps can indicate whether the 
film is fully strained by the substrate or is partially relaxed owing 
to the generation of misfit dislocations. Representative reciprocal 
space maps of strained and relaxed epitaxial BaTiO3 films grown 
on SrRuO3-covered SrTiO3 substrates are given in Figure 6.10a 
and b. The out-of-plane and in-plane lattice parameters of BaTiO3 
films extracted from such maps are plotted in Figure 6.10c as a 
function of the film thickness t (Petraru et al. 2007). It can be seen 
that ultrathin films with t < 30 nm are commensurate with the 
substrate, which results in a compressive biaxial in-plane strain 
and an out-of-plane elongation of the unit cell.

The synchrotron x-ray scattering measurements give addi-
tional possibilities for the characterization of ultrathin films 
(Fong et al. 2005). In particular, it was demonstrated that elec-
trode-free PbTiO3 films grown on SrTiO3 remain ferroelectric for 
thicknesses down to only 3 unit cells (Fong et al. 2004).

Finally, we note that the film thickness itself can be measured 
precisely using the x-ray specular reflectivity method based on 
interference fringes whose spacing is characteristic for this thick-
ness (Fewster 1996). This method can be applied to films with 
any structure, crystalline or amorphous, but requires a flat sur-
face over the region studied. It was demonstrated to work even 
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in the case of ultrathin films with thicknesses down to 24 Å. The 
amplitude of oscillations depends mainly on the density contrast 
between the layers, and the number of oscillations correlates with 
the roughness of the surface and interfaces involved. In the case 
of rough surfaces, the average intensity of reflectivity decreases 
rapidly with an increasing 2θ angle (Nevot and Croce 1980). For 
epitaxial films, high-angle finite-size oscillations occurring in 
the θ–2θ scans around the (001) peak allow determination of 
the number of planes involved in the diffraction, and, therefore, 
of the film thickness (Schuller 1980). Examples of the low- and 
high-angle finite-size oscillations are given in Figure 6.11.

6.4.3  Ferroelectric Capacitors: P-E 
Hysteresis Loop Measurements

A ferroelectric capacitor usually displays a polarization-field 
(P-E) hysteresis loop similar to that shown in Figure 6.4b. There 
are several techniques that are used to measure the P-E loops of 
ferroelectric capacitors. The simplest method employs a circuit 
proposed by Sawyer and Tower, which is shown schematically 
in Figure 6.12a. The circuit consists of a fixed capacitor with 
known capacitance, the test ferroelectric capacitor, an oscillo-
scope, and a function generator. The method relies on the fact 
that two capacitors in a series have the same charge. The ac 
voltage created by the generator and the potential across the 
standard capacitor are shown on the x- and y-axes of the oscil-
loscope. The capacitance of the standard capacitor is chosen to 
be large enough so that the voltage drop across this capacitor is 
much smaller than the potential difference across the tested fer-
roelectric capacitor.

Another method uses a fast current-to-voltage converter con-
nected in series with the ferroelectric capacitor (see the circuit 
shown in Figure 6.12b). In this case, the current-voltage curve is 
measured as a response of the ferroelectric capacitor to a triangular 
signal excitation. It is very useful to look at the switching current 

peaks that appear in this curve in order to distinguish the fer-
roelectric switching from artifacts, especially in the case of leaky 
ferroelectric samples. By numerical integration of the current over 
the time, the classical P-E hysteresis loop is obtained, from which 
the remanent polarization and the coercive field can be deter-
mined. The remanent polarization of nanoscale SrRuO3/BaTiO3/
SrRuO3 capacitors fabricated on the SrTiO3 substrate is shown in 
Figure 6.13 as a function of the BaTiO3 thickness t (Petraru et al. 
2008). Remarkably, even at t = 3.5 nm, the strained BaTiO3 film 
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remains ferroelectric and has a remanent polarization larger than 
the spontaneous polarization Ps = 26 μC/cm2 of bulk BaTiO3. The 
coercive field Ec of BaTiO3 capacitors relatively weakly depends 
on the thickness t (Jo et  al. 2006b), which contrasts with a strong 
increase of Ec (Figure 6.14) in ultrathin PZT capacitors with Pt 
top electrodes (Pertsev et al. 2003b).

Ferroelectric capacitors are often rather leaky, because thin 
films, especially at small thicknesses, are not perfect insula-
tors. The conduction here results from the Schottky injection 
or Fowler–Nordheim tunneling through the interfacial barrier 
followed by the charge transport across the film via the Poole–
Frenkel conduction mechanism, space-charge-limited conduc-
tion, or variable range hopping (Dawber et al. 2005). The leakage 
contribution to the total current can be singled out with the 
aid of the positive-up negative-down (PUND) pulsed method 
(Smolenskii et al. 1984). It involves the application of a series of 
voltage pulses from a function generator and the measurement 

of the transient current response of a ferroelectric device, which 
allows the separation of different contributions. As a representa-
tive example, we consider the sequence of five train pulses shown 
in Figure 6.15. The first one (0) is the pre-polarization pulse—it 
puts the sample into a definite polarization state. The pulse (1) 
switches the polarization of the sample, and its current response 
is the sum of the ferroelectric displacement current caused by the 
switching of spontaneous polarization, the dielectric displace-
ment current, and the leakage current. The pulse (2) has the same 
polarity but comes after a certain delay time. Therefore, in case 
of a stable polarization, the current response contains only the 
components arising from the dielectric response and leakage cur-
rent. In order to find the switchable polarization (the quantity of 
primary interest), the current response due to pulse (2) is sub-
tracted from the current created by pulse (1), and the result is 
numerically integrated over the measuring time. Moreover, this 
method makes it possible to study the stability of ferroelectric 
polarization against back-switching. To that end, we can vary the 
delay time between pulses (1) and (2) and determine the relax-
ation time of the polarization. A similar analysis can be done for 
currents resulting from pulses (3) and (4) applied to the capacitor 
with opposite polarization.

6.4.4  Scanning Probe techniques: 
atomic Force Microscopy and 
Piezoresponse Force Microscopy

Atomic force microscopy (AFM) is one of the most widely used 
scanning probe microscopy (SPM) techniques (Garcia and Perez 
2002). The primary purpose of an AFM instrument is to quan-
titatively measure the roughness of various surfaces. The lateral 
and vertical resolutions are typically about 5 and 0.01 nm, respec-
tively. An atomically sharp tip is scanned over a surface with 
feedback mechanisms that enable the piezoelectric scanners to 
maintain the tip at a constant force (to obtain height information) 
or height (to obtain force information) above the sample surface.

Tips are typically made of Si3N4 or Si and extend down from 
the  end of a cantilever. The AFM head employs an optical 
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detection system, in which the tip is attached to the bottom of a 
reflective cantilever. A laser diode is focused onto the back of this 
cantilever. As the tip scans the surface of a sample, the laser beam 
is deflected by the cantilever into a four-quadrant photodiode. In 
contact mode, feedback from the photodiode difference signal, 
through the software control from a computer, enables the tip to 
maintain either a constant force or a constant height above the 
sample. In the constant force mode, the piezoelectric transducer 
monitors real-time height variations. In the constant height mode, 
the deflection force acting on the tip is recorded. The instrument 
gives a topographical map of the sample surface by plotting the 
local sample height versus the horizontal probe tip position. For 
many soft materials like polymers and biological samples, the 
operation in contact mode often modifies or destroys the surface. 
These complications can be avoided using the tapping-mode AFM. 
In tapping mode, the AFM tip–cantilever assembly oscillates at 
the sample surface during the scanning. As a result, the tip lightly 
taps the surface while scanning and only touches the sample at 
the bottom of each oscillation. This prevents damage of soft speci-
mens and avoids the “pushing” of specimens along the substrate. 
By using a constant oscillation amplitude, a constant tip–sample 
distance is maintained until the scan is complete. Tapping-mode 
AFM can be performed on both wet and dry surfaces.

Scanning probe microscopy techniques also offer several dif-
ferent possibilities for the investigation of domain patterns in 
crystals. For imaging domain structures in ferroelectrics, piezo-
response force microscopy (PFM) is most widely used nowadays 
(Figure 6.16). Introduced in 1992 by Güthner and Dransfeld 
(1992), the PFM method has been developed by several groups to 
visualize domain structures in ferroelectric thin films. It became 
a popular tool in the science and technology of ferroelectrics and 
is considered to be a main instrument for getting information 
on ferroelectric properties at the nanoscale. Several reviews on 

the SPM-based methods for the characterization of ferroelectric 
domains are available in the literature (Gruverman and Kholkin 
2004, Kholkin et al. 2007).

Ideally, when a modulation voltage V is applied to a piezoelec-
tric material, the vertical displacement of the probing tip, which 
is in mechanical contact with the sample, accurately follows the 
motion of the sample surface resulting from the converse piezo-
electric effect. The applied voltage V generates an electric field 
E(r) in the ferroelectric film, which creates the lattice strain δu3 = 
d13E1 + d23E2 + d33E3 in the film thickness direction. Here, dij are 
the local piezoelectric coefficients of the ferroelectric material, 
which depend on the polarization orientation. The strain field 
δu3(r) changes the film thickness at the tip position by an amount 
δt so that the local piezoresponse signal proportional to δt(V) 
can be recorded. The amplitude of the tip vibration measured 
by the lock-in technique provides information on the effective 
piezoelectric coefficient d t V33

eff /= δ . The phase yields infor-
mation on the polarization direction in a studied ferroelectric 
domain (Rodriguez et al. 2002). It should be noted that not only 
the surface electromechanical response but also the electrostatic 
forces could contribute to the measured signal in the PFM setup, 
which complicates the analysis of the PFM results. In particular, 
there exists a nonlocal contribution caused by the capacitive can-
tilever–sample interaction (Kalinin and Bonnell 2002).

Most PFM measurements are performed in a local-excitation 
configuration where the modulation voltage is applied between 
the bottom electrode and conductive SPM tip, which scans the 
bare surface of the film having no top electrode. In this case, the 
PFM image has a lateral resolution of about 10 nm (Gruverman 
et al. 1998). It should be noted that the electric field generated by 
the SPM tip in such film is highly inhomogeneous, which makes 
the quantitative analysis of the field-induced signal extremely 
difficult. In other words, PFM measurements on a sample 

0 2 × 10–5 4 × 10–5 6 × 10–5 8 × 10–5 1 × 10–4
–6

–4

–2

0

2

4

6

0 5 × 10–6
0

70

2P
r (

μC
/c

m
2 )

Time (s)

Switchable polarization
Ex

ci
ta

tio
n 

sig
na

l (
V

)

Time (s)

Excitation

–5 × 10–3

0

5 × 10–3

0 5 × 10–6

0

5 × 10–3

Cu
rr

en
t (

A
)

Time (s)

P1
P2
Subtracted

Response

Cu
rr

en
t r

es
po

ns
e (

A
)

0

1 2

3 4

FIGURE 6.15 Measurements of switchable ferroelectric polarization by the PUND pulsed method. The excitation signal consists of five pulses 
denoted by thin lines, and the current response is shown by a thick line. The upper inset demonstrates the switching (1) and nonswitching (2) cur-
rent responses. The integration of their difference gives the switchable polarization plotted in the lower inset.



Nanometer-Sized	Ferroelectric	Capacitors	 6-13

without extended top electrodes collect signals from a subsurface 
layer of unknown thickness that is a function of dielectric per-
mittivity and contact conditions (Gruverman et al. 1998).

Alternatively, a ferroelectric film with a deposited top elec-
trode may be studied at the expense of a lower lateral resolution. 
By applying a voltage to the SPM tip contacting the top elec-
trode, a submicron variation of piezoelectric properties in PZT 
capacitors was demonstrated (Christman et al. 2000, Setter et al. 
2006). Under these conditions, a homogeneous electric field is 
generated in a ferroelectric layer, and the electrostatic tip–sam-
ple interaction is suppressed. This approach allows the inves-
tigations of domain-wall dynamics and polarization reversal 
mechanisms in ferroelectric capacitors and quantitative studies 
of the scaling of piezoelectric properties in ultrathin ferroelec-
tric films. In particular, it was found (Nagarajan et al. 2006) that 

the piezoelectric coefficient d33 of epitaxial PbZr0.2Ti0.8O3 films 
sandwiched between SrRuO3 electrodes decreases rapidly as the 
thickness is reduced from 20 to 5 nm (see Figure 6.17).

6.5  Physical Phenomena in 
Ferroelectric Capacitors

There are several physical effects that make the phase states and 
electric properties of thin-film ferroelectric capacitors different 
from those of bulk ferroelectrics. First, the ferroelectric film is 
generally subjected to an in-plane straining and clamping due 
to the presence of a dissimilar thick substrate. Second, an inter-
nal electric field exists in the capacitor, which depends on the 
electrode material and the film thickness. Third, the scaling of 
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physical properties may result from the short-range interatomic 
interactions at the film–electrode interfaces. The current status 
of the theoretical description of these effects in thin films of 
perovskite ferroelectrics is given below.

6.5.1 Strain Effect

Owing to the electrostrictive coupling between lattice strains 
and polarization, the mechanical film–substrate interaction may 
strongly affect the physical properties of ferroelectric thin films 
(Pertsev et al. 1998). In a film deposited on a dissimilar thick 
substrate, the in-plane strains u1, u2, and u6 are totally governed 
by the substrate, whereas the stresses σ3, σ4, and σ5 are usually 
equal to zero. (We use the Voigt matrix notation and the ref-
erence frame with the x3 axis orthogonal to the film surfaces.) 
Under such “mixed” mechanical boundary conditions, the equi-
librium polarization state corresponds to a minimum of the 
modified thermodynamic potential G∼ (Pertsev et al. 1998), but 
not of the standard elastic Gibbs function G (Haun et al. 1987). 
In the most important case of a film grown in the (001)-oriented 
cubic paraelectric phase on a (001)-oriented cubic substrate 
(u1 = u2 = um, u6 = 0), the stability ranges of different polarization 
states can be conveniently described with the aid of two-dimen-
sional phase diagrams, where the misfit strain um = (b − a0)/a0 
and temperature T are used as two independent parameters 
(a0 is the equivalent cubic cell constant of the free standing film 
and b is the substrate lattice parameter). Such “misfit strain-
temperature” diagrams were developed with the aid of thermo-
dynamic calculations for single-domain BaTiO3, PbTiO3, and 
Pb(Zr1−xTix)O3 (PZT) films (Pertsev et al. 1998, 2003a). Since the 
substrate-induced strains lower the symmetry of the paraelec-
tric phase from cubic to tetragonal, the film polarization state 
may be very different from the ferroelectric phases observed in 
the corresponding bulk material (see Figure 6.18).

At large negative misfit strains, films of perovskite ferroelectrics 
stabilize in the tetragonal c phase with the spontaneous polar-
ization Ps orthogonal to the film–substrate interface, whereas at 
large positive strains the orthorhombic aa phase forms, where 
Ps is directed along the in-plane face diagonal of the prototypic 
cubic cell. At low temperatures, the stability ranges of the c and aa 
phases are separated by a “monoclinic gap,” where the monoclinic 
r phase with three nonzero polarization components Pi becomes 
the energetically most favorable state. These predictions of the 
thermodynamic theory were confirmed by the first-principles 
calculations (Bungaro and Rabe 2004, Diéguez et al. 2004).

It should be emphasized that the orthorhombic and mono-
clinic phases do not exist in the bulk PbTiO3 crystals, where only 
the tetragonal ferroelectric state is stable (Haun et al. 1987). In the 
case of BaTiO3, the aa phase may be compared with the ortho-
rhombic phase forming in the bulk crystal in the low-temperature 
range between 10°C and −71°C, whereas the r phase can be 
regarded as a distorted modification of the rhombohedral phase 
that exists in a free crystal below −71°C (Jona and Shirane 1962).

The most remarkable manifestation of the strain effect 
appears in thin films of strontium titanate. In a mechanically 
free state, bulk SrTiO3 crystals remain paraelectric down to zero 
absolute temperature despite a strong softening of the transverse 
optic polar mode near T = 0 K (Müller and Burkard 1979). The 
thermodynamic calculations show that this “incipient ferroelec-
tricity” exists in epitaxial SrTiO3 films grown on dissimilar cubic 
substrates only at small misfit strains ranging from −2 × 10−3 to 
−2 × 10−4 (Pertsev et al. 2000). Outside this “paraelectric gap,” 
the ferroelectric phase transition takes place in the SrTiO3 film at 
a finite temperature, which rises rapidly with the increase of the 
strain magnitude. The predicted phenomenon of strain-induced 
ferroelectricity was observed experimentally in SrTiO3 films 
grown on (110)-oriented DyScO3, which were found to display 
ferroelectric properties at room temperature (Haeni et al. 2004).
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The strain-induced increase of the temperature Tc, at which 
the paraelectric to ferroelectric phase transition takes place, is 
characteristic of all studied perovskite ferroelectrics (Pertsev et al. 
1998, 2003a). In addition, the two-dimensional clamping of the 
film by a thick substrate may change the order of this transition 
(Pertsev et al. 1998). Strong dependence of Tc on the misfit strain 
um explains the very high transition temperatures observed in epi-
taxial films grown on dissimilar substrates (Choi et al. 2004, He 
and Wells 2006).

The magnitude of the spontaneous polarization is also sensi-
tive to the lattice strains. This effect is especially pronounced in 
ferroelectric films grown on “compressive” substrates (um < 0), 
where the polarization Ps is orthogonal to the film surfaces. For 
fully strained BaTiO3 films grown on SrTiO3 (um = –2.6%), the 
thermodynamic theory predicts Ps = 35 μC/cm2, which is close 
to the experimental values of 43–44 μC/cm2 (Kim et al. 2005, 
Petraru et al. 2007). Remarkably, the film polarization exceeds the 
polarization Pb = 26 μC/cm2 of bulk BaTiO3 significantly. At the 
same time, the strain sensitivity of polarization in highly polar 
Pb-based perovskites, where the ferroelectric ionic displacements 
are already large in the bulk, is relatively low (Lee et al. 2007).

The enhancement of polarization Ps and the decrease of the 
in-plane permittivity ε11 in the strained c phase (Koukhar et al. 
2001) should lead to a considerable increase of the coercive 
field Ec in thin films (Pertsev et al. 2003b). From the Landauer 
model of domain nucleation (Landauer 1957) it follows that 
E Pc s~ / / /γ ε6 5

11
1 5 3 5/( ) , where γ ~ Ps

3  is the domain-wall energy. 
Hence, the coercive field E Pc s~ /3

11
1 5/ε  of BaTiO3 films grown on 

SrTiO3 (ε11 ≈ 170) may be about eight times larger than that of the 
bulk crystal (ε11 ≈ 3600). Although it is certainly a very strong 
increase, the strain effect alone cannot explain the observed 
drastic difference between the measured coercive fields Ec ∼ 
150–300 kV/cm of epitaxial BaTiO3 films (Jo et al. 2006b, Petraru 
et al. 2007) and the bulk Ec ∼ 1 kV/cm.

Finally, it should be noted that ferroelectric properties of epi-
taxial thin films may strongly depend on the orientation of the 
crystal lattice with respect to the substrate surface. In particu-
lar, the phase states and dielectric properties of single-domain 
PbTiO3 films with the (111)-orientation of the paraelectric phase 
were found to be very different from those of the (001)-oriented 
films (Tagantsev et al. 2002).

6.5.2 Depolarizing-Field Effect

When the polarization charges ρ = −div P existing at the film 
surfaces are not perfectly compensated for by other charges, 
an internal electric field appears in the ferroelectric layer 
(Figure  6.19). This “depolarizing” field Edep may be significant 
even in short-circuited ferroelectric capacitors with perfect inter-
faces because the electronic screening length in metals is finite 
(Guro et al. 1970, Mehta et al. 1973).

For a homogeneously polarized film, the electrostatic cal-
culation gives Edep = −P3/(ε0εb + cit), where P3 is the equilib-
rium out-of-plane polarization in the film of thickness t, ε0 
is the permittivity of the vacuum, εb ∼ 10 is the background 

dielectric constant of a ferroelectric material (Tagantsev and 
Gerra 2006), and ci is the total capacitance of the screening 
space charge in the electrodes per unit area (Ku and Ullman 
1964). When P1 = P2 = 0 (the c phase), the polarization P3(t) can 
be calculated from the nonlinear equation of state ∂G∼/∂P3 = 0 
written for a strained film with an internal field Edep. Since the 
capacitance ci affects the polarization only via the product cit, 
the dependencies P3(t) corresponding to different electrode 
materials can be described by one universal curve P3(teff). Here 
the effective film thickness teff may be defined as teff = (ci/c1)t, 
where c1 = 1 F/m2.

Figure 6.20 shows the dependencies P3(teff) calculated for fully 
strained PZT 50/50 and BaTiO3 films grown on SrTiO3 (Pertsev 
and Kohlstedt 2007). It can be seen that the spontaneous polar-
ization decreases in thinner films and vanishes at a critical film 
thickness t0. In the case of capacitors with SrRuO3 electrodes 
(ci = 0.444 F/m2), the thickness t0 is about 2 nm for PZT 50/50 films 
and about 2.6 nm for BaTiO3 films. However, the size-induced 
phase transition at t0, also predicted by the first-principles cal-
culations (Junquera and Ghosez 2003), cannot be observed in 
reality since at a slightly larger film thickness tc < 3 nm the single-
domain ferroelectric state becomes unstable and transforms into 
the 180° polydomain state (Pertsev and Kohlstedt 2007).

The experimental studies of ultrathin BaTiO3 films (Kim et al. 
2005, Petraru et al. 2008) showed that the remanent polarization 
decreases monotonically with decreasing thickness at t < 30 nm, 
where the misfit strain becomes constant. This behavior is simi-
lar to the dependence shown in Figure 6.20, but the thermody-
namic theory does not provide a precise quantitative description 
of the experimental data (Kim et al. 2005, Petraru et al. 2008). 
The first-principles calculations performed by Junquera and 
Ghosez (2003) also cannot explain the measured dependence 
quantitatively (Kim et al. 2005).
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For BaTiO3 capacitors with SrRuO3 electrodes, the depolariz-
ing field Edep has been evaluated experimentally as well and was 
found to increase dramatically with decreasing film thickness 
(Kim et al. 2005). Such a strong rise is consistent with the theoreti-
cal thickness dependence of Edep shown in Figure 6.20, which was 
calculated with the account of the polarization variation P3(teff). 
The predicted saturation of the depolarizing field and its decrease 
in ultrathin films, however, were not observed. In this thickness 
range, the single-domain state becomes unstable (Pertsev and 
Kohlstedt 2007), and the mean value of the depolarizing field 
vanishes due to the formation of 180° domain structure.

The presence of a depolarizing field in a capacitor is expected 
to affect the shape of polarization-voltage (P-V) hysteresis loops 
and the magnitude of coercive fields (Tagantsev and Gerra 2006, 
Jo et al. 2006a,b). Indeed, a simple calculation shows that imper-
fect compensation of polarization charges at the interfaces not 
only reduces the remanent polarization, but also leads to a tilt of 
the hysteresis loop (Tagantsev and Gerra 2006). The influence of 
Edep on the magnitude of the coercive field seems to be less pro-
nounced. An accurate electrostatic modeling of the polarization 
switching on the macroscopic level indicates that Ec reduces with 
decreasing film thickness, but only when the P-V loop is not sat-
urated (Tagantsev and Gerra 2006). In the limit of high ampli-
tudes of the driving field applied to a capacitor, the influence of 
the depolarizing field on Ec disappears. This feature is explained 
by the absence of voltage drop across the metal–ferroelectric 
interface at E = Ec, where the macroscopic polarization P(E) goes 
to zero by definition.

At the same time, Jo et al. (2006a,b) proposed that the depo-
larizing field may strongly reduce the potential barriers hinder-
ing polarization switching in ultrathin films. Such reduction 
may happen at the early stage of switching, when the macro-
scopic polarization P is large, but the influence of Edep becomes 

negligible in a film with P = 0. Therefore, it is not clear whether 
the coercive field changes. It would decrease if the switching 
develops as an “avalanche” process after the nucleation of a few 
reversed domains. On the contrary, the change of Ec should be 
small when the applied field must increase significantly in the 
course of switching to facilitate further domain nucleation or 
domain-wall motion.

It should be noted that the nucleation of reversed domains 
in a perfect bulk crystal is impossible since the activation 
energy is many orders of magnitude larger than the thermal 
energy (Landauer’s paradox). Jo et al. (2006a) suggested that 
such “homogeneous” domain nucleation becomes possible in 
ultrathin ferroelectric films, where the field-dependent activa-
tion energy decreases dramatically due to strong depolarizing 
fields. This conclusion, however, is based on a rough estimate 
of the activation energy obtained in the approximation of a 
homogeneous depolarizing field, which is valid for a single-
domain film only.

Domain nucleation is evidently easier near crystal surfaces, 
ferroelectric–electrode interfaces, and lattice defects. Gerra 
et al. (2005) proposed that the interface coupling between a 
ferroelectric layer and electrodes changes its sign after the 
polarization reversal and, therefore, stimulates the switching. 
According to their model, the surface-stimulated nucleation 
may reduce the coercive field of BaTiO3 down to a value two 
orders of magnitude smaller than the thermodynamic coercive 
field. High local electric fields Eloc >> E created by spikes on 
the electrodes may also permit the domain formation at small 
applied fields E. Besides, residual domains probably exist in fer-
roelectric films, especially in polycrystalline ones. The growth 
of these domains may play an important role in the polarization 
switching, as it happens in ferroelectric polymers (Pertsev and 
Zembilgotov 1991).
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6.5.3 Intrinsic Size Effect in Ultrathin Films

Since the unit cells adjacent to the film–electrode interfaces have 
an atomic environment different from that of the inner cells, the 
ferroelectric polarization may depend on the film thickness even 
in the absence of a depolarizing field. This “intrinsic” size effect 
can be described with the aid of a modified thermodynamic 
theory based on the concept of extrapolation length (Kretschmer 
and Binder 1979). In this theory, the total energy of the ferro-
electric layer involves an additional surface contribution, and the 
polarization distribution across the film, in general, is taken to be 
inhomogeneous.

In the most important case of the (001)-oriented film grown 
on a compressive substrate (P1 = P2 = 0, P3 ≠ 0), the polariza-
tion profile P3(x3) can be calculated from the Euler–Lagrange 
equation (Zembilgotov et. al. 2002). For a film having the same 
atomic terminations at both surfaces and sandwiched between 
identical electrodes, the boundary conditions can be writ-
ten as dP3/dx3 = Pb/δ at x3 = 0 and dP3/dx3 = −Pb/δ at x3 = t, 
where Pb is the polarization value at the film boundaries and 
δ is the extrapolation length. The polarization suppression 
(enhancement) near the film surfaces is described by posi-
tive (negative) values of the extrapolation length. In a weakly 
conducting ferroelectric, such as BaTiO3 or PbTiO3, the inner 
polarization charges ρ  =  −dP3/dx3 are largely compensated 
by charge carriers so that the associated depolarizing field 
should be negligible. In this case, the spatial scale of polariza-
tion variations is determined by the ferroelectric correlation 
length ξ* *= g a11 3/  of a strained film, and the strength of 
the intrinsic size effect is governed by the ratio ξ*/|δ|. (Here 
g11 and a um*( )3  are the coefficients of the gradient term and 
the renormalized second-order polarization term in the free 
energy expansion, respectively.)

The numerical calculations demonstrate that the polarization 
suppression in the surface layers reduces the temperature Tc of 
ferroelectric transition at a given misfit strain um. This reduction, 
however, is significant only in ultrathin films with thicknesses 
about a few ξ*(T = 0). Below the transition temperature Tc(um), 
the mean polarization reduces with decreasing film thickness 
and vanishes at a critical thickness tc ≈ ξ* (Zembilgotov et  al. 
2002). Thus, the intrinsic surface effect may lead to a size-
induced ferroelectric to paraelectric transformation.

Since the discussed thermodynamic theory is a continuum 
theory, it is valid only when the characteristic length ξ* of the 
polarization variations is larger than the interatomic distances. 
In the case of a negligible depolarizing field, this condition is 
satisfied at least near the transition temperature Tc because the 
coefficient a*3  goes to zero at this temperature (Pertsev et al. 
1998). The situation, however, changes dramatically in a perfectly 
insulating ferroelectric, where the uncompensated polarization 
charges ρ = −div P inside the film create a nonzero depolariz-
ing field (Kretschmer and Binder 1979, Tagantsev et al. 2008). 
The characteristic length of polarization variations becomes 

ξ ε εd bg a* / * ( )= + −
11 3 0

1 , which, in contrast to ξ*, does not

increase significantly near Tc. Since ξd
* .∼ 0 1nm only, the con-

tinuum approach based on the concept of extrapolation length 
cannot be used to describe the surface effect in perfectly insulat-
ing perovskite ferroelectrics (Tagantsev et al. 2008).

In the latter case, however, the ferroelectric film may be 
assumed to be homogeneously polarized in the thickness direc-
tion, and the intrinsic size effect can be described with the aid of 
a phenomenological approach as well (Tagantsev et al. 2008). To 
that end, the film free energy is written as the sum of the “bulk” 
and “surface” contributions, each represented by a polynomial in 
terms of ferroelectric polarization. In general, the surface contri-
bution should involve not only the even-power terms, but also the 
odd-power terms, because the surface breaks the inversion sym-
metry of the ferroelectric (Levanyuk and Sigov 1988, Bratkovsky 
and Levanyuk 2005). However, when the film–electrode inter-
faces are identical, the linear term vanishes and the surface energy 
can be approximated by a quadratic polarization term. The coef-
ficient of this term may be evaluated from the comparison of the 
phenomenological theory with the results of first-principles cal-
culations performed for ultrathin ferroelectric films. For BaTiO3 
capacitors with SrRuO3 electrodes, this procedure reveals that the 
surface energy is positive (Tagantsev et al. 2008), which implies 
the polarization suppression at the interfaces.

In other metal/ferroelectric/metal heterostructures, how-
ever, polarization could be enhanced near the interfaces. Such 
enhancement was demonstrated by the first-principles-based 
calculations performed for ultrathin PbTiO3 and BaTiO3 films 
(Ghosez and Rabe 2000, Lai et al. 2005). The short-range inter-
actions between the film and electrodes must be also taken into 
account to prove that this effect exists in ferroelectric capacitors 
as well. The importance of ionic displacements in the boundary 
layers of SrRuO3 electrodes for the stabilization of ferroelectric-
ity in ultrathin films was revealed by the first-principles investi-
gations (Sai et al. 2005, Gerra et al. 2006).

6.6 Future Perspective

When the thickness of the ferroelectric layer in a biased capacitor 
becomes as small as a few nanometers, the quantum mechanical 
electron tunneling across the insulating barrier should become 
significant (Kohlstedt et al. 2005b, Zhuravlev et al. 2005a). Since 
the tunnel current exponentially depends on the barrier thick-
ness, the crossover from a capacitor to a tunnel junction takes 
place near some threshold thickness. The presence of spontane-
ous polarization in a ferroelectric barrier and its piezoelectric 
properties are expected to make the current-voltage (I-V) char-
acteristic of a ferroelectric tunnel junction (FTJ) very different 
from those of conventional tunnel junctions involving nonpolar 
dielectrics (Kohlstedt et al. 2005b and Rodríguez Contreras 2004). 
Theoretically, the junction conductance can change strongly after 
the polarization reversal in the barrier so that the FTJs are prom-
ising for the memory storage with nondestructive readout. For 
the memory applications, asymmetric FTJs with dissimilar elec-
trodes seem to be preferable since such junctions should exhibit 
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much larger conductance on/off ratios (Kohlstedt et al. 2005b, 
Zhuravlev et al. 2005a). This feature is due to the fact that here the 
mean barrier height changes after the polarization reversal by the 
amount ∆φ ≅ −− −eP t c cm m3 2

1
1
1( )( ) , where cm1 and cm2 are the capaci-

tances of two electrodes and e is the electron charge.
The ferroelectric tunnel barrier may also be combined with 

ferromagnetic electrodes. For such a multiferroic tunnel junction 
(MFTJ), new functionalities may be expected since the tunnel-
ing probability becomes different for the spin-up and spin-down 
electrons owing to the exchange splitting of electronic bands in 
ferromagnetic electrodes. In particular, Zhuravlev et al. proposed 
a new spintronic device, where an electric current is injected 
from a diluted magnetic semiconductor through the ferroelectric 
barrier to a normal (nonmagnetic) semiconductor (Zhuravlev 
et al. 2005b). Their theoretical calculations indicated that the 
switching of ferroelectric polarization in the barrier may change 
the spin polarization of the injected current markedly, which 
provides a two-state electrical control of the device performance.

When both electrodes are ferromagnetic, the tunnel current 
becomes dependent on the mutual orientation of the electrode 
magnetizations. This phenomenon, which is termed tunneling 
magnetoresistance (TMR), is important for the applications in 
spin-electronic devices such as magnetic sensors and magnetic 
random-access memories. Since the TMR ratio depends not only 
on the properties of ferromagnetic electrodes, but also on the 
barrier characteristics (Slonczewski 1989), it may be sensitive 
to the orientation of the ferroelectric polarization in the MFTJ. 
This supposition was confirmed by the theoretical calculations 
performed for junctions involving two magnetic semiconduc-
tor electrodes (Zhuravlev et al. 2005b). It was shown that, under 
certain conditions, the MFTJ works as a device that allows the 
switching of TMR between positive and negative values.

The experimental realization of ferroelectric and multifer-
roic tunnel junctions, however, is a task with many obstacles 
because it requires the fabrication of ultrathin films retaining 
pronounced ferroelectric properties at a thickness of only a few 
unit cells. Moreover, the ferroelectric state with a nonzero net 
polarization must be stable at such a small thickness and switch-
able by a moderate external voltage. In our opinion, reliable FTJs 
showing resistive switching in the tunneling regime have not 
been fabricated yet, despite several attempts made in this direc-
tion (Rodríguez et al. 2003b, Gajek et al. 2007). The observation 
of a hysteretic I-V curve or resistance jumps after short-voltage 
pulses alone is not sufficient to prove the existence of an FTJ 
(Kohlstedt et al. 2008). Hysteretic I-V curves were also measured 
for nonferroelectric LaSrxMn1−xO3/SrTiO3/LaSrxMn1−xO3 tun-
nel junctions and explained by other effects (Sun 2001). Further 
experiments are necessary to demonstrate the functioning of 
FTJs unambiguously.

In case the above challenges will be overcome in the future, 
a number of new exciting opportunities for technological appli-
cations and interesting physical phenomena are anticipated. 
Figure  6.21 summarizes the variety of novel functional oxide 
tunnel junctions. Here, the Josephson tunnel junctions with 
a ferroelectric or multiferroic barrier are included as well. The 

influence of a ferroic tunnel barrier on the Cooper pair and 
quasiparticle tunneling might lead to interesting new physics. 
Besides oxide materials, ferroelectric polymers such as PVDF 
and P(VDF-TrFE) (Xu 1991, Bune et al. 1998) can be incorpo-
rated in low-temperature superconducting Josephson junctions 
[e.g., Nb/Al-AlOx-P(VDF-TrFE)/Nb] (Huggins and Gurvitch 
1985) and in magnetic tunnel junctions [e.g., CoxFe1−x/AlOx-
P(VDF-TrFE)/Ni20Fe80] (Moodera et al. 1995). In principle, one 
would expect the appearance of physical effects similar to those 

(a)

(b)

Substrate

Nb

Ni 80 Fe20

PVDF

AIOx

Co50 Fe50

Nb

PVDF

AIOx

Substrate

FIGURE 6.22 Low-temperature superconducting Josephson junc-
tions (a) and magnetic tunnel junctions (b) with the AlOx-ferroelectric 
polymer composite barriers.
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FIGURE 6.21 A “zoo” of novel tunnel junctions involving multifunc-
tional tunnel barriers and electrodes of various types.
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described above for entirely oxide tunnel junctions. On the other 
hand, metallic (Josephson and magnetic) tunnel junctions are 
more reliable than oxide ones, and, in addition, ultrathin PVDF 
films are compatible with AlOx so that composite ferroelectric-
oxide barriers can be fabricated. The possible structures of super-
conducting and magnetic metallic tunnel junctions involving 
PVDF are shown schematically in Figure 6.22.

In conclusion of this section, it should be noted that in addi-
tion to the planar metal/ferroelectric/metal multilayers dis-
cussed above, heterostructures of other geometries may be useful 
for certain applications in nanoelectronics and may even dis-
play specific physical properties. Remarkably, one-dimensional 
structures in the form of ferroelectric nanowires (Urban et al. 
2003) and nanotubes with inner and outer electrodes (Alexe et al. 
2006) have been successfully fabricated. Ferroelectric quantum 
dots are of great interest as well, in particular, for electro-optical 
devices (Ye et al. 2000).

6.7 Summary and Outlook

The overview presented in this chapter demonstrates impressive 
achievements in the deposition, characterization, and theoreti-
cal description of nanoscale ferroelectric films and heterostruc-
tures. Remarkably, capacitors involving only a few nanometers 
of perovskite ferroelectrics were successfully fabricated, display-
ing a high remanent polarization. Several advanced analytical 
tools are now available, showing that high structural quality and 
sharp interfaces can be retained even in nanoscale capacitors. 
The basic physical effects in ferroelectric thin films, such as the 
strain and depolarizing-field effects, are already well under-
stood theoretically, and the influence of short-range interactions 
at the ferroelectric–metal interfaces is intensively studied by 
first-principles calculations. Thus, all three constituents of the 
research triangle shown in Figure 6.1 are functioning effectively, 
which promises new advances in the physics of nanoscale ferro-
electrics and their device applications in the near future.
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7.1 Introduction

It has been known since the 1960s (De Gennes and Guyon 1963) 
that charge carriers emitted from a superconductor can propagate 
in a non-superconducting medium, provided that the electron 
wave functions of the two electrons originating from the supercon-
ductor (the so-called Cooper pairs) keep their correlation during 
their diffusion outside the superconductor. This process requires 
the absence of defects in the propagating medium that break time-
reversal symmetry, such as magnetic impurities. These correlated 
electrons form an evanescent state that “bleeds” from the super-
conductors into the non-superconducting electrode on mesoscopic 
distances. The physics of these evanescent states, known as the 
“superconducting proximity effect” depends on many parameters 
(the coherence length of the superconductor, the contact barrier at 
the interface, the temperature, the electron diffusion length, etc.).

It appeared then possible to sever a superconducting electrode 
with non-superconducting elements (a narrow constriction, a 

normal metal, a thin insulating barrier, known as “weak links”) 
while keeping a supercurrent flow. As tunneling processes are 
known to depend exponentially on the thickness of oxide barriers, 
controlling the structure and the geometry of weak links down to 
the atomic scale appears to be of capital importance if one wants 
to get reproducible devices. Therefore, improving the miniatur-
ization and the crystalline quality of these weak links was clearly 
identified as a critical issue. Among the possible candidates are 
sp2-hybridized carbon nanostructures (i.e., graphenes, carbon 
nanotubes [CNTs], or fullerenes), which, among other advantages, 
offer good control of the crystallinity and provide ideal media to 
control a supercurrent flow. Quantum confinement of electronic 
states within the carbon nanostructure generates sharp variations 
of the electronic density of states. Tuning the weak link chemical 
potential with an electrostatic gate allows to adjust the weak link 
transparency.

The purpose of this chapter is to propose a basic overview 
of the principles that govern the physics of these carbon based 
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devices and illustrate them by presenting experimental dem-
onstrations and some applications.

7.2  Superconducting transport 
through a Weak Link

7.2.1  Density of Electronic States 
in a Superconductor

At energies around the chemical potential μ and below the energy 
gap Δ, a superconductor (noted in the following by the symbol S) 
only has a single ground state, which depends on a macroscopic 
phase. In a bulk superconductor, all electrons are in the same 
quantum state characterized by a global phase φ. The charge car-
riers are condensed in a bound state of two electrons, the so-called 
Cooper pair, which has a charge of −2e (Figure 7.1a). The ground 
state wave function depends on the phase φ and can be written as

 ∆ ≈ ( )√ ϕnsexp i ,  (7.1)

where ns is the total number of Cooper pairs.
Δ is the “superconductor order parameter” and specifies the 

choice for the quantum phase φ. There are no other states present 
in the interval [μ − Δ, μ + Δ] because it takes an energy 2Δ to break a 
Cooper pair. An electron in this energy window cannot be injected 
in a superconductor alone, generating a “gap” in the transmission 
of charge carriers at a normal/superconductor metal interface.

7.2.2  Coherent transport at a Normal/
Superconducting Interface

At the interface between a normal metal (N) and a superconduc-
tor (S), an electron at the Fermi level can nevertheless be converted 
into a Cooper pair with zero momentum if a hole (charge + e) is 
reflected with energy −ε and opposite momentum, conserving 
the charge, energy, and momentum. The reflected hole acquires 
an additional phase factor φ, the order parameter phase. This 

conversion of an electron–hole pair into a Cooper pair is a process 
known as the Andreev reflection (Figure 7.1b). It dominates the 
charge transport at low bias through the interface. This Andreev 
reflection can lead to a supercurrent transport if correlated 
charge carriers are collected by a second superconductor placed 
in a series. The process is still effective at the interface between 
superconducting electrodes and nanoscale constriction, which we 
will refer to as a “weak link.”

7.2.3  a Brief Introduction to the 
Josephson Effect

The order parameter characterizing the superconducting state 
varies on a spatial scale equal to ξ = hvF/Δ, where vF is the Fermi 
velocity. The quantity ξ, which is a measure of the size of Cooper 
pairs, is called the coherence length. At the interface with an 
insulator, a metal, or a nano-object, the superconducting order 
parameter Δ(r) (its wave function) weakens gradually close to 
the interface on a characteristic scale, which is on the order of ξ.

When two superconductors with phase φ1 and φ2 are separated 
by a weak link (see Figure 7.2), they interact through direct tun-
neling or by the Andreev reflection process presented in the pre-
vious paragraph. This sandwich structure is called a Josephson 
junction. It is dominated by the interaction energy between the 
two superconductors. In 1962, Brian Josephson predicted that 
due to the interaction between the two superconducting con-
densates in close proximity, a non-superconducting nanostruc-
ture can let flow a superconducting current I, the value of which 
depends on the phase twist between the two condensates (Figure 
7.2) (Josephson 1962). For a thin insulating tunnel barrier, he has 
shown that the current has the following form:

 I I= −c 2 1 sin( ).ϕ ϕ  (7.2)

This surprising prediction (Josephson 1962) was rapidly experi-
mentally confirmed, leading to a new field in superconduct-
ing electronics. Until the mid-1990s, such superconducting 
“weak links” were either made of insulating barriers (the so-called 
Josephson tunnel junctions, at the origin of all the recent 
advances in superconducting Qubits), narrow diffusive metallic 
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FIGURE 7.1 (a) Density of state of a superconducting electrode: all the 
electrons are in the ground state wave function at the chemical poten-
tial μ. (b) Schematics depicting the Andreev reflection. Describing 
coherent transport at a normal/superconducting interface below the 
gap. An electron (e) impinging the interface between a normal conduc-
tor (N) and a superconductor (S) produces a Cooper pair (CP, oval) in 
the top superconducting electrode and a retro-reflected hole (h) in the 
normal conductor. Vertical arrows indicate the spin band occupied by 
each particle.
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FIGURE 7.2 Schematics of a Josephson weak link. In this device, two 
superconducting electrodes, characterized by their phase φ1 and φ2 are 
separated by a weak link (symbolized by a twisted solid). The supercon-
ducting current I flowing through the weak link is a given function f of 
the “phase twist” i.e., the phase difference φ1 − φ2. This current–phase 
function f exhibits a 2π-periodicity and is highly non linear. It is the 
main characteristics of a Josephson weak link.
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or semiconducting wires, or point contacts inserted between 
bulk electrodes (Likharev 1979). The first realization of a ballis-
tic weak link with a limited number of conduction channels and 
controlled at the atomic scale came in 1997, with the measure-
ment transport through gold atomic contacts in close vicinity of 
superconducting aluminum contacts (Scheer et al. 1997). In the 
last 5 years, it has been shown that carbon nanostructures can 
provide another class of weak links of good structural quality, for 
which strong quantum confinement offers gate tunability.

7.2.4  Normal Electron transport through 
an atomic or Molecular Conductor

At the atomic level, electron transport occurs by hopping 
through the atomic or molecular orbitals that are quantized 
in the case of a laterally confined nanostructure. They provide 
discrete conducting channels for electron transport (Imry and 
Landauer 1999). At the interface with a nanostructure, these con-
tributions are related to the overlaps between molecular orbitals 
and the electronic wave functions in the metal. The physics of 
this quantum transport follows the description of Rolf Landauer 
from the 1970s, which refers to treating incoming charge car-
riers as plane waves traveling through “conduction channels” 
that are the eigen-modes for electronic propagation within the 
nanostructure. The electronic wave is partially transmitted and 
reflected at the interface. The theoretical work by Landauer and 
subsequently confirmed by numerous experiments have shown 
that the conductance of an electronic mesoscopic conductor is 
indeed divided into a discrete sum over all conduction channels 
i placed in parallel:
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(7.3)

Each channel bears a quantized conductance G0 called the quan-
tum of conductance given by a ratio of two fundamental con-
stants, G0 = 2e2/h = (12.8 kΩ)−1. In practice, each conduction 
channel is partially coupled to the modes of the reservoirs. This 
induces a reduction of the conductance of a dimension-less pre-
factor Ti with 0 < Ti < 1. The origin of these reduction factors is 
essentially of technologic origin and can be optimized by choos-
ing the right interface materials as shown below. Nevertheless, 
even for a perfectly transmitting interface (T = 1), the normal 
transport through a nanoscale conductor is limited to a resistive 
transport of 12 kΩ per channel, the resistance being localized at 
the interface between the reservoir and the leads (see Figure 7.8a 
for an example).

In the case of coupling to superconducting electrodes, the 
Landauer formula 7.3 is no more valid: it is possible to cancel 
this contact resistance and obtain a zero-resistance electron 
flow through an atomic-sized contacts. This simple observation 
might have important technical consequences in the future of 
nanoelectronics, for example, to limit heat dissipation in the 
case of the ultra-high density integration of nanodevices involv-
ing few conduction channels.

7.2.5  Superconducting transport 
through andreev Bound States

As shown in Section 7.2.2, the microscopic transfer of charges at 
a superconducting interface arises by an electron–hole process 
known as the Andreev reflection. In a weak link, there are two 
normal/superconducting interfaces back-to-back (S/weak link 
and weak link/S). The two proximity effects on each side perco-
late and give rise to a superconducting current flow through the 
weak link. Furthermore, one has to consider the confinement in 
the weak link of the electron and holes created by the successive 
Andreev reflections at the interfaces: the electron and the holes 
remain spatially and energetically confined (Figure 7.3), thus 
defining a quantum well. The eigenstates of this well, the so-called 
Andreev bound states, require constructive interferences to prop-
agate. The electron state, once converted into its hole conjugate, is 
converted back into the same electron state with the same quan-
tum phase. This defines a quantization condition that depends on 
the phase difference between the superconductors: they shift the 
electron–hole Andreev wave function by their phase exp(iφ).

When no scattering occurs between the superconduc-
tors, there are two bound states per conductance channel 
with the energies E± = ± ∆ cos( / )φ 2 . More realistically, in the 
presence of a finite transmission Ti, their energies become 
E± = ± −∆ 1 22sin ( / )φ  (Goffman et al. 2000). At low tempera-
tures, only the Andreev-bound state lowest in energy is occu-
pied. The Josephson superconducting currents carried by the 
different channels add their contribution to each other and for 
the superconducting current give
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(7.4)

This “current-phase” relation, linking the supercurrent I to the 
phase shift ϕ across the ballistic weak link is a characteristic of 
Andreev processes and more generally will be the fingerprint of 
any superconducting weak link (Golubov et al. 2004). From that 
last formula, one can see that the “critical” current Ic, defined 
as the maximum supercurrent that can flow through the weak 
link with a length shorter than the superconducting coherence 
length, is quantized. Its maximum value is equal to

 I Ne
c = ∆

�
.  (7.5)

In the case of a nanodevice that can be modeled by N ballistic 
conduction channels placed in parallel, the quantum interfer-
ence of the Andreev electrons bouncing back and forth between 
the two S/N and N/S serial interfaces at the junction boundar-
ies is also at the origin of resonance currents called “Multiples 
Andreev reflections” (Klapwijk et al. 1982), which occur at volt-
ages below the superconducting gap Δ (see examples in Figure 
7.18). Due to resonating energy conditions they occur at bias 
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voltages corresponding to the sub-harmonics of the supercon-
ducting gap (1/n*(2Δ/e)), where n is an integer. These multiple 
Andreev Reflections, which position are independent of the 
weak link density of state but are strongly affected by scattering, 
will then provide the most convincing experimental signatures 
of a ballistic weak link.

7.2.6  Introduction to Low-Dimensional 
sp2 Carbon Structures

Low-dimensional allotropes based on carbon nanostructures with 
sp2-hybridized bonds (Figure 7.4a), such as CNTs, graphenes, and 
fullerenes, have been extensively studied in the last decade (see 
appropriate chapters in the Handbook for immediate reference). 
Their exceptional electronic properties could provide alternative 
solutions in many fields of electronics including industrial appli-
cations for logic. They also behave as ideal media for transmitting 
superconducting charge carriers for several reasons.

First, they experimentally provide a quasi-perfect crystalline 
semiconducting lattice on a rather large scale length (typically 
a fraction of a micron, which corresponds to several thousands 
of C–C sp2-hybridized bonds in every direction). Second, the 
inertness and absence of dangling bonds on the carbon sur-
face solves the problem of surface termination (passivation), 
which is usually found in almost all other systems including 

all semiconductors candidates. This allow to make atomically 
clean edges and boundaries. This important feature enables the 
fabrication of reliable nanoscale metal/sp2 carbon contacts with 
reproducible transparency.

7.2.7  Gate Control of the Weak 
Link transparency

As we will detail in the following paragraph, the quantum confine-
ment created by the low dimensionality of carbon nano-objects 
is at the origin of a sharp dependence of the electron density of 
states with the chemical potential of the weak link (Figure 7.4a). 
The resulting Andreev bound states will then be directly affected 
by this confinement and will create gate-tunable “filters” for the 
coupling between the two superconducting electrodes (Figure 
7.4b). In the superconducting state, a supercurrent will flow if an 
Andreev bound state is aligned with respect to the Fermi level of 
the leads as depicted in paragraph 7.2.5. A voltage Vg applied on an 
electrostatic gate allows for a shift in the chemical potential of the 
weak link, which is equivalent to translating the confined energy 
levels (Figure 7.4b) with respect to the Fermi level of the leads. This 
will in turn tune the maximum superconducting current through 
the junction, thus implementing a “gate tunable Cooper pair fil-
ter.” In the following section, we provide details of the typical 
cases for the different types of nanocarbon structures considered.
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FIGURE 7.3 Top: Schematics depicting superconducting transport through a normal weak link N sandwiched between two superconducting 
electrodes. An electron is reflected as a hole at the interface with the left superconductor and the hole is reflected back as an electron on the right 
interface. The net result is a transfer of one Cooper pair through the S/N/S junction. Bottom: Phase dependence of the Andreev bound states energy 
levels (π=δr–δ l). Left: For a perfectly transmitted channel without scattering potential (Ti = 1). Right: For a partially transmitted channel Ti < 1. The 
lower energy state is the only occupied state at low temperature.
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FIGURE 7.4 (a) Crystalline structure of the three low-dimensional phases of sp2 carbon allotropes (top), and its associated densities of states 
(bottom). Left: in Graphene, the two dimensional density of states is described by a set of two “Dirac” cones that intersect the Brillouin zone at 
points K and K’. These cones provide a linear gap-less dispersion curve. Middle: Metallic single-walled carbon nanotube. The periodic boundary 
conditions generated by the rolled-up graphene sheet generate solutions symbolized by thick black lines. For selected chiral angles and diameter 
of the nanotube, these lines intersect the K and K′ points of the Brillouin zone, leading to metallic nanotubes which behave as perfect 1D chan-
nels. Right: C60 and derivated fullerenes. The energy spectrum shows discrete states, whose positions could be derived through molecular orbitals 
(HMO, left side) or density functional theory (DFT, right side of axis). The molecule shows a gap between the occupied and empty states of about 
1 eV. (b) “Semiconducting” representations of the energy levels of a Superconductor/Nano-carbon/Superconductor junctions for two dimensional 
(left) and zero dimensional (right) weak links. The chemical potential of the weak link can be translated by adjustment of a gate voltage Vg which 
allows to tune the transmission of the Cooper pairs through the weak link. Left: For a 2D junction (i.e., graphene-based weak links), the transport of 
Cooper pairs can either be transmitted by the valence or the conduction band, leading to an ambipolar semiconductor-like transmission function. 
At the charge neutrality point (position where the valence and conduction cones intersect, superconducting transport is minimal and is mediated 
through evanescent waves. Right: for a quantum dot junction (short nanotube junction or fullerene), superconducting transport occurs when 
a single electron or single hole energy levels is aligned with the Fermi level of the electrode. Such discrete energy spectrum of the weak link acts 
as a tunable filter for superconducting transport and leads to a series of peaks in the gate dependence of the maximum superconducting current.



7-6	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

7.3  Superconducting transport 
in a Carbon Nanotube Weak Link

7.3.1 Introduction to Carbon Nanotube Devices

CNTs are cylinders of carbon of about one nanometer in diam-
eter and up to several micron in length, which can be seen as a 
rolled-up sheet of sp2 carbon “graphene.” Their cylindrical shape 
and original 1D electronic structure (for a review, see Charlier 
et al. 2007) constitute the unique experimental realizations of a 
quasi-perfect 1D electronic system.

Depending on the chiral angle of the crystalline direction 
with the cylinder axis, CNTs can exhibit either metallic or semi-
conducting properties. For the sake of simplicity, one assumes 
in the following that the nanotube is single-walled and is of a 
metallic variety (Figure 7.4).

In practice, semiconducting nanotubes are so heavily doped 
by the metal contacting electrodes that they can also behave in 
a similar fashion.

A metallic single-walled CNT has two channels of conduc-
tion electrons available for electron conduction. According to 
the Landauer Formula (see Equation 7.3), when perfectly con-
nected to a normal state electrode, it has a resistance that equals 
the fundamental constant called resistance quantum h/4e2  = 
6.5 kΩ. Due to the mismatch of the electron orbitals in the 
nanotube and in the metal electrodes, the transmission is gen-
erally not perfect. The result is equivalent to a tunnel barrier 
at the contact (T < 1). This induces a probability of transmis-
sion between the electrode and the nanotube that can be less 
than unity. These two semi-transparent electronic junctions 
placed in a series are in all means reminiscent to what is occur-
ring for photon beams in a “Fabry–Perot” cavity (Liang et al. 
2001) in which a photon is trapped between two semi-reflective 
mirrors. Such a cavity has internal resonating modes that cor-
respond to stationary waves given by integer multiples of the 
half-wavelength and the resonating mode width (invert of the 
so-called finesse of the cavity) increases linearly with the mirror 

transparency. Similarly, the CNT junction behaves as a “quan-
tum dot” that the gap between levels (normal modes) increases 
proportionally to 1/L where L is the nanotube length. The width 
of the levels is proportional to the transmission of contacts. For 
a short nanotube junction, we obtain discrete levels when the 
nanotube is completely decoupled from the electrodes like the 
energy level of an isolated molecule (see the case of C60 Figure 
7.4a). These levels widen a bit when the quantum dot interacts 
with contacts. The position of the nanotube levels with respect 
to the energy level of the contacts can be adjusted by varying the 
electrostatic voltage applied to a gate electrode. The transmis-
sion of electrons is maximal when the energy level of the quan-
tum dot coincides with the contacts. It thus realizes a molecular 
transistor (Figure 7.9, left) in which junction transparency can 
be periodically tuned with a voltage applied to the electrostatic 
gate (Figure 7.6).

7.3.2  Experimental realizations 
of Carbon Nanotube Weak Links

Progress in the late 1990s in improving the contact of CNTs 
to superconducting electrodes showed that such junctions can 
exhibit superconducting fluctuations that can be gate controlled 
(Morpurgo et al. 1999) and that they can accommodate a super-
conducting current (Kasumov et al. 1999). In 2006, it was then 
shown that such junctions behave as gate-controlled Josephson 
junctions (Jarillo-Herrero et al. 2006, Jørgensen et al. 2006). 
During this period, fabrication techniques have been opti-
mized to generate low-resistive contacts at the metal/sp2 carbon 
interfaces. They required the use of specific metals for connec-
tion such as titanium (Jarillo-Herrero et al. 2006) or palladium 
(Cleuziou et al. 2006, Javey et al. 2003) that both provide good 
wetting properties onto the sp2 carbon layer and minimize the 
Schottky barrier that could arise from the differences of the 
electronic work functions at the metal/carbon interface. More 
subtle effects linked to the hybridization of the metal orbitals 
to sp2 carbon (Nemec et al. 2006) could explain the differences 

300 nm 5 nm

FIGURE 7.5 Micrographs made using a transmission electron microscope (TEM) of superconducting junctions, involving a carbon  nanotube 
bundle, left and for a fullerene dimer formed by two C82 molecules in series, right. The weak links are free-standing over a slit and bridge 
 superconducting electrodes deposited on a silicon membrane. This allows TEM imaging and electrical measurements on the same samples. (After 
Kasumov, A.Y. et al., Science, 284, 1508, 1999. With permission.)
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of interface resistances that have been reproducibly observed 
between these different metals (see Figure 7.7).

While not superconducting by itself, the Pd or Ti interfacing 
layer is made thin enough (a few nanometers) so that it lets the 
superconductivity induced by a covering top layer made of alumi-
num (Jarillo-Herrero et al. 2006) or niobium (Pallecchi et al. 2008) 

establish through the whole sandwich by the proximity effect. 
Using those materials, high transparency contacts with almost 
transparency T close to unity (Javey et al. 2003) can be reproducibly 
achieved by metal evaporation thus placing connected nanotube 
junctions in the high coupling limit (Liang et al. 2001). Advances 
in synthesis methods of nanotubes (in situ grown by CVD), which 
allow nanotubes to be connected during their growth onto plati-
num contacts (Cao et al. 2005) are another promising fabrication 
route. This last method makes clean suspended nanotube junctions, 
which in the near future could make possible the coupling of nano-
mechanical vibration modes to superconducting charge transport, 
as has been recently observed with normal charge carriers, by using 
non-superconducting metal electrodes as contacts (Lassagne et al. 
2009, Steele et al. 2009).

7.3.3  Nanotube Quantum Dot Connected 
to Superconducting Electrodes

In a CNT weak link, the device considered is a portion of a 
nanotube with a length L connected by the two superconduct-
ing contacts (see Figure 7.8).

At one dimension, a defect along the channel cannot be over-
come by the diffusion of the incoming electrons like it occurs in a 
2D or 3D system. Therefore, the slightest defect along the nanotube 
generates back scattering which cancel the transmission of a super-
current by Andreev bound states. It is then extremely important to 
realize the injection of Cooper pairs in a perfectly clean system. The 
nanotube portion length L is usually chosen not to exceed 300 nm 
in order to limit the occurrence of these structural defects. In such 
a case, a ballistic transport is reached (i.e., the voltage drop is local-
ized at the contacts, see the top of Figure 7.6). The sub-micron 
length and nanometer diameter of the nanotube junction makes 
the intrinsic capacitance C of the junction very small, creating a 
Coulomb blockade effect (Beenakker and van Houten 1992). 
A charging energy e2/2C contributes to their energy and adds to the 
kinetic energy which leads to the Andreev bound states becoming
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FIGURE 7.6 Top schematic of electron transport through a “defect-less” 
carbon nanotube contacted with two metallic electrodes. Electron trans-
port is ballistic along the nanotube: the voltage drop V = μ1 − μ2 is occur-
ring at the metal/nanotube contacts which act as tunnel barriers partially 
transmitting the electron. Bottom: For low resistance barrier contacts, 
the device act as a Fabry–Perot interferometer in which standing electron 
waves are separated by the energy difference ΔE = hvF/2L.
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FIGURE 7.7 Left: Cross section showing the charge density redistribution at a metal/carbon nanotube interface for Palladium (a) and Titanium 
contacts (b). These results are obtained using an ab-initio density functional theory. The titanium contact show a much stronger hybridization 
with the carbon surface compared to Palladium. Right: Contact reflection coefficient r = 1 − t, (where t is contact transmission) as a function of the 
contact length Lc, the transparency first increases linearly with the contact length then saturates at a constant value independent on the contact 
length. Their results shows that the optimal metal/carbon interface transparency is obtained for a contact combining low hybridization with a large 
contact length. (Adapted from Nemec, N. et al., Phys. Rev. Lett., 96, 076802, 2006. With permission.)
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where ng is the gate-induced charge on the nanotube [ng = 
CgVg/e]; electrostatic degeneracy between charge states occurs at 
zero gate bias.

The wavevector k is quantized by the Andreev boundary con-
dition at the superconducting interfaces in multiples of 1/L. In 
the presence of the Coulomb repulsion in the Quantum dot, 
the Andreev bound states described in Section 7.2.5 split their 
energy in a sum of the charging energy term and the confine-
ment energy term, which for the electron states give
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and for hole states
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where ψh(ng,ϕ) is a gate-dependent phase. In most experiments, 
the charging energy e2/C and quantization energies are of the 
same order of magnitude (typically 1–10 meV). The eigenstates 
are then mixed states of charge and Andreev bound states. 
Close to a degeneracy point (ng=1/2), the CNT Andreev bound 
states become resonant with the Fermi level of the leads, thus 
maximizing the supercurrent flow. As this energy separation 
can be tuned by applying a gate voltage Vg to the nanotube, 
we are able to tune the maximum supercurrent (referred to as 
“switching current”) with the gate voltage.

The gate dependence of this last quantity is then periodic (see 
Figure 7.9, left) and directly reflects the conductance variations 
observed in the normal state (linked to the Fabry–Perot-like 
oscillations described in the previous paragraph). By varying the 

electrostatic voltage Vg applied to the nanotube, it is possible to 
shift the position of these energy levels relative to the energy levels 
of the electrons in superconducting contacts (Figure 7.4b, right). 
When levels coincide, the maximum supercurrent that can pass 
before obtaining a resistive state (called “current jump”) reaches 
its maximum. On the opposite, if Andreev bound states spec-
tral weight decrease due to levels misalignment, the current will 
then be minimal. It has been shown (Cleuziou 2006) that even 
in the case of abscence of Andreev bound states, a tiny supercur-
rent (of the order of tens of pico-amperes) can be maintained 
through the CNT probably due to higher order cotunneling pro-
cesses. It has been experimentally shown by Jarillo-Herrero et al. 
(2006) that the maximum superconducting current can indeed 
be controlled by the gate voltage (Figure 7.9).

Therefore, such CNT junctions implement superconducting 
transistors for which the switching current can be tuned with 
the gate voltage over a large dynamic range (typically up to 2–3 
orders of magnitude, depending on the coupling; see Figure 7.9 
right). The current–voltage curves show some marked hysteresis 
especially in the off-state. The origin of this hysteresis (Gang 
et al. 2009), which is usually attributed to the existence of a 
capacitance in parallel with the junction for tunnel weak links 
(Barone and Paterno 1982), is still debated in the case of these 
carbon weak links in which the capacitance is extremely small. 
Hysteresis could rather be associated with the Joule dissipation 
that occurs in the weak link after switching to the normal state 
as it has been recently observed in metallic junctions (Courtois 
et al. 2008). Heat dissipation within the tiny volume of the junc-
tion could delay the re-trapping of the weak link in the super-
conducting state once the current bias is decreased. This occurs 
especially when the nanotube is in the high resistance state (Off 
State, see Figure 7.9).

The maximum superconducting current that can be carried 
by a single-walled CNT is given by Equation 7.5 and is equal 
to 2Δ/ħ ~ 30 nA for the two conducting channels of a metallic 

Gate electrode

Gate oxide

Superconducting electrodes

Single walled
carbon nanotube

i

Pd (Ti)

Al

Pd (Ti)

Al

Current source
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FIGURE 7.8 Schematic diagram of a carbon nanotube superconducting transistor. The contacting electrodes are made of a bilayer of aluminum 
(for the source of superconductivity) and underlayer of few nanometer thick film either made of palladium or titanium to increase contact trans-
parency. These latter materials are known for their good contact abilities on sp2 carbon layers (see Figure 7.7). The highly doped silicon substrate is 
connected to a voltage source Vg and is used as a “backgate” electrode.
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single-walled CNT connected to Aluminum electrode. In early 
experiments, measured switching currents were of a few nano-
amperes, typically 10%–20% of the expected value. The discrep-
ancy between the predicted and the observed values have been 
attributed to the sensitivity of the superconducting current to 
external perturbations, such as micro-wave photons emitted by 
thermal fluctuations and traveling along the lines. A better con-
trol of the electromagnetic environment by using LC and RC fil-
tering on the measurement lines (Jarillo-Herrero et al. 2006) and 
by implementing locally dissipative elements, such as on-chip 
resistors close to the nanotube junctions (Jorgensen et al. 2007), 
has proven to be helpful to stabilize the superconducting current 
and increase the measured value of the switching current.

7.3.4  High-Frequency Irradiation 
of Nanotube Weak Links

According to what is known as the AC Josephson Effect, the phase 
twist across the weak links varies in time at the frequency given 
by the characteristic frequency of the coupling. Upon irradia-
tion with radio frequency (RF) electromagnetic waves (Barone 
and Paterno 1982), superconducting weak links are known to 

develop a series of voltages steps that are so precisely positioned 
that they are used to define the voltage standards (Hamilton 
2000). In the case of the irradiation of a single quantum channel, 
a peculiar behavior is expected for the RF-irradiated Andreev 
states (Averin and Bardas 1995).

Experimental measurements (Cleuziou et al. 2007) showed 
that the voltage steps across the nanotube weak link follow a 
completely different behavior upon the RF irradiation power 
depending on if the nanotube is placed either in the “on” or 
“off” state (see Figure 7.10). This behavior appears to be linked 
to the existence of the hysteresis found in the direct current 
(DC) measurements (Figure 7.9) and is discussed in the previous 
paragraph. They have been associated with the change of dissi-
pation (Liu et al. 2009) that occurs when the nanotube levels are 
aligned or misaligned with the level of the leads. The RF proper-
ties of the superconducting carbon-based junction is expected to 
be very interesting principally because of their tiny size, which 
induces an extremely low intrinsic capacitance C, thus leading 
to extremely high cut-off frequencies (RC)−1 that could exceed 
tens of GHz (Burke 2004). The coupling of these weak links to 
superconducting resonators will allow for the assessment of 
their additional RF properties in the near future.
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7.4  Nanotube-Based Superconducting 
Quantum Interferometers

7.4.1  Quantum Interference with 
Single Nanotube Weak Links

An interferometer is an apparatus that measures the phase dif-
ferences between two wave components. Interferometers work 
by splitting a wave into two components, sending them off along 
different paths, and then recombining them to record an inter-
ference pattern. The pattern is dependent on the phase differ-
ence arising from changes in the conditions along their paths. 
A superconducting interferometer (referred to by its acronym 
“DC-SQUID” [Clarke and Braginski 2004], which stands for 
direct current superconducting quantum interferometer device) 
achieves a kind of “Young slits” experiment with Cooper pairs, 
the slit being implemented by 2 weak links placed in parallel.

The coherence of the photon beam is provided here by the 
coherence of the Cooper pair supercurrent. Such a device was 
first implemented in the 1960s by using oxide-based tunnel weak 
links (Jaklevic et al. 1964), which rapidly became ubiquitous in 
the field of superconducting electronics: SQUIDs have been suc-
cessfully used as ultra-sensitive magnetometers as well as ampli-
fiers of low-level signals and low-impedance sources (Clarke and 
Braginski 2004).

The main feature of this device is that the maximum super-
conducting current can be periodically modulated by a tiny 
magnetic flux threaded by the loop, with a period equal to the 
flux quantum ϕ0 h/2e (Figure 7.11, right). We briefly recall in the 
next paragraph the principle of operation of a DC-SQUID.

The two currents circulating in each weak link interfere with 
each other and each weak link induces a phase shift Δϕi. accord-
ing to Equation 7.2.

The total supercurrent is therefore written as the sum of two 
currents flowing in each branch.

If one assumes a sinusoidal current-phase relation, one obtains

 I I I= ∆( ) + ∆( )c1 1 c2 2 sin  sinφ φ .  (7.9)

Furthermore, an additional controlled phase (analogous to a 
geometric phase) can be introduced by applying a magnetic flux 
Φext through the loop formed by the two weak link branches. 
Because of the uniqueness of the superconducting wave function, 
Φext couples the phase shifts induced by each of these junctions 
in the two branches

 2 mod 2π φ φ πΦ
Φ

ext

o
1 2







= ∆ − ∆ ( . ).  (7.10)

In practice, the SQUID is current-biased and one measures the max-
imum superconducting current before the onset of a finite voltage 

8

4

0

–4

–8

8

4

0

–4

–8
I (

nA
)

I (
nA

)

40 4 GHZ

–40
–1.6 –1.2 –0.8 –0.4 0 0.4 0.8 1.2 1.6

0

I (nA)

V 
(μ

V
)

IRF (a.u.)
0
3
6

0 2 4 6
Iac (a.u.)

8

dV/dI (kΩ)

0 37

10

I (
nA

)
I (

nA
)

20

I (nA)

IRF (a.u.)

3 GHz

V 
(μ

V
)

0

–20

–10 –5 0 5 10

0
3
6

–5
–10
–15

15
10

5
0

–5
–10
–15

0 2 4 6
Iac (a.u.)

8 10

dV/dI (kΩ)

0 9

15
10

5
0

FIGURE 7.10 Carbon nanotube superconducting transistor behavior upon radio-frequency (RF) irradiation in the on and off state (respectively 
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across the device. This switching current is directly related to the 
critical current of the SQUID, which can be obtained by computing 
the maximum value of the solutions of Equations 7.9 and 7.10.

 
I I I I Ic c1 c2 c1 c2= −( ) + 





2 2 ext 

o
4  cos  πΦ

Φ
.
 

(7.11)

Due to thermal or quantum fluctuations of the phase across the 
weak links, the measured switching current does not reach that 
critical value Ic but its magnetic flux dependence still follows the 
relation in Equation 7.11. The quantum interference, therefore, 
produces periodic oscillations of the current as a function of 
external magnetic flux, analogous to the bright fringes observed 
in an experiment of Young’s slit and whose period is equal to the 
flux quantum h/2e.

At the nanometer scale, a single CNT can be used to imple-
ment the two weak links that are placed on both arms of the 
interferometer by using a forked geometry (Figure 7.11).

The two branches implement two nanotube quantum dots; 
their behavior has been detailed in Section 7.3.3. It is therefore 
possible to modulate the quantum interference by independently 
adjusting the intensity of coupling in each quantum dot (see the 
three limit cases in Figure 7.12). Such electrostatic control of a 
DC-SQUID is extremely useful, both to optimize its operation 
and its coupling to local magnetic fields to study the detailed 

physics of the molecular Josephson junction. More generally, 
it is an experimental model system for the study of the varia-
tion of the phase of charge carriers across a quantum dot. Many 
physical phenomena such as an equal number of electrons in the 
nanotube (including those related to interactions between the 
spins of electrons) have been predicted and may now be studied.

The integration of these nanotubes between superconducting 
electrodes opens the way for the realization of superconducting 
circuits operating at radio frequencies, particularly useful to 
follow the time evolution of magnetization of individual nano-
objects. They could afford to explore how quantum states of 
magnetization of a molecule magnet can couple to those gener-
ated in a superconducting circuit (which are the basis of super-
conducting quantum bits).

7.4.2  tunability of the Phase Shift 
across Nanotube Weak Links

For an odd electron number of charge sitting on the nanotube, 
a CNT weak link can behave as a quantum dot that has a non-
zero spin state. It thus behaves as a “spin impurity” seen from 
the superconducting electrodes. Quantum dots populated with 
a odd number of electrons are prone to an additional electronic 
resonance called the Kondo Effect (Kouwenhoven and Glazman 
2001). This resonance originates from the tendency of conduc-
tion electrons to screen the nonzero spin states of the quantum 
dot in a similar fashion as it occurs in a 3D metal, which con-
tains a low level of magnetic impurities. This screening current 
adds to the usual conduction channel of the quantum dot and 
generates a conduction channel at zero bias, which bypasses the 
Coulomb blockade regime (Nygard et al. 2000). In the supercon-
ducting state, the nonzero spin tunneling induces higher order 
electron transfers events (Buitelaar et al. 2002) that allow the 
flipping of both spins of the Cooper pair during the tunneling 
through the nanotube. This amounts to changing the sign of the 
Cooper pair wave function. As can be seen in Equation 7.1, a 
change of sign in this wave function is equivalent to a phase shift 
of π in the superconducting phase.

Such an effect, in which the minimum energy state of one of 
the Josephson junctions (the so-called π-junction) is obtained for 
a phase difference of π instead of 0, has been the focus of intense 
studies. Reminiscent of ferromagnetic impurities in a Josephson 
junction, it was predicted some 20 years ago (Glazman and 
Matveev 1989) that a reverse Josephson current would take place 
in a junction involving tunneling through a quantum dot popu-
lated with an odd number of electrons. For a strong Kondo effect 
(Figure 7.2), the Josephson coupling is expected to be positive 
(0-junction) since the localized spin is screened due to the Kondo 
effect. On the other hand, for a weak Kondo effect, the large on-
site interaction only allows the electrons in a Cooper pair to tun-
nel one-by-one via virtual processes in which the spin ordering of 
the Cooper pair is reversed, leading to a negative Josephson cou-
pling (π-junction) and hence a reversed supercurrent. Controlling 
the phase-shift across a nanotube weak link can be achieved by 
tuning the charge induced on the weak link (see Figure 7.13).
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FIGURE 7.11 Schematic diagram of a superconducting quantum 
interferometer (SQUID) based on carbon nanotube weak links (top) 
aligned with an atomic force micrograph of a real device. (Adapted from 
Cleuziou, J.-P. et al., Nat. Nanotechnol., 1, 53, 2006.) Thanks to a pecu-
liar fork geometry design, the weak links in each branch can be made of 
two portions of the same carbon nanotube generating two independent 
quantum dots. The phase shift between the two currents flowing in each 
arm (white arrows) is adjusted by the magnetic flux F threaded by the 
loop. The two electrodes, G1 and G2 allow the application of locally 
addressed gate voltages which tune independently the transparency of 
each portion of the nanotube according to the principles of the carbon 
nanotube junctions shown above.
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7.4.3  application of Nanotube Weak 
Links to Magnetometry

SQUID-based magnetometry in the near field regime (i.e., for 
the detection of fields emitted by source at the distance smaller 
than the SQUID loop radius) has been exploited for nearly 15 
years in the field of molecular magnetism (Wernsdorfer 2001). 
It is based on the inductive coupling of a nano-magnetic object 
placed near a constriction of the loop of a SQUID. A local change 
in flux, for example, induced by the magnetization reversal of a 
magnetic dipole in the vicinity of the loop (Wernsdorfer et al. 
1995) will be detected by a variation in the SQUID switching 
current. By recording these changes while sweeping the mag-
netic field in direction and intensity, one can accurately study the 
physical conditions of magnetization switching of a nanoparticle 
or a assembly of molecules. Therefore, it is possible to study the 
details of the dynamics of magnetization reversal on nano-mag-
nets and highlight, in the case of molecular magnets, the exis-
tence of a tunnel effect of this reversal (Wernsdorfer et al. 1997).

The current system is limited in sensitivity and the threshold 
corresponds to the detection of a few thousands of elementary 
spins. The miniaturization of the most sensitive SQUID (super-
conducting weak seal, represented here by the CNT) seems to be 
a promising way of gaining sensitivity.

The strong 1D geometrical form factor of CNT junctions 
combined with their tiny cross-section open some interesting 

perspectives concerning the magnetometry at the nanometer 
scale. Indeed one can show that shrinking the cross-section of a 
weak link allows for the optimization of the inductive coupling 
between the loop of the SQUID magnetometer and a magnetic 
object sitting in close vicinity of the weak link (Bouchiat 2009). 
This inductive coupling factor is known to be proportional to 
the inverse of the weak link cross-section radius. Therefore, 
miniaturization of the weak link footprint is indeed necessary 
to match the size of a single molecule magnet (see Figure 7.14).

Noise measurements on practical devices (Cleuziou et al. 2006) 
have shown that the detection threshold in CNT magnetometers 
should allow measurements in the near field regime of magnetized 
nano-objects of typically 10 Bohr magnetons, for example, strays 
emitted by a single molecular magnet (see Figure 7.14). The control 
and measurement of the magnetization of a single molecular mag-
net is indeed a promising way to implement spin Qubits, which 
are readily interfaced to coherent superconducting electronic cur-
rents. The fact that nanotube SQUIDs can see their current gated 
within a large dynamic from 10 nA down to picoampere critical 
currents (Cleuziou et al. 2006) (see Figure 7.9) is also a promis-
ing feature. This could allow the limiting of the back-action of the 
measuring instrument to the evolving quantum spin, thus helping 
to preserve long coherence times. More generally, magnetometers 
based on these ultra-miniaturized weak links could provide new 
instrumentation set-ups, useful for the building of a spintronics at 
the molecular scale (Bogani and Wernsdorfer 2008).
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nanotube based weak link which diameter matches the molecule size, better grab the stray field and thus increase the inductive coupling by two 
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(α = 1/2) which is almost reached with a carbon nanotube junction.
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The full integration of magnetic molecules coupled with the 
device is still to be made. This requires control of the binding 
of single magnetic molecules to the nanotube while preserv-
ing its good conduction properties. Progress has been made in 
that direction by using chemically functionalized organic enti-
ties (Chen et al. 2001) that can mimic on a few cells, the gra-
phitic honeycomb lattice (pyrene groups, see Figure 7.15), thus 
through π–π interaction, they provide specific grafting along the 

nanotube side walls. Pyrene functionalized molecular magnets 
have been shown (Bogani et al. 2009) to specifically bind in solu-
tion in a rather controlled way onto nanotube junctions.

7.4.4  application of Nanotube Weak 
Links to Quantum Information

As shown above, CNT-based weak links offer the possibility of 
realizing the controlled injection of Cooper pairs that travel as 
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FIGURE 7.15 Chemical functionalization of carbon nanotube weak links for single molecule magnetism applications. Top left: Schematics 
showing the grafting of carbon nanotubes with organic molecules using pyrene group (inset) that specifically bind onto nanotube side walls by p-p 
interaction. (After Chen, R. et al., J. Am. Chem. Soc., 123, 3838, 2001.) Right: AFM topographic analysis of molecular magnet/nanotube hybrids. 
Top right: Height images of the same CNT acquired on repeating the grafting process: left one time, center four times, right ten times. Bottom 
right: Section profile along the same CNT before (black line) and after (gray line) multiple graftings of 1. Bottom left: Heights of the grafted objects. 
(Adapted from Bogani, L. et al., Angew. Chem., 48, 746, 2009.)
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FIGURE 7.16 Top left: Schematics of a carbon nanotube based Cooper pair splitter: the nanotube is coupled in its middle part to a voltage biased 
superconducting electrode (noted S) which injects Cooper pairs in the nanotube. The nanotube splits the current into two components which are 
collected by symmetrically positioned normal metal electrodes. Bottom left: Cross section of the same device. The two branches act as nanotube 
quantum dots noted QD1 and QD2 in a similarly geometry as previously presented nanotube SQUID. Right: schematics showing the two possible 
paths for the two correlated electrons that forms the Cooper pair which splits in the nanotube and travel in opposite directions. (Adapted from 
Bouchiat, V. et al., Nanotechnology, 14, 77, 2003.)
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correlated quasi-particles in a 1D or 0D conductor. Many experi-
ments taking advantage of splitting the quantum correlated charge 
carriers emitted from a superconducting electrode can be devised. 
They are mostly inspired from those already realized in quantum 
optics and propose to realize their fully-integrated solid-state 
counterparts involving Cooper pairs instead of correlated photon 
pairs. In Cooper pairs splitting experiment, an additional quan-
tum degree of freedom is also provided by the spin of the electron.

Among interesting basic devices is the nanotube-based Cooper 
pair beam splitter (Figure 7.16). It consists of a single-walled CNT 
connected at both ends to normal state electrodes and coupled 
in its middle part to a superconducting nanowire. Such a device 
acts as an electronic beam splitter for correlated electrons origi-
nating from the superconductor. Note that this geometry is very 
similar to the nanotube SQUID described in Section 7.4, but with 
the notable difference of having spatially separated normal-state 
“collecting electrodes” instead of a single superconducting one 
found in the SQUID geometry (Figure 7.11).

The Cooper pair splitter device was first discussed on a the-
oretical level in 2002–2003 (Bena et al. 2002, Recher and Loss 
2002, Bouchiat et al. 2003) and its first preliminary experi-
mental realizations just appeared recently using either a CNT 
(Herrmann et al. 2010) or a III–V semiconducting nanowire 
(Hofstetter et al. 2009).

In this device, the splitting of Cooper pairs in the superconduc-
tor provides two electrons with opposite spins. In the case of a full 
splitting, they can travel into opposite directions in the nanotube 
and are individually collected at both ends of the nanotube (Figure 
7.16). Thanks to the Andreev process, the Cooper pair splitter gen-
erates electrons that are simultaneously entangled in energy and in 
spin. Correlation and noise measurements of the current emerg-
ing from the nanotube should allow the testing of Bell inequalities 
(Bouchiat et al. 2003) with electrons instead of photons.

7.5  Graphene-Based Superconducting 
Weak Links

7.5.1 Proximity Effect in Graphene Weak Links

Graphene, a single atomic layer of graphite, exhibits unique 
electrical and mechanical properties on account of its reduced 
dimensionality and “relativistic” band structure. The transport 
properties of the graphene sheets have recently received a lot of 
attention on both experimental (Geim and Novoselov 2007) and 
theoretical points of view. On one hand, this is due to its 2D 
character and on the other hand, to its remarkable band struc-
ture combining a linear dispersion relation of electronic wave 
functions similar to mass-less particles and perfect electron hole 
symmetry. The Fermi surface consists of two cones touching at 
one singular point, the so-called Dirac point, where the density 
of states is zero (see Figure 7.4a). Over the last 5 years, graphene 
has emerged as a unique platform for testing new electronic 
properties of condensed matter (Figure 7.17).

By tuning a gate voltage positively or negatively, one can 
respectively induce a finite density of electrons and holes with a 

linear energy dispersion curve. Furthermore, this 2D electron gas 
can be exposed to external physicochemical functionalization 
and be easily connected with superconducting electrodes. Soon 
after first electron transport measurements, graphene has been 
shown to allow Cooper pair transport (Heersche et al. 2007) with 
a well-defined Josephson effect exhibiting microamperes of criti-
cal current (Figure 7.18) and clearly defined (Figure 7.18) multiple 
Andreev reflections (Du et al. 2008a, Heersche et al. 2007).

The supercurrent of such a junction can be modulated in 
intensity with the gate, which tunes the carrier type and density 
of the graphene sheet (see Figure 7.4b). Depending on the gate 
voltage applied to the graphene, a supercurrent can be mediated 
by either electrons or holes (Heersche et al. 2007), which makes 
graphene the first 2D ambipolar superconducting material. 
Unlike nanotube weak links, the modulation no more shows 
any gate periodicy in the modulation of the switching supercur-
rent because of the absence of lateral quantum confinement. The 
superconducting current is monotonically increased by increas-
ing the gate and, as it is predicted by the number of conduction 
channels contributing in parallel to the superconducting current 
(Equations 7.4 and 7.5), the intensity of the maximum supercon-
ducting current is usually thousands of times the one measured 
for a CNT junction.

New features associated with the existence of Dirac Fermions 
have been predicted (Beenakker 2008). For example, due to 
the multiple conical valley band structure, the Andreev reflec-
tion, which usually is a retro-reflection (as seen in Figure 7.1), 
can be induced specularly with a high probability in undoped 
samples when the Fermi energy lies in the vicinity of the Dirac 
point (Beenakker 2006). Such effects, as well as the observation 
of peculiarities induced by the Andreev bound states (Titov and 
Beenakker 2006), require the realization of the ballistic gra-
phene weak links, a challenging fabrication task since the mean 
free path of graphene samples usually made are below 0.1 μm. 
Promising routes are offered by making suspended graphene 
obtained by under-etching the supporting substrate. Such a 
process has been shown to greatly enhance the normal state 
electronic properties in the non-superconducting state by boost-
ing mean free paths (Du et al. 2008b) and electronic mobilities 
(Bolotin et al. 2008).

FIGURE 7.17 Left: Schematic diagram of a graphene-based supercon-
ducting weak link. The graphene carrier density is controlled by adjust-
ing the backgate voltage on the silicon substrate, which is isolated from 
the device by a thermal oxide layer. Right: Atomic force micrograph 
of a first realized graphene superconducting junction. (Adapted from 
Heersche, H.B. et al., Nature, 446, 56, 2007.)
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In the case of graphene, this is predicted to lead to an unusual 
bias dependence of the differential conductance of the weak 
link. In most experiments, superconducting charge carriers 
are injected by the measuring electrodes. However, it has been 
predicted (Feigel’man et al. 2010) and experimentally shown 
(Kessler et al. 2010) that the superconductivity could be induced 
globally by decorating the graphene with an array of super-
conducting electrodes. In this latter case, the proximity effect 
generates a supercurrent, which percolates through the entire 
graphene sheet.

7.5.2  Graphene Nanotube Superconducting 
Quantum Interferometers

Graphene-based SQUIDs devices can be obtained in a similar 
way as has been done for CNT weak links. Indeed, the fabrica-
tion and operation of a two junction SQUID formed by a single 
graphene sheet contacted with aluminum/palladium electrodes 
in the geometry of a loop (see Figure 7.19) has been demonstrated 
in 2009 (Girit et al. 2009).

As for the nanotube SQUID, graphene SQUIDs allow the tun-
ing of the quantum interference with an electrostatic gate with 
a dependence (Figure 7.19b) that follows the transparency given 
by the graphene weak link (Figure 7.18). It also suggests a new 
modality for the ultrasensitive magnetometry of nanomagnets 
chemically or physically attached to the carbon surface.

7.6  Fullerene-Based Superconducting 
Weak Links

This last category considers the smallest sp2 carbon weak links 
that involve fullerene molecules (Smalley 1997). We consider a 
device made of a fullerene molecule (see Figure 7.4a, right) placed 
in a transistor geometry (depicted in Figure 7.4b). Interaction of 
the discrete levels of a molecular entity with the superconducting 
electrode has triggered a lot a theoretical studies (Choi et al. 2004, 
Novotny et al. 2005). Unlike all the previous carbon-based weak 
links discussed above, for which the properties depend not only 
upon the material properties but also on the electrode geometries 
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(for example, in a nanotube weak link, we have seen that the weak 
link gate modulation is inversely proportional to the length of the 
weak link, which is defined by the gap between the electrode), 
fullerene-based weak links involve the entire molecule. Therefore, 
electron transport through the junction is supposed to exhibit 
fingerprints (Zazunov et al. 2006) linked to the intrinsic molecule 
states, such as vibrational modes (Park et  al. 2000) or molecu-
lar magnetism (Lee et al. 2008). Indeed a set of experiments (see 
Figure 7.5, right) involving magnetically active molecules such as 
endofullerenes (Grose et al. 2008, Kasumov et al. 2005), which 
consist of additional atoms inserted in the carbon cage formed by 
the fullerene shell, are a sensitive probe of molecular magnetism.

7.6.1  Molecular transistors Made 
by Electromigration

Recent progress in the field of molecular electronics now allows 
for the direct integration of molecular objects into electrical 
on-chip circuits. It has been shown that by inserting molecules 
into a nanometer gap by sectioning a metallic wire, it is pos-
sible to create a molecular transistor which conducting states 
are linked to molecular orbitals available for conduction (Park 
et al. 2000). This possibility was provided by the electromigra-
tion process (Park et al. 1999), which allows the generation of 
nanogaps in metallic wires with good yield and an unprece-
dented reproducibility.

7.6.2  Implementation of a C60 
Superconducting transistor

Such electromigration processes have been recently adapted to 
the fabrication of superconducting transistors involving a single 
C60 molecule inserted between gold/aluminum electrodes that 
can be measured at milliKelvin temperatures (Winkelmann et 
al. 2009). Figure 7.20 shows the gate control of the superconduct-
ing state achieved in this molecular transistor, in the case of low 
dissipation in the environment of the linking conductor. The 
observed switching current is significantly lower than the criti-
cal current and has been shown to follow the law
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The results of a C60 molecular transistor (Winkelmann et al. 
2009) show good agreement between the measured critical cur-
rent as a function of gate voltage and the prediction for Ic(Vg) when 
taking into account the phase oscillations across the weak link.

7.7 Concluding remarks

A new class of molecular weak links has now become available for 
research, in which superconductors can be coupled with reliable 
transparent interfaces to nanostructures composed of a crystal-
line arrangement of sp2-hybridized carbon. The main original 
feature offered by this new type of device is the tunability of the 

superconducting transport being possible through gate control 
of the weak link chemical potential offered by quantum confine-
ment. The integration control over these nanostructures, which 
has been made possible by advances in nanofabrication, allows 
for the fabrication of hybrid devices that mix bottom-up and 
top-down approaches. They provide building blocks that pave 
the way for the realization of more complex devices that should 
be useful for quantum information and nanomagnetism.
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8.1 Introduction

Magnetism is an open field in which physicists, electrical engineers, 
material scientists, mathematicians, chemists, metallurgists, and 
others practice together.

Today information technologies ranging from personal com-
puters to mainframes use magnetic materials to store informa-
tion on tapes, floppy diskettes, and hard disks. Our seemingly 
insatiable appetite for more computer memory will probably be 
met by a variety of magnetic recording technologies based on 
nanocrystalline thin-film media and magneto-optic materials. 
Personal computers and many of our consumer and industrial 
electronics components are now powered largely by lightweight 
switch-mode power supplies using new magnetic materials tech-
nology that was unavailable 20 years ago. Magnetic materials 
touch many other aspects of our lives. Each automobile contains 
dozens of motors, actuators, sensors, inductors, and other elec-
tromagnetic and magneto-mechanical components using hard 
(permanent) as well as soft magnetic materials. Electric power 
generation, transformation, and distribution systems rely on 
hundreds of millions of transformers and generators that use the 
principles of electromagnetic fields as well. Finally, magnetism is 
present in telecommunication systems, such as mobile phones, 
electronic article surveillance, asset protection, and access con-
trol because of the presence of oscillating circuits and resonators 
working at microwave frequencies.

Magnetism, along with electricity, belongs to a larger phe-
nomenon, electromagnetism, by which we describe the force 
generated by the passage of an electric current through matter. 
When two electric charges are at rest, it appears to the observer 

that the force between them is merely electric. If the charges 
are in motion, however, and in this instance motion or rest is 
referred to in relation to the observer, then it appears as though 
a different force, known as magnetism, exists between them. In 
fact, the difference between magnetism and electricity is purely 
artificial. Both are manifestations of a single fundamental force, 
with magnetism simply being an abstraction that people use for 
the changes in electromagnetic force created by the motion of 
electric charges.

To gain a deeper understanding of magnetism and the mate-
rials classification, it is necessary to first introduce some basic 
concepts. First, within the area of research of magnetism, one 
can identify at least four different scales that give correspond-
ingly four different levels of investigation, as shown in Figure 8.1.

The top level, magnetic hysteresis models, treats the phenom-
enology of technical magnetization curves. Such an approach 
is encountered whenever connections between hysteresis and 
domain phenomena can be established. There are several mod-
els to treat the magnetization phenomena (curves) at this level. 
The first scalar model of hysteresis was proposed by Preisach 
(1929). From 1929, lots of efforts have been focused on the physi-
cal interpretation of its parameters as well as the inclusion of 
aftereffects, accommodation, and magnetostriction phenomena 
(Bertotti 1998).

At the bottom level, we find the atomic description, which 
deals with the spin structure of magnetically ordered material 
and the arrangements of spins on the crystal lattice sites. It also 
describes the origin, interactions, mutual arrangement, and sta-
tistical thermodynamics of elementary magnetic moments by 
means of quantum mechanic theories.
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There exist two models working at the intermediate meso-
scopic scale: domain theory and micromagnetism. The former 
combines discrete, uniformly magnetized domains, domain 
walls, and their microstructure. The latter is the continuum 
theory of magnetic moments, underlying the description of the 
magnetic microstructure. The domain theory is located at a scale 
larger than the domain wall width, whereas the micromagnetic 
scale is comparable with that scale (see Figure 8.2).

The starting point of the domain theory is to suppose a given 
domain’s distribution in a specimen according to both experi-
mental observations and energy balance. The main assumption 
is that the wall that divides the adjacent domains has a zero 
width. In other words, this is a model where the magnetization 
vector presents discontinuities when passing from a domain 
to the adjacent one. As cited briefly above, this theory is valid 
under the assumption that the domain wall width is negligible 
with respect to the other dimensions involved in the problem. 
Without going into detail, it has to be noted that the domain 
theory offers the possibility of describing a lot of real systems. In 
spite of this, its limitations lead to the need for building a more 
accurate and general theory.

The micromagnetic theory was developed first by Landau 
and Lifshitz (1935) on a variational principle: it searches for 

magnetization distributions with the total smallest energy. This 
variational principle leads to a set of differential equations, the 
micromagnetic equations, which were initially developed by the 
same authors for one-dimensional problems. Stimulated again 
by experimental work and its analysis, W.F. Brown extended the 
equations to three dimensions (Brown 1940, 1963).

The micromagnetic equations are complicated nonlinear and 
nonlocal equations; they are therefore difficult to solve ana-
lytically, except in cases in which a linearization is possible. 
However, a number of problems in research need micromagnetic 
methods for their adequate treatment, such as the following:

 1. The analysis of the behavior of small magnetic particles 
that are, at the same time, too small to accommodate a 
regular domain structure and too large to be described as 
uniformly magnetized

 2. The determination of the spatial distribution of magneti-
zation inside a domain wall

 3. The calculation of the magnetic stability limits
 4. The analysis of rapid magnetization dynamics occurring 

in nanoscale devices

To treat such problems, works on numerical solutions of the 
micromagnetic equations are increasingly pursued. It appears 
utopian, however, to apply micromagnetic methods to large-
scale domain structures because the gap between the size of 
samples and the size of computational grids is simply too large 
and unaffordable computational times and memory allocation 
would be consequently required. According to these discussions, 
micromagnetic and domain theories should not be considered as 
mutually exclusive at all, but as complementary tools.

In this chapter, we will address our discussion on the usage of 
micromagnetic frameworks to describe the behavior of a class of 
novel devices that are currently investigated for their attracting 

Magnetic hysteresis models
Describing the average magnetization vector of a sample 

as a function of the external field
Δx >> D

Domain theory
Describing the magnetic microstructure of a sample, the shape and

detailed spatial arrangement of domain and domain boundaries
δ << Δx ≈ D

Micromagnetism
Describing the internal structure of domain walls and their substructures in terms

of a continuum theory of classical magnetization vector field
Δx ≈ δ

Atomic (quantic) theory
Describing the origin, the interactions, the mutual arrangement and the statistical

thermodynamics of elementary magnetic moments
Δx ≈ a << δ

FIGURE 8.1 The hierarchy of descriptive levels of magnetically ordered materials. The values in parenthesis indicate the sample dimensions for 
which the different theories are applicable. Δx is the characteristic scale for each theory, D, δ, and a are the domain size, the wall width, and the 
interatomic distance, respectively.

Quantum
mechanics

10–10 10–8 10–7 10–6

1 μm
10–5 10–4 d (m). . .10–3

1 mm
10–9
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Micromagnetism Domain theory

FIGURE 8.2 Characteristic length scales for mathematical models of 
magnetism.
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potential applications (mainly as magnetic memories and micro-
wave oscillators).

In 1996, in fact, almost contemporarily, Slonczewski (1996) 
and Berger (1996) predicted that a direct electric current passing 
through a magnetic material, adequately thick, becomes spin-
polarized along the direction of its local magnetization vector. 
The current moving outward such a polarizer is thus referred 
to as “spin-polarized current.” To some extent, it is possible to 
consider this phenomenon in analogy to what occurs in opti-
cal systems where a unpolarized light traverses a slab of polar-
izing material and causes the outgoing electromagnetic waves 
to oscillate along the direction of the transmission axis of the 
polarizer. If a spin-polarized current presents a sufficiently 
large amplitude and now traverses a second magnetic layer, it 
can transfer its spin-angular momentum and destabilize the 
static equilibrium orientation of the magnetization of this latter 
layer. Such phenomenon, which is correspondingly called “spin-
transfer torque effect,” has been indeed applied, from the very 
beginning, in multilayer systems called “spin-valve” like the one 
shown in Figure 8.3.

A classical spin-valve system consists of: a thicker mag-
netic layer, called fixed or pinned layer (PL), which acts as the 
spin-polarizer; a thinner magnetic layer, called free layer (FL), 

which is the one generally subjected to the action of the spin-
transfer torque; and a nonmagnetic spacer, used to decouple the 
exchange interactions between PL and FL. Depending on the 
electrical conductivity of the intermediate layer, it is possible to 
build-up either “classical” spin-valve (CSV) devices, if the spacer 
is a metal, or nonclassical magnetic tunnel-junctions (MTJ), if 
the spacer is an insulator. The mechanism of the torque and the 
resulting magnetic dynamics have also been studied experimentally 
in magnetic wires based on the capability of the spin-transfer 
torque to move domain walls.

Moreover, depending on the geometry, properties of the 
layered magnetic structure, and magnitude and orientation of 
the external bias field, such a “spin-transfer torque effect” can 
lead either to the switching of the magnetization direction or 
to a stable magnetization precession of the magnetization of the 
thinner FL.

The discovery that spin-polarized current can alter a magnetic 
state opened several perspectives for a new class of nano-scale 
magnetic devices in which the additional degree of freedom con-
stituted by the “spin” plays an important role. The correspond-
ing new research area was consequently called spintronics, a 
short notation for “spin-based electronics”. In general, spintron-
ics refers to the study of the role played by electron (and more 
generally nuclear) spin in solid-state physics and in those devices 
that specifically exploit spin properties instead of, or in addition 
to, the degree of freedom given by the charge. The spin-transfer 
torque, by which spin-polarized currents can replace the role 
of a bias magnetic field in managing the spatial configuration 
of magnetization, offers the possibility of designing and build-
ing up a new class of devices and applications that includes, for 
example, magnetoresistive random access memory, logic gates, 
diodes and transistors, nano-oscillators, radiofrequency modu-
lators, and detectors. To control device performance, it is criti-
cal to understand the nature of the spin-torque-driven magnetic 
excitations (Berkov and Miltat 2008, Ralph and Stiles 2008, 
Slavin and Tiberkevich 2008).

8.2 Background

We need, thus, a mathematical model to describe the magnetiza-
tion dynamics driven by spin-polarized currents in nanoscale 
spin-valve systems.

To do that, as briefly introduced in Section 8.1, at a mesoscopic 
scale we need to introduce a continuum model, in terms of mag-
netic polarization per unit volume, and to characterize the state 
of a generic ferromagnetic body by means of its free energy.

To this aim, let us consider a region occupied by a magnetic 
body. Let us now focus on a “small” region dVr within the body 
denoted by the position vector r ∈ Ω. We refer to a “small” region 
to indicate that the volume dVr is large enough to contain a huge 
number N of elementary magnetic moments μj, j = 1, …,  N, 
but small enough so that the average magnetic moment var-
ies smoothly. In this respect, we define the magnetization vector 
field M(r), so that the product M(r)dVr represents the net mag-
netic moment of the elementary volume dVr:

Un-polarized
current

Spin-polarized
electrons

Metal

I

ΔS

SFL

e–

SPL

SPL

Metal

Ferromagnetic
free layer

(FL)

Non-magnetic
spacer

Ferromagnetic
pinned layer

(PL)

FIGURE 8.3 Schematic representation of the active region of a 
spin-valve when a perpendicular-to-plane electric current is injected 
through the structure. Please note that, because electrons bear negative 
charge, a downward current flow corresponds to an upward electron 
flow. A thicker ferromagnetic layer (“fixed” layer), having a magnetiza-
tion vector SPL fixed in space, and a thinner ferromagnetic layer (“free” 
layer), having a magnetization vector SFL “free” to move, are separated 
by a nonmagnetic layer (spacer). The electrons of the current I exert a 
torque on the magnetization of the free layer. The current I is taken as 
positive when directed from the fixed to the free layer (electrons flow 
from the free into the fixed layer).
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 M r( ) = =∑ m j
j

N

rV
1

d  (8.1)

Moreover, we assume that the magnetization is also a function 
of time t:

 M M r= ( , )t  (8.2)

The main hypotheses of micromagnetism consist of considering 
the magnetization vector M to be a continuous function of the 
position r within the body and whose modulus |M| = MS is con-
stant in time.

It is well known that the magnetization configuration of 
a ferromagnetic body should be such as to minimize its free 
energy G(X, H, T) = F(X, T) − HX. In this equation, F(X, T) is 
the Helmholtz free energy of the system, H is the external field, 
and X is the state variable. The local minima obey the condi-
tion ∂G/∂X = 0, by which all the metastable states are found. The 
great complication is that, in a space-dependent approach, X 
represents the full magnetization vector field M(r) defined over 
the entire body volume. Thus, the energy minimization has to 
be carried out in the infinite-dimensional functional space of all 
possible magnetization configurations, which, from the math-
ematical point of view, constitutes a nontrivial issue.

To characterize the energy landscape, it is necessary to first 
introduce the principal energy terms that control the behavior of a 
ferromagnetic body and show how they compete with each other.

It is well known that the most significant contributions to the 
energy balance arise from Maxwellian fields (magnetostatic and 
Zeeman) and non-Maxwellian ones (exchange and anisotropy). 
Let us briefly discuss each of them.

8.2.1 Exchange Interactions

The exchange interactions, which are the source of the ferromag-
netism, should be vigorously analyzed by means of quantum 
theory, since this latter strongly concerns with spin–spin inter-
actions. More specifically, on a scale in the order of the atomic 
scale, the exchange interaction tends to align neighboring mag-
netic moments. In other words, whenever M(r) changes orien-
tation from point to point, we have some misalignment of the 
neighboring magnetic moments and this costs extra exchange 
energy. In view of a continuum average analysis in terms of a 
magnetization vector field, we expect that the exchange inter-
actions tend to produce small uniformly magnetized regions, 
indeed observed experimentally and called magnetic domains.

The contribution of exchange interactions to the free energy 
of the whole magnetic body can be expressed as (Brown 1962)

 F A m m m Vx y zex d= ∇( ) + ∇( ) + ∇( )



∫ 2 2 2

Ω

 (8.3)

where
the parameter A is called “exchange constant”
the integration is extended over the whole volume region Ω

8.2.2 anisotropy

Anisotropic effects in ferromagnetic bodies arise from the 
structure of the lattice and from particular symmetries that are 
produced in certain crystals. The experimental evidence of the 
existence of such energy-favored directions can be observed in 
certain ferromagnetic materials when, in the absence of external 
fields, the magnetization vector tends to be magnetized along 
precise directions, which in literature are referred to as easy 
directions. The fact that there is a “force” that tends to align mag-
netization along easy directions can be taken into account, in 
the micromagnetic framework, by means of an additional phe-
nomenological term in the free energy functional

 F f Van an d( ) ( )m m= ∫
Ω

 (8.4)

where fan(m) is the anisotropy free energy density. In this phe-
nomenological analysis, the easy directions correspond to the 
minima of the anisotropy energy density, whereas the saddle-
points and maxima of fan(m) determine the medium-hard axes 
and the hard axes, respectively.

8.2.3 Magnetostatic Interactions

Magnetostatic interactions represent the way the elementary 
magnetic moments interact over long distances within the body. 
In fact, the magnetostatic field at a given location within the 
body depends on the contributions from the whole magnetiza-
tion vector field. We refer to this property as “nonlocal” char-
acter. Magnetostatic interactions can be taken into account by 
introducing the appropriate magnetostatic field Hm according 
to the Maxwell equations for magnetized media

 

∇⋅ = −∇⋅

∇⋅ =

∇ × =










H M

H

H

m

m
c

m

     in 

              in 

Ω

Ω0

0  

(8.5)

where the quantity −∇ . M = ρM plays the role of “magnetic 
charge” density.

The system (8.5) has to be completed with the boundary con-
ditions at the body discontinuity surface ∂Ω

 
n H n M

n H

⋅[ ] = ⋅

×[ ] =







∂

∂

m

m

Ω

Ω 0  (8.6)

where
the quantity n . M = σM plays the role of “surface magnetic 

charge” density
n is the outward normal to the boundary ∂Ω of the magnetic 

body
[Hm]∂Ω is the jump of the vector field Hm across ∂Ω
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The expression for the contribution of magnetostatic interac-
tions to the free energy of the system is given by

 
F Vm m= − ⋅

∞

∫ 1
2 0µ M H d

Ω  
(8.7)

Equation (8.7) denotes the nonlocal character of the magneto-
static field, as it functionally depends, through the boundary 
value problem (8.6), on the spatial distribution of the magneti-
zation vector field through the entire body volume.

8.2.4 External Field

When a magnetic body is subjected to an external bias field Hext, 
the contribution to the energy is simply

 
F Vext ext d= − ⋅∫µ0M H

Ω
 

(8.8)

This energy term is referred to in literature as Zeeman energy.

8.2.5  Energy Balance and Free Energy 
Functional Formulation

It is now possible to summarize the role played by each of the 
previous energy terms described above. In fact, because each 
energy contribution favors different energy minima configu-
rations, the metastable configuration arises from a sort of 
competition among them. For example, a magnetic material 
uniformly magnetized along its easy axis presents a low energy 
contribution arising from both exchange and magnetocrystal-
line anisotropy fields, but, at the same time, a higher contribu-
tion coming from both the magnetostatic and Zeeman fields 
(if the applied field direction is different from the easy axis). 
On the contrary, a configuration having a minimum magneto-
static energy is a closed-loop structure, but such a configura-
tion presents higher contributions coming from all the other 
energy terms.

The expression for the free energy of the ferromagnetic body 
can hence be formulated by collecting the previous equations

 

G F F F F

A m m m

f

m

x y z

( , )M Hext ex an ext= + + +

= ∇( ) + ∇( ) + ∇( )



{

+

∫ 2 2 2

Ω

aan ext d− ⋅ − ⋅ 



1
2 0 0µ µM H M Hm V  (8.9)

which can be put in the compact form by expressing the exchange 
interaction energy density as A(∇m)2

G A f Vm( , )M H m M H M Hext an ext d= ∇( ) + − ⋅ − ⋅





∫ 2

0 0
1
2

µ µ
Ω

 (8.10)

By using a variational calculus, we are able to introduce now the 
so-called effective field as the variational derivative of the energy 
density of the system

H
M

m
m

H Heff
an

ext= − = ∇ ⋅ ∇( ) − ∂
∂

+ +δ
δ µ µ

G
M

A
M

f
S S

m
2 1

0 0  
(8.11)

where MS expresses the saturation magnetization of the body.

8.2.6 Equation of Motion

Once the effective field is defined, it is possible to present the so-
called Landau–Lifshitz (LL) equation (Landau and Lifshitz 1935)

 
∂
∂

= − ×M M H
t

γ eff  (8.12)

which expresses the undamped precessional dynamics of the 
magnetization vector along the direction of the effective field 
(γ is the gyromagnetic ratio).

We observe that the Landau–Lifshitz equation (8.12) is a 
conservative (Hamiltonian) equation. Nevertheless, dissipative 
processes take place within the dynamic magnetization pro-
cesses. The microscopic nature of this dissipation is still not 
clear and is currently the focus of considerable research. The 
approach generally followed to take into account dissipation 
precesses consists of introducing damping in a phenomenologi-
cal way. Landau and Lifshitz introduced an additional torque 
term that pushes magnetization in the direction of the effective 
field. Then, the damped Landau–Lifshitz equation becomes, in 
the Gilbert formulation, (Gilbert 2004)

 
∂
∂

= − × + × ∂
∂







M M H M M
t M tS

γ α
eff  (8.13)

where α is the Gilbert damping parameter. To better understand 
the meaning of undamped and damped precessional dynamics, 
in Figure 8.4 we sketched the trajectories described by Equations 
8.12 and 8.13, respectively.

By means of simple algebraic steps, it could be easily dem-
onstrated that Equation 8.13 can be rewritten in the equivalent 
form

Undamped
precession

Damped
precession

M M

M× ∂M
∂t

–M×Heff –M×Heff

Heff Heff

FIGURE 8.4 Comparison between undamped and damped precession.
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+

× −
+

× ×( )M M H M M H
t MS

γ
α

γα
α1 1

1
2 2eff eff  (8.14)

where the damping term is now expressed as a double vector 
product. Such formulation brings the advantage of being an 
explicit expression for the time derivative of the magnetization 
so that, as it will be more clear in the next paragraph, it is more 
suitable to be implemented in a numerical framework.

8.2.7  Equation of Motion Including 
Spin-transfer torque Effects

At this stage, spin-polarized current has not yet been considered.
It has been demonstrated that current-induced spin-transfer 

effects in a spin-valve layered structure, such as the one sketched 
in Figure 8.3, are taken into account by including another 
torque term (Slonczewski 1996) into the equation of motion. 
The dynamic equation for magnetization dynamics driven by 
spin-polarized currents is called the Landau–Lifshitz–Gilbert–
Slonczewski (LLGS) equation, and it is in the form

 

∂
∂

= − ×( ) + × ∂
∂







+ × ×( ) 
M M H M M M M p
t M t

I
M

f r
S S

γ α σ
eff ( )

 
(8.15)

In this case, M is the magnetization vector of the FL while p is 
the unit vector in the direction of spin-polarization (magnetiza-
tion of the PL), I is the electric current traversing the spin-valve 
structure, the dimensionless function f(r) describes the spatial 
distribution of the current across the area of the FL, and the 
parameter σ is given by

 σ µ ε= g
eM LS

B

S2
( , )M p  (8.16)

where
g is the Landè factor
μB is the Bohr magneton
e is the modulus of the electron charge
L is the FL thickness
S is the area of the region involved by the current flow
ε(M, p) is the dimensionless spin-polarization efficiency 

(Slonczewski 1996, 1999)

The latter parameter is, in general, a function of the relative 
alignment between PL and FL and of the material under investiga-
tion. In its original formulation, Slonczewski derived the expression
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(8.17)

with η being the polarization factor characteristic of the polar-
izing material. It has to be noticed, however, that in most cases, 

this dependence does not lead to any qualitative or significant 
quantitative effects and, especially when only a qualitative 
understanding of the problem is required, can it be approxi-
mated by a constant value (generally treated as a free parameter 
to fit experimental data).

By comparing the formulation of the dissipation torque in 
Equation 8.14 and the formulation of the spin-transfer torque 
in Equation 8.15, one observes that, for a proper direction of the 
applied current (and exactly for positive current, which conven-
tionally means electrons flowing from the FL to the PL), these 
expressions present a similar vector structure but with oppo-
site signs (Slonczewski 1999, Slavin and Kabos 2005). A way to 
understand how these effects work is to consider that, while dis-
sipation pushes the magnetization vector toward the direction 
of Heff, the spin-transfer pushes the magnetization vector away 
from the direction of p. For such a reason, we might associate 
with the spin-transfer torque term the character of a “negative” 
damping, which opposes the natural “positive” Gilbert dissipa-
tion term (Slavin and Kabos 2005). The equality between these 
two terms represents the necessary condition under which stable 
persistent magnetization oscillations take place in a dissipative 
medium.

To give a complete picture on the mechanism underlying the 
process of spin-polarization and the subsequent spin-transfer 
torque effect, let us summarize in Figure 8.5 the FL magne-
tization dynamics occurring for both positive and negative 
currents.

The spin-polarization occurs via the absorption of the inci-
dent transverse spin current. The mechanism responsible for 
the transfer of the spin-angular momentum is the exchange 
interaction felt by electrons in the ferromagnet, which exerts 
a torque on the electron spins and, in turn, induces a reaction 
torque on the magnetization. In fact, let us consider the situa-
tion in which electrons incident from a nonmagnet are arranged 

I < 0
ΔmFL

ΔmPL

mFL
mPL

PL FL
Stabilizes parallel alignment

I > 0

ΔmFL
mFL

Magnetic

Non magnetic

mPL

PL FL
Stabilizes antiparallel alignment

FIGURE 8.5 Spin-transfer torque effects for both directions of the 
current.
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over a distribution of states represented by three different inci-
dent directions. All of these electrons are in the same spin state, 
which is transverse to the ferromagnetic spin density (e.g., the 
magnetization of either FL or PL). The reflected electron spins 
have a predominantly minority character and undergo a ran-
dom spin rotation whose precession axis is on average directed 
along the direction antiparallel to the one of the ferromagnet. 
The transmitted majority electron spins, on the other hand, pre-
cess along the direction parallel to the ferromagnetic spin den-
sity as they go into the ferromagnet because the wave vectors 
for the majority and minority components are different. It has 
to be pointed out that, although the proposed picture is qualita-
tively correct for most of the commonly used metal/ferromagnet 
interfaces (e.g., Cu/Co), additional phenomena (such as spin-
dephasing and spin-accumulation) should be taken into account 
to get a quantitative understanding of the investigated dynamics 
(Stiles and Miltat 2006).

By looking at Figure 8.5 it turns out that, for negative current 
(top figure), the electrons crossing the interface metal/FL are on 
average polarized along the direction of the PL and the applied 
torque (ΔmFL) favors the parallel alignment between the two 
magnetic layers. The back-torque operated by the reflected elec-
trons on the PL (ΔmPL) is generally negligible as the PL presents 
usually large values for saturation magnetization and thickness, 
which keep it fixed in its equilibrium state. On the contrary, for 
positive current (bottom figure), the electrons reflected from the 
PL hit the interface metal/FL with an antiparallel polarization 
with respect to that of the PL. In this case, the consequent torque 
causes a destabilization of the FL magnetization, which tries to 
favor an antiparallel configuration between the magnetization 
of the two layers.

These phenomena hold under two main assumptions: (1) 
the length of the nonmagnetic path that electrons experience 
between the two magnetic layers has to be smaller than a given 
characteristic length scale, named “spin-diffusion length” 
(according to the classical drift diffusion model of spin trans-
port, the ensemble averaged spin of electrons drifting and dif-
fusing in a solid decays exponentially with distance due to spin 
dephasing interactions) and (2) the thickness of the magnetic 
layers is assumed to be too great for appreciable tunneling of 
minority-spin electrons, therefore, the component antiparallel 
to the magnetization is totally reflected back into the nonmag-
netic spacer, while the component parallel to the magnetiza-
tion is totally transmitted into the magnetic layer.

Of course, it has to be recalled that the current-driven 
destabilization mechanism, apart from occurring only for a 
proper direction of the spin-polarized current, also exhibits 
a threshold character, i.e., there exists a given critical cur-
rent above which the phenomena observable in such devices 
(reversal or persistent oscillations) take place. The simplest 
explanation lies in the energy that the applied current has to 
supply to the system in order to modify the energy landscape 
created by all the contributions of the effective field and to bal-
ance the natural positive dissipation (Slonczewski 1999, Slavin 
and Kabos 2005).

8.3  Computational Micromagnetics 
of Nanoscale Spin-Valves: 
State of the art

Let us come back to the mathematical viewpoint by recalling 
that the influence of current-induced spin-transfer effects on 
the magnetization dynamics of nanoscale devices is expressed 
by the LLGS equation (Equation 8.15). This differential equation 
presents a complex nonlinear and nonlocal structure, which, in 
general, prevents the formulation of an exact analytical solution 
unless strong simplifying assumptions are imposed to the ana-
lyzed problem.

To gain a better physical understanding of the complicated 
magnetization dynamics, alternative strategies make use of the 
numerical integration of the equation of motion by means of 
different techniques, such as boundary element (BE), finite ele-
ments (FE), finite differences (FD), or hybrid procedures. Such 
approaches, to some extent, offer better-accuracy solutions, with 
respect to analytical approaches, simply because they generally 
use a smaller set of restrictions and simplifying hypotheses. 
Numerical tools can also be used to explore the range of validity 
of analytical theories, an analysis which sometimes could not be 
carried out otherwise.

On a practical level, when numerically solving partial differ-
ential equations, the primary challenge is to create an equation 
that approximates the equation to be studied. The main require-
ment is the numerical stability of the integration scheme, mean-
ing that errors in the input data and intermediate calculations 
do not accumulate and cause the resulting output to deviate 
substantially from the exact solution or, in the worst case, to be 
meaningless.

Let us give a brief overview of the numerical methods cited above.
The BE method is a numerical computational method used 

to solve linear partial differential equations that have been for-
mulated as integral equations, and is applicable to problems for 
which Green’s functions can be calculated. The boundary ele-
ment method attempts to use the given boundary conditions to 
fit boundary values into the integral equation, rather than val-
ues throughout the space defined by a partial differential equa-
tion. Once this is done, in the post-processing stage, the integral 
equation can then be used again to numerically calculate the 
solution directly at any desired point in the interior of the solu-
tion domain. The boundary element method is often more effi-
cient than other methods, including finite elements, in terms 
of computational resources for problems where there is a small 
surface/volume ratio even though it generally gives rise to fully 
populated matrices, which in turn yield a substantial increase 
of the storage and computational time requirements. In these 
cases, compression techniques might be applied, even though 
additional restrictions to the problem have to be added.

The FE method is a numerical technique for finding the 
approximate solutions of partial differential equations as well 
as of integral equations. The solution approach is based either 
on eliminating the differential equation completely (steady-state 
problems) or rendering the partial differential equation into an 
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approximating system of ordinary differential equations, which 
are then numerically integrated using standard techniques (e.g., 
Euler’s method, Runge-Kutta, etc.). In other words, the basic idea 
is to replace the infinite dimensional linear problem with a finite 
dimensional version. The algorithm can be subdivided into two 
steps: (1) rephrase the original problem in its weak or variational 
form and (2) discretize the weak form in a finite dimensional 
space. In step (2), one has to choose both finite-dimensional sub-
space of the original space and the shape functions that consti-
tute the basis of the searched solution in that subspace. Because 
the original space is subdivided into a mesh of polygonal cells 
having whatever geometrical shape (triangular, tetragonal, etc.) 
the FE method is a good choice for solving partial differential 
equations when the computational domain presents a complex 
geometrical structure (e.g., for nonflat boundaries problems), 
but also when the desired precision varies over the entire domain 
or when the solution lacks smoothness (see Figure 8.6).

FD methods are numerical methods for approximating the 
solutions to differential equations using finite difference equations 
to approximate derivatives. The FD method implies a discretiza-
tion of the computational region by using prismatic cells and then 
each derivative in the equation of motion has to be approximated 
(by using a given integration scheme) by a certain discretization.

A comparison between the FE and FD methods brings out the 
following main considerations:

• The FD method is an approximation of the differential 
equation, while the FE method is an approximation of the 
solution.

• The most attractive feature of the FE method lies in its 
ability to handle complex geometries (and boundaries) by 
means of a proper choice of the discretization cells. The 
FD method, on the contrary, in its basic formulation, is 
restricted to handle rectangular shapes.

• The most attractive feature of the FD method lies in the 
fact that it might be very easy to be implemented.

Let us now focus on the usage of FD methods with the aim of show-
ing how the numerical solution of the LLGS equation can be carried 
out and, at the same time, offer a brief overview of the state-of-the-
art micromagnetic studies applied to nanoscale devices.

8.3.1  Numerical Solution of LLGS 
Equation Based on FD Methods

The first step of a numerical approach consists of subdividing 
the entire volume of the specimen by using a regular mesh of 
prismatic cells (Δx × Δy ×Δz), as in Figure 8.7.

To establish a proper dimension for the grid size, it is neces-
sary to define before a fundamental quantity, named “exchange 
length,” as follows:

 l A
MS

ex = 2
0

2µ  (8.18)

The exchange length gives an estimation of the characteris-
tic dimension on which exchange interactions are dominant. 
For typical magnetic materials (e.g., silicon-iron alloys, called 
“Permalloy”) lex is in the order of 5 ÷ 10 nm. Therefore, one 
expects that on a spatial scale in the order of lex, the magnetiza-
tion is spatially uniform. For such a reason, within a micromag-
netic framework, the cell size has to be smaller than the exchange 
length value, i.e., typically a cell-size as large as a 2 ÷ 5 nm-side is 
used. At the same time, the cell size should not be considered too 
small for at least two reasons: (1) the computational time should 
be kept in an affordable range and (2) the cell dimensions should 
be consistent with the mesoscopic scale.

Once the spatial discretization is addressed, the next step is 
to choose a proper time-step Δτ. This value changes according 
to the integration scheme adopted, and the main constrain it 
has to satisfy is the convergence of the solution. To check that 
convergence, the criterion generally used is to analyze the time-
evolution of the total system energy. Because of dissipation, the 
energy can only diminish, so that a gradual increase of the total 
energy reflects a divergent algorithm.

FIGURE 8.6 Example of mesh for FE methods with variable grid size 
to get a better resolution in correspondence of regions of interest.

Δx

Δy

Δz

FIGURE 8.7 Example of mesh for FD methods.
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Then, starting from an initial configuration of magnetiza-
tion m(r, τ) ∀r ∈ V, we compute the effective field heff(r, τ) = 
heff(m(r, τ), τ) (see below for details) in each computational cell.

After that, it is necessary to apply a numerical integration 
scheme to solve the LLGS equation and to obtain the updated 
value of the magnetization distribution in the next time step 
τ + Δτ: m(r, τ + Δτ) ∀r ∈ V. Many integration schemes can be 
applied, either explicit or implicit, either with a fixed time-step 
or with an adaptive time-step (e.g., Euler, predictor-corrector, 
Runge-Kutta, mid-point, Adams-Bashforth-Moulton, Milne-
Simpson, etc.). In most cases, one has to compute a finite differ-
ences representation for the derivate: that is the main reason why 
an explicit formulation for ∂M/∂t, like the one in Equation 8.14, 
is preferable with respect to the one shown in Equation 8.13.

Because our goal is to model the dynamic behavior of spin-
tronic devices having a spin-valve structure as the one presented 
in Section 8.2, it is now necessary to focus on some aspects 
related to the implementation of the effective field for such 
devices. In the cases under investigation, the effective field has 
to be updated to take into account the additional contributions:

H H H H H H H H Heff ex an m ext mc Amp eddy th= + + + + + + +  (8.19)

Here Hex, Han, Hm, and Hext represent the exchange, anisotropy, 
magnetostatic, and external field contributions already intro-
duced previously. The new contributions arise from Hmc, which 
represents the magnetostatic coupling between PL and FL (it has 
to be distinguished from Hm, which is the self-magnetostatic, 
or demagnetizing, field induced by the magnetization of each 
layer within its volume); HAmp, which represents the Ampère (or 
Oersted) magnetic field created by the current flow; Heddy, the field 
contribution arising from eddy currents; and Hth, which repre-
sents the stochastic contribution arising from thermal noise.

Let us now give some details about the numerical implemen-
tation of each contribution within a FD micromagnetic frame-
work. To do that, we will use a normalized notation, where each 
term is divided by the saturation magnetization value and writ-
ten in lowercase letter, e.g., m = M/MS.

The exchange field, hexc, is computed by considering the discrete 
expression for the exchange energy

 
f i j k A m i j k m i j k m i j kx y zex( , , ) ( , , ) ( , , ) ( , , )= ∇( ) + ∇( ) + ∇( )
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where we used the notation for each Cartesian component 
α = x, y, z
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Under the approximation of finite differences, the derivative is 
substituted by the incremental differences (computed at the center 
of each cell), that is
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where Δx, Δy, Δz are the sizes of the computational cells, whereas 
Δx, Δy, Δz represent the finite difference operators along the 
Cartesian axes x, y, z. Let us consider the magnetization vec-
tor M(i, j, k) = MSm(i, j, k) at the point (i, j, k) and M(i + 1, j, k) = 
MSm(i + 1, j, k) the corresponding vector at the neighboring cell 
(i + 1, j, k) in the x direction. We can rewrite the expression (8.22) 
as follows:
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(8.23)

By taking into account that |m(i, j, k)| = 1 ∀ (i, j, k), the expression 
(8.23) can be simplified as
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Also, by taking into account the neighboring cell in the negative 
directions, one ends up with

∇( ) ≈ − +( ) + − −m
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(8.25)

Under the hypothesis of cubic cells (Δx = Δy = Δz), we can gener-
alize Equation 8.25 to the case of Nx × Ny × Nz cells (along the x, y, 
and z axis, respectively) as follows:
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(8.26)

The exchange field is computed by using the functional deriva-
tive of the energy (δ/δm), which becomes the ordinary derivative 
(∂/∂m) in the discrete domain:

 
h i j k
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exc

ex( , , ) ( , , )
( , , )

= − ∂
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1
0

2µ m  
(8.27)

By substituting Equation 8.26 into Equation 8.27, one obtains 
the final implementation of the six-neighbors exchange field:



8-10	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

 

h i j k A
M

i j k i j k
xS

exc

            

( , , ) ( , , ) ( , , )= + + −


2 1 1
0

2 2µ
m m

∆

        

                   

+ + + −

+

m m

m

( , , ) ( , , )

( ,

i j k i j k
y

i j

1 1
2∆

,, ) ( , , )k i j k
z

+ + − 


1 1
2
m

∆  
(8.28)

It should be pointed out that the partial derivative approxima-
tion for finite differences holds for small arguments, that is, 
when the angle formed between the magnetization vectors in 
two adjacent cells is small.

The anisotropy field, han, in the case of uniaxial anisotropy, is 
simply computed by

 h i j k K
M

i j kC

S
ani K K( , , ) ( , , )= ⋅( )2

0
2µ

m u u  (8.29)

where
KC is the anisotropy constant
uK is the direction of uniaxial anisotropy

Both magnetostatic fields (Hm and Hmc) are computed by 
using the generalization of the demagnetizing tensor given in 
(Newell et al. 1993)
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where
hm,α represents the component of the magnetostatic field
Nα,β(i − i′, j − j′, k − k′) are the components of the Newell mag-

netostatic tensor, which only depend on both the distance 
between the source and the cell position, and the speci-
men geometry

The expression (8.30) presents the form of a three-dimen-
sional convolution in the “coordinates space” (x, y, z). By using 
the Convolution Theorem, it is possible to express the previous 
convolution as a product scalar in the “Fourier space,” or phases 
space (kx, ky, kz):
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To calculate the magnetostatic field, hm, it is necessary to fol-
low these steps: (1) calculate the Newell tensor coefficients Nα,β; 
(2) perform the FFT of the previous tensor �Nαβ; (3) perform the 

FFT of the magnetization distribution in each cell �mβ; and (4) per-
form the inverse FFT of the inner product between �Nαβ and �mβ:
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By denoting with N the total number of grid cells, such approach 
brings a computational complexity that grows as N log N.

The external field hext is simply computed, in the limit of uni-
form fields, by applying the corresponding components of the 
external field to each computational cell:

 h i j k h i j k h i j kx y z( , , ) ( , , ) ( , , )= ⋅ = ⋅ =h e h e hx yext ext ex,   ,    � � tt ⋅ez�  
(8.33)

Moreover, once we inject an electric current density J = J0ez into a 
spin-valve stack composed by ferromagnetic and metallic materi-
als, a new magnetic field is generated according to the Ampère 
(or Oersted) law. The values of the Ampère field, HAmp, in each 
point of the volume can be calculated by using the Ampère law:

 ∇ × =H r J rAmp( , ) ( , )t t  (8.34)

The Ampère field is a solenoidal field and thus exhibits the following 
properties:
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An additional contribution arises from eddy currents. An eddy 
current (also known as a Foucault current) is an electrical phe-
nomenon discovered by Léon Foucault in 1851. It is caused when 
a moving (or changing) magnetic field intersects a conductor 
or vice-versa. The relative motion causes a circulating flow of 
electrons, or current, within the conductor. These circulating 
eddies of current create electromagnets with magnetic fields 
that oppose the effect of the applied magnetic field (see Lenz’s 
law). The stronger the applied magnetic field, or the greater the 
electrical conductivity of the conductor, or the greater the rela-
tive velocity of motion, the greater the currents developed and 
the greater the opposing field. The Maxwell equations for eddy 
currents are given by
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where
σ′ is the electrical conductivity
ε′ is the electric permeability
E is the electric field

To perform an analogy between HAmp(r, t) and Heddy(r, t), in the 
former the source of the field is given by the applied current den-
sity J(r, t), whereas in the latter the sources of the field are given 
by both the time variation of the magnetic field −∂B(r, t)/∂t and 
the conduction current JC = σ′E(r, t) + ε′(∂E(r, t)/∂t). The effects 
of eddy currents become relevant with an increase in the device 
volume and, since we will deal with structures with relative small 
volumes, this contribution is generally disregarded (Martinez 
et al. 2004).

It has to be noted that both HAmp and Hmc are nonuniform 
fields so that their effects cannot be correctly evaluated by using 
macrospin models (by “macrospin” we mean a particle that 
remains homogeneously magnetized independently of external 
conditions). Figures 8.8 and 8.9 show examples of the spatial 
configuration of these fields for a structure having circular and 
rectangular cross-sections, respectively.

The last contribution to the effective field arises from the 
effect of thermal fluctuations (or noise) on the magnetization 

dynamics of nanoscale devices. Considering that experimental 
data are well described by the current dependent activation bar-
riers that agree with the prediction of the LLG-based models 
(Garcia-Palacios and Lazaro 1998, Krivorotov et al. 2004, Li and 
Zhang 2004), it is possible to include in a micromagnetic frame-
work a thermal field as an additive random field to the deter-
ministic effective field for each cell. It is done by starting from 
the formalism of Brownian motion (Gardiner 1985, Kloeden and 
Platen 1999).

In this case, the previous deterministic equation become 
a stochastic one, named the Langevin equation. The fluctuat-
ing term, which appears in the Langevin equation presents an 
integral structure that needs to be analyzed by using the theory 
of stochastic processes (Brown 1963, 1979, Garcia-Palacios and 
Lazaro 1998).

From the physical point of view (Garcia-Palacios and Lazaro 
1998), the more appropriate interpretation of those stochastic 
integrals is called the Stratonovich interpretation. In this sense, 
Brown (1963, 1979) developed the Fokker–Planck equation to 
study the temporal evolution of nonequilibrium probability 
distributions. Several techniques have been developed to solve 
the Fokker–Planck equation. Some of those allow the direct 
computation of the probability distribution of magnetization, 
while others numerically compute the eigenvalues and ampli-
tudes of the most relevant dynamics modes. Instead of solving 
the Fokker–Planck equation, an approximation is to build the 
solutions of the Langevin equation (Garcia-Palacios and Lazaro 
1998). The Langevin dynamics gives origin to the stochastic 
trajectories of the system variables (time-evolution of magneti-
zation) and, starting from this approach, we can compute the 
statistic behavior by averaging over many realizations (for “real-
izations” we mean a particular statistic trajectory obtained by 
starting from a given sequence of aleatory numbers for the sta-
tistic system variables).

From the computational point of view, we should take into 
account that thermal fluctuations in magnetic media occur at 
correlation times much shorter than the typical response time 
of magnetic systems (Brown 1963, 1979). In other words, ther-
mal fluctuations arise from high-frequency perturbations. 
The thermal field that is generally used to simulate thermal 
effects can be therefore represented as a Wiener stochastic pro-
cess (Van Kampen 1987). Moreover, because fluctuations arise 
from the interaction between magnetization and an enor-
mous number of microscopic degrees of freedom (phonons, 
conduction electrons, nuclear spins, etc.) having equivalent 
stochastic properties, it is generally assumed that the above 
stochastic process can be treated as a Gaussian white noise 
(Brown 1963, Garcia-Palacios and Lazaro 1998). The same 
microscopic degrees of freedom are responsible for the relax-
ation of the magnetization precession, because fluctuations 
and dissipation are phenomena strictly related each other 
(Fluctuation-Dissipation Theorem). Because of those degrees 
of freedom, the thermal field Hth, to be added to the determin-
istic effective field, has to satisfy the properties of a Gaussian 
stochastic vector process.

(a)
y

x

(b)

FIGURE 8.9 Spatial distribution of (a) Ampère field and (b) magne-
tostatic coupling field for a device having a rectangular cross-section.

(a) (b)
x

y

FIGURE 8.8 Spatial distribution of (a) Ampère field and (b) magne-
tostatic coupling field for a device having a circular cross-section.
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This leads to a definition of the stochastic Langevin–Landau–
Lifshitz–Gilbert (LLLG) equation. In order to also take into 
account the spin-torque term within this new formulation, the 
main hypotheses are: (1) the spin torque does not contain a fluc-
tuating field, (2) the fluctuating field does not depend on spin 
torque, and (3) the magnetization configuration of the PL does 
not depend on temperature.

The thermal field, Hth, is hence included as a random fluctuat-
ing three-dimensional vector quantity given by

 Hth =
+

ξ α
α µ

2
1 2

0

k T
VM t
B

Sγ ′∆ ∆  (8.37)

where
kB is the Boltzmann constant
ΔV is the volume of the computational cubic cell
Δt is the simulation time-step
T is the temperature of the sample
γ ′ = γ/(1 + α2)
ξ is a Gaussian stochastic process

The thermal field satisfies the following statistical properties:
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where k and l represent the Cartesian coordinates x, y, and z. 
According to this, each component of Hth is a space and time 
independent random Gaussian distributed number (Wiener 
process) with zero mean value. The constant D measures the 
strength of thermal fluctuations and its value is obtained from 
the Fokker–Planck equation.

Finally, the micromagnetic framework has to be completed 
with proper boundary conditions, which describe the behavior 
of the magnetization vector at the computational boundaries. 
The formulation of boundary conditions is therefore dependent 
on the geometry under investigation. Some examples will be 
given in Section 8.3.3.

8.3.2  Spin-transfer torque and Giant 
Magnetoresistance: Dual Phenomena

In Section 8.3.1, we described the spin-transfer torque mechanism 
and showed the dynamic equation of motion for the magnetiza-
tion which includes this effect. We described that, if a spin-polar-
ized current presents proper sign and amplitude, it may destabilize 
the equilibrium configuration of the magnetization of the thinner 
FL leading it to either a reversal process or a persistent preces-
sion. Lots of questions could immediately follow such analysis: are 
these phenomena so interesting to deserve potential applications 
in the field of information technology? If yes, how do we observe 
and detect experimentally these magnetization dynamics?

The answer lies in the existence of another phenom-
enon, called giant magnetoresistance (GMR), which can be 

considered the dual mechanism of the spin-transfer torque 
(STT). Observing the phenomena from a more general view-
point, we can describe the STT as the mechanism by which we 
account for the modifications of the magnetic state of a sys-
tem induced by an electric current. For duality, the GMR effect 
(Baibich et al, 1988, Parkin et al. 1990, 1991, Schad et al. 1994) 
accounts for the variations of the electrical state of a system 
induced by the magnetic state (see Figure 8.10). For the discov-
ery of the GMR effect, Fert and Gruenberg shared the Nobel 
Prize for Physics in 2007.

The GMR is a quantum-mechanical effect observed in thin 
film structures composed of alternating ferromagnetic and 
nonmagnetic metal layers and arises from the spin-dependent 
scattering of conduction electrons by spins in ferromagnetic lay-
ers. When the spin of ferromagnetic layers is anti-parallel to the 
conduction electrons, then the scattering is increased. Therefore, 
the magnetoresistivity will be varied by the relative orientation 
of magnetization in neighboring ferromagnetic layers separated 
by a nonmagnetic metallic thin layer. In detail, the GMR effect 
manifests itself as a significant decrease in resistance from the 
zero-field state, when the magnetization of adjacent ferromag-
netic layers are antiparallel due to a weak anti-ferromagnetic 
coupling between layers, to a lower level of resistance when the 
magnetization of the adjacent layers align due to an applied 
external field. The spin of the electrons of the nonmagnetic metal 
align parallel or antiparallel with an applied magnetic field in 
equal numbers, and therefore suffer less magnetic scattering 
when the magnetizations of the ferromagnetic layers are parallel.

In the analyzed case of the three-layers system, it behaves as 
a spin-valve for electron transport from one ferromagnetic layer 
to the other. The relative alignment of the magnetization vec-
tors of the two ferromagnetic layers can be easily detected by 
measuring the system resistance (see Figure 8.11). At the same 
time, it is possible to associate two different logic states to the 
different electric configurations (e.g., bit 0 = low-resistance state, 
bit 1 = high-resistance state). This is the basic working principle 
of magnetoresistive random access memories (MRAM). On the 
other hand, if the magnetization undergoes a persistent preces-
sion, the output signal might manifest itself as a periodic varia-
tion of the resistance of the device, which could be used to build 
up nanoscale oscillators.

8.3.3  Nanoscale Devices: Pillar 
vs. Point-Contact

Within the class of nanoscale devices, the two most common 
experimental geometries are the so-called nano-pillar and 
nano-contact (or point-contact).

Magneto resistance

Electron transport is
a�ected by magnetic state

Spin-transfer-torque

Magnetic state is a�ected
by electron transport

FIGURE 8.10 STT and GMR effects as dual mechanisms.
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The main differences existing between them involve both the 
lateral sizes and the current density distribution. In fact, nano-
contact devices generally present larger lateral dimensions (in the 
order of tenths of microns) with respect to those of nano-pillar 
(hundreds of nanometers). In addition, the perpendicular-to-
plane applied current involves the whole physical (cross-section) 
area of pillar devices, whereas only a reduced region (the contact 
area, typically of the radius of 10–80 nm) is involved in nano-
contact devices (see Figure 8.12).

The nano-pillar structure is widely used as an elementary 
memory cell where spin-polarized current drives the process of 
magnetization reversal (or switching), even in the absence of an 
external bias magnetic field.

On the other hand, the nano-contact geometry becomes par-
ticularly suitable to design microwave spin-transfer oscillators 

with very narrow linewidths because it combines the advantages 
of having a larger effective volume (with respect to pillar devices) 
(Kim et al. 2008) and a negligible influence of edge roughness 
and defects (Rippard et al. 2004). In fact, in the case of extended 
nano-contact geometry (also referred to as “nonconfined” sys-
tems), the FL is not bounded in the plane; therefore, the mag-
netic oscillations induced by spin-polarized current can excite 
spin-wave modes, which propagate through the FL material (in 
analogy to the radiation of electromagnetic waves via a transmit-
ting antenna). On the contrary, the finite sizes of a nano-pillar 
device make it more similar to a magnetic resonator because of 
its reflecting boundaries. In fact, the spin-wave eigenmodes of 
such resonators, even though they could be spatially nonuni-
form, can have only a discrete frequency spectrum determined 
by the finite in-plane sizes of the device.

The structural differences between these two geometries imply 
not only different technological applications, but also require dif-
ferent approaches in the corresponding numerical investigations.

In fact, the micromagnetic study of the dynamics involved in 
a nano-pillar device can be carried out by directly applying the 
hints given in Sections 8.3.1 and 8.3.2 with the inclusion of normal 
boundary conditions at the computational edges (which also cor-
respond to the physical edges, because of the finite dimensions):

 
∂
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(n is the versor of the normal to the boundary ∂Ω). We should 
notice that the normal derivative is different from zero only if 
surface anisotropy effects are taken into account.

On the other hand, the analysis of dynamics involved in 
nano-contact geometry requires a more sophisticated approach. 
In fact, one of the difficulties of FD methods lies in the fact that 
the investigated motion equation has to be solved in a discretized 
domain which, if applied to extended areas, would require pro-
hibitive memory allocation and computational times. This is the 
case of nano-contact devices.

Nevertheless, theoretically boundless space extension prob-
lems have been solved by using special conditions at the boundar-
ies of the reduced computational domain, in order to absorb the 
outgoing waves. Such a need for free-space simulation happens 
in a lot of physical problems and especially in wave-structure 
interactions.

Following the previous discussions, it is clear that FD tech-
niques applied to extended geometries impose the numerical 
implementation of computational areas smaller than the physical 
ones. Therefore, it is necessary to develop a method for the waves 
absorption at the artificial boundaries to prevent the reflections 
of the propagating spin wave modes from these boundaries 
that, in a medium with relatively low dissipation (as Permalloy), 
might occur otherwise. If proper absorbing boundary conditions 
(ABC) are not considered, a spurious (purely computational) 
interference occurs which, in turn, can introduce a substantial 
distortion in the computed picture of the phenomenon and can 
seriously affect the properties of the excited spin-waves. As it will 
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FIGURE 8.11 A schematic of a GMR-based spin-valve GMR showing 
a higher resistance state in the anti-parallel configuration with respect 
to the parallel one.
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FIGURE 8.12 Nano-pillar and nano-contact spin-valve geometries.



8-14	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

be shown below, due to the impossibility of implementing some 
sort of analytical operators within a micromagnetic frame-
work for point-contact geometries, absorbing boundary condi-
tions based on spatial-dependent damping functions have to 
be introduced.

The problem of finding the exact analytical formulation of the 
perfectly absorbing conditions for spin waves at the edges of the 
computational region has not been solved so far. The analytical 
formulation of ABC generally requires the knowledge of the exact 
wave solution (Enquist and Majda 1977, Renaut 1992, Alpert et al. 
2002). In fact, the most general first-order analytical formulation 
for local ABC was introduced by Higdon (1987) as follows:

 
cosθ ∂

∂
− ∂

∂






=
t

c
x

U 0
 

(8.40)

where the Higdon operator is enclosed in brackets and it is used 
to completely absorb plane waves U propagating with speed c 
at the angles ±θ with respect to the x axis. Unfortunately, from 
the numerical point of view, the lack of knowledge of the exact 
spin-wave velocity c does not allow the implementation of this 
formalism within a micromagnetic framework. Moreover, if 
we restrict the analysis to the case of perpendicular incidence 
(where cos θ = 0), the previous condition becomes the common 
boundary condition (see Equation 3.22) used in the modeling of 
the finite specimen ∂U/∂x = 0, which cannot assure the waves 
absorption at each boundary.

Consequently, we need an alternative numerical strategy for the 
waves absorption at the computational boundaries. The attempts 
to find such conditions in numerical simulations have been under-
taken by assuming that magnetic dissipation in the magnetic 
medium of the FL increases near the borders of the computa-
tional region according to a certain chosen empirical dependence 
on coordinates (Berkov and Gorn 2006, Consolo et al. 2007a,c). 
Following this idea, a micromagnetic approach could be general-
ized by including a site-dependent damping function in the model.

A possible scheme was first introduced by Berkov et al. in 
(Berkov and Gorn 2006) where the damping parameter was 
considered to vary between its physical value (αO) and a higher 
artificial one (αO + 2Δα) in a smoothed way, which starts at the 
distance from the center r ≈ (RO – σα) and involves a ring with a 
width of ≈2σα:

 α α α
σα

r r R
O

O( ) = + + −





∆ 1 tanh  (8.41)

The ABC introduced by Berkov are based on the following three 
main assumptions:

 1. The dissipation within and nearby the contact area must 
be equal to its physical value.

 2. Dissipation far from the contact area and close to the 
simulated boundaries must be large enough to ensure the 
wave energy absorption.

 3. The spatial variation between these two values must be 
smooth enough to prevent wave reflection at the boundary.

Leaving the first two Berkov’s assumptions unchanged, an alter-
native approach has been proposed in Consolo et al. (2007c) for 
perpendicular-to-plane magnetized films, and is based on the 
following requirements:

 1. Creating a nonphysical absorbing medium surrounding 
the computational area

 2. Considering a damping coefficient two orders of magnitude 
greater than the physical one just in the boundary cells

 3. Entirely preserving the physical properties of the compu-
tational area

It has to be pointed out that, in spite of the formal equivalence 
between these empiric procedures and of the effectiveness of 
both procedures to absorb sufficiently well outgoing waves, the 
latter proposal, differently from the first one, allows the preser-
vation of the physical properties in a larger computational area 
since it is based on the association of a localized abrupt change 
of the energy absorption at the computational boundaries

 
α α

α α

( )

( )

r r R

r m r R

O

O

= <

= ⋅ =







for

for  
(8.42)

where
R is the radius of the computational area
m is the factor that amplifies the dissipation at the boundaries

Finally, as briefly introduced above, we need to mathemati-
cally formulate the difference existing in the spatial distribu-
tion of current for pillar and nano-contact devices, which is 
expressed by a proper choice of the dimensionless function f(r) 
in Equation 8.15.

In particular, for pillar devices, by assuming a uniform current 
density distribution, it is quite straightforward to consider it as

 

f r r R

f r r R
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1

0

for

for  
(8.43)

which simply implies that all the computational cells are tra-
versed by the same current value I.

On the other hand, for nanocontact geometry, it has to be 
taken into account that the current flow involves only the con-
tact region of radius RC so that, under the same condition of uni-
formity, we consider

 

f r r R

f r r R

C

C

( )

( )

= ≤

= >







1

0

for

for  
(8.44)

which implies that only the computational cells within the con-
tact area are traversed by the current I, whereas there exists an 
abrupt cut-off of the current outside the contact. While such 
an approximation is physically unrealistic, it has been demon-
strated that it is able to capture most of the dynamics observed 
in laboratory experiments. However, more sophisticated shape 
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functions can be derived by numerically solving the Poisson 
equation to get the corresponding current density distribution 
through the whole computational area.

8.4 Conclusions and Future Perspective

In this contribution, we presented a brief overview of a micro-
magnetic technique that is used to investigate the behavior of 
nanoscale spintronic devices. It is based on the numerical inte-
gration of the nonlinear LLGS equation. After developing a full-
scale FD micromagnetic tool, a question might be asked. Is it 
possible to develop a framework simpler than the micromagnetic 
one but that allows for a gain in the equivalent understanding 
of the complex magnetization dynamics? Actually, magnetiza-
tion dynamics might be most easily investigated using macro-
spin (less properly called “single-domain”) approximation. The 
macrospin approximation assumes that the magnetization of a 
sample stays spatially uniform throughout its motion and can be 
treated as a single macroscopic spin. Since the spatial variation 
of the magnetization is frozen out, exploring the dynamics of 
magnetic systems is much more tractable using the macrospin 
approximation than it is using full micromagnetic simulations. 
The macrospin model makes it easy to explore the phase space 
of different torque models, and it has been a very useful tool for 
gaining a zeroth-order understanding of spin-torque physics. On 
the other hand, it obviously suffers from some intrinsic limita-
tions (e.g., the impossibility of reproducing the nonuniform 
spatial distribution of magnetization and fields), which some-
times prevents the possibility of mimicking experimental data. 
It is possible to estimate qualitatively the critical size for which 
a macrospin approximation could be considered still sufficiently 
appropriate. It mainly depends on the competition between 
exchange and magnetostatic energy: the former favoring col-
linear (uniform) magnetic state, the latter favoring closed-flux 
configurations. As the exchange energy density of the closed-
loop configuration obviously increases with decreasing particle 
size (because magnetization gradients become larger), it leads 
to the result that only a collinear magnetization state is ener-
getically stable below a certain critical size. It could be dem-
onstrated that such critical length-scale is about—four to eight 
times the exchange length (about 20–40 nm for usual soft mag-
netic materials).

On the other hand, micromagnetic frameworks offer a power-
ful tool for investigating magnetization phenomena occurring at 
the mesoscopic scale because of the accurate spatial resolution 
(few nanometers) and of the theoretically infinite bandwidth 
(restricted only by the integration time step). Because of that, 
it is also possible to gain additional information on the investi-
gated problem, which could not be acquired from a laboratory 
experiment.

How can we summarize this issue between an accurate but 
time-consuming micromagnetic approach and a fast and often 
oversimplified macrospin model?

Let us recall that full-scale simulations are supposed to 
include more (and not fewer) known features of the investigated 

system than macrospin models and, at the same time, use fewer 
free (adjustable) parameters. Because of that, if a simplified mac-
rospin approach were able to produce a better agreement with 
experiment than a micromagnetic approach, it would imply an 
incomplete comprehension of some crucial properties of the sys-
tem under study. In other words, it does not necessarily mean 
that a wrong choice of the values of parameters has been consid-
ered, but rather it should recall for further studies to gain a better 
understanding of the problem, which in turn should bring some 
corrections to the model. Moreover, because full-scale simula-
tions are quite time-consuming, it is necessary to get an accurate 
knowledge of the system parameters, together with their spatial 
dependence (especially near critical regions, such as close to the 
edges) from independent sources, such as a high-quality experi-
ment. Such information is of crucial importance for the model-
ing of nano-scale devices due to their extremely small sizes.

What about present and future applications of micromagnetic 
framework?

So far, full-micromagnetic frameworks have been able to 
mimic the experimental behavior of most spintronic devices 
(pillar, nano-contact, MTJ, exchange-bias systems, phase-
locked nano-contacts) as well as to perform predictions on new 
high-performance setups (Finocchio et al. 2006a,b, 2007, 2008, 
Choi et al. 2007, Consolo et al. 2007d, 2008, Hrkac 2008). At 
the same time, micromagnetic tools are successfully used to 
validate  analytical theories as well. For example, the analysis of 
the disagreement reported between an analytical theory about 
the excitation of the nonlinear evanescent spin-wave “bullet” 
mode in in-plane magnetized nanocontact devices (Slavin and 
Tiberkevich 2005) and earlier results of micromagnetic simu-
lations for the same geometry was intriguing and stimulating 
(Berkov and Gorn 2006). In fact, while the approximated theory 
was able to capture the underlying physics and consequently 
reproduce most of the experimental observations, micromag-
netic simulations failed in that attempt. The problem was solved 
by using a new numerical strategy based on the application of 
decreasing currents starting from a large supercritical regime 
(Consolo et al. 2007b), which contains a lot of nonlinear “seeds.” 
Apart from validating the theory, the micromagnetic approach 
has also been able to attribute the additional “subcritically-
unstable” nature of these modes, enlarging the knowledge on the 
spin-wave modes supported by nano-contact devices.

From the experimental point of view, there is also an increas-
ing interest in the dynamics (both switching and precession) 
involving magnetic tunnel junctions because of the discovery 
of very large TMR values (TMR is the difference in resistance 
between parallel and antiparallel orientation for the elec-
trode magnetizations of a magnetic tunnel junction) at room 
temperature.

One reason for the interest in spin-torque effects in tunnel 
junctions is that these devices are better-suited than metallic 
magnetic multilayers for many types of applications. Tunnel 
junctions have higher resistances that can often be better imped-
ance-matched to silicon-based electronics, and TMR values can 
now be made larger than the GMR values in metallic devices. 
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Devices based on those effects have already found very wide-
spread applications as magnetic-field sensors in the read heads 
of magnetic hard disk drives as well as nonvolatile random 
access memory based on magnetic tunnel junctions.

Applications of spin transfer torques are so fascinating as 
well. Magnetic switching driven by the spin transfer effect can 
be much more efficient and more industrially intriguing than 
the usage of static magnetic fields or current-induced magnetic 
fields. This may enable the production of magnetic memory 
devices with much lower switching currents and hence greater 
energy efficiency as well as a larger integration density. The 
steady-state magnetic precession mode that can be excited by 
spin transfer is under investigation for a number of high-fre-
quency applications, for example, nanometer-scale microwave 
sources (tunable by both magnetic field and current), detectors, 
mixers, modulators, phase shifters, and arrays (or matrixes) of 
phase-locked devices (whose coupling is used to increase the 
output power). One potential area of use is short-range chip-to-
chip or even within-chip communications.
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9.1 Introduction

Molecular magnets have attracted considerable interest recently 
among researchers because they are considered to be ideal sys-
tems to probe the interface between classical and quantum phys-
ics as well as to study decoherence in nanoscale systems. The 
advances in nanoscience during the last decade have made it pos-
sible to design and fabricate a wide variety of nanosize objects, 
ranging from a couple of micrometers all the way down to a few 
tens of nanometers, where quantum effects become important 
and give rise to new properties. One of the goals of miniatur-
ization was the possibility of observing quantum tunneling 
effects in mesoscopic systems. One source for such a task is the 
so-called single-molecule magnets (SMM) and antiferromag-
netic molecular wheels, in which the spin state of the molecule 
is known to behave quantum mechanically at low temperatures.

During the last decade, a tremendous progress in the experi-
mental methods for contacting single molecules and measuring 
the electrical current through them has been achieved. The cur-
rent through single magnetic molecules like Mn12 and Fe8 has 
been measured and magnetic excited states have been identi-
fied (Jo et al., 2006; Henderson et al., 2007). In a three-terminal 
molecular single electron transistor, the current can flow between 
the source and drain leads via a sequential tunneling process 
through the molecular charge levels, thereby bringing the whole 
field of Coulomb-blockade physics to molecular systems.

Single-molecule magnets are mainly organic molecules con-
taining multiple transition-metal ions bridged by organic ligands. 
These ions are strongly coupled by exchange interaction, yielding 

a large magnetic moment per molecule. The large spin combined 
with the large magnetic anisotropy provides an energy barrier 
for magnetization reversal. These systems provided for the first 
time evidence of quantum tunneling of the magnetization and 
interference effects as well as oscillations of the tunnel splitting.

Ferromagnetic molecular magnets such as Mn12 and Fe8 
show incoherent tunneling of the magnetization (Korenblit 
and Shender, 1978; Enz and Schilling, 1986; van Hemmen and 
Süto, 1986; Chudnovsky and Gunther, 1988) and allow one to 
study the interplay of thermally activated processes and quan-
tum tunneling. The spin tunneling leads to two effects. First, 
the magnetization relaxation is accelerated whenever spin states 
of opposite direction become degenerate due to the variation 
of the external longitudinal magnetic field (Friedman et al., 
1996; Thomas et al., 1996; Leuenberger and Loss, 1999, 2000a; 
Leuenberger and Loss). Second, the spin acquires a Berry phase 
during the tunneling process, which leads to oscillations of the 
tunnel splitting as a function of the external transverse magnetic 
field (Wernsdorfer and Sessoli, 1996; Wernsdorfer et al., 2000; 
Leuenberger and Loss, 2000b, 2001a).

Antiferromagnetic molecular wheels are another type of 
molecular magnets where an even number of transition metal 
ions with spin form a closed ring in which the exchange inter-
action between neighbors gives rise to a strong spin quantum 
dynamics. Antiferromagnetic molecular magnets such as ferric 
wheels belong to the most promising candidates for the obser-
vation of coherent quantum tunneling on the mesoscopic scale 
(Chiolero and Loss, 1998; Meier and Loss, 2000, 2001). In con-
trast to incoherent tunneling, in quantum coherent tunneling 
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spins tunnel back and forth between energetically degenerate 
configurations at a tunneling rate which is large compared to the 
decoherence rate. The detection of quantum behavior is more 
challenging in antiferromagnetic molecular magnets than in 
ferromagnetic systems, but is feasible with present day experi-
mental techniques.

Understanding the properties of molecular magnets is only 
a first step toward achieving technological applications in data 
storage, data processing, and quantum technologies. A possible 
next step will be the preparation and control of a well-defined 
single-spin quantum state of a molecular cluster. Although 
challenging, this task appears feasible with present-day experi-
ments and would allow one to carry out quantum computing 
with molecular magnets (Leuenberger and Loss, 2001b).

9.2  Spin tunneling in Molecular 
Nanomagnets

An effective spin Hamiltonian that captures the basic physics of 
a molecular nanomagnet is given by the following form:

 H H H H H= + + +0( ) .
�
S Z T sb  (9.1)

We will now analyze each term in the Hamiltonian given in 
Equation 9.1 separately. The first term in Equation 9.1 is the 
dominant term of the Hamiltonian with spin quantum number 
S = |S⃗| >> 1 and is called the uniaxial anisotropy, which results 
from the spin–orbit interactions and generates and easy mag-
netic axis for the magnetic moment of the nanomagnet. The 
assumption is that we have a single domain magnetic molecule 
in which the very strong exchange interactions align the micro-
scopic electronic spins into a parallel or antiparallel configura-

tion, resulting in a total spin 
� �
S sj

j
= ∑  for the ferromagnetic 

moment or the Neél vector with 
� �
S sj

j
j

= −∑ ( )1 , respectively.

For a nanomagnet like Fe8, H0
2( )

�
S ASz= −  where A/kB ≈ 0.275 K 

and generates an energy barrier that separates opposite spin pro-
jections (see Figure 9.1).

Quantum mechanics specifies that a particle in a symmet-
ric double well potential undergoes a tunnel effect that makes 
the particle go back and forth from one well to the other with 
a frequency ωT. This implies that the eigenfunctions of the 
Hamiltonian are delocalized, which means that there is a prob-
ability to find the particle either in one well or the other. In a 
similar fashion, there is a probability for the spin of the nano-
magnet to change direction, i.e., if the spin of the nanomagnet 
points up there is a probability that at a later time the spin will 
be pointing down. At equilibrium and finite temperature, the 
probability that the spin is in state |m〉, where Sz|m〉 = m|m〉 for 
m = −s, −s + 1, …, s − 1, s, is given by

 P e
Zm

E k Tm B

=
− /

 (9.2)

where
Z is the partition function
Em = −Dm2

For the case when T → 0 the probability for the spin to go from 
one well to the other satisfies the following equation:

 

dP t
dt

P t( ) ( ) .≈ − <Γ 0
 

(9.3)

Therefore P(t) ∝ e−Γt, where Γ is the rate of decay and Γ−1 is known 
as the lifetime or characteristic time of the particle.

The second term in Equation 9.1 is the Zeeman energy result-
ing from the interaction of the spin with an external magnetic 
field, i.e., HZ B gS H= ⋅µ

� �
. A magnetic field applied along the easy 

axis of the molecule will tilt the potential well and for certain 
values of the magnetic field (δHz = (m + m′)|A|/gμB), the energy 
levels on both sides of the anisotropy barrier coincide. Therefore 
the Hamiltonian given by H = − +AS g H Sz B z z

2 µ δ  is still doubly 
degenerate (see Figure 9.2).
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FIGURE 9.1 The graph shows H0 vs. Sz where the horizontal lines 
indicate the energies of the quantum states.
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FIGURE 9.2 The graph shows (H H0  + Z) vs. Sz in a constant magnetic 
field parallel to the easy axis. Δ denotes the tunnel splitting between 
states |m〉 and |m′〉.
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These degeneracies can be removed by the term HT, which 
corresponds to the transverse anisotropies. For the nanomagnet 
Fe8, the transverse anisotropy term is given by HT x yE S S= −( )2 2 , 
where (E/kB ≈ 0.046 K). The anisotropy term lifts the degeneracy, 
thereby creating an energy gap between the spin states |m〉 and 
|m′〉, denoted by Δmm′. If the Hamiltonian possesses transverse 
terms, the pairwise degenerate states get split by Δmm′ amount 
of energy. If the coupling of our system to an external bath is 
assumed to be zero, each pair of the degenerate states can be 
described by means of a two-state Hamiltonian:

 

H =



















= +










+ −

hm

hm

h m m

h m m

mm

mm

∆
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′

′ ′
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1
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,

θ
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(9.4)

where tan θ = Δmm′/h(m−m′), 0 ≤ θ < π and h is the longitudinal 
magnetic field with the coupling constant g and Bohr magneton 
μB absorbed, which makes the double well asymmetric, and Δmm′ 
is the tunnel splitting between the states |m〉 and |m′〉. The eigen-
states of Equation 9.4 read

 
ψ θ θ ′+ = +cos sin ,

2 2
m m

 
(9.5)

 
ψ θ θ ′− = − +sin cos ,

2 2
m m

 
(9.6)

with eigenvalues

 E
h m m h m m h m m mm± = + ± −





= + ± − +



2

1
2

2 2(
cos

( (′ ′
θ

′ ′ ′) ( ) ) )2m m ∆  .  
(9.7)

|ψ+〉 and |ψ−〉 are delocalized as long as h(m − m′) ≤ Δmm′. It is only 
in this regime that a spin state can tunnel from one side of the bar-
rier to the other, which is also relevant for the Zener tunneling (see 
Section 9.5). In the limit h → 0, the eigenstates |ψ+〉 and |ψ−〉 are the 
symmetrical and antisymmetrical combinations of |m〉 and |m′〉, 

i.e., | | | | | | | | .ψ 〉 〉 〉 ′〉 ψ 〉 〉 〉 ′〉+ −= = +( ) = = −( )S m m A m m1
2

1
2

and   
For Δmm′ → 0 we are left with |ψ+〉 = |m〉 and |ψ−〉 = |m′〉 for h > 0 
and |ψ−〉 = |m〉 and |ψ+〉 = |m′〉 for h < 0 (Figure 9.3).

Let us now assume that the system starts in the state

 
ψ θ ψ θ ψ( ) cos sin ,t m= = = −+ −0

2 2  
(9.8)

from which one obtains immediately the time evolution

 
ψ θ ψ θ ψ( ) cos sin ./ /t e eiE t iE t= −−
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(9.9)

Then one can calculate the probability that the state |m〉 has tun-
neled to the state |m′〉 after time t:
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(9.10)

This means that both the tunneling behavior and also the 
two-level spin resonance behavior are described by a Rabi 
oscillation.

In reality, the spin of the SMM is interacting with the environ-
ment and this interaction is described by the last term in Equation 
9.1. The interaction of the molecular magnet with the environ-
ment is due to the hyperfine interaction, dipole interaction, spin–
phonon interaction, the interaction between the molecule and 
two contact leads, etc. When the spin interacts with its environ-
ment, the wavefunction loses the memory of its phase. This phe-
nomenon is known as decoherence. In this case, the wavefunction 
is not longer appropriate to describe the system. The problem of 
a system that interacts with the environment is formulated by 
means of the density matrix formalism. The spin has a certain 
probability to be in state |m〉 at time t, which is described by the 
density matrix ρm(t). Due to the interaction with the environ-
ment, the spin undergoes incoherent transitions from a state |m〉 
to another state |m′〉 at a rate Wm′m until ρm(t), −s ≤ m ≤ s reach 
their equilibrium value. This process is known as relaxation. 
If these transitions are independent of each other, the density 
matrix evolves according to the Pauli equation or master equation

 

d t
dt

W t W tm
mm m m m m

m

ρ ρ ρ′ ′ ′

′

( ) ( ) ( )= − ∑
 

(9.11)

h

En
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gy

|ψ+ = |m΄ |ψ+ = |m

|ψ− = |m |ψ− =|m΄

|ψ+ =|A = 1 (|m −|m΄ )

Δmm΄

√2

|ψ– =|S = 1
√2 (|m +|m΄ )

FIGURE 9.3 Anticrossing of the adiabatic eigenvalues E± =
1
2

2 2h m m h m m mm( ) ( )+ − +





′ ± ′ ∆ ′ . The Zener tunneling transition of 
the state |ψ+〉 is adiabatic (see Section 9.5).
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where Wm′m is the transition probability from state |m〉 to state 
|m′〉. The master equation (Equation 9.11) can also be written as

 

d t
dt

A tm
mm m

m

ρ ρ′ ′

′

( ) ( )= ∑
 

(9.12)

where
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W

mm

mm
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′
′
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≠
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∑
if  

if  ,

m m

W m = mm m
m  

(9.13)

the prime indicates that the term m″ = m is to be omitted in the 
summation. A formal solution to Equation 9.11 can be obtained 
in the following manner, let

 ρm m
n tt p e n( ) ( )= −Γ

 (9.14)

where Γn
−1 is the characteristic time labeled by the index n = 0, 

1, …, 2s. Substituting Equation 9.14 into Equation 9.11, one obtains

 
− = −













=∑∑ ∑Γn m
n

mm
mm

m m
m

p p p( ) W W Amm mm" mm′ ′

′
′ ′ ′

′

δ
�

(n) (n)

 
(9.15)

which implies that −Γn is an eigenvalue of the master matrix 
defined in Equation 9.13. The master matrix is a square matrix 
(2s + 1) × (2s + 1), which is not Hermitian. However, the eigen-
value problem can be written in terms of the Hermitian real 
matrix by making the following transformation

 
B A E E Bmm mm

m m
m′ ′

′
′

β= −





=exp ( ) .
2 m

 
(9.16)

It follows that the general solution of Equation 9.11 is then

 
ρ β

m
m

n m
n

n

tt E c e n( ) exp ( )= −



∑

−

2
P Γ

 
(9.17)

where ( , )( )Pm
n

n−Γ  are the (2s + 1) orthonormal set of eigenvec-
tors with the corresponding eigenvalues of the matrix (9.16) and 
Pm

n
m
n

mp E( ) ( ) exp( )= β /2 . The cn are the constants related to the 
initial distribution of ρm by

 
c E

n k
k

k
n k= 



∑ρ β( ) exp .( )0

2
P

 
(9.18)

Equation 9.11 is only valid for times where the correlation time 
τc in the heat bath is much smaller than the relaxation time of 
the spin system, necessary for the establishment of irreversibility 
in a macroscopic system. In fact, in order to describe quantum 
tunneling, it is necessary to use the generalized master equation. 

The generalized master equation that describes the relaxation 
of the spin due to phonon-assisted transitions including reso-
nances due to tunneling is given by

 
�ρ ρ δ ρ γ ρ′ ′ ′ ′ ′mm mm mm n

n m
mn mm

i W= + −
≠
∑�

[ , ]H0 mm .
 

(9.19)

The difference to the usual master equation is that Equation 9.19 
takes also off-diagonal elements of the density matrix ρ(t) into 
account. This is essential to describe tunneling of the magnetiza-
tion, which is caused by the overlap of the Sz states.

Let us consider the two-state system {|m〉, |m′〉}, which yields 
the two-state Hamiltonian in the presence of a bias field given in 
Equation 9.4. Next we insert the two-state Hamiltonian into the 
generalized master equation (Equation 9.19), which yields for 
the diagonal elements of the density matrix

 

�ρ ρ ρ ρ ρ′
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′

m
mm

mm m m m n
n m m

i W= − − +
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∑∆
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,
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(9.20)

and for the off-diagonal elements

 
�ρ ξ γ ρ ρ ρ′ ′ ′ ′

′
′mm mm mm

mm
m m

i i= − +





+ −
� �mm

∆
2

( ),
 

(9.21)

with ξm = −Am2 + gμBδHzm and ξmm′ = ξm − ξm′, similarly for 
m ↔ m′. Ultimately, we are interested in the overall relaxation 
time τ of the quantity ρs − ρ−s (see Section 9.7) due to phonon-
induced transitions. This τ turns out to be much longer than 
τd = 1/γmm′, which is the decoherence time of the decay of the off-
diagonal elements ρ τ

mm
te′

−∝ / d of the density matrix ρ. Thus, we 
can neglect the time dependence of the off-diagonal elements, 
i.e., ρ⋅mm′ ≈ 0. Physically this means that we deal with incoherent 
tunneling for times t > τd. Inserting then the stationary solution 
of Equation 9.21 into Equation 9.20, which leads to the complete 
master equation including resonant as well as nonresonant 
levels, we get

 

�ρ ρ ρ ρ ρ′

′

′m m m n mm
n m m

m mW= − + + −
≠
∑ Wmn Γ

,

( ),
 

(9.22)

where

 
Γ ∆mm mm

m m

mm m m

W W
W W′ ′

′

′ ′ξ
= +

+ +
2

2 2 24 � ( )  
(9.23)

is the transition rate from m to m′ (induced by tunneling) in the 
presence of phonon damping. Note that Equation 9.22 is now of 
the usual form of a master equation, i.e., only diagonal elements 
of the density matrix ρ(t) occur. For levels k ≠ m, m′, Equation 
9.22 reduces to

 
�ρ ρ ρk k k kn n

n

W W= − + ∑ .
 

(9.24)
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We note that Γmm′ has a Lorentzian shape with respect to the 
external magnetic field δHz occurring in ξmm′. It is thus this 
Γmm′ that will determine the peak shape of the magnetization 
resonances.

9.3  Phonon-assisted Spin 
tunneling in Mn12 acetate

The magnetization relaxation of crystals and powders made 
of molecular magnets Mn12 has attracted much recent interest 
since several experiments (Sessoli et al., 1993; Novak and Sessoli, 
1995; Novak et al., 1995; Paulsen and Park, 1995; Paulsen et al., 
1995) have indicated unusually long relaxation times as well as 
increased relaxation rates (Friedman et al., 1996; Hernández 
et al., 1996; Thomas et al., 1996) whenever two spin states become 
degenerate in response to a varying longitudinal magnetic field 
Hz. According to earlier suggestions (Barbara et al., 1995), this 
phenomenon has been interpreted as a manifestation of incoher-
ent macroscopic quantum tunneling (MQT) of the spin.

As long as the external magnetic field Hz is much smaller than 
the internal exchange interactions between the Mn ions of the 
Mn12 cluster, the Mn12 cluster behaves like a large single spin S⃗ of 
length |S⃗| = 10. For temperatures 1 ≤ T ≤ 10 K, its spin dynamics 
can be described by the spin Hamiltonian given in Equation 9.1, 
including the coupling between this large spin and the phonons 
in the crystal (Villain et al., 1994; Garanin and Chudnovsky, 
1997; Hernández et al., 1997; Fort et al., 1998; Luis et al., 1998; 
Leuenberger and Loss, 1999, 2000a; Leuenberger and Loss).

The most general spin–phonon coupling reads

 

Hsp = − ⊗ − + ⊗

+ ⊗

g S S g S S

g S S

yy x y xy x y

xz x z

1
2 2

2
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1
2
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+ ⊗ + ⊗

�yz y z

x z yz y z

S S

g S S S S
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( { , } { , }),1
2 4 ω ωxz

 
(9.25)

where
gi are the spin–phonon coupling constants
ϵαβ(ωαβ) is the (anti-)symmetric part of the strain tensor

From the comparison between experimental data (Friedman 
et al., 1996; Thomas et al., 1996) and calculation, it turns out 
that the constants gi ≈ A ∀i (Leuenberger and Loss, 1999, 2000a; 
Leuenberger and Loss).

9.4  Interference between 
Spin tunneling Paths in 
Molecular Nanomagnets

Recent experiments have pointed out the importance of the 
interference between spin tunneling paths in molecules. For 
instance, measurements of the magnetization in bulk Fe8 have 

observed oscillations in the tunnel splitting Δm,−m between states 
Sz = m and −m as a function of a transverse magnetic field at tem-
peratures between 0.05 and 0.7 K (see Landau, 1932). This effect 
can be explained by the interference between Berry phases asso-
ciated to spin tunneling paths of opposite windings (DiVincenzo 
et al., 1992; van Delft and Henley, 1992).

Usually the Berry phase effect arises in systems that undergo 
an adiabatic cyclic evolution, and which occurs in such diverse 
fields as atomic, condensed matter, nuclear and elementary par-
ticle physics, and optics. The basic assumption for the derivation 
of the Berry phase is that, for a slowly varying time-dependent 
Hamiltonian H(R⃗(t)) that depends on parameters R1(t), R2(t), …, 
RN(t) components of a vector R⃗, the eigenstate evolves in time 
according to

 

ψ ψϕ
i

i t
i i

t

R e R t i E R dti( ( )) ( ( )) exp ( ) .( )
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0
0

→ −










∫�

 
(9.26)

Plugging Equation 9.26 into Schrödinger’s equation we have

 

d
dt

i dR
dti R i

ϕ ψ ψ= ∇ ⋅| | ,�
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(9.27)

thus, for t = 0 to t = τ we end up with
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(9.28)

The term of Equation 9.28 is known as Berry’s phase. The overall 
phase of a quantum state is not observable but the relative phases 
for a quantum system, which undergoes a coherent evolution, 
can be detected experimentally. Consider for example two paths 
R⃗ and R⃗′ with the same end points R⃗(0) = R⃗′(0) and R⃗(τ) = R⃗′(τ), 
the net Berry phase change is given by

 
∆ϕ = ψ ψi | | .i dRR i∇ ⋅∫ ��

�

 
(9.29)

This is a line integral around a closed loop in parameter space, 
which is nonzero in general. The classic example of Berry’s 
phase is an electron at rest subjected to a time-dependent mag-
netic field of constant magnitude but changing direction. The 
Hamiltonian for this system is given by

 
H = − ⋅ = −

−
+ −









µ σ µB B

z x y

x y z
H

H H iH
H iH H

� �
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(9.30)

where H⃗(t) = H(sin θ(t) cos(ϕ(t)), sin(θ(t)) sin(ϕ(t)), cos(θ(t))) and 
μB is Bohr magneton. It is easy to show that the eigenstate repre-
senting spin up along H⃗(t) for Equation 9.30 has the form

 ↑ =










−e
e

i

i
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φ
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θ
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For the case when the magnetic field sweeps out an arbitrary 
closed circuit C  (see Figure 9.4) we can apply Equation 9.29 to 
get the Berry phase

 
∆ Ωϕ = − 1

2
( ),C

 
(9.32)

where Ω(C) is the solid angle described by the field H⃗ along the 
circuit C .

9.4.1 Berry’s Phase and Path Integrals

An alternative approach for quantum mechanics and hence for 
the calculation of the tunneling frequency is by means of path 
integrals which were introduced by Richard Feynman (Feynman, 
1948). In this section, we will briefly explain the path integral 
approach to calculate the Berry phase in single molecular magnets.

Feynman showed that the probability amplitude 
〈 | | 〉x i t t x′ ′ − exp   [ ( ) / ]H �  for a particle that is at point x′ at time t′ 
if it was at point x at a time t can be expressed as the path integral

 

U x E( ,′ ′ | = [ ″]
′

,t x,t x iS
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) expD
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∫

 
(9.33)

where

 

S d t x tE
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= ∫ t L x
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′
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(9.34)

is the Euclidean action, which involves the classical Lagrangian 
L[x(t), x⋅(t)] and ∫ ″D[ ]x  is an integral over all paths from x to x′ 
defined as
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(9.35)

where xn = x(tn) and tn ∈ [t, t1, …, tN−1, t′]. For purposes of 
actual evaluation of quantities using path-integral methods, 

it is common to get rid of the factor i in the exponential of 
Equation 9.33 by analytic continuation to imaginary times, 
through β = it/ħ. Then, the path integral becomes equivalent 
to the partition function Z by noting β = 1/kBT.

Quantum tunneling of a spin is often described with the 
terminology of a path integral. Consider a general single-spin 
Hamiltonian Hz n z n

n nAS B S S, ( )= − + ++ −
2 , with easy-axis (A) and 

transverse (Bn) anisotropy constants satisfying A >> Bn > 0. Here, 
n is an even integer, i.e., n = 2, 4, 6, …, so that Hz is invariant 
under time reversal. Such Hamiltonians are relevant for molec-
ular magnets such as Mn12 (Fort et al., 1998; Leuenberger and 
Loss, 1999, 2000a) and Fe8 (Leuenberger and Loss, 2000b). The 
corresponding classical anisotropy energy Ez,n(θ, ϕ) = −As2 cos2 
θ + Bnsn sinn θ cos(nϕ) has the shape of a double-well potential, 
with the easy axis pointing along the z direction. It is obvious 
that the anisotropy energy remains invariant under rotations 
around the z-axis by multiples of the angle η = 2π/n. For the 
following calculation, it proves favorable to choose the easy axis 
along the y direction where the contour path does not include 
the south pole. Then the spin Hamiltonian and the anisotropy 
energy are changed into

 Hy n y n
n nAS B S S, ( ),= − + ++ −

2

 (9.36)

where now S± = Sz ± iSx, and

 

E As B s

i i

y n n
n

n

, ( , ) sin sin

(cos sin cos ) (cos sin

θ φ θ φ

× θ θ φ θ

= − +

+ + −

2 2 2

θθ φcos ) .n   
(9.37)

We are interested in the tunneling between the eigenstates |m〉 
and |−m〉 of −ASy

2, corresponding to the global minimum points 
(θ = π/2, ϕ = −π/2) and (θ = π/2, ϕ = +π/2) of Ey,n. For this, we 
evaluate the imaginary time transition amplitude between 
these points. For the ground-state tunneling (m = s >> 1), this 
can be done by means of the coherent spin-state path integral 
(DiVincenzo et al., 1992)

 
− + =− −

−

+

∫π πβ

π π

π π

2 2
2 2

2 2

e e SEH DΩ ,
/ , /

/ , /

 
(9.38)

where β = 1/kBT is the inverse temperature, DΩ Π Ω Ω= =τ τ τd d,   
[ ( )] ( )4 / 2   1 cosπ θ φτ τs d d+  the Haar measure of the S2 sphere, 

and S d is EE y n= − +∫ τ φ θ
β

[ ( cos ) ],
� 1

0
 the Euclidean action, where 

the first term in SE defines the Wess–Zumino (or Berry phase) 
term, which gives rise to topological interference effects for spin 
tunneling (DiVincenzo et al., 1992; von Delft and Henley, 1992). 
We can divide the S2 surface area of integration in Equation 
9.38 into n equally shaped subareas An, so that we can factor out 
the following sum over Berry phase terms without the need of 

H(t)

e–

C

Ω(C)

FIGURE 9.4 The figure shows an electron in a constant magnetic field 
which sweeps around a closed curve C and subtends a solid angle Ω.
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evaluating the dynamical part of the path integral (i.e., the fol-
lowing result is valid for all m),

 
− + ∝ =− −

=
∑π π π

π
β π

2 2
2

2
2 2 1

1

e e m
m n

y n i n k m
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n
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sin( )
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/
 

(9.39)

which vanishes whenever n is not a divisor of 2m. Thus, the tun-
nel splitting energy Δm,−m between the states |m〉 and |−m〉 van-
ishes if 2m/n ∉ Z. However, if 2m/n ∈ Z, the variable m must 
be extended to real numbers, i.e., m → μ ∈ R, in order to cal-
culate the limit μ → m of the ratio of the sine functions, which 
is plotted in Figure 9.5 for a special case. In order to visual-
ize the interference between the Berry phases in Equation 9.39, 
we select one representative path of each subarea An. Then the 
vanishing of the amplitude in Equation 9.39 for the case n = 6 
(see Figure 9.6) can be thought of as a destructive interference 

between six different paths. Also, it is important to note that 
from the semiclassical point of view, the total classical energy 
of the spin system E must be conserved during the tunneling 
process. Therefore, the semiclassical paths do not follow the 
local minima of E with respect to θ alone, except for the case 
of purely quadratic (i.e., n = 2) anisotropies (DiVincenzo et al., 
1992; Garg, 1993).

From the above treatment, we conclude that tunneling 
between two degenerate spin states |m〉 and |m′〉 = |−m〉 is topo-
logically suppressed (i.e., the twofold degeneracy is not lifted) 
whenever n is not a divisor of 2m. Since n is even this excludes 
immediately tunneling for all half-odd integer spins s (for all 
m and n), in accordance with Kramers degeneracy. For s inte-
ger, however, tunneling can be either allowed or suppressed, 
 depending on the ratio 2m/n. In the latter case, the twofold 
degeneracy of spin states is not lifted by the anisotropy, and we 
can view this result as a generalization of the Kramers theorem 
to integer spins.

9.5 Incoherent Zener tunneling in Fe8

Besides Mn12, there have been several experiments on the 
molecular magnet Fe8 that revealed macroscopic quan-
tum tunneling of the spin (Barra et al., 1996; Wernsdorfer 
and Sessoli, 1996; Sangregorio et al., 1997; Ohm et al., 1998; 
Wernsdorfer et al., 2000). In particular, recent measurements 
on Fe8 (Wernsdorfer and Sessoli, 1996; Wernsdorfer et al., 
2000) lead to the development of the concept of the incoherent 
Zener tunneling (Leuenberger and Loss, 2000b; Leuenberger 
et al., 2003). The resulting Zener tunneling probability Pinc 
exhibits Berry phase oscillations as a function of the external 
transverse field Hx.

For many physical systems, the Landau–Zener model 
(Landau, 1932; Zener, 1932) has become an important tool for 
studying tunneling transitions (Crothers and Huges, 1977; Garga 
et al., 1985; Shimshoni and Gefen, 1991; Averin and Bardas, 
1995). It must be noted that all quantum systems to which the 
Zener model (Landau, 1932) is applicable can be described by 
pure states and their coherent time evolution. In particular, the 
theory presented in Leuenberger and Loss (2000b) agrees well 
with recent measurements of Pinc(Hx) for various temperatures 
in Fe8 (Wernsdorfer and Sessoli, 1996; Wernsdorfer et al., 2000).

For the Zener transition, usually only the asymptotic limit 
is of interest. Therefore it is required that the range over which 
εmm′(t) = εm − εm′ is swept is much larger than the tunnel split-
ting Δmm′ and the decoherence rate ħγmm′. In addition, the evo-
lution of the spin system is restricted to times t that are much 
longer than the decoherence time τd = 1/γmm′. In this case, tun-
neling transitions between pairs of degenerate excited states are 
incoherent. This tunneling is only observable if the temperature 
T is kept well below the activation energy of the potential bar-
rier. Accordingly, one is interested only in times t that are larger 
than the relaxation times of the excited states. It was shown by 
Leuenberger and Loss (2000b) that the Zener tunneling can be 
described by Equation 9.22, where

φ

z y

–y

θ

FIGURE 9.6 Berry phase interference between six different paths for 
s = 10 and n = 6.

–2

2 4 6

sin (μ2π)/sin (μ2π/n)
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μ
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–4

FIGURE 9.5 Sum over Berry phase terms for s = 10 and n = 4.
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is time dependent, in contrast to Equation 9.23. As usual, the 
abbreviations γmm′ = (Wm + Wm′)/2 and Wm = ΣnWnm are used, 
where Wnm denotes the approximately time-independent tran-
sition rate from |m〉 to |n〉, which can be obtained via Fermi’s 
golden rule (Leuenberger and Loss, 1999, 2000a). The tunnel 
splitting (Leuenberger and Loss, 1999, 2000a) is given by
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Vm mi j,  denote off-diagonal matrix elements of the total 
Hamiltonian Htot.

Since all resonances n lead to similar results, Equation 9.22 is 
solved only in the unbiased case—corresponding to n = 0 (see 
below)—where the ground states |s〉, |−s〉 and the excited states 
|m〉, |−m〉, m ∈ [−s + 1, s − 1] of the spin system with spin s are 
pairwise degenerate. In addition, it is assumed that the excited 
states are already in their stationary state, i.e., ρ⋅m = 0 ∀m ≠ s, −s. 
Equation 9.22 leads then to
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where Δρ(t) = ρs − ρ−s, which satisfies the initial condition 
Δρ(t = t0) = 1, and thus Pinc(t = t0) = 0. The total time-dependent 
relaxation rate is given by Γtot = 2[Γs,−s + Γth], where the ther-
mal rate Γth, which determines the incoherent relaxation via 
the excited states, is evaluated by means of relaxation diagrams 
(Leuenberger and Loss, 1999, 2000a).

Assuming linear time dependence, i.e., ε α′
′

mm m
mt t( ) = , in the 

transition region (Landau, 1932), and with | ε | γ′ ′mm
< >, �� mm  one 

obtains from Equation 9.42
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where t0 = −t. In the low-temperature limit T → 0 the excited 
states are not populated anymore and thus Γth, which consists 
of intermediate rates that are weighted by Boltzmann factors bm 
(Leuenberger and Loss, 1999, 2000a), vanishes. Consequently, 
Equation 9.43 simplifies to
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The exponent in Equation 9.44 differs by a factor of 2 from the 
Zener exponent (Landau, 1932). This is not surprising since Γtot 
is the relaxation rate of Δρ, where both ρs and ρ−s are changed 
in time by the same amount, and not an escape rate like in the 
case of coherent Zener transition, where only the population of 
the initial state is changed in time. Equation 9.44 implies Pinc = 1 
for |ε⋅ s,−s(0)| → 0 (adiabatic limit) and Pinc = 0 for |ε⋅ s,−s(0)| → ∞ 
(sudden limit). After fitting the parameters the incoherent Zener 
theory is in excellent agreement with experiments (Wernsdorfer 
and Sessoli, 1996; Wernsdorfer et al., 2000) for the temperature 
range 0.05 K ≤ T ≤ 0.7 K if the states |±10〉, |±9〉, and |±8〉 are taken 
into account. In particular, the path leading through |±8〉 gives 
a non-negligible contribution for T ≥ 0.6 K. One obtains the fol-
lowing from Equation 9.43 for Fe8 in the case n = 0:
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where the approximation γn,−n ≈ W10,n and | ε | γ′mm n n n nE< >
− −

,
, ,,�  is 

used. Pinc = 1 − Δρ, which is plotted in Figure 9.7, is in excellent 
agreement with the measurements (Wernsdorfer et al., 2000).

9.6  Coherent Néel Vector tunneling 
in antiferromagnetic 
Molecular Wheels

Antiferromagnetic molecular clusters are the most promising 
candidates for the observation of coherent quantum tunneling 
on the mesoscopic scale currently available (Chiolero and Loss, 
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FIGURE 9.7 Zener transition probability Pinc(Hx) for tempera-
tures T = 0.7, 0.65, 0.6, 0.55, 0.5, 0.45, and 0.05 K. The fit agrees well 
with data. Note that Pinc is equal to 2P. (From Wernsdorfer, W. et al., 
Europhys. Lett., 50, 552, 2000.)
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1998). Several systems in which an even number N of antiferro-
magnetically coupled ions is arranged on a ring have been syn-
thesized to date (Papaefthymiou et al., 1994; Fabretti et al., 1996; 
Schromm et al., 2001; Gatteschi et al., 2002). These systems are 
well described by the spin Hamiltonian

 ˆ ˆ ˆ ˆ ˆ ,,H = 1

1

J i i+

i=

N

is s H s⋅ + ⋅ −∑ ∑ ∑
= =

g k sB z
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N

i z

i

N

µ
1

2

1

 (9.46)

where
ŝi is the spin operator at site i with spin quantum number s, 

ŝN+1 ≡ ŝ1

J is the nearest neighbor exchange
H is the magnetic field
kz > 0 the single ion anisotropy directed along the ring axis

The parameters J and kz have been well established both for 
various ferric wheels (Papaefthymiou et al., 1994; Fabretti et al., 
1996; Kelemen et al., 1998; Cornia et al., 1999; Jansen et al. 1999; 
Koch et al., 1999; Schromm et al., 2001; Zotos et al., 2001) with 
N = 6, 8, 10, and, more recently, also for a Cr wheel (Gatteschi 
et al., 2002). For H = 0, the classical ground-state spin config-
uration of the wheel shows alternating (Néel) order with the 
spins pointing along ±ez. The two states with the Néel vector 
n along ±ez (Figure 9.8), labeled | ↑〉 and | ↓〉, are energeti-
cally degenerate and separated by an energy barrier of height 
Nkzs2. Because antiferromagnetic exchange induces dynamics 
of Néel-ordered spins, the states | ↑〉 and | ↓〉 are not energy 
eigenstates. Rather, a molecule prepared in spin state | ↑〉 would 
tunnel coherently between | ↑〉 and | ↓〉 at a rate Δ/h, where Δ 
is the tunnel splitting (Barbara and Chudnovsky, 1990; Krive 
and Zaslavskii, 1990). This tunneling of the Néel vector corre-
sponds to a simultaneous tunneling of all N spins within the 
wheel through a potential barrier governed by the easy axis 
anisotropy. Within the framework of coherent state spin path 
integrals, an explicit expression for the tunnel splitting Δ as a 
function of magnetic field H has been derived (Chiolero and 
Loss, 1998). A magnetic field applied in the ring plane, Hx, 
gives rise to a Berry phase acquired by the spins during tun-
neling (DiVincenzo et al., 1992; van Delft and Henley, 1992; 
Garg, 1993; Leuenberger et al., 2003). The resulting interference 

of different tunneling paths leads to a sinusoidal dependence 
of Δ on Hx, which allows one to continuously tune the tunnel 
splitting from 0 to a maximum value which is of order of some 
Kelvin for the antiferromagnetic wheels synthesized to date.

The tunnel splitting Δ also enters the energy spectrum of the 
antiferromagnetic wheel as level spacing between the ground 
and first excited state. Thus, Δ can be experimentally deter-
mined from various quantities such as magnetization, static 
susceptibility, and specific heat. Even more information on the 
physical properties of antiferromagnetic wheels (Equation 9.46) 
can be obtained from a theoretical and experimental investiga-
tion of dynamical quantities, such as the correlation functions 

of the total spin ˆ ˆS s= i
i

N

=1∑  or of single spins within the antifer-
romagnetic wheel (Meier and Loss, 2000, 2001). By symmetry 
arguments, it follows that the correlation function of total spin, 
〈Ŝα(t)Ŝα(0)〉, which is experimentally accessible via measurement 
of the alternating current (AC) susceptibility does not contain 
a component, which oscillates with the tunnel frequency Δ/h 
(Meier and Loss, 2000, 2001). Hence, neither the tunnel split-
ting nor the decoherence rate of Néel vector tunneling can be 
obtained by experimental techniques which couple to the total 
spin of the wheel. In contrast, the correlation function of a 
single spin
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exhibits the time dependence characteristic of coherent tun-
neling of the quantity Ŝi,z with a tunneling rate Δ/h (Meier and 
Loss, 2001). We conclude that local spin probes are required for 
the observation of the Néel vector dynamics. Nuclear spins, 
which couple (predominantly) to a given single spin ŝi are ideal 
candidates for such probes (Meier and Loss, 2001) and have 
already been used to study spin cross-relaxation between elec-
tron and nuclear spins in ferric wheels (Lascialfari et al., 1999; 
Pini et al., 2000).

For simplicity, we consider a single nuclear spin Î, I = 1/2, 
coupled to one-electron spin by a hyperfine contact interaction 

ˆ ˆ ˆH′ = As1 ⋅I. According to Equation 9.47, the tunneling electron 
spin ŝ1 produces a rapidly oscillating hyperfine field As cos(Δt/ħ) 
at the site of the nucleus.

Signatures of the coherent electron spin tunneling can thus 
also be found in the nuclear susceptibility. For a static magnetic 
field applied in the plane of the ring, Hx, it can be shown that the 
nuclear susceptibility
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n =

Z

n =

FIGURE 9.8 The two degenerate classical ground state spin con-
figurations of an antiferromagnetic molecular wheel with easy axis 
anisotropy.
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exhibits a satellite resonance at the tunnel splitting Δ of the elec-
tron spin system (Meier and Loss, 2001). Here, γIHx is the Lamor 
frequency of the nuclear spin and the first term in Equation 9.48 
corresponds to the transition between the Zeeman split energy 
levels of I. Because typically As −∼ 1 mK and Δ ≤ 2 K in Fe10, the 
spectral weight of the satellite peak is small compared to the one 
of the first term in Equation 9.48 unless the magnetic field is 
tuned such that Δ is significantly reduced compared to its maxi-
mum value. The observation of the satellite peak in Equation 
9.48 is challenging, but possible with current experimental tech-
niques (Meier and Loss, 2001). The experiment must be con-
ducted with single crystals of an antiferromagnetic molecular 
wheel with sufficiently large anisotropy kz > 2J/(Ns)2 at high, tun-
able fields (10 T) and low temperatures (2 K). Moreover, because 
the tunnel splitting Δ(H) depends sensitively on the relative ori-
entation of H and the easy axis (Jansen et al., 1999; Zotos et al., 
2001), careful field sweeps are necessary to ensure that the satel-
lite peak in Equation 9.48 has a large spectral weight.

The need for local spin probes such as NMR or inelastic neu-
tron scattering to detect coherent Néel vector tunneling can be 
traced back to the translation symmetry of the spin Hamiltonian 
Ĥ (Meier and Loss, 2000). If this symmetry is broken, e.g., by 
doping of the wheel, ESR also provides an adequate technique 
for the detection of coherent Néel vector tunneling. If one of the 
original Fe or Cr ions of the wheel with spin s = 5/2 or s = 3/2, 
respectively, is replaced by an ion with different spin s′ ≠ s, this 
will in general also result in a different exchange constant J′ and 
single ion anisotropy kz′ at the dopand site, i.e.,
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Although thermodynamic quantities, such as magnetization, 
of the doped wheel may differ significantly from the ones of 

the undoped wheel, the picture of spin tunneling in antiferro-
magnetic molecular systems (Barbara and Chudnovsky, 1990; 
Krive and Zaslavskii, 1990) remains valid (Meier and Loss, 
2000). However, due to unequal sublattice spins, a net total spin 
remains even in the Néel ordered state of the doped wheel (Figure 
9.9). This allows one to distinguish the configurations sketched 
in Figure 9.8 according to their total spin. The dynamics of the 
total spin ŝ is coupled to the one of the Néel vector (DiVincenzo 
et al., 1992), and coherent tunneling of the Néel vector results in 
a coherent oscillation of the total spin. Coherent Néel vector tun-
neling in doped wheels can hence also be probed by ESR. The AC 
susceptibility shows a resonance peak at the tunnel splitting Δ,
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with a transition matrix element between the ground state |g〉 
and first excited state |e〉,
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(9.51)

for g H s JkB x zµ � 8 . The matrix element in Equation 9.51 
determines the spectral weight of the absorption peak in the 
ESR spectrum. The analytical dependence has been determined 
within a semiclassical framework and is in good agreement with 
numerical results obtained from exact diagonalization of small 
systems (Figure 9.9).

In conclusion, several antiferromagnetic molecular wheels 
synthesized recently are promising candidates for the obser-
vation of coherent Néel vector tunneling. Although the 
observation of this phenomenon is experimentally challenging, 
nuclear magnetic resonance, inelastic neutron scattering, and 
ESR on doped wheels are adequate experimental techniques for 
the observation of coherent Néel vector tunneling in antiferro-
magnetic molecular wheels.
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FIGURE 9.9 The doped antiferromagnetic molecular wheel acquires a tracer spin which follows the Néel vector dynamics (a). Comparison of 
results obtained for the matrix element |〈e|Ŝz|g〉| with a coherent state spin path integral formalism (solid line) and by numerical exact diagonaliza-
tion (symbols) for N = 4, s = 5/2, s′ = 2, J′ = J, kz = kz′ = 0.0055J (b).
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9.7  Berry-Phase Blockade in Single-
Molecule Magnet transistors

Single-electron devices show many promising characteristics 
such as ultimate low power consumption, down scalability to 
atomic dimensions, and high switching speed. In addition, these 
devices are supposed to be good candidates for applications in 
quantum computation and quantum information technolo-
gies. Recently there has been a huge interest in using magnetic 
molecules with large spin in single-electron devices to uncover 
the effects that a large spin has upon electron transport through 
single-molecule magnets (SMM) (Sangregorio et al., 1997). 
During the past few years, recent experiments demonstrated 
the possibility to place individual molecules between the source 
and drain leads allowing electron transport measurements (Jo 
et al., 2006; Henderson et al., 2007). In a three terminal molec-
ular single-electron transistor (SET), the molecule is situated 
between the source and drain leads with an insulated gate elec-
trode underneath. The insulating ligands on the periphery of the 
molecule act as isolating barriers and current can flow between 
the source and drain leads via a sequential tunneling process 
through the molecular energy levels, which are tuned by the gate 
electrode (see Figure 9.10). Several experimental and theoretical 
groups have been trying to predict and prove the effects on elec-
tron transport through an individual molecular nanomagnet 
SET. Heersche et al. reported Coulomb blockade and conduc-
tion excitation characteristics in a Mn12 individual molecular 
nanomagnet SET. Negative differential conductance and current 
suppression effects were explained with a model that combines 
spin properties of the molecule with standard sequential tunnel-
ing theory.

Recently, experiments have pointed out the importance of the 
interference between spin tunneling paths in molecules and its 
effects on electron transport scenarios involving SMMs. These 
results indicate that the Berry-phase interference plays an impor-
tant role in the transport properties of SMMs in SET devices. 
Last year, the authors of this book chapter published an article 

(González and Leuenberger, 2007) in which an effect called the 
Berry-phase blockade was explained. The effect we described is 
a quantum interference effect that can be detected experimen-
tally by measuring the current through a single molecular elec-
tron transistor with oppositely polarized leads and by applying a 
transverse magnetic field along specific angles. In the following 
we summarize our results.

For weak coupling between the leads and the SMM we used 
the generalized master equation describing the electronic spin 
states of the SMM (see Section 9.2). The sequential tunneling 
rates for absorption of an electron in Equation 9.19 for ground 
states with spin s and s′ in the case of low temperatures are 
given by

 

W W W w f

W W

s s
l

s
l

l s

s s
l

′ ′ ′ ′

′ ′

,s ,s
l

,s
l

,s

, s , s

= =

=

∑ ↓

− − − −

( ) ( ), ( ),( )

(

∆

)) ( ) ( ), ( ),
l

s
l l

l sW w f∑ − − ↑ − −=′ ′, s , s∆
 

(9.52)

and the tunneling rates for the emission of an electron are 
given by
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where fl s ,s
,s l( ) [ ]( )/∆ ∆

′
µ′= + − −1 1e s kT  is the Fermi function. w l

↓↑
( )  

represents the spin-dependent transition rate from the l ∈ 
[Left, Right] lead to the SMM and are defined in Fermi’s 
golden rule approximation by w D tl l l

↓ ↓ ↓=( ) ( ) ( )| |2 2π ν /�  and 
w D tl l

↑ ↑ ↑=( )l 2 2π ν( ) ( )| | /� , respectively, where D is the density 
of states and ν↑

( )l  and ν↓
( )l  are fractions of the number of spins 

polarized up and down of lead l such that ν ν↓ ↑ ↑+ =( ) ( ) ( ).l l lt1  and 
t l

↓
( ) are the tunneling amplitudes of lead l, respectively. Typical 

values for the tunneling rate of the electron range from around 
w = 106 s−1 to w = 1010 s−1 (see González and Leuenberger, 2007, 
and references therein).

Solving the generalized master equation for the stationary 
limit, we obtained the coupled differential equations
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The other two differential equations are obtained by just 
replacing s ↔ s′ in the above equations. Solving the set of 
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FIGURE 9.10 The sketch shows a three terminal molecular single-
electron transistor. The ligands on the periphery of the molecule act 
as isolating barriers and electrons can flow between source and drain 
leads by sequential or cotunneling processes through the discrete 
energy levels of the molecule.
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differential equations for ρs, ρ−s, ρs′ and ρ−s′ in the stationary 
case (t >> 1/Wm,n), we obtain

 

ρ ′ ′ ′ ′ ′ ′ ′ ′s s s s s s s s s s s sW W W W= + + +− − − − − − − −( ( ) ( ), , , ,, s , s , s , sΓ Γ Γ Γ ss

s s s s s s s s s s sW W W W

) ,

( ( ) (, , ,

/η

ρ ′ ′ ′ ′ ′ ′− − − − − − −= + + +, s ,-s , s , sΓ Γ Γ )) ) ,

( ( ) (

,

, , ,

Γ

Γ Γ

s s

s s s s s s s s s sW W W W

′ ′

′ ′ ′ ′ ′ ′

η

ρ

−

− − − − − −= + +

/

, s , s ,s ′′ ′ ′

′ ′ ′ ′ ′ ′

η

ρ

+

= + +

− −

− − − − − −

Γ Γ

Γ Γ

s s s

s s s s s s s sW W W

, s

, s , s

) ) ,

( ( )

,

, ,

/

,, ,( ) ) ,− − −+s s s s sW ,s , s′ ′ ′ ηΓ Γ /  
(9.56)

where η is a normalization factor such that ∑ =n nρ 1. The inco-
herent tunneling rate is
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We now proceed to define the current through the SMM in 
terms of the density matrix for the case of the single molecule 
magnet Ni4. In the case of Ni4 we have s = 4 and s′ = 7/2, therefore 
the current reads

 I e W W= + − − −( )., / / , / /4 7 2 7 2 4 7 2 7 2ρ ρ  (9.58)

In the case of leads that are fully polarized in opposite direc-
tions, i.e., ν ν↑ ↓= =( ) ( )L R 1  or ν ν↓ ↑= =( ) ( )L R 1 , we get one of the two 
following conditions for the transition rates, respectively:

 W W W− − − −= = = =4 7 2 7 2 4 7 2 40 0, / / , / , .or 4,7/2W  (9.59)

Choosing the case ν ν↑ ↓= =( ) ( )L R 1  and using the condition W−4,−7/2 = 
W7/2,4 = 0, we obtain from Equation 9.58
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Equation 9.60 reflects the fact that the current through the 
SMM depends on the tunnel splittings. The transitions that 
contribute to the current through the SMM in the case of fully 
polarized leads ν ν↑ ↓= =( ) ( )L R 1 are 4 → 7/2 → − 7/2 → −4. Figure 
9.11 shows the current as a function of H⊥ for fully polar-
ized leads. If the tunnel splitting Δ4,−4 or Δ7/2,−7/2 is topologi-
cally quenched (see Figure 9.11), Γ4,−4 or Γ7/2,−7/2 vanishes (see 
Equation 9.57), which leads to complete current suppression 
according to Equation 9.60. Since this current blockade is a 
consequence of the topologically quenched tunnel splitting, 
we call it Berry-phase blockade. Note that the current can also 
be suppressed by applying Hz, which follows immediately from 
Equations 9.57 and 9.60.

9.8 Concluding remarks

We have seen how molecular nanomagnets offer an interesting 
platform to explore the quantum dynamics of mesoscopic sys-
tems. The theoretical advantage of using molecular nanomag-
nets is that molecules are all identical to each other, allowing 
the performance of experiments on large assemblies of identical 
particles and detect quantum effects. Molecules can be investi-
gated in solutions or solids depending on the experiment you 
want to perform, allowing accurate measurements. We have 
paid special attention to the quantum tunneling of the magneti-
zation of molecular nanomagnets and the different approaches 
that exist to describe this phenomenon. In particular we have 
placed emphasis on the interference effects of the quantum 
tunneling of the magnetization via Berry’s phase and we have 
included some of our recent results in this field (González and 
Leuenberger, 2007).

Molecular nanomagnets are also the subject of intense 
research in molecular electronics. Single-electron devices have 
taken advantage of the small size of nanomagnets to create 
electronic structures of atomic dimensions. These devices are 
supposed to be good candidates for applications in quantum 
computation and quantum information technologies. There has 
been also a lot of research on single-electron transistors (SET) 
made of molecular nanomagnets to study quantum effects such 
as the Kondo effect in this kind of structures (Leuenberger 
and Mucciolo, 2006). The Kondo effect is a very well known 
and studied phenomenon in condensed matter physics. This 
effect arises when a magnetic impurity is placed into a conduc-
tor, which causes a dramatic increase in the resistivity of the 
metal at low temperatures. The Kondo effect can be seen also in 
a single-electron transistor where the molecular nanomagnet 
plays the role of the magnetic impurity and the leads of the SET 
mimics the bulk metal. It has been shown that the Hamiltonian 
for a molecular nanomagnet placed in a SET device can be 
mapped onto the Kondo Hamiltonian (González et al., 2008). 
This result is of great interest because one can apply the poor 
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man’s scaling theory to describe the Kondo physics at low tem-
peratures and see how the Berry-phase oscillations become 
temperature dependent. This fact allows us to conclude that the 
scaling equations can be checked experimentally by measuring 
the renormalized zero points of the Berry phase.

The field of molecular nanomagnets is growing very fast and 
chemistry is playing a major role concerning the growth of these 
nanostructures. New nanomagnets with novel and interesting 
magnetic properties are being produced, which demand more 
sophisticated theories to explain and describe the dynamics 
of these magnetic mesoscopic systems. One direction which 
remains a major area of investigation lately is related to storing 
and decoding information on a single spin state to be able to cre-
ate a quantum computer. The implementation of Grover’s algo-
rithm with molecular nanomagnets has already been proposed, 
however, it is required to perform simultaneous manipulation 
of many spin phases without losing quantum coherence, which 
remains still an experimental challenge.

acknowledgment

We acknowledge support from NSF-ECCS 0725514, the DARPA/
MTO Young Faculty Award HR0011-08-1-0059, 0901784, and 
AFOSR FA 9550-09-1-0450.

references

Averin, D. and A. Bardas. AC Josephson effect in a single quan-
tum channel. Phys. Rev. Lett., 75:1831–1834, 1995.

Barbara, B. and E.M. Chudnovsky. Macroscopic quantum tunnel-
ing in antiferromagnets. Phys. Lett. A, 145:205–208, 1990.

Barbara, B., W. Wernsdorfer, L.C. Sampaio, J.G. Park, C. Paulsen, 
M.A. Novak, R. Ferré, D. Mailly, R. Sessoli, A. Caneschi, 
K. Hasselback, A. Benoit, and L. Thomas. Mesoscopic quan-
tum tunneling of the magnetization. J. Magn. Magn. Mater, 
140–144:1825–1828, 1995.

Barra, A.L., P. Debrunner, D. Gatteschi, C.E. Schulz, and R. Sessoli. 
Superparamagnetic-like behavior in an octanuclear iron 
cluster. Europhys. Lett., 35:133–138, 1996.

Chiolero, A. and D. Loss. Macroscopic quantum coherence in 
molecular magnets. Phys. Rev. Lett., 80:169–172, 1998.

Chudnovsky, E.M. and L. Gunther. Quantum tunneling of mag-
netization in small ferromagnetic particles. Phys. Rev. Lett., 
60:661–664, 1988.

Cornia, A., M. Affronte, J.C. Lasjaunias, and A. Caneschi. Low-
temperature specific heat of Fe6 and Fe10 molecular mag-
nets. Phys. Rev. B, 60:1161–1166, 1999.

Crothers, D.S. and J.G. Huges. Stueckelberg close-curve-crossing 
phases. J. Phys. B, 10:L557–L560, 1977.

DiVincenzo, D.P., D. Loss, and G. Grinstein. Suppression of tun-
neling by interference in half-integer-spin particles. Phys. 
Rev. Lett., 69:3232–3235, 1992.

Enz, M. and R. Schilling. Magnetic field dependence of the tun-
nelling splitting of quantum spins. J. Phys. C: Solid State 
Phys., 19:L711–L715, 1986.

Fabretti, A.C., S. Foner, D. Gatteschi, R. Grandi, A. Caneshi, 
A.  Cornia, and L. Schenetti. Synthesis, crystal structure, 
magnetism, and magnetic anisotropy of cyclic clusters 
comprising six iron(iii) ions and entrapping alkaline ions. 
Chem. Eur. J., 2:1379–1387, 1996.

Feynman R.P. Space-Time Approach to Non-Relativistic 
Quantum Mechanics. Rev. Mod. Phys., 20:367–387, 1948.

Fort, A., A. Rettori, J. Villain, D. Gatteschi, and R. Sessoli. Mixed 
quantum-thermal relaxation in Mn12 acetate molecules. 
Phys. Rev. Lett., 80:612–615, 1998.

Friedman, J.R., M.P. Sarachik, J. Tejada, and R. Ziolo. Macroscopic 
measurement of resonant magnetization tunneling in high-
spin molecules. Phys. Rev. Lett, 76:3830–3833, 1996.

Garanin, D.A. and E.M. Chudnovsky. Thermally activated reso-
nant magnetization tunneling in molecular magnets: 
Mn12ac and others. Phys. Rev. B, 56:11102–11118, 1997.

Garg, A. Topologically quenched tunnel splitting in spin systems 
without kramers’ degeneracy. Europhys. Lett., 22:205–210, 
1993.

Garga, A., N.J. Onuchi, and V. Ambegaokar. Effect of friction on 
electron transfer in bio-molecules. J. Chem. Phys., 83:4491–
4503, 1985.

Gatteschi, D., A.A. Smith, M. Helliwell, R.E.P. Winpenny, 
A. Cornia, A.L. Barra, A.G.M. Jansen, E. Rentschler, J. van 
Slageren, R. Sessoli, and G.A. Timco. Magnetic anisotropy 
of the antiferromagnetic ring [cr8f8piv16]. Chem. Eur. J., 
8:277–285, 2002.

González, G. and M.N. Leuenberger. Berry-phase blockade in 
 single-molecule magnets. Phys. Rev. Lett., 98:256804-4, 2007.

González, G., M.N. Leuenberger, and E.R. Mucciolo. Kondo 
effect in single-molecule magnet transistors. Phys. Rev. B, 
78:054445-12, 2008.

Henderson, J.J., C.M. Ramsey, E. del Barco, A. Mishra, and 
G.  Christou. Fabrication of nano-gapped single-electron 
transistors for transport studies of individual single-mole-
cule magnets. J. Appl. Phys., 101:09E102, 2007.

Hernández, J.M., X.X. Zhang, F. Luis, J. Bartolomé, J. Tejada, 
J.R. Friedman, M.P. Sarachik, and R. Ziolo. Field tuning 
of thermally activated magnetic quantum tunnelling in 
mn12—ac molecules. Europhys. Lett., 35:301–306, 1996.

Hernández, J.M., X.X. Zhang, J. Tejada, F. Luis, and R. Ziolo. 
Evidence for resonant tunneling of magnetization in 
Mn12sacetate complex. Phys. Rev. B, 55:5858–5865, 1997.

Jansen, A.G.M., A. Cornia, and M. Affronte. Magnetic anisotropy 
of Fe6 and Fe10 molecular rings by cantilever torque mag-
netometry in high magnetic fields. Phys. Rev. B, 60:12177–
12183, 1999.

Jo, M.-H., J.E. Grose, K. Baheti, M.M. Deshmukh, J.J. Sokol, E.M. 
Rumberger, D.N. Hendrickson, J.R. Long, H. Park, and D.C. 
Ralph. Signatures of molecular magnetism in single-mole-
cule transport spectroscopy. Nano Lett., 6:2014–2020, 2006.

Kelemen, M.T., M. Weickenmeier, B. Pilawa, R. Desquiotz, 
and A. Geisselmann. Magnetic properties of new 
Fe6(triethanolaminate(3-))6 spin-clusters. J. Magn. Magn. 
Mat., 177–181:748–749, 1998.



9-14	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

Koch, R., P. Müller, I. Bernt, R.W. Saalfrank, H.P. Andres, 
H.U. Güdel, O. Waldmann, J. Schülein, and O. Allenspach. 
Magnetic anisotropy of two cyclic hexanuclear Fe(iii) clus-
ters entrapping alkaline ions. Inorg. Chem., 38:5879–5886, 
1999.

Korenblit, I.Ya. and E.F. Shender. Low-temperature properties of 
amorphous magnetic materials with random axis of anisot-
ropy. Sov. Phys. JETP, 48:937–942, 1978.

Krive, I.V. and O.B. Zaslavskii. Macroscopic quantum tunnelling 
in antiferromagnets. J. Phys. Condens. Matter, 2:9457–9462, 
1990.

Landau, L.D. On the theory of transfer of energy at collisions. 
Phys. Z. Sowjetunion, 2:46, 1932.

Lascialfari, A., F. Borsa, M. Horvati, A. Caneschi, M.H. Julien, 
Z.H. Jang, and D. Gatteschi. Proton NMR for measuring 
quantum level crossing in the magnetic molecular ring 
Fe10. Phys. Rev. Lett., 83:227–230, 1999.

Leuenberger, M.N. and D. Loss. Spin relaxation in Mn12-acetate. 
Europhys. Lett., 46:692–698, 1999.

Leuenberger, M.N. and D. Loss. Spin tunneling and phonon-
assisted relaxation in Mn12-acetate. Phys. Rev. B, 61:1286–
1302, 2000a.

Leuenberger, M.N. and D. Loss. Incoherent zener tunneling 
and its application to molecular magnets. Phys. Rev. B, 
61:12200–12203, 2000b.

Leuenberger, M.N. and D. Loss. Spin tunneling and topological 
selection rules for integer spins. Phys. Rev. B, 63:054414-4, 
2001a.

Leuenberger, M.N. and D. Loss. Quantum computing in molecu-
lar magnets. Nature, 410:789–793, 2001b.

Leuenberger, M.N. and D. Loss. Reply to the comment of 
E. M. Chudnovsky and D. A. Garanin on Spin relaxation in 
Mn12-acetate. Europhys. Lett., 52: 247–248, 2000.

Leuenberger, M.N., F. Meier, and D. Loss. Quantum spin dynam-
ics in molecular magnets. Monatshefte fuer Chemie, 
134:217–233, 2003.

Leuenberger, M.N. and E.R. Mucciolo. Berry-phase oscillation 
of the Kondo effect in single-molecule magnets. Phys. Rev. 
Lett., 97:126601, 2006.

Luis, F., J. Bartolomé, and F. Fernández. Resonant magnetic quan-
tum tunneling through thermally activated states. Phys. Rev. 
B, 57:505–513, 1998.

Meier, F. and D. Loss. Thermodynamics and spin-tunneling 
dynamics in ferric wheels with excess spin. Phys. Rev. B, 
64:224411–224414, 2000.

Meier, F. and D. Loss. Electron and nuclear spin dynamics in anti-
ferromagnetic molecular rings. Phys. Rev. Lett., 86:5373–
5376, 2001.

Novak, M.A. and R. Sessoli. Quantum Tunneling of Magnetization. 
L. Gunther and B. Barbara (eds.), Kluwer, Dordrecht, the 
Netherlands, 1995.

Novak, M.A., R. Sessoli, A. Caneschi, and D. Gatteschi. Magnetic 
properties of a Mn cluster organic compound. J. Magn. 
Magn. Mater, 146:211–213, 1995.

Ohm, T., C. Sangregorio, and C. Paulsen. Local field dynamics 
in a resonant quantum tunneling system of magnetic mol-
ecules. Europhys. J. B, 6:195–199, 1998.

Papaefthymiou, G.C., S. Foner, D. Gatteschi, K.L. Taft, C.D. Delfs, 
and S.J. Lippard. [Fe(OMe)2(O2CCH2Cl)]10, a molecular 
ferric wheel. J. Am. Chem. Soc., 116:823–832, 1994.

Paulsen, C. and J.G. Park. Quantum Tunneling of Magnetization. 
L. Gunther and B. Barbara (eds.), Kluwer, Dordrecht, the 
Netherlands, 1995.

Paulsen, C., J.G. Park, B. Barbara, R. Sessoli, and A. Caneschi. 
Novel features in the relaxation times of Mn12Ac. J. Magn. 
Magn. Mater, 140–144:379–380, 1995.

Pini, M.G., A. Cornia, A. Fort, and A. Rettori. Low-temperature 
theory of proton NMR in the molecular antiferromagnetic 
ring Fe10. Europhys. Lett., 50:88–93, 2000.

Sangregorio, C., T. Ohm, C. Paulsen, R. Sessoli, and D. Gatteschi. 
Quantum tunneling of the magnetization in an iron cluster 
nanomagnet. Phys. Rev. Lett., 78:4645–4648, 1997.

Schromm, S., J. Schülein, P. Müller, I. Bernt, R.W. Saalfrank, 
O. Waldmann, R. Koch, and F. Hampel. Magnetic anisot-
ropy of a cyclic octanuclear Fe(iii) cluster and magneto-
structural correlations in molecular ferric wheels. Inorg. 
Chem., 40:2986–2995, 2001.

Sessoli, R., D. Gatteschi, A. Caneschi, and M.A. Novak. Magnetic 
bistability in a metal-ion cluster. Nature, 365:141–143, 1993.

Shimshoni, E. and Y. Gefen. Onset of dissipation in zener dynam-
ics: Relaxation vs. dephasing. Ann. Phys., 210:16–80, 1991.

Thomas, L., F. Lionti, R. Ballou, D. Gatteschi, R. Sessoli, and 
B. Barbara. Macroscopic quantum tunnelling of magnetiza-
tion in a single crystal of nanomagnets. Nature, 383:145–
147, 1996.

von Delft, J. and C.L. Henley. Destructive quantum interference in 
spin tunneling problems. Phys. Rev. Lett., 69:3236–3239, 1992.

van Hemmen, J.L. and A. Süto. Tunnelling of quantum spins. 
Europhys. Lett., 1:481–490, 1986.

Villain, J., F. Hartmann-Boutron, R. Sessoli, and A. Rettori. 
Magnetic relaxation in big magnetic molecules. Europhys. 
Lett., 27:159–164, 1994.

Wernsdorfer, W. and R. Sessoli. Quantum phase interference 
and parity effects in magnetic molecular clusters. Science, 
284:133–135, 1996.

Wernsdorfer, W., R. Sessoli, A. Caneshi, D. Gatteschi, and 
A.  Cornia. Nonadiabatic Landau-Zener tunneling in Fe8 
molecular nanomagnets. Europhys. Lett., 50:552–558, 2000.

Zener, C. Non-adiabatic crossing of energy levels. Proc. R. Soc. 
Lond. A, 137:696, 1932.

Zotos, X., B. Normand, X. Wang, and D. Loss. Magnetization in 
molecular iron rings. Phys. Rev. B, 63:184409, 2001.



10-1

10.1 Introduction

Molecular electronics is known to be one of the most promising 
developments in nanoelectronics, and the past decade has 
seen extraordinary progress in this field (Aviram et al. 2002, 
Cuniberti et al. 2005, Nitzan 2001). Present activities on molec-
ular electronics reflect the convergence of two trends in the 
fabrication of nanodevices, namely, the top-down device min-
iaturization through the lithographic methods and bottom-
up device manufacturing through the atom-engineering and 
the self-assembly approaches. The key element and the basic 
building block of molecular electronics is a junction including 
two electrodes (leads) linked by a molecule, as schematically 
shown in Figure 10.1. Usually, the electrodes are microscopic 
large but macroscopic small contacts that could be connected 
to a battery to provide the bias voltage across the junction. 
Such a junction may be treated as a quantum dot coupled to 
the charge reservoirs. The discrete character of energy levels on 
the dot (molecule) is combined with nearly continuous energy 
spectra on the reservoirs (leads) occurring due to their compara-
tively large size.

When the voltage is applied, an electric current flows through 
the junction. Successful transport experiments with molecular 
junctions (Ho 2002, Lortscher et al. 2007, Park et al. 2000, Poot et al. 
2006, Reichert et al. 2002, Smit et al. 2002, Yu et al. 2004) con-
firm their significance as active elements in nanodevices. These 
include applications as rectifiers (molecular diodes), field-effect 
transistors (molecular triodes), switches, memory elements and 
sensors. Also, these experiments emphasize the importance of a 
thorough analysis of the physics underlying electron transport 

through molecular junctions. A detailed understanding of elec-
tron transport at the molecular scale is a key step to future device 
operations. A theory of electron transport in molecular junc-
tions is being developed since the last two decades, and main 
transport mechanisms are currently elucidated in general terms 
(Datta 2005, Imry and Landauer 1999). However, a progress of 
the experimental capabilities in the field of molecular electron-
ics brings new theoretical challenges causing a further develop-
ment of the theory.

Speaking of transport mechanisms, it is useful to make a 
distinction between elastic electron transport when the elec-
tron energy remains the same as it travels through the junction, 
and inelastic transport processes when the electron undergoes 
energy changes due to its interactions with the environment. 
There are several kinds of processes bringing inelasticity in the 
electron transport in mesoscopic systems including molecular 
junctions. Chief among these are electron–electron and electron–
phonon scattering processes. These processes may bring about 
significant inelastic effects modifying the transport properties 
of molecular devices and charging, desorption, and chemical 
reactions as well. To keep this chapter at a reasonable length, we 
concentrate on the inelastic effects originating from electron–
phonon interactions.

In practical molecular junctions, the electron transport 
is always accompanied by nuclear motions in the environ-
ment. Therefore, the conduction process is inf luenced by 
the coupling between the electronic and the vibrational 
degrees of freedom. Nuclear motions underlie the interplay 
between the coherent electron tunneling through the junc-
tion and the inelastic thermally assisted hopping transport 
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(Nitzan 2001). Also, electron–phonon interactions may result 
in polaronic conduction (Galperin et al. 2005, Gutierrez et al. 
2005, Kubatkin et al. 2003, Ryndyk et al. 2008), and they are 
directly related to the junction heating (Segal et al. 2003) 
and to some specific effects such as alterations in both shape 
of the molecule and its position with respect to the leads 
(Komeda et al. 2002, Mitra et al. 2004, Stipe et al. 1999). The 
effects of electron–phonon interactions may be manifested in 
the inelastic tunneling spectrum (IETS) that presents the sec-
ond derivative of the current in the junction d2I/ dV versus the 
applied voltage V. The inelastic electron tunneling micros-
copy has proven to be a valuable method for the identification 
of molecular species within the conduction region, especially 
when employed in combination with scanning tunneling 
microscopy and/or spectroscopy (Galperin et al. 2004).

Inelasticity in the electron transport through molecular junc-
tions is closely related to the dephasing effects. One may say 
that incoherent electron transport always includes an inelastic 
contribution with the possible exception of the low tempera-
ture range. The general approach to theoretically analyzing 
electron transport through molecular junctions in the presence 
of dissipative/phase-breaking processes in both electronic and 
nuclear degrees of freedom is based on advanced formalisms 
(Segal et al. 2000, Skourtis and Mukamel 1995, Wingreen et al. 
1989, 1993). These microscopic computational approaches have 
the advantages of being capable of providing detailed dynam-
ics information. However, while considering stationary electron 
transport through molecular junctions, one may turn to the less 
time-consuming approach based on scattering matrix formal-
ism (Buttiker 1986, Li and Yan 2001a,b), as discussed below.

10.2 Coherent transport

To better show the effects of dissipation/dephasing on the elec-
tron transport through molecular junctions, it seems reasonable 
to start from the case where these effects do not occur. So, we 

consider a molecule (presented as a set of energy levels) placed 
in between two electrodes with nearly continuous energy spec-
tra. While there is no bias voltage applied across the junction, 
the latter remains in equilibrium characterized by the equilib-
rium Fermi energy EF, and there is no current flowing through 
it. When the bias voltage is applied, it keeps the left and right 
electrodes at different electrochemical potentials μL and μR. Then 
the electric current appears in the junction, and the molecular 
energy levels located in between the electrochemical poten-
tials μL and μR play a major part in maintaining this current. 
Electrons from occupied molecular states tunnel to the elec-
trodes in accordance with the voltage polarity, and the electrons 
from one electrode travel to another one using unoccupied 
molecular levels as intermediate states for tunneling. Usually, 
the electron transport in molecular junctions occurs via the 
highest occupied (HOMO) and the lowest unoccupied (LUMO) 
molecular orbitals that work as channels for electron transmis-
sion. Obviously, the current through the junction depends on 
the quality of contacts between the leads and the molecule ends. 
However, there also exists the limit for the conductance in the 
channels. As was theoretically shown (Landauer 1970), the max-
imum conductance of a channel with a single-spin degenerate-
energy level equals:

 G e
0

2
125 8= = −

π�
( . )kΩ  (10.1)

where
e is the electron charge
ħ is Planck’s constant

This is a truly remarkable result for it proves that the minimum 
resistance R G0 0

1= −  of a molecular junction cannot become zero. 
In another words, one never can short-circuit a device operating 
with quantum channels. Also, the expression (10.1) shows that 
the conductance is a quantized quantity.

Conductance g in practical quantum channels associated 
with molecular orbitals can take on values significantly smaller 
that G0, depending on the delocalization in the molecular orbit-
als participating in the electron transport. In molecular junc-
tions it also strongly depends on the molecule coupling to the 
leads (quality of contacts), as was remarked before. The total 
resistance r = g −1 includes contributions from the contact and 
the molecular resistances, and could be written as (Wingreen 
et al. 1993)

 
r

G
T

T
= + −





1 1 1
0

.
 

(10.2)

Here, T is the electron transmission coefficient that generally 
takes on values less than unity.

The general expression for the electric current flowing 
through the molecular junction could be obtained if one calcu-
lates the total probability for an electron to travel between two 

(a)

(b) V

Ri
gh

t

Le
ft

μL

μR

FIGURE 10.1 Schematic drawing of a junction including two electrodes 
and a molecule in between (a). When the voltage is applied across the 
junction, electrochemical potentials μL and μR differ, and the conduction 
window opens up (b).
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electrodes at a certain tunnel energy E and then integrates the 
latter over the whole energy range (Datta 1995). This results in 
the well-known Landauer expression:

 I e T E f E f E dEL R= − ∫π�
( ) ( ) ( ) .  (10.3)

Here, fL,R(E) are Fermi distribution functions for the electrodes 
with chemical potentials μL,R, respectively. The values of μL,R dif-
fer from the equilibrium energy EF, and they are determined by 
the voltage distribution inside the system. Assuming that coher-
ent tunneling predominates in electron transport, the electron 
transmission function is given by (Datta et al. 1997, Samanta 
et al. 1996):

 T E Tr G GL R( ) ,= { }+2 ∆ ∆  (10.4)

where
the matrices ΔL,R represent the imaginary parts of the self-

energy terms ΣL,R describing the coupling of the molecule 
to the electrodes

G is the Green’s function matrix for the molecule whose 
matrix elements between the molecular states 〈i| and |j〉 
have the form

 G i E H jij = − .  (10.5)

Here, H is the molecular Hamiltonian including the self-energy 
parts ΣL,R.

When a molecule contacts the surface of electrodes, this 
results in a charge transfer between the molecule and the elec-
trodes, and in a modification of the molecule energy states due to 
the redistribution of the electrostatic potential within the mol-
ecule. Besides, the external voltage applied across the junction 
brings additional changes to the electrostatic potential further 
modifying the molecular orbitals. The coupling of the molecule 
to the leads may also depend on the voltage distribution. So, 
generally, the electron transmission T inserted in Equation 10.3 
and the electrochemical potentials μL,R depend on the electro-
static potential distribution in the system. To find the correct 
distribution of the electric field inside the junction one must 
simultaneously solve the Schrodinger equation for the mol-
ecule and the Poisson equation for the charge density, follow-
ing a self-consistent converging procedure. This is a nontrivial 
and complicated task, and significant effort was applied to study 
the effect of electrostatic potential distribution on the electron 
transport through molecules (Damle et al. 2001, Di Ventra et al. 
2000, Galperin et al. 2006, Lang and Avouris 2000a,b, Mujica et al. 
2000, Xue and Ratner 2003a,b, 2004, Xue et al. 2001). Here, we 
put these detailed considerations aside, and we use the simplified 
expression for the electrochemical potentials:

 µ η µ ηL RE e V E e V= + = − −F F; ( ) ,1  (10.6)

where the parameter η indicates how the bias voltage is dis-
tributed between the electrodes. Also, we assume that inside 

the molecule, the external electrostatic field is screened due to 
the charge redistribution, and the electron transmission is not 
sensitive to the changes in the voltage V. Although very simple, 
this model allows one to analyze the main characteristics of the 
electron transport through molecular junctions. Within this 
model one may write down the following expression for the 
self-energy parts (D’Amato and Pastawski 1990):

 ( )
*

., ,

,
Σβ

β β

β

τ τ
εij

ik kj

kk
E is

=
− +∑  (10.7)

Here,
β ∈ L, R, τik,β is the coupling strength between the ith molecu-

lar state and the kth state on the left/right lead
εk,β are the energy levels on the electrodes
s is a positive infinitesimal parameter

Assuming that the molecule is reduced to a single orbital with 
the energy E0 (a single-site bridge), Green’s function accepts the 
form

 G E
E E L R

( ) .=
− − −

1
0 Σ Σ  (10.8)

Accordingly, in this case, one may simplify the expression (10.4) 
for the electron transmission:

 
T E

E E
L R

L R
( )

( ) ( )
.=

− + +
4

0
2 2
∆ ∆

∆ ∆  
(10.9)

To elucidate the main features of electron transport through 
molecular junctions we consider a few examples. In the first 
example, we mimic a molecule as a one-dimensional chain 
consisting of N identical hydrogen-like atoms with the near-
est neighbors interaction. We assume that there is one state 
per isolated atom with the energy E0, and that the coupling 
between the neighboring sites in the chain is characterized 
by the parameter b. Such a model was theoretically analyzed 
by D’Amato and Pastawski and in some other works (see e.g., 
Mujica et al. 1994). Based on Equations 10.4 and 10.5, it could 
be shown that for a single-site chain (N = 1) the electron trans-
mission reveals a well-distinguished peak at E = E0, shown 
in Figure 10.2. The height of this peak is determined by the 
coupling of the bridge site to the electrodes. The peak in the 
electron transmission arises because the molecular orbital E = E0 
works as the channel/bridge for electron transport between 
the leads. Similar peaks appear in the conductance g = dI/dV. 
Assuming the symmetric voltage distribution (η = 1/2), the 
peak in the conductance is located at V = ±2E0. As for the cur-
rent voltage characteristics, they display step-like shapes with 
the steps at V = ±2E0. When the chain includes several sites, 
we obtain a set of states (orbitals) for our bridge instead of the 
single state E = E0, and their number equals the number of 
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sites in the chain. All these states are the channels for the elec-
tron transport. Correspondingly, the transmission reveals a 
set of peaks as presented in Figure 10.3. The peaks are located 
within the energy range with the width 4b around E = E0. The 
coupling of the chain ends to the electrodes affects the trans-
mission, especially near E = E0. As the coupling strengthens, 
the transmission minimum values increase. Now, the cur-
rent voltage curves exhibit a sequence of steps. The longer the 
chain, the more energy levels it possesses, and the more the 
number of steps in the I–V curves.

The second example concerns the electron transport 
through a carbon chain placed between copper electrodes. In 
this case, as well as for practical molecules, a preliminary step 
in transport calculations is to compute the relevant molecular 
energy levels and wave functions. Usually, these computations 
are carried out employing quantum chemistry software pack-
ages (e.g., Gaussian) or density functional-based software. 
Also, a proper treatment of the molecular coupling to the elec-
trodes is necessary for it brings changes into the molecular 
energy states. For this purpose, one may use the concept of an 

“extended molecule” proposed by Xue et al. (2001). The point 
of this concept is that only a few atoms on the surface of the 
metallic electrode are significantly disturbed when the mol-
ecule is attached to the latter. These atoms are located in the 
immediate vicinity of the molecule end. Therefore, one may 
form a system consisting of the molecule itself and the atoms 
from the electrode surfaces perturbed by the molecular pres-
ence. This system is called the extended molecule and treated 
as such while computing the molecular orbitals. In the exam-
ple considered, the extended molecule included four copper 
atoms on each side of the carbon chain. The results for elec-
tron transport are shown in Figure 10.4. Again, we observe 
a comb-like shape of the electron transmission correspond-
ing to the set of transport channels provided by the molec-
ular orbitals, and the stepwise I–V curve originating from 
the latter. Transport calculations similar to those described 
above were repeatedly carried out in the last two decades for 
various practical molecules (see e.g., Galperin et al. 2006, Xue 
and Ratner 2003a,b, Xue et al. 2001, Zimbovskaya 2003, 2008, 
Zimbovskaya and Gumbs 2002).
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FIGURE 10.2 Coherent electron transmission (left panel) and current (right panel) versus bias voltage applied across a molecular junction where 
the molecule is simulated by a single electronic state. The curves are plotted assuming ΔL = ΔR = 0.1 eV, E0 = −0.5 eV, T = 30 K.
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FIGURE 10.3 Coherent electron transmission (left panel) and current (right panel) through a junction with a five electronic states bridge. The 
curves are plotted for ΔL = ΔR = 0.1 eV, b = 0.3 eV, E0 = −0.5 eV, T = 30 K.
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10.3  Buttiker Model for Inelastic 
transport

An important advantage of the phenomenological model 
for the incoherent/inelastic quantum transport proposed by 
Buttiker (1986) is that this model could easily be adapted to 
analyze various inelastic effects in electron transport through 
molecules (and some other mesoscopic systems) avoiding 
complicated and time-consuming advanced methods, such as 
those based on the nonequilibrium Green’s functions formal-
ism (NEGF).

Here, we present the Buttiker model for a simple junction 
including two electrodes linked by a single-site molecular 
bridge. The bridge is attached to a phase-randomizing electron 
reservoir, as shown in Figure 10.5. Electrons tunnel from the 
electrodes to the bridge and vice versa via the channels 1 and 2. 
While on the bridge, an electron could be scattered into the 
channels 3 and 4 with a certain probability ε. Such an electron 
arrives at the reservoir where it undergoes inelastic scattering 
accompanied by phase-breaking and then the reservoir reemits 
it back to the channels 3 and 4 with the same probability. So, 
within the Buttiker model, the electron transport through the 
junction is treated as the combination of tunnelings through 

the barriers separating the molecule from the electrodes and 
the interaction with the phase-breaking electron reservoir 
coupled to the bridge site. The key parameter of the model is 
the probability ε that is closely related to the coupling strength 
between the bridge site and the reservoir. When ε = 0 the res-
ervoir is detached from the bridge, and the electron transport 
is completely coherent and elastic. Within the opposite limit 
(ε = 1), electrons are certainly scattered into the reservoir 
that results in the overall phase randomization and inelastic 
transport.

Within the Buttiker model, the particle fluxes outgoing from 
the junctions J′i could be presented as the linear combinations of 
the incoming fluxes Jk where the indexes i, k label the channels 
for the transport: 1 ≤ i, k ≤ 4.

 
J T Ji ik k

k

′ = ∑ .
 

(10.10)

The coefficients Tik in these linear combinations are matrix 
elements of the transmission matrix that are related to the ele-
ments of the scattering matrix S, namely, Tik = |Sik|2. The matrix 
S expresses the outgoing wave amplitudes b′1, b′2, a′3, a′4 in terms of 
the incident ones b1, b2, a3, a4. To provide the charge conserva-
tion in the system, the net current in the channels 3 and 4 link-
ing the system with the dephasing reservoir must be zero, so we 
may write

 J J J J3 4 3 4 0+ − − =′ ′ .  (10.11)

The transmission for quantum transport could be defined as 
the ratio of the particle flux outgoing from the system and that 
one incoming to the latter. Solving Equations 10.10 and 10.11 we 
obtain
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FIGURE 10.5 Schematic drawing illustrating inelastic electron trans-
port through a molecular junction within the Buttiker model.
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FIGURE 10.4 Coherent electron transmission (left panel) and current (right panel) through a carbon chain coupled to the copper leads at T = 30 K.
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where
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R T T T T
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; ;

.  
(10.13)

For the junction including the single-site bridge the scattering 
matrix S has the form (Buttiker 1986)
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(10.14)

Here, Z = 1 − α2r1r2, α ε= −1 , β ε= , and r1,2 and t1,2 are the 
amplitude reflection and the transmission coefficients for the 
two barriers. Later, the expression for this matrix suitable for 
the case of multisite bridges including several inelastic scatterers 
was derived (Li and Yan 2001a,b).

Assuming for certainty the charge flow from the left to the right, 
we may write down the following expression (Zimbovskaya 2005):

 
T E
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(10.15)

where
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(10.16)

Now, the electron transmission strongly depends on the 
dephasing strength ε. As shown in Figure 10.6, coherent trans-
mission (ε = 0) exhibits a sharp peak at E = E0 that gives a 

step-like shape to the volt–ampere curve, as was discussed in 
the previous section. In the presence of dephasing, the peak 
gets eroded. When the ε value approaches 1 the I–V curve becomes 
linear, corroborating the ohmic law for the inelastic transport.

Within Buttiker’s model, ε is introduced as a phenomenologi-
cal parameter whose relation to the microscopic characteristics 
of the dissipative processes affecting electron transport through 
molecular junctions remains uncertain. To further advance this 
model one should find out how to express ε in terms of the relevant 
microscopic characteristics for various transport mechanisms. 
This should open the way to a making of a link between the phe-
nomenological Buttiker model and the NEGF. Such an attempt 
has been carried out in recent works (Zimbovskaya 2005, 2008) 
where the effect of stochastic nuclear motion on electron transport 
through molecules was analyzed.

10.4  Vibration-Induced 
Inelastic Effects

The interaction of electrons with molecular vibrations is known 
to be an important source of inelastic contribution to the elec-
tron transport through molecules. Theoretical studies of vibra-
tionally inelastic electron transport through molecules and 
other similar nanosystems (e.g., carbon nanotubes) have been 
carried out over the past few years by a large number of research-
ers (Cornaglia et al. 2004, 2005, Donarini et al. 2006, Egger 
and Gogolin 2008, Galperin et al. 2007, Gutirrez et al. 2006, 
Kushmerick et al. 2004, Mii et al. 2003, Ryndyk and Cuniberti 
2007, Siddiqui et al. 2007, Tikhodeev and Ueba 2004, Troisi and 
Ratner 2006, Zazunov and Martin 2007, Zazunov et al. 2006a,b, 
Zimmerman et al. 2008). Also, manifestations of the electron–
vibron interactions were experimentally observed (Agrait et al. 
2003, Djukic et al. 2005, Lorente et al. 2001, Qin et al. 2004, Repp 
et al. 2005a,b, Segal 2001, Smit et al. 2004, Tsutsui et al. 2006, 
Wang et al. 2004, Wu et al. 2004, Zhitenev et al. 2002). To analyze 
vibration induced effects on electron transport through molecu-
lar bridges, one must assume that molecular orbitals are coupled 
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to the phonons describing vibrations. While on the bridge, elec-
trons may participate in the events generated by their interac-
tions with vibrational phonons. These events involve a virtual 
phonon emission and absorption. For rather strong electron–
phonon interaction this leads to the appearance of metastable 
electron levels that could participate in the electron transport 
through the junctions, bringing an inelastic component to the 
current. As a result, vibration induced features occur in the dif-
ferential molecular conductance dI/dV and in the IETS d2I/dV2. 
This was observed in experiments (see e.g., Qin et al. 2004, 
Zhitenev et al. 2002). Sometimes, even current voltage curves 
themselves exhibit an extra step originating from the electron–
vibron interactions (Djukic et al. 2005).

Particular manifestations of electron–vibron interaction 
effects in the transport characteristics are determined by the rela-
tion of three relevant energies. These are the coupling strengths 
of the molecule to the electrodes ΔL,R, the electron–phonon cou-
pling strength λ, and the thermal energy kT (k is the Boltzmann 
constant). When the molecule is weakly coupled to the elec-
trodes (ΔL,R << λ, ħΩ) and the temperature is low (kT << ΔL,R), the 
electron transfer through the junction may give rise to a strong 
vibrational excitation, and one may expect a pronounced vibra-
tional resonance structure to appear in the electron transmission. 
Correspondingly, extra steps should occur in the I–V curves. 
A proper theoretical consideration of the electron transport in 
this regime could be carried out within the approach  proposed 
by Wingreen et al. (1989). Here, we employ a very simple semi-
quantitative approximation that, nevertheless, allows the quali-
tative description of this structure including the effect of higher 
phonon harmonics on the transport characteristics.

We consider a junction including a single-site bridge that is 
coupled to a single vibrational mode with the frequency Ω. An 
electron on the bridge may virtually absorb several phonons, 
which results in the creation of a set of metastable states with 
the energies En = Ẽ0 + n ħΩ (n = 0, 1, 2, …). Here, the energy Ẽ0 
is shifted with respect to E0 due to the electron–phonon inter-
action. The difference in these energies Ep is called a polaronic 

shift and could be estimated as Ep = λ2/ħΩ (Gutirrez et al. 2006, 
Ryndyk and Cuniberti 2007, Wingreen et al. 1989). At a weak 
coupling of the bridge state to the electrodes, the lifetime of 
these metastable states is long enough for them to serve as chan-
nels for the electron transmission. Therefore, one may roughly 
approximate the transmission as a sum of contributions from all 
these channels. The terms in the sum have a form similar to the well-
known expression for coherent transmission (see Equation 10.9). 
However, every term includes the factor P(n) that corresponds 
to the probability of the appearance of the metastable state. So, 
we obtain

 
T E P n

E E nL R
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Here (Cizek et al. 2004):
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The phonon-induced peaks in the transmission are displayed 
in Figure 10.7 along with the transmission peak for coherent 
transport through a single-site bridge. As expected, the coupling 
of the electronic degrees of freedom to the vibrational motion 
splits the single peak in the coherent transmission into a set of 
smaller peaks associated with vibrational levels. The peaks could 
be resolved when ΔL,R << ħΩ. This agrees with the results of the 
earlier theoretical works (Wingreen et al. 1989), as well as with 
the experiments (Qin et al. 2004, Zhitenev et al. 2002). Phonon-
induced peaks in the transmission give rise to the steps in 
the I–V curves and rather sharp features (peaks and dips) in the 
IETS. The latter are shown in Figure 10.8 (left panel) and they 
resemble those obtained using proper NEGF-based calculations 
(Galperin et al. 2004).
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When the molecule is strongly coupled to the electrodes 
(ΔL,R >> λ) and the temperature is still low (kT << λ, ħΩ), 
electron–vibron interaction effects are less pronounced. Both 
the current and the conductance are weakly affected by the 
electron–phonon coupling (Galperin et al. 2007, Tikhodeev and 
Ueba 2004). However, the IETS features remain distinguishable. 
These features appear at the threshold V = ħΩ/|e| that corre-
sponds to the opening of a channel for inelastic transport. To 
analyze IETS in the simplest way one may use the result for 
electron transmission derived within the Buttiker model where 
the dephasing parameter ε is expressed in terms of the relevant 
energies, namely,

 
ε =

Γ
∆ ∆ Γ

ph

L R ph2 +( ) +
,
 

(10.19)

where Γph = 2Im(Σph), and Σph is the self-energy term originating 
from the electron–phonon interaction. Based on the nonequi-
librium Green’s function formalism, the expression for Γph was 
derived in the form (Mii et al. 2003)
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(10.20)

Here, ρel(E) and ρph(ω) are the phonon and the electron densi-
ties of states, respectively; N(ω) is the Bose–Einstein distribution 
function at the temperature T, and

 n E f E f EL R( ) ( ) ( ) .= + 
1
2  (10.21)

While considering a junction with a single-site bridge state cou-
pled to the single vibrational mode, we can write the following 
expressions for ρph and ρel:
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where the polaron shift is neglected, and the parameter γ 
characterizes the broadening of the maximum in ρph at ω = Ω 
due to the interaction of the vibrionic mode with the environ-
ment. At low temperatures, we may significantly simplify the 
expression for Γph. Within the conduction window μR < E < μL, 
we get
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Omitting from consideration the coupling of the phonon mode 
to the environment (γ → 0), we may easily carry out the integra-
tion over ω in Equation 10.24, and we arrive at the result
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where θ(x) is the step function.
Substituting the approximation for Γph given by Equations 

10.24 and 10.25 into the expression (10.19) for the dephasing 
parameter ∫ and employing the earlier result (10.15) for the 
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electron transmission, we may calculate the transport charac-
teristics. The adopted simplified approach, as well as the NEGF-
based calculations, shows that the IETS signal appears at the 
threshold determined by the frequency of the vibrational mode 
(see Figure 10.8, right panel). At first glance, one may expect 
the net current through the junction to increase at the thresh-
old. Indeed, the inelastic contribution to the current increases 
from zero to a certain nonzero value at this threshold for the 
channel for inelastic transport to open up. However, more 
thorough studies show that both elastic and nonelastic contri-
butions to the net current undergo changes at the inelastic tun-
neling threshold, and the elastic current could decrease there, 
as was first shown by Persson and Baratoff (1987). Moreover, 
this decrease in the elastic current may overweigh the contri-
bution coming from the inelastic channel. Depending on the 
relative value of the elastic and the inelastic contributions to 
the net current near threshold, the IETS reveals a peak or a 
dip at the corresponding voltage. Experiments corroborate 
the variety in the IETS taken for molecular junctions (Djukic 
et al. 2005, Hahn et al. 2000, Wang et al. 2004, Zhitenev et al. 
2002). The shape of the signal is very sensitive to the charac-
teristics of the junction, such as the position of the electronic 
state, the electron–phonon and the molecule-to-leads coupling 
strengths, and the vibron frequency. For instance, at a very 
strong coupling of the molecular bridge to the leads, it could 
so happen that the backscattering by the negatively biased 
electrode electrons whose energies belong to the conduction 
window between μL and μR, are locally depleted near the junc-
tion. In this situation, the opening of the inelastic channel 
may cause the increased reflection (otherwise forbidden by 
the Fermi exclusion) leading to the decrease in the conduc-
tion. Consequently, the described scenario should result in the 
dip in the IETS signal. Also, as concluded in the recent work 
of Ryndyk and Cuniberti (2007, the sideband phonon-induced 
features in the electron spectral density discussed above could 
give rise to the corresponding features in the differential con-
ductance dI/dV and IETS assuming that the molecule coupling 
to the leads is not too strong. Contributions from these side-
band features may be responsible for the shape of the IETS sig-
nal at the threshold of the inelastic tunneling channel. These 
contributions could produce an extra inelastic signal, as well. 
The latter appears as an additional peak or a dip in the differ-
ential conductance.

The question of the current decrease/increase at the phonon 
excitation threshold that corresponds to the peak/dip in the IETS 
is not completely answered so far, and the appropriate theory is 
being developed (Balseiro et al. 2006, Egger and Gogolin 2008). 
Nevertheless, it is presently understood that three relevant ener-
gies, namely, molecule–electrode couplings ΔL,R, electron–pho-
non coupling strength λ, and the phonon energy ħΩ play a very 
important part in determining the shape of the IETS signal. 
Varying these parameters one may convert the IETS signal from 
a peak to a dip and vice versa.

At finite temperatures, molecular vibrations always occur 
in the presence of stochastic nuclear motions. These motions 

could be described as a phonon thermal bath. Coupling of 
vibrational modes to this bath further affects the electron 
transport causing energy dissipation. The dissipative pro-
cesses must be taken into account to properly analyze the 
effects of electron–phonon interactions in the electron trans-
port. Also, the displacements of ions involved in the molecular 
vibrations are accompanied by the changes in the electrostatic 
field inside the molecule. This could give rise to polaronic 
effects in electron transport. We discuss these issues in the 
next sections.

10.5 Dissipative transport

Electron transport through molecular junctions is always 
accompanied by stochastic nuclear/ion motions in the close 
environment. Interactions of traveling electrons with these 
environmental fluctuations cause energy dissipation. The 
importance of dissipative effects depends on several factors. 
Among these factors the temperature, the size, and the com-
plexity of the molecular bridge predominate. The temperature 
determines the intensity of the nuclear motions, and the size 
of the molecule determines the so-called contact time, that is, 
the time for an electron to travel through the junction, and 
in consequence, to contact the environment. It was shown by 
Buttiker and Landauer (1985) that the contact time is propor-
tional to the number of sites (subunits) in the molecule provid-
ing intermediate states for the electron tunneling. For small 
molecules at low temperatures, the contact time is shorter than 
the characteristic times for fluctuations in the environment, so, 
the effect of the latter on the electron transport is not very sig-
nificant. One may expect a small broadening of the molecule 
energy states to occur that brings a moderate erosion of the 
peaks in the electron transmission and the steps in the I–V 
characteristics.

On the contrary, in large-sized molecules such as proteins 
and DNA, electron transport is accompanied by strong energy 
dissipation. The significance of the system-environment interac-
tions in macromolecules was recognized long ago in studies of 
long-range electron-transfer reactions. In these reactions, elec-
trons travel between distant sites on the molecule called a donor 
and an acceptor. It was established that when an electron ini-
tially localized on the donor site moves to the acceptor site with 
a lower energy, the energy difference must be dissipated to the 
environment to provide the irreversibility of the transfer (Garg 
et al. 1985).

A usual way to theoretically analyze dissipative effects in 
the electron transport through molecules is to introduce a 
phonon bath representing the random motions in the envi-
ronment. In general, there is no one/several dominating 
modes in the bath. Instead, the bath is characterized by a 
continuous spectral function of all relevant phonon modes 
ρph(ω). The electrons are supposed to be coupled to the pho-
non bath, and this coupling is specified by the spectral func-
tion. The particular form of ρph(ω) may be found based on 
molecular dynamics simulations. However, to qualitatively 
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study the effect of dissipation on electron transport one can 
employ the expression (Mahan 2000)

 ρ ω λ ω
ω

ω
ωph

c c
( ) exp ,= −



  (10.26)

where
the parameter λ characterizes the electron–phonon coupling 

strength
ωc is the cutoff frequency for the bath related to its thermal 

relaxation time τ ωc c= −1

To illustrate the possible effects of dissipation on the electron 
transport we return to our simple model where the molecular 
bridge is represented by a single state. Now, we assume that this state 
is coupled to the phonon bath. This model is hardly appropriate to 
properly analyze the dissipative effects in the electron transport 
through practical molecules for the molecule length is very impor-
tant for the dissipative effects to be pronounced. Nevertheless, it 
still could serve to basically outline the main features of the dis-
sipative electron transport through molecular junctions. Also, the 
proposed model could be useful to analyze electron transport 
in doped polyacetylene/ polyaniline–polyethylene oxide nano-
fibers (Zimbovskaya 2008). These conducting polymers could 
be treated as some kind of granular metals where metallic-like 
regions (grains) are embedded in the poorly conducting medium 
of the disorderly arranged polymer chains (MacDiarmid 2001). 
While in the metallic state, the intergrain electron transport in 
these nanofibers is mostly provided by electron tunneling through 
the intermediate states on the polymer chains between the grains 
(Prigodin and Epstein 2002). In this case, the contact time could 
be long enough for the effects of dissipation to be well manifested 
that justifies the adoption of the above model.

Again, one may carry out transport calculations using 
Equation 10.15 for the electron transmission, and by expressing 
ε in terms of the relevant energies. Substituting Equation 10.26 
in the expression (10.20), we may calculate Γph(E). The energy 
dissipation effects are more distinctly pronounced at moder-
ately high temperatures, so we assume kT >> ħωc. Then the main 
contribution to the integral over ω in Equation 10.20 originates 
from the low frequency region ω << ωc; and we obtain the follow-
ing approximation:
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where Γ = ΔL + ΔR + (1/2)Γph(E). Solving the obtained equation 
for Γph and using Equation 10.19, we obtain (Zimbovskaya 2008)
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where ρ2 = 32kTλ/(ΔL + ΔR)2.

Voltage dependencies of the conductance computed based on 
Equations 10.3, 10.15, and 10.28 are presented in Figure 10.10 
(left panel). One may see that at low values of the bias voltage, the 
electrons coupling to the phonon bath bring an enhancement in 
the conduction. The effect becomes reversed as the voltage grows 
above a certain value. This happens because the phonon-induced 
broadening of the molecular level (the bridge) assists the elec-
tron transport at a small bias voltage. When the voltage rises, 
this effect is surpassed by the scattering effect of phonons that 
resist electron transport. The significance of the electron–phonon 
interactions is determined by the ratio of the coupling constant 
λ and the self-energy terms describing the bridge coupling to 
the electrodes. The phonon bath makes a significant effect on the 
transport characteristics when λ > ΔL,R.

Dissipative electron transport through large DNA molecules 
was studied both theoretically and experimentally (Gutierrez 
et al. 2005, Xu et al. 2004). Theoretical studies were based on 
a model where the molecule was simulated by a tight-binding 
chain of sites linking the electrodes and the attached side chains. 
Electrons were allowed to travel along the bridge chain and to 
hop to the nearby side chains. These chains were coupled to the 
phonon bath providing the energy dissipation (see Figure 10.9). 
Although proposed for specific kinds of poly (dG)-poly (dC) 
molecules, this model seems to be quite generic and useful for a 
larger class of macromolecules.

Several coupling regimes to the bath may be analyzed. The 
most preferred regime for dissipative effects to appear is the 
strong-coupling limit defined by the condition λ/ωc > 1. Within 
this regime, the characteristic time for the electron bath inter-
actions is much shorter than the typical electron time scales. 
Consequently, the bath makes a significant impact on the mole-
cule electronic structure. New bath-induced states appear in the 
molecular spectrum inside the HOMO–LUMO gap. However, 
these states are strongly damped due to the dissipative action of 
the bath (Gutierrez et al. 2005). As a result, a small finite den-
sity of phonon-induced states appears inside the gap supporting 
electron transport at a low bias voltage. So again, the environ-
ment induces incoherent phonon-assisted transport through 
molecular bridges. For illustration, we show here the results of 
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FIGURE 10.9 Schematic drawing of a molecular junction where the 
molecular bridge is coupled to the phonon bath via side chains.
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calculations carried out for a toy model with a single-site bridge 
with a side chain attached to the latter. The side chain is sup-
posed to be coupled to the phonon bath. The results for the elec-
tron transmission are displayed in Figure 10.10 (right panel). We 
see that the original bridge state at E = 0 is completely damped 
but two new phonon-induced states emerge nearby that could 
support electron transport.

An important characteristics of the dissipative electron trans-
port through molecular junctions is the power loss in the junc-
tion, that is, the energy flux from the electronic into the phononic 
system. Assuming the current flow from the left to the right, this 
quantity may be estimated as the sum of the energy fluxes QL,R at 
the left and the right terminals (leads):

 P Q QL R= + .  (10.29)

One may express the energy fluxes in terms of renormalized cur-
rents at the electrodes I

~
L,R(E) that are defined as follows (Datta 

2005):

 
I e I E dEL R L R, , ( ) .= ∫π�

�
 

(10.30)

Then QL,R may be presented in the form
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We remark that the current IL,R in Equation 10.30 are related to 
the corresponding leads, and their signs are accordingly defined. 
An outgoing current is supposed to be positive whereas an incom-
ing one is negative for each lead. To provide an electric charge 
conservation in the junction one must require that I = IL = −IR for 
the chosen direction of the current flow. Therefore, the energy 
fluxes also have different signs. As for the QL,R magnitudes, they 

may differ only if the renormalized currents I
~
L(E) and I

~
R(E) are 

distributed over energies in different ways. This cannot happen 
in the case of elastic transport, for in this case, I

~
L(E) = −I

~
R(E). 

However, if the transport process is accompanied with the energy 
dissipation, the energy distributions for I

~
L and I

~
R may differ. In 

this case, electrons lose some energy while moving through the 
junction and this gives rise to the differences in the renormal-
ized currents’ energy distributions. For instance, in the case when 
the electrodes are linked with a single-state bridge, the energy 
distribution of I

~
L(E) has a single maximum whose position is 

determined by the site energy E0 and the applied bias voltage V. 
Assuming that the average energy loss due to dissipation could 
be estimated as ΔE, the maximum in the I

~
R(E) distribution is 

shifted by this quantity, so the current I
~
R(E) flows at lower ener-

gies compared to I
~
L(E). This results in the power loss and the 

Joule heating in the junction (Segal et al. 2003).

10.6  Polaron Effects: Hysteresis, 
Switching, and Negative 
Differential resistance

While studying electron transport through molecular junctions, 
hysteresis in the current–voltage characteristics was reported 
in some systems (Li et al. 2003). Multistability and stochastic 
switching were reported in single-molecule junctions (Lortscher 
et al. 2007) and in single metal atoms coupled to a metallic sub-
strate through a thin ionic insulating film (Olsson et al. 2007, 
Repp et al. 2004).

The coupling of an electron belonging to a certain atomic 
energy level to the displacements of ions in the film brings a pos-
sibility of polaron formation in there. This leads to the polaron 
shift in the electron energy. It was noticed that multistability 
and hysteresis in molecular junctions mostly occurred when the 
molecular bridges included centers of long-living charged elec-
tronic states (redox centers). On these grounds, it was suggested 
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FIGURE 10.10 Left panel: The electron conductance versus voltage for a junction with a single electronic state bridge directly coupled to the pho-
non thermal bath. The curves are plotted assuming E0 = 0.4 eV, ΔL = ΔR = 0.1eV, T = 30 K, λ = 0.3 eV (solid line), λ = 0.05 eV (dashed line). Right panel: 
Electron transmission through the junction in the case when the bridge state interacts with the phonon bath via the side chain coupled to the bridge 
state with the coupling parameter w. The curves are plotted assuming ΔL = ΔR = Δ, w/Δ = 20, E0 = 0, λ = 0.3 eV (solid line), λ = 0.05 eV (dashed line).
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that hysteresis in the I–V curves observed in molecular junc-
tions appear due to the formation of polarons on the molecules 
(Galperin et al. 2005).

The presence of the polaron shift in the energy of a charged 
(occupied) electron state creates a difference between the latter 
and the energy of the same state while it remains unoccupied. 
Assuming, for simplicity, a single-state model for the molecular 
bridge coupled to a single optical phonon mode, we may write 
the following expression for the renormalized energy:
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(10.32)

where the electronic population on the bridge n0 is given by
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So, as follows from Equation 10.32, the polaron shift depends 
on the bridge occupation n0, and the latter is related to Ẽ0 by 
Equation 10.33. Therefore, the derivation of an explicit expres-
sion for Ẽ0(n0) is a nontrivial task even within the chosen 
simple model. Nevertheless, it could be shown that two local 
minima emerge in the dependence of the potential energy of 
the molecular junction including two electrodes linked by the 
molecular bridge, of the occupation number n0. These minima 
are located near n0 = 0 and 1, and they correspond to the neu-
tral (unoccupied) and charged (occupied) states, respectively. 
This is illustrated in Figure 10.11 (left panel). These states are 
metastable, and their lifetime could be limited by the quan-
tum switching (Mitra et al. 2005, Mozyrsky et al. 2006). When 
the switching time between the two states is longer than the 
characteristic time for the external voltage sweeping, one may 
expect the hysteresis to appear, for the states of interest live long 
enough to maintain it. Within the opposite limit, the average 

washes out the hysteresis. When the states are especially short-
lived this could even result in a telegraph noise at a finite bias 
voltage that replaces the controlled switching.

Further, we consider long-lived metastable states and we 
concentrate on the I–V behavior. Let us for certainty assume 
that the bridge state at zero bias voltage is situated above the 
Fermi energy of the system and remains empty. As the voltage 
increases, one of the electrode’s chemical potentials crosses the 
bridge level position, and the current starts to flow through 
the system. The I–V curve reveals a step at the bias voltage 
value corresponding to the crossing of the unoccupied bridge 
level with the energy E0 by the chemical potential. However, 
while the current flows through the bridge, the level becomes 
occupied and, consequently, shifted due to the polaron forma-
tion. When the bias voltage is reversed, the current continues 
to flow through the shifted bridge state of the energy Ẽ0, until 
the recrossing happens. Due to the difference in the energies 
of the neutral and the charged states, the step in the I–V curves 
appears at different values of the voltage, and this is the rea-
son for the hysteresis loop to appear as shown on the right 
panel of Figure 10.11. One could also trace the hysteresis in 
the I–V characteristics starting from the filled (and shifted) 
bridge state.

Again, the hysteresis loop in the I–V curves may occur when 
both occupied and unoccupied states are rather stable, which 
means that the potential barrier separating the correspond-
ing minima in the potential energy profile is high enough, so 
that quantum switching between the states is unlikely. This 
happens when the bridge is weakly coupled to the electrodes 
(ΔL,R << λ2/ħΩ), which is an obvious requirement for the involved 
states (neutral or charged) to the distinguishable. In other words, 
the broadening of the relevant levels due to the coupling to the 
electrodes must be much smaller that the polaron shift. As was 
recently shown (Ryndyk et al. 2008), the stronger the electron–
phonon coupling, the less becomes the probability of the switch-
ing. At large values of λ, the tunneling between the charged and 
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FIGURE 10.11 Left panel: Schematic of the potential energy of the molecular junction versus the occupation number n0. Right panel: Hysteresis 
in the current–voltage characteristics. The solid line corresponds to the transport via the unoccupied bridge electronic state, and the dashed line 
corresponds to the transport via the occupied state shifted due to the polaron formation.
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the neutral states is exponentially suppressed. Also, it was shown 
that the symmetry/asymmetry in the coupling to the electrodes 
could significantly affect the hysteresis behavior (D’Amico et al. 
2008, Ryndyk et al. 2008). For asymmetric junctions (ΔL ≠ ΔR), 
two nearly stable states exist at the zero bias voltage. When the 
asymmetry is very strong, both states could appear stable at one 
bias voltage polarity and unstable when the polarity is reversed. 
It was suggested that under an appropriate choice of parameters, 
one may create a situation where the instability regions for the 
involved states do not overlap. These properties give grounds to 
conjecture that such strongly asymmetric junctions could reveal 
memory functionalities, that make them potentially useful in 
the fabrication of nanodevices.

Among the various potentially important properties of the 
electron transport through metal–molecule junctions, one 
may separate the negative differential resistance (NDR), that is, 
the decrease in the current I while the bias voltage across the 
molecule increases. The NDR effect was originally observed in 
tunneling semiconducting diodes (Kastner 1992). Later, it was 
viewed in quantum dots (Grobis et al. 2005, Repp et al. 2005a,b). 
Several possible scenarios were proposed to explain the NDR 
occurrence in electron transport through molecules. The effect 
could originate from the alignment and the subsequent disalign-
ment of the Fermi levels of the electrodes with the molecular 
orbitals that happens as the bias voltage varies (Xue et al. 1999). 
Also, the NDR could appear as a Coulomb blockade-induced 
effect (Simonian et al. 2007) and/or due to some other reasons 
(Zimbovskaya and Pederson 2008). It is likely that different 
mechanisms could play a major part in the NDR appearance in 
different molecular junctions where it was observed so far.

Here, we discuss the NDR features in the current–voltage 
characteristics that originate from the electron coupling with 
the molecular vibrational modes. As was shown (Galperin et 
al. 2005, Yeganeh et al. 2007a,b), the polaron formation could 
give rise to the NDR. This may happen if the polaron shift in 
the energy of the occupied state moves the energy level away 
from the conduction window. As the shift depends on the 
electronic population, and the latter changes as the bias volt-
age increases, the occupied state falls out from the window 
between the chemical potentials of the electrodes at a certain 
value of the voltage. If the transport is being conducted via this 
occupied state, then it stops when this voltage value is reached. 
Correspondingly, the current value drops to zero revealing a 
distinctive NDR feature. This is a realistic scenario based on 
the main features of the electron transport through molecules 
under polaron formation.

In conclusion, electron–vibrion coupling could lead to the 
formation of a polaron that results in the energy differences 
between the occupied and the unoccupied states on the molecu-
lar bridge. At a weak interaction between the bridge and the elec-
trodes and the strong electron–phonon coupling these charged 
and neutral states are metastable and could serve for electron 
conduction. This results in such interesting and potentially use-
ful effects as the hysteresis and the NDR features in the current–
voltage characteristics.

10.7  Molecular Junction 
Conductance and Long-range 
Electron- transfer reactions

Long-range electron-transfer reactions play an important part in 
many biological processes such as photosynthesis and enzyme 
catalyses (Kuznetsov and Ulstrup 1999). Theoretical and experi-
mental studies of these processes have lasted for more than four 
decades but they still remain within a very active research area. In 
the intramolecular electron-transfer reactions, the electric charge 
moves from one section of the molecule to another section of the 
same molecule. Long-range transfer typically occurs in large mol-
ecules such as proteins and/or DNA, so that these two sections are 
situated far apart from each other. A common setup for the transfer 
reactions includes a donor, a bridge, and an acceptor. Due to the 
large distances between the donor (where an electron leaves) and 
the acceptor (where it arrives) typical for the long-range transfer 
reactions, a direct coupling between the two is negligible. Therefore, 
the electron participating in the transfer needs a molecular bridge 
providing a set of intermediate states for electron transport.

Essentially, intramolecular electron transfer is a combination 
of nuclear environment fluctuations and electron tunneling. 
Electron-transfer reactions result from the response of a mole-
cule to environmental polarization fluctuations that accompany 
nuclear fluctuations. The molecule responds by redistribution 
of the electronic density thus establishing opportunities for the 
charge transfer to occur. The main characteristic of the electron-
transfer processes is the transfer rate Ket that is the inversed time 
of the reaction. The transfer rate for the electron tunneling in 
the molecule interior from the donor to the acceptor depends 
both on the electronic transmission amplitudes and the vibri-
onic coupling. The latter provides the energy exchange between 
the electronic and the nuclear systems.

Viewing fast electronic motions in the background of the slowly 
moving nuclei (nonadiabatic electron transfer) and applying the 
Fermi golden rule of perturbation theory, it was shown that Ket 
could be written in the form first suggested by Marcus (1965)

 K H FCet = 2 2π
� DA ( ).  (10.34)

Here, the first cofactor is the electron transmission coefficient, 
HDA, which is the effective matrix element between the donor 
and the acceptor. The second term is the density of states 
weighted Franck–Condon factor that describes the effect of 
nuclear motions in the environment.

There exists a noticeable resemblance between the long-range 
electron transfer and the molecular conductance, and this resem-
blance was analyzed in several theoretical works (Dahnovsky 
2006, Mujica et al. 1994, Nitzan 2001, Yeganeh et al. 2007a,b, 
Zimbovskaya 2003, Zimbovskaya and Gumbs 2002). The funda-
mental part in both molecular conduction and electron-transfer 
reactions is taken by the electron tunneling inside the molecule 
via the set of intermediate states. In large molecules, the electron 
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involved in the transfer reaction or contributing to the conduc-
tance, with a high probability follows a few pathways that work 
as molecular bridges. The rest of the molecules do not signifi-
cantly participate in the transfer/conduction and may be omit-
ted from consideration in calculations of electron transmission 
(Jones et al. 2002; Beratan et al. 1992). On these grounds, it was 
suggested that the original molecule could be reduced to a sim-
pler chain-like structure, and the latter may replace the former 
in calculations of molecular conductance and/or transfer rates 
(Daizadeh et al. 1997). Such simplification significantly eases 
computations of the molecular conductance and the electron-
transfer rates in macromolecules.

The resemblance between the molecular conductance and 
the long-range electron transfer does not mean that these pro-
cesses are nearly identical. Along with the similarities there are 
substantial differences between the former and the latter. For 
instance, the continuum of states causing the charge transport 
arises from the multitude of electronic states on the electrodes in 
the case of molecular conduction, and from the vibrations and 
fluctuations in the environment in the case of electron-transfer 
reactions. Also, the driving force that puts electrons in motion 
originates from the external bias voltage applied across the junc-
tion in the case of molecular conduction. In the electron-transfer 
situation, this force appears due to the electron–vibrionic inter-
actions in the system, or the electron-transfer reaction starts as a 
result of a photoexcitation of the donor part of the molecule. The 
observables, namely, the molecular conductance g and/or cur-
rent I, and the transfer rate Ket differ as well.

Notwithstanding these differences, the electron transport 
through molecular junctions and the electron transfer could 
be theoretically analyzed using the common formalism as 
recently proposed by Yeganeh et al. (2007b). Further, we follow 
their approach. The starting point is that one may simulate the 
donor–bridge–acceptor system as some kind of molecular junc-
tion, shown in Figure 10.12. Here, we represent the donor as 
a single state |i〉, and this state mimics the left lead (assuming 
the transport is from the left to the right). The donor is cou-
pled to the bridge and the latter is coupled to the continuum 
of the final states |f 〉 simulating the right lead. These couplings 
are described by the self-energy terms Δi,f. For simplicity, we 
assume that there exists a single state on the bridge, and this 
state is coupled to a vibrionic mode of the frequency Ω. The 
latter mimics environment fluctuations. We assume that the 

“leads” are weakly coupled to the bridge (ΔL,R << λ), which is 
typical for electron-transfer situations. Also, the representation 
of the environment motions by the single vibrionic mode is jus-
tified only at low temperatures when the thermal energy kT is 
much smaller than the electron–vibrion coupling parameter λ.

Now, we can write the Landauer expression for the current 
flowing through the “junction” using Equations 10.3 and 10.4. 
Assuming that the bridge includes only one state, we simplify 
Equation 10.4:

 T E T G G Gr i f
i f

i f
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Here, the subscripts i/f label the initial and the final states. 
Within the Fermi golden rule regime that allows the introduc-
tion of the transfer rate, the bridge must be coupled to the final 
states much more strongly than to the initial state (Δf >> Δi). Therefore
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and the coupling to the final states falls out of the expressions 
for electron transmission and current. Within the chosen model, 
this is a physically reasonable result for the final states reservoir 
(the right “electrode” in our junction) was merely introduced 
to impose a continuum of states maintaining the transfer pro-
cess at a steady-state rate. Also, considering the current flow, we 
may suppose that the initial state is always filled [fi(E) = 1], and 
the final states are empty [ff (E) = 0]. Therefore, the current flow 
through the “junction” accepts the form

 I e dE Gi= ∫2
π�

∆ Im( ).  (10.37)

Both the current and the transfer rate are fluxes closely related 
to each other, namely,

Ket = I/e. So, we may write

 K dE Get i= − ∫2
π�

∆ Im( ).  (10.38)

Now, Δi could be computed using the expression (10.7) for the 
corresponding self-energy term. Keeping in mind that the “left 
electrode” includes a single state with the certain energy ∫i we 
obtain
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Accordingly, the expression (10.38) for the transfer rate may be 
reduced to the form:

 K Get i i= −  
2 2

�
τ εIm ( ) ,  (10.40)

I F

FIGURE 10.12 Schematic of the model system used in the transfer 
rate calculations. The initial/final reservoirs correspond to the left/right 
leads in the molecular junction.
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where τi represents the coupling between the donor and the mol-
ecule bridge. It must be stressed that within the chosen model, 
τi is the only term representing the relevant state coupling that 
may be identified with the electronic transmission coefficient 
HDA in the general expression (10.34) for Ket. This leaves us with 
the following expression for the Franck–Condon factor:

 ( ) Im ( ) .FC G i= −  
1
π

ε  (10.41)

As discussed in Section 10.4, at a weak coupling of the bridge 
to the leads the electron–vibrionic interaction opens the set of 
metastable channels for the electron transport at the energies 
En = Ẽ0 + nħΩ (n = 0, 1, 2…) where Ẽ0 is the energy of the bridge 
state with the polaronic shift included. Green’s function may be 
approximated as a weighted sum of contributions from these 
channels:
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where s → 0+, and the coefficients P(n) are probabilities for the 
channels to appear given by Equation 10.18.

Substituting Equation 10.42 into Equation 10.41 we get
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Here, ΔF = ∫i − Ẽ0 ≡ ∫i − E0 + λ2/(ħΩ) is the exoergicity of the 
transfer reaction, that is, the free energy change originating 
from the nuclear displacements accompanied by polarization 
fluctuations. The effect of the latter is inserted via the reorgani-
zation term λ2/(ħΩ) related to polaron formation. The exoergic-
ity in the transfer reaction takes on a part similar to that of the 
bias voltage in the electron transport through molecular junc-
tions. It gives rise to the electron motion through the molecules. 
In the particular case when the voltage drops between the initial 
state (left electrode) and the molecular bridge these two quanti-
ties are directly related by |e|V = ΔF.

Usually, the long-range electron transfer is observed at moder-
ately high (room) temperatures, so the low temperature approxi-
mation (10.43) for the Franck–Condon factor cannot be employed. 
However, the expression (10.41) remains valid at finite tempera-
tures, only the expression for Green’s function must be modified 
to include the thermal effects. It is shown (Yeganeh et al. 2007a,b) 
that within the high-temperature limit (kT > ħΩ) the expression 
for the (FC) may be converted to the well-known form first 
proposed by Marcus:
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where Ep = λ2/(ħΩ) is the reorganization energy.
While studying the electron-transfer reactions in practical 

macromolecules, one keeps in mind that both the donor and the 

acceptor subsystems in the standard donor–bridge–acceptor triad 
are usually complex structures including multiple sites coupled 
to the bridge. Correspondingly, the bridge has a set of entrances 
and a set of exits that an electron can employ. At different values 
of the tunnel energy different sites of the donor and/or acceptor 
subsystems can give predominant contributions to the transfer. 
Consequently, an electron involved in the transfer arrives at the 
bridge and leaves from it via different entrances/exits, and it fol-
lows different pathways while on the bridge.

Also, nuclear vibrations in the environment could strongly 
affect the electron transmission destroying the pathways and 
providing a transition to a completely incoherent sequential 
hopping mechanism of the electron transfer. All this means that 
a proper computation of the electron transmission factor HDA 
for practical macromolecules is a very complicated and nontriv-
ial task. The strong resemblance between the electron-transfer 
reactions and the electron transport through molecules gives 
grounds to believe that studies of molecular conduction can pro-
vide important information concerning the quantum dynam-
ics of electrons participating in the transfer reactions. One may 
expect that some intrinsic characteristics of the intramolecular 
electron transfer, such as the pathways of the tunneling elec-
trons and the distinctive features of the donor/acceptor coupling 
to the bridge could be obtained in experiments on the electron 
transport through molecules. For instance, it was recently sug-
gested to characterize electron pathways in molecules using the 
inelastic electron tunneling spectroscopy, and other advances in 
this area are to be expected.

10.8 Concluding remarks

Presently, the electron transport through molecular-scale sys-
tems is being intensively studied both theoretically and experi-
mentally. Largely, unceasing efforts of the research community 
to further advance these studies are motivated by important 
application potentials of single molecules as active elements of 
various nanodevices intended to compliment current silicon-
based electronics. An elucidation of the physics underlying elec-
tron transport through molecules is necessary in designing and 
operating molecular-based nanodevices. Elastic mechanisms for 
the electron transport through metal–molecule–metal junctions 
are currently understood and described fairly well. However, 
while moving through the molecular bridge, an electron is usu-
ally affected by the environment, and it results in a change of its 
energy. So, inelastic effects appear, and they may bring notice-
able changes in the electron transport characteristics. Here, we 
concentrated on the inelastic and the dissipative effects origi-
nating from the molecular bridge vibrations and thermally acti-
vated stochastic fluctuations. For simplicity and also to keep 
this chapter within a reasonable length, we avoided a detailed 
description of computational formalisms commonly used to 
theoretically analyze electron transport through molecular 
junctions. These formalisms are described elsewhere. We mostly 
focus on the physics of the inelastic effects in the electron trans-
port. Therefore, we employ very simple models and techniques.



10-16	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

We remark that along with nonelasticity originating from 
electron–vibron interactions, which is the subject of the pres-
ent review, there exist inelastic effects of different kinds. For 
instance, inelastic effects arise due to electron–photon inter-
actions. Photoassisted transport through molecular junctions 
was demonstrated and theoretically addressed using several 
techniques. It is known that optical pumping could give rise to 
the charge flow in an unbiased metal–molecule–metal junction, 
and light emission in biased current-carrying junctions could 
occur. Also, there is the issue of molecular geometry. There are 
grounds to conjecture that in some cases the geometry of a mol-
ecule included in the junction may change as the current flows 
through the latter for bonds can break with enough amount of 
current. Obviously, this should bring a strong inelastic compo-
nent to the transport, consequently affecting observables.

It is common knowledge that electron–electron interactions 
may significantly influence molecular conductance leading to a 
Coulomb blockade and a Kondo effect. To properly treat elec-
tron transport through molecular junctions one must take these 
interactions into consideration. Corresponding studies were 
carried out omitting electron–phonon interactions. However, a 
full treatment of the problem including both electron–electron 
and electron–phonon interactions has not been completed so 
far. There exist other theoretical challenges, such as the effect of 
bipolaron formation that originates from an effective electron–
electron attraction via phonons.

Finally, practical molecular junctions are complex systems, and 
a significant effort is necessary to bring electron transport calcula-
tions to a result that could be successfully compared with the exper-
imental data. For this purpose, one needs to compute molecular 
orbitals and the voltage distribution inside the junctions to get suf-
ficient information on the vibrionic spectrum of the molecule, the 
electron–phonon coupling strengths, and electron–electron inter-
actions. One needs a good quantitative computational scheme for 
transport calculations where all this information can be accounted 
for. Currently, there remain some challenges that have not been 
properly addressed by theory. Therefore, a comparison between the 
theoretical and the experimental results on the molecular conduc-
tance sometimes does not bring satisfactory results. However, there 
are firm grounds to believe that further efforts of the research com-
munity will result in a detailed understanding of all the important 
aspects of molecular conductance including inelastic and dissipa-
tive effects. Such an understanding is paramount to the conversion 
of molecular electronics into a viable technology.
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11.1  Introduction and Background

The field of nanostructures has grown out of the lithographic 
technology developed for integrated circuits, but is now much 
more than simply making smaller transistors. In the early 1980s, 
microstructures became small enough to observe interesting 
quantum effects. These structures were smaller than the inelas-
tic scattering length of an electron so that the electrons could 
remain coherent as they traversed them, giving rise to interfer-
ence phenomena. Studies on the Aharonov–Bohm effect and 
universal conductance fluctuations led to the field of “meso-
scale physics”—between macroscopic classical systems and fully 
quantized ones.

Now the size of the structures that can be produced is 
approaching the de Broglie wavelength of the electrons in 
the solids, leading to stronger quantum effects. In addition to 
interesting new physics, this drive toward smaller length scales 
has important practical consequences. When semiconductor 
devices reach about 100 nm, the essentially classical models of 
their behavior will no longer be valid. It is not yet clear how to 
make devices and circuits that will operate properly on these 
smaller scales. The replacement for the transistor, which must 
carry the technology to well below 100 nm, has not been identi-
fied. It is anticipated that the semiconductor industry will run 
up against this “wall” within about 10 years.

The current very large-scale integrated circuit paradigm based 
on complementary metal oxide semiconductor (CMOS) technol-
ogy cannot be extended into a region with features smaller than 
10 nm.1 With a gate length well below 10 nm, the sensitivity of 

the silicon field-effect transistor parameters may grow exponen-
tially due to the inevitable random variations in the device size. 
Therefore, an alternative nanodevice concept of molecular cir-
cuits was proposed, which was a radical paradigm shift from the 
pure CMOS technology to the hybrid semiconductor.2 The con-
cept combines the advantages of nanoscale components, such 
as the reliability of CMOS circuits, and the advantages of pat-
terning techniques, which include the flexibility of traditional 
photolithography and the potentially low cost of nanoimprint-
ing and chemically directed self-assembly. The major attraction 
of this concept is the incorporation of the richness of organic 
chemistry with the versatilities of semiconductor science and 
technology. However, before this, one needs to bring directed 
self-assembly from the present level of single-layer growth on 
smooth substrates to the reliable placement of three-terminal 
molecules on patterned semiconductor structures.

While physics and electrical engineering have been evolv-
ing from microstructures, to mesoscopic structures, and now 
to nanostructures, molecular biologists have always worked 
with objects of a few nanometers or less. A DNA molecule, for 
example, is very long (when stretched out), but it is about 2.5 nm 
wide with base pairs separated by 0.34 nm. Since the technol-
ogy has not existed to directly fabricate and manipulate objects 
this small, various chemical techniques have been developed for 
cutting, tagging, and sorting large biological molecules. While 
enormously successful, these methods utilize batch processing 
of huge numbers of the molecules and rely on statistical inter-
pretations. It is not possible, in principle, to sequence one partic-
ular DNA molecule with these techniques, for example. Ideally, 
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one would like to stretch the DNA straight and simply read the 
sequence of the base pairs. While we are still far from this goal, 
nanofabrication techniques promise to bring us much closer.

During recent years, self-assembly has become one of the most 
important strategies used in biology for the development of com-
plex, functional structures. Self-assembly on modified surfaces is 
one of the approaches to self-assemble structures that are particu-
larly successful. By the coordination of molecules to surfaces, the 
molecular systems form ordered systems—self-assembled mono-
layers (SAMs). The SAMs are reasonably well understood and are 
increasingly useful technologically. A thin film of diblock copo-
lymers can be self-assembled into ordered periodic structures at 
the molecular scale (∼5–50 nm) and have been used as templates 
to fabricate quantum dots,3,4 nanowires,5–7 and magnetic storage 
media.8 More recently, in epitaxial assembly of block-copolymer 
films, molecular level control over the precise size, shape, and 
spacing of the order domains was achieved with advanced litho-
graphic techniques.9 The development of methods for patterning 
and immobilizing biologically active molecules with microm-
eter and nanometer scale control has been proven integral to 
ranges of applications such as basic research, diagnostics, and 
drug discovery. Some of the most important advances have been 
in the development of biochip arrays that present either DNA,10 
protein,11 or carbohydrates.12 The use of patterned substrates for 
components of microfluidic systems for bioanalysis is also pro-
gressing rapidly.13–15 Surface modification and patterning at the 
nanoscale to anchoring protein molecules is an important strat-
egy on the way of obtaining the construction of new biocompat-
ible materials with smart bioactive properties. In fact, surfaces 
patterned by protein molecules can act as active agents in a large 
number of important applications including biosensors capable 
of multifunctional biological recognition. In particular, physical 
adsorption of proteins onto semiconductor surfaces makes pos-
sible to combine the simplicity of the method with the versatility 
of chemical and physical properties of proteins.

In recent years, there has been substantial attention focused 
on the reactions of organic compounds with silicon surfaces. 
The major attraction is the incorporation of the richness of 
organic chemistry with the versatilities of semiconductor sci-
ence and technology. More recently, it has been demonstrated 
that TEMPO,2,2,6,6-tetramathylpiperidinyloxy can bond with 
a single dangling bond on hydrogen-terminated Si(100) and 
Si(111) surfaces.16 Functional organic molecular layers were 
found to self-assemble on metal2 and semiconductor surfaces.17 
The technique of self-assembly is one of the few practical strate-
gies available to arrive at one to three-dimensional ensembles of 
nanostructures. There are many different mechanisms by which 
self-assembly of molecules and nanoclusters can be accom-
plished, such as chemical reactions, electrostatic and surface 
forces, and hydrophobic and hydrophilic interactions.

In this chapter, we present most recent advances in the devel-
opment of techniques in immobilizing a single nanostructure 
and producing arrays of 3D magnetic protein nanostructures 
with high throughput on surface modified semiconductor sub-
strates. Well-characterized test nanostructures were prepared 

using current state-of-the-art nanofabrication techniques. Both 
nanoimaging and scanning probe microscopy studies (AFM, 
SEM, and TEM) on semiconductor nanostructures and these 
molecular self-assembly systems were performed. The combina-
tion of e-beam lithography, scanning probe microscope imag-
ing, spectroscopy, and self-assembly approaches provide not 
only the high throughput of producing arrays of protein nano-
structures but also with highest precision of positioning single 
nanostructure and/or single molecule.

11.2  Preparation of Molecular Magnets

11.2.1  Folding of Magnetic Protein Mn,Cd-Mt

Metallothionein (MT) is a metal binding protein that binds 
seven divalent transition metals avidly via its twenty cysteines 
(Cys).18 These Cys’ form two metal binding clusters located at the 
carboxyl (α-domain) and amino (β-domain) terminals of MT.19 
The two clusters were identified as α-cluster (M4S11)3− and the 
β-cluster (M3S9)3− (Figure 11.1),20–22 where M denotes metal ions 
(Zn2+, Cd2+, or others), according to both x-ray crystallographic 
and NMR studies.3 MT binds to metals ions via metal-thiol link-
ages.19 As shown in Figure 11.1, the (M3S9)3− and (M4S11)3− have 
the zinc-blende like structure that is similar to the “diluted mag-
netic semiconductor (DMS)” compounds.23

In general, semiconductors are not magnetic. However, a 
DMS exhibits magnetic properties by doping with Mn and Cd 
or other II–VI metal ions in certain ratio. The doped metal clus-
ters among the semiconductors are in zinc-blende structures. 
Meanwhile, these semiconductors possess magnetic property 
only in low temperatures.23 The magnetic properties may be the 
result of the d-sp3 orbital hybridization and the alignment of the 
electron spins. The bridging sulfur atoms may also contribute to 
the alignment of the spins of the Mn2+ ions. Thus, by chelating 
the Mn2+ and Cd2+ with MT (i.e., Mn,Cd-MT), a “magnetic pro-
tein” may be obtained.

Recently, the single molecule magnets (SMMs) have attracted 
much attention.24 However, the Curie temperature of these mol-
ecules has to be as low as 2–4 K24–26 to avoid the thermal fluc-
tuation among the electron spin within the molecules.27 To be 
of practical utilization, it is highly desirable to create a room 
temperature molecular magnet.28 With this intention in mind, 
one has to construct and investigate a new metal binding pro-
tein, MT, which sustained characteristic magnetic hysteresis loop 
from 10 to 330 K. The protein backbone may restrain the net spin 
moment of Mn2+ ions to overcome the minor thermal fluctuation. 
The magnetic-metallothionein (mMT) presented may reveal a 
possible approach to create high temperature molecular magnet. 
In order to prepare the Mn,Cd-MT magnetic proteins, the fold-
ing mechanism of protein should be introduced.

11.2.2  Protein: a Mesoscopic System

Protein is a complex biomolecule that contains a large number 
of basic residues—amino acids. Therefore, it is not possible to 
analyze it completely by macroscopic approaches. Meanwhile, it 
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is not feasible to describe the dynamics of its polypeptide chain 
behavior by using conventional statistical approaches either. 
Thus, a protein can be thought of as a mesoscopic system.29 
However, the conformational transition from unfolded state 
to the native state of a protein may be similar to the conven-
tional phase transition model. In physics, a phase transition is 
the transformation of a thermodynamic system from one phase 
to another. In a folding process, proteins follow the thermody-
namic theories and transform from the unfolded state to the 
folded state, where the state is defined as a region of configura-
tion space with minimal potential.30 Therefore, we named this 
conformational change as “state transition.”31 Due to the com-
plexity of a protein folding system, a single experimental study 
may reveal only a part of the fact of protein folding. Therefore, 
we should examine the protein-folding problem with multidi-
mensional approaches and integrate the findings to reveal the 
true mechanism of protein folding.

Protein folding may follow a spontaneous process29 or a 
 reaction-path directed process30 in vitro. A choice between the 
two may be determined by the intrinsic properties of  proteins, 
for example, the varying folding transition boundaries. 
However, a general model, named “first-order-like state transi-
tion model,” in which the aggregated proteins exist within finite 
boundaries can encompass both processes without any conflic-
tions.31–36 According to this model, the folding path of the pro-
tein may not be unique. It can be folded, without being trapped 
in an aggregated state, via a carefully designed refolding path 
circumventing the transition boundary, that is, via an overcriti-
cal path.31–36 The intermediates, following an overcritical path, 
are in a molten globular state,37 and their behavior is consistent 
with both a sequential38 and a collapse model.39 However, both 
soluble (folded) and precipitated (unfolded) proteins can be 
observed in the direct folding reaction path in vitro. In terms 
of the “first-order-like state transition model” language, this 
can be described as stepping across the state transition line in 

the protein folding reaction phase diagram.31,32 Since in protein 
refolding it is important to prevent protein aggregation in vitro, 
similarly, in biomedical applications, the revelation of the mech-
anism of the formation of the two states (unfolded and folded) 
becomes significant.

Previous studies have indicated that chemical environment,40 
temperature,41 pH,42 ionic strength,43 dielectric constant,44 
and pressure49—considered as solvent effects collectively—
could affect the fundamental structure, thermodynamics, and 
dynamics of polypeptides/proteins. The reaction ground state 
can be expressed as a dual-well potential according to the two-
state transition model. The conformational energy, in general, 
of the unfolded state is relatively higher than that of the native 
state (Figure 11.1). When the system reaches thermal equilib-
rium, most protein molecules are found in their native state. 
No unfolded or intermediate states are observable. However, as 
described previously,31–36 if a denaturant is added, the reaction 
potential may change accordingly as indicated in Figure 11.1. 
Then, an unfolded protein may be stable, as it is now at the low-
est energy under the newly established equilibrium. The energy 
of the system can be expressed as follows:

 H H HT p s= + λ  (11.1)

where HT, Hp, and Hs denote the potential energy of the inter-
acting protein-solvent total system, the protein, and the solvent, 
respectively. The factor, λ, is a weighting factor of the solvent 
environment (0 ≤ λ ≤ 1). It approaches unity when a denaturant 
is present as pure solvent and decreases in value as the concen-
tration of the denaturant is reduced.

When λ of the system is changed drastically, direct folding 
ensues and leads to the release of some of the bound denaturant. 
According to the Donnan effect in a macromolecule-counter 
ions interactive system, the diffusion of the bound denaturant 
can be expressed by Fick’s first law:
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J D n= − ∇  (11.2)

where
n denotes the concentration of the denaturant that is dissoci-

ated from the protein
D denotes the diffusive constant
vector J denotes the flux, respectively, of the solute

According to the Einstein relation

 
D kT

R
=

6πη H
 (11.3)

where
k is the Boltzmann constant
T is the temperature in Kelvin
η is the viscosity of the solvent
RH is the hydration radius of the solutes

Due to the intrinsic diffusion process, the solute exchange pro-
cesses are not synchronous for all protein molecules. Therefore, 
the folding rate of protein may not be measured directly by a 
simple spectral technique, that is, the stopped-flow CD,45 
 continuous-flow CD,46 or fluorescence.47 However, the reaction 
interval of protein folding can be revealed by the autocorrelation 
of reaction time from these direct measurements. The detailed 
mechanism and an example will be discussed later.

If we look at the energy landscape funnel model of protein 
folding,48 it appears that proteins can be trapped in a multitude 
of local minima of the potential well in a complicated protein 
system. The native state, though, is at the lowest energy level. 
When thermal equilibrium is reached, most of the protein mol-
ecules are located in the lowest energy state, with a population 
ratio as low as e−ΔE/kT, according to the Maxwell–Boltzmann dis-
tribution in thermodynamics. The ΔE denotes the energy dif-
ference between the native state and a local minimum; k and T 
denote the Boltzmann constant and temperature in Kelvin, 
respectively. At high concentration (>0.1 mg/mL), however, 
 considerable amount of insoluble protein has been observed in 
protein folding,31,33–37,48 indicating that insoluble proteins are at 
an even lower energy state than the native protein. Therefore, by 
considering the intermolecular interactions during the protein 
folding process, the reaction energy landscape may be expressed 
as a three-well model (Figure 11.2). As shown in Figure 11.2, the 
unfolded protein (U) is in the highest energy state; the native 
protein (N) is in the lower energy state. However, the intermedi-
ate (I) that may cause further protein aggregation/ precipitation 
is in the lowest energy state. Although the energy state of the 
intermediate/aggresome is the lowest energy state, the con-
formational energy of the individual proteins composing the 
aggresome may not be lower than the native protein. Namely, 
in single molecular simulation, this extra potential well of 
intermediate (I) is nonexistent. Therefore, in the conventional 
energy landscape model (the single molecule simulation model), 

the lowest energy state “I” cannot be observed. According to 
the Zwanzig’s definition of state, the protein molecules in the 
intermediate (I) belong to an unfolded state.13 Hence, in a direct 
folding reaction, the soluble (N) and the insoluble parts (U) can 
coexist and they can be observed simultaneously, which is simi-
lar to the situation where the phase transition line is crossed in 
reactions congruent to the “first-order phase transition” model. 
Therefore, we named the protein folding reaction as “first-order 
like state transition model” (as shown in Figure 11.3).

The Φ(n1, n2,…) in Figure 11.3 denotes the folding status of 
protein, where n1, n2,… represent the variables affecting the fold-
ing status, such as, temperature, concentration of denaturants, 
etc. The reaction curve indicates an overcritical reaction path of 
a quasi-static folding reaction. The gray area in Figure 11.3 indi-
cates the state transition boundary of protein folding. The gray 
line and dash line indicate the reaction path of direct folding. 
By combining the three-well model (Figure 11.2) and the direct 
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folding reaction of the “first-order like state transition model” 
(Figure 11.3), we realized that those folded protein molecules 
along the direct folding path might fold spontaneously or form 
aggregates. Spontaneous folding may be driven by enthalpy–
entropy compensation.

As indicated previously, the conformation of protein changed 
with changes of the solvent environment. It seems that the pro-
tein may fold spontaneously, such as in Anfinsen’s experiment44 
and direct folding reactions. The protein folding reaction, simi-
lar to all chemical reactions, reaches its equilibrium by follow-
ing the fundamental laws of thermodynamics. Although protein 
folding has been studied extensively in certain model systems for 
over 40 years, the driving force at the molecular level remained 
unclear until recently.

It is known that polymers and macromolecules may self-
assemble/self-organize into a wide range of highly ordered 
phases/states at thermal equilibrium.49–52 In a condensed sol-
vent environment, large molecules may self-organize to reduce 
their effective volume. Meanwhile, the number of the allowed 
states (Ω) of small molecules, such as buffer salt and other 
counter-ions in solution, increases considerably. Therefore, the 
entropy of the system, ΔS = R ln(Ωf/Ωi), becomes large, where i 
and f denote the initial and final states, respectively. Meanwhile, 
the enthalpy change (ΔH) between the unfolded and native pro-
tein is around hundreds kcal/mol.53 Therefore, the Gibbs free 
energy of the system, ΔG = ΔH − TdS, becomes more negative in 
this system when the large molecules self-organize.54 A simi-
lar entropy–enthalpy compensation mechanism has been used 
to solve the reaction of colloidal crystals that self-assemble 
spontaneously.55,56

According to our studies,31,33–37 the effective diameter of the 
unfolded protein is about 1.7–2.5 fold larger than the folded 
protein. Therefore, with the same mechanism, those macro-
molecules (proteins) may tend to reduce their effective volumes 
and increase the system entropy when thermal equilibrium is 
reached. The increase in entropy may compensate for the change 
of the enthalpy of the system and enable the reaction to take 
place spontaneously. This may be the reaction molecular mech-
anism of spontaneous protein folding reactions. Meanwhile, a 
similar mechanism can be adopted into the self-assembly pro-
cess of magnetic protein in nanopore arrays.

11.2.3  Quasi-Static thermal Equilibrium 
Dialysis for Magnetic Protein Folding

Due to the intrinsic diffusion process, the solvent exchange rate 
is slow and thus the variation of λ is slow and can be thought of as 
quasi-static. Therefore, we named this buffer exchanging process 
as a quasi-static process. We manipulated the reaction direction 
of the protein folding through this process. Meanwhile, we can 
obtain stable intermediates in each thermal equilibrium state. 
These intermediates may help us reveal the molecular folding 
mechanism of protein that is to be discussed in Section 11.3. The 
following is an example of the stepwise folding method,31,33–37 
and the buffers used were described in these studies.

Step 1: The unfolded protein (U) was obtained by treating the 
precipitate or inclusion body with denaturing/unfolding 
buffer to make it 10 mg/mL in concentration. This solu-
tion was left at room temperature for 1 h. This process 
was meant to relax the protein structure by urea and 
pH (acidic or basic) environments. The disulfide bridges 
were reduced to SH groups and the protein was unfolded 
completely.

Step 2: The unfolded protein (U) in the denature/ unfolding 
buffer was dialyzed against the folding buffer 1 for 72 h to 
dilute the urea concentration to 2 M, producing interme-
diate 1, or M1.

Step 3: M2 was obtained by dialyzing M1 against the folding 
buffer 2 for 24 h to dilute urea concentration to 1 M.

Step 4: M3, an intermediate without denaturant (urea) in 
solution, was then obtained by dialyzing M2 against the 
folding buffer 3 for 24 h.

Step 5: M3 was further dialyzed against the folding buffer 4 
for 24 h, and the pH changed from 11 to 8.8 to produce M4.

Step 6: Finally, the chemical chaperonin mannitol was 
removed by dialyzing M4 against the native buffer for 8 h 
to yield M5.

It should be noted that all the equilibrium time of each step 
is longer than the conventional dialysis time. In general, for the 
free solvent case, the solute may exchange with the buffer com-
pletely within hours. However, it is known that the denaturant 
molecules interact with protein, similar to the Donna effect, 
and the solute exchange may be slow and needs more time for 
the system to reach thermal equilibrium, especially for the first 
refolding stage. The folding time of each process is relatively 
longer than the regular solvent exchange process. Therefore, we 
can obtain the magnetic protein that follows a similar process. 
Protein microenvironment protects the net electron spin of mol-
ecules from thermal fluctuation.

The bridging ligands (i.e., sulfur atom, S) between the mag-
netic ions may be responsible for aligning the electron spin of 
magnetic ions. As indicated in Figure 11.4, the valance bond-
ing electrons of the bridging Cys may hop between the bonded 
metal ions, such as Mn2+ and Cd2+; whereas the Cd2+ in the β 
metal cluster is rather important in restraining the orienta-
tion of the electron spins of the bridging sulfurs and in align-
ing the spins of Mn2+ in the metal binding clusters. Therefore, 
this electron hopping effect may turn the Mn,Cd-MT into a 
magnetic molecule. However, the protein backbone surround-
ing the β metal cluster may provide a strong restraining effect 
to overcome the thermal fluctuations from the environment. 
Therefore, the magnetization can be observed in room tempera-
ture. However, the geometrical symmetry of the spin arrange-
ment in all Mn-MT may cause partial or complete cancellation 
of detectable magnetization. These results also indicated that 
the threshold temperature of the molecular magnet might rise 
to room temperature if the proper prosthetic environment, such 
as protein backbone, can be linked against the thermal fluctua-
tion of the temperature.
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Therefore, we have successfully constructed a molecu-
lar magnet, Mn,Cd-MT, that is stable from 10 to 330 K. The 
observed magnetic moment can be explained by the highly 
ordered alignment of (Mn2CdS9)3− clusters embedded in 
the β-domain in which sulfur atoms serve as key bridging 
ligands. The discovery of mMT may allude to new schemes 
in constructing a completely different category of molecular 
magnets.

11.3  Nanostructured Semiconductor 
templates: Nanofabrication 
and Patterning

The rapidly developing of interdisciplinary activity in nano-
structuring is truly exciting. The intersections between the 
various disciplines are where much of the novel activity 
resides, and this activity is growing in importance. The basis 
of the field is any type of material (metal, ceramic, polymer, 
semiconductor, glass, and composite) created from nanoscale 
building blocks (clusters of nanoparticles, nanotube, nanolay-
ers, etc.) that are themselves synthesized from atoms and mol-
ecules. Thus, the controlled synthesis of those building blocks 
and their subsequent assembly into nanostructures is one 
fundamental theme of this field. This theme draws upon all 
of the material-related disciplines from physics to chemistry 
to biology and to essentially all of the engineering disciplines 
as well.

The second and most fundamental important theme in this 
field is that the nanoscale building blocks, because of their 
size being below about 100 nm, impart to the nanostructures 
that are created from them new and improved properties and 
functionalities that are still unavailable in conventional mate-
rials and devices. The reason for this is that the materials in 
this size range can exhibit fundamentally new behavior when 
their sizes fall below the critical length scale associated with 

any given property. Thus, essentially any material property 
can be dramatically changed and engineered through the 
controlled size-selective synthesis and assembly of nanoscale 
building blocks. The present juncture is important in the 
fields of nanoscale solid-state physics, nanoelectronics, and 
molecular biology. The length scales and their associated 
physics and fabrication technology are all converging to the 
nanometer range.

The ability to fabricate structures with nanometer precision 
is of fundamental importance for any exploitation of nanotech-
nology. In particular, cost effective methods that are able to 
fabricate complex structures over large areas will be required. 
One of the main goals in the nanofabrication area is to develop 
general techniques for rapidly patterning large areas (a square 
centimeter, or more) with structures of nanometer sizes. 
Presently, electron-beam (e-beam) lithography is capable of 
defining patterns that are less than 10 nm. These patterns can 
then be transferred to a substrate using various ion milling/
etching techniques. However, these are “heroic” experiments, 
and can only be made over a very limited area—typically a few 
thousand square microns, at most. While such areas are imme-
diately useful for investigating the physics of nanostructures, 
the applications we would like to pursue will eventually require 
a faster writing scheme and much larger areas. The time and 
area constraints are determined by the direct e-beam writing. 
It is a “serial” process, defining single small regions at a time. 
Furthermore, the field of view for the e-beam system is typically 
less than 100 nm when defining the nanometer-scale structures. 
One simply cannot position the electron beam with nm preci-
sion over larger areas.

While e-beam lithographic methods are very general, in that 
essentially any shape can be written, we will also make use of 
“natural lithography” (tricks). Similarly, advances in the knowl-
edge of the DNA structure has recently been applied to the fab-
rication of self-organized nm surface structures. There are many 
such “tricks” that could prove crucial to the success of the proj-
ects in allied fields. A list of current methods toward nanofabri-
cation is given below.

11.3.1  Patterned Self-assembly 
for Pattern replication

By exploiting e-beam and focused ion beam lithography, self-
assembled monolayers can be patterned into 10–20 nm features 
that can be functionalized with single molecules or small molec-
ular groupings. These patterned areas will then be used as tem-
plates to direct the vertical assembly of stacks of molecules or to 
direct the growth of polymeric molecules. Schematics of the pro-
cesses and the possible templates used are shown in Figure 11.5. 
The initial 2D pattern will thus be translated into 3D nanosized 
objects. With the capability of the full control over the interfa-
cial properties, it will be possible to release the objects from the 
templates and transfer them to another substrate, after which 
the nanopatterned surface can be used again to provide an inex-
pensive replication technique.
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11.3.2  Fabrication by Direct Inkjet 
and Mold Imprinting

This part of the technique will draw on recent advances in printing 
techniques for direct patterning of surfaces. This involves the use 
of inkjet printing to deliver a functional material (semiconductor 
or metal) to a substrate, which is then controlled by patterning in 
the surface free energy of the substrate, to allow very accurate pat-
terning of the printed material. Currently, devices show channel 
lengths down to 5 μm, but indications are that geometries can be 
reduced to submicron dimensions. The method will be concerned 
with the limits to resolution that can be achieved by this process, 
and also the structure and the associated electronic structure at 
polymer–polymer interfaces, such as that between semiconduc-
tor and insulator layers in the field-effect device.

In 1995, Professor Stephen Y. Chou of Princeton University 
invented a new fabrication method in the field of semiconduc-
tor fabrication. It is called nano-imprint lithography (NIL).57 
Briefly speaking, this technique was demonstrated by pressing 
the patterned mold to contact with the polymer resist directly. 
The patterns on the mold will transfer to the polymer resist with-
out any exposure source. Therefore, the diffraction effect of light 
can be ignored, and the limitation is dependent only on the pat-
tern size of the mold rather than on the wavelength of the expo-
sure light. In Figure 11.6 we show a nano-grating structure made 
by using the thermal imprinting technique.

NIL technology is a physical deformation process and is very 
different from conventional optical lithography. This technol-
ogy provides a different way to fabricate nanostructures with 
easy processes, high throughput, and low cost. Currently, there 
are three main NIL techniques under investigation, namely, 
hot-embossing nano-imprint lithography (H-NIL57), ultra-
violet nano-imprint lithography (UV-NIL58), and soft lithogra-
phy.59 Those NIL technologies can be applied to many different 
research fields, including nano-electric devices,60 bio-chips,61 
micro-optic devices,62 micro-fluidic channels,63 etc.

11.3.3  Nanopatterned SaMs as 2D 
templates for 3D Fabrication

Modern lithographic techniques (e-beam or focused ion beam 
(FIB), SNOM lithography) are able to generate topographic 
(relief) patterns in the 10–50 nm size ranges. As a further step 
toward more complicated and functional 3D structures, chemi-
cal functionalization at a similar size scale is necessary. By 
exploiting e-beam, FIB, and near-field optical lithography, it is 
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possible to pattern SAMs directly. Using lithography, the SAMs 
can either be locally destroyed and refilled with other molecules, 
or the surface of the SAMs can be activated to allow further 
chemical reactions. The resulting patterned surfaces will be 
chemically patterned. Patterns can be introduced to incorpo-
rate H-bonding, pi–pi stacking, or chemical reactivity. These 
patterned areas will be used as templates to direct the vertical 
assembly of stacks of molecules or to direct the growth of poly-
meric molecules. Large, extended aromatic molecules prefer to 
stack on top of each other due to pi–pi stacking. These molecules 
have interesting electronic properties as molecular wires. When 
surfaces can be patterned to incorporate “seeds” for the large 
aromatic molecules, the stacking can be directed away from 
the surface. The initial 2D pattern will thus be translated into 

3D nanosized objects. With the full control over the interfacial 
properties, it will be possible to release the objects from the tem-
plates and transfer them to another substrate, after which the 
nanopatterned surface can be used again to provide an inexpen-
sive replication technique.

11.4  Self-assembling Growth 
of Molecules on the Patterned 
templates

The self-assembling growth of the MT-2 proteins is demonstrated 
as follows. One mg/mL magnetic MT in Tris. HCL buffer solution 
was placed onto the patterned surface, and an electric field with an 
intensity of 100 V/cm was then applied for 5 min to drive the MT 
molecules into the nanopores. The sample was then washed with 
DI water twice to remove the unbounded MT molecules and salts 
on the surface (the schematic of the process is also shown in Figure 
11.7a. Figure 11.8 shows the atomic force microscopy (AFM) image 
of the template surface with 40 nm nanopores after they were filled 
by the MT-molecules. Keep in mind that most of the Si surface was 
still protected by photoresist after the etching processes, which has 
prevented the MT-molecules from forming strong OH bonds with 
the Si surface underneath. Therefore, the electrical field-driven 
MT molecules were all anchored on those areas that were not cov-
ered with photoresist. The molecules landing in each pore were 
then self-assembly grown vertically from the bottom of the pore 
into the shape of a rod (as shown in Figure 11.8). These molecular 
nanorods have an average height of ∼120 nm above the template 
surface and a diameter equal to the size of the nanopore.
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FIGURE 11.7 (a) Flowchart of the lithography, etching processes, and 
growth of protein molecules, (b) schematics of the patterned templates 
with nanopores. (From Chang, C.-C. et al., Biomaterials, 28, 1941, 2007. 
With permission. Elsevier.)
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 magnetic molecules. The molecules have self-assembled to grow into a 
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permission. Elsevier.)
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However, experiments on the templates with pore sizes larger 
than 100 nm gave quite different results. Figure 11.9 shows the 
two-dimensional AFM image of the template surface with larger 
pores, where we can see that the molecules did not grow ver-
tically above the template surface. Therefore, we were not able 
to generate 3D images of this type of template. However, judg-
ing from the AFM phase images, the MT molecules did form 

a more dense structure in the larger pores compared with the 
case of the smaller pores. On templates with thinner photoresist 
and smaller pitch sizes (less than 600 nm), we also found that the 
molecules anchored in the pore can grow laterally toward the 
neighboring pores (data not shown).

By increasing both the e-beam exposure and dry etching time 
on the Si surface covered with a thin photoresist layer with a 
thickness of less than 150 nm, we were able to create a ring-type 
area with an exposed Si surface along the periphery of the nano-
pores. The SEM image of this type of template is shown in Figure 
11.10. On this particular template, the molecules not only inde-
pendently grew inside the pores, but they also grew along the 
circumference of the pores to form molecular rings on the tem-
plate. Figure 11.11 shows the two-dimensional (2D) and three-
dimensional (3D) AFM images of such molecular rings.

In order to gain better control of the formation of molecu-
lar nanostructures, it is important to uncover the underlying 
self-assembling growth mechanism. Molecular self-assembly 
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can be mediated by weak, noncovalent bonds—notably hydro-
gen bonds, ionic bonds (electrostatic interactions), hydrophobic 
interactions, van der Waals interactions, and water-mediated 
hydrogen bonds. Although these bonds are relatively insig-
nificant in isolation, when combined together as a whole, they 
govern the structural conformation of all biological macromol-
ecules and influence their interaction with other molecules. The 
water-mediated hydrogen bond is especially important for liv-
ing systems, as all biological materials interact with water. We 
believe that the first layer of proteins anchored inside the nano-
pores was bonded with the Si surface dangling bonds. They have 
provided building blocks for proteins that arrived later. With the 
assistance of spatial confinement from the patterned nanostruc-
tures, the rest of the proteins are able to self-assemble via the van 
der Waals interactions and perform molecular self-assembly.

11.5  Magnetic Properties of 
Molecular Nanostructures

The magnetic properties of the self-assembled molecular nano-
rods were investigated with magnetic force microscopy (MFM). 
We monitored the change of contour of a particular nanorod on 
the template when an external magnetic field was applied. Figure 
11.12a shows the MFM image of the nanorod without the exter-
nal magnetic field. In Figure 11.12b, a magnetic field of 500 Oe 
was applied during the measurement with a field direction from 
the right to left. The strength of the field was kept at a minimum 
so as not to perturb the magnetic tip on the instrument. In Figure 

11.12 we can see clearly that the contour of the nanorod has 
changed in shape as compared to the case with no applied field. 
It indicates that the molecular self-assembly carries a magnetic 
dipole moment that interacts with the external magnetic field.

11.6  Conclusion and Future Perspectives

Success in the synthesis of the magnetic molecules produced from 
metallothionein (MT-2) by replacing the Zn atoms with Mn and 
Cd has been demonstrated in this chapter. Hysteresis behavior 
in the magnetic dipole momentum measurements was observed 
over a wide range of temperatures when an external magnetic 
field was scanned. These magnetic MT molecules were also 
found to self-assemble into nanostructures with various shapes 
depending on the nanostructures patterned on the Si templates. 
Data from the MFM measurements indicate that these molecu-
lar self-assemblies also carry magnetic dipole momentum. Since 
the pore size, spacing and shape can easily and precisely be con-
trolled by lithography and etching techniques, this work should 
open up a new path toward an entire class of new biomaterials 
that can be easily designed and prepared. The techniques devel-
oped in this particular work promise to facilitate the creation of 
many bio-related nanodevices and spintronics. Magnetic molec-
ular self-assembly may find its use in data storage or magnetic 
recording systems, as an example. They can also act as spin bio-
sensors and be placed at the gate of the semiconductor spin valve 
to control the spin current from the source to the drain. More 
importantly, this work should not be limited to MT-2 molecules 
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and should be extended to other type of molecules and proteins 
as well. As mentioned in the beginning of this chapter, the vari-
ous surface patterning techniques developed over the years to 
interface organic or biological materials with semiconductors 
have not only provided new tools for controlled 2D and 3D self-
organized assemblies, but have also been essential to the creation 
and emergence of new semiconductor-molecular nanoelectron-
ics as recently discussed by Likharev.64

In the future, it is important to develop techniques for growing 
and characterizing molecular self-assembly, single nanostructure, 
and molecule on semiconductor templates to bring a measure of 
control to the density, order, and size distribution of these molecu-
lar nanostructures. Using self-assembly techniques, one can rou-
tinely make molecular assembly with precise distances between 
them. Recent explorations of molecular self-assembly have sought 
to provide transverse dimensions on the mesoscopic nanometer 
scale. As a general—although not inviolate—rule, these attempts 
have led to very good local ordering (e.g., nearest neighbors).

We can anticipate, (1) the development of new (supra) molec-
ular nanostructures via the self-assembling method (bottom 
up technique) and immobilization of single nanostructure or 
molecule; (2) the design of methods to functionalize molecular 
self-assembly and devices; (3) an integration of bottom-up and 
top-down procedures for the nano- and microfabrication of 
molecularly driven sensors, actuators, amplifiers, and switches; 
and (4) an increased understanding and appreciation of the sci-
ence and engineering that lie behind nanoscale processes. All 
this and more is in the nature of the nanotechnology bonds as 
it impacts on biology and beyond. In the final analysis, however, 
the practice of biological synthesis that relies on molecular rec-
ognition and self-assembling processes within a very much more 
catholic framework than is currently being contemplated by most 
researchers that will dictate the pace of progress in synthesis.

The final goal is to understand this whole notion of what self-
assembly is. One needs to really learn how to make use of the 
methods of organizing structures in more complicated ways 
than we can do now. On a molecular scale, the accurate and con-
trolled application of intermolecular forces can lead to new and 
previously unachievable nanostructures. This is why molecular 
self-assembly (MSA) is a highly topical and promising field of 
research in nanotechnology today. MSA encompasses all struc-
tures formed by molecules selectively binding to a molecular 
site without external influence. With many complex examples 
all around us in nature (ourselves included), MSA is a widely 
observed phenomenon that has yet to be fully understood. Being 
more a physical principle than a single quantifiable property, it 
appears in engineering, physics, chemistry, and biochemistry, 
and is therefore truly interdisciplinary.

references

 1. Sessoli R., Gatteschi D., Caneschi A., and Novak M.A. 
(1993), Nature (London), 365, 141–143.

 2. Fonticelli M., Azzaroni O., Benitez G., Martins M.E., Carro 
P., and Salvarezza R.C. (2004), J. Phys. Chem. B, 108, 1898.

 3. Park M., Harrison C., Chaikin P.M., Register R.A., and 
Adamson D.H. (1997), Science (Washington, DC), 276, 
1401–1404.

 4. Li R.R., Dapkus P.D., Thompson M.E., Jeong W.G., Harrison 
C., Chaikin P.M., Register R.A., and Adamson D.H. (2000), 
Appl. Phys. Lett., 76, 1689–1691.

 5. Thurn-Albrecht T., Schotter J., Kästle G.A., Emley N., 
Shibauchi T., Krusin-Elbaum L., Guarini K., Black  C.T., 
Tuominen M.T., and Russell T.P. (2000), Science 
(Washington, DC), 290, 2126–2129.

 6. Kim H.C. et al. (2001), Adv. Mater., 13, 795–797.
 7. Lopes W.A. and Jaeger H.M. (2001), Nature, 414, 735–738.
 8. Cheng J.Y. et al. (2001), Adv. Mater., 13, 1174–1178.
 9. Kim S.O., Solak H.H., Stoykovich M.P., Ferrier N.J., de 

Pablo J.J., and Nealey P.F. (2003), Nature, 424, 411–414.
 10. Demers L.M., Ginger D.S., Park S.J., Li Z., Chung S.W., 

and Mirkin C.A. (2002), Science (Washington, DC), 296, 
1836–1838.

 11. Hodneland C.D., Lee Y.S., Min D.H., and Mrksich M. 
(2002), Proc. Natl. Acad. Sci., 99, 5048–5052.

 12. Houseman B.T. and Mrksich M. (2002), Chem. Biol., 9, 
443–454.

 13. Chen C.S., Mrksich M., Huang S., Whitesides G.M., 
and Ingber D.E. (1997), Science (Washington, DC), 276, 
1345–1347.

 14. Mrksich M., Dike L.E., Tien J.Y., Ingber D.E., and Whitesides 
G.M. (1997), Exp. Cell. Res., 235, 305–313.

 15. Chen C.S., Mrksich M., Huang S., Whitesides G.M., and 
Ingber D.E. (1998), Biotech. Prog., 14, 356–363.

 16. Pitters J.L., Piva P.G., Tong X., and Wolkow R.A. (2003), 
Nano Lett., 3, 1431.

 17. Wacaser B.A., Maughan M.J., Mowat I.A., Niederhauser T.L., 
Linford M.R., and Davis R.C. (2003), Appl. Phys. Lett., 82, 808.

 18. Eaton D.L. (1985), Toxicol. Appl. Pharmacol., 78, 158–162.
 19. Robbins A.H., McRee D.E., Williamson M., Collett S.A., 

Xuong N.H., Furey W.F., Wang B.C., and Stout C.D. (1991), 
J. Mol. Biol., 221, 1269–1293.

 20. Messerle B.A., Schaffer A., Vasak M., Kagi J.H.R., and 
Wuthrich K. (1992), J. Mol. Biol. 225, 433–443.

 21. Boulanger Y., Goodman C.M., Forte C.P., Fesik S.W., and 
Armitage I.M. (1983), Proc. Natl. Acad. Sci., 80, 1501–1505.

 22. Chang C.C. and Huang P.C. (1996), Protein Eng., 9, 
1165–1172.

 23. Wei S.H. and Zunger A. (1986), Phys. Rev. Lett., 56, 
2391–2394.

 24. Christou G., Gatteschi D., Hendrickson D.N., and Sessoli R. 
(2000), MRS Bull., 25, 66–71.

 25. Sessoli R., Tsai H.L., Schake A.R., Wang S., Vincent J.B., 
Folting K., Gatteschi D., Christou G., and Hendrickson D.N. 
(1993), J. Am. Chem. Soc., 115, 1804–1816.

 26. Aubin S.M.J., Dilley N.R., Pardi L., Kryzystek J., Wemple 
M.W., Brunel L.C., Maple M.B., Christou G., and 
Hendrickson D.N. (1998), J. Am. Chem. Soc., 120, 4991.

 27. Friedman J.R., Sarachik M.P., Tejada J., and Ziolo R. (1996), 
Phys. Rev. Lett., 76, 3830–3833.



11-12	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

 28. Bushby R.J. and Pailland J.-L. (1995), Molecular mag-
nets, in Introduction to Molecular Electronics, M.C. Petty, 
M.R. Bryce, and D. Bloor (eds.), Edward Arnold, Hodder 
Headline, London, U.K.

 29. Wolynes P.G. (1997), Proc. Natl. Acad. Sci. U.S.A., 94, 
6170–6175.

 30. Zwanzig R. (1997), Proc. Natl. Acad. Sci. U.S.A., 94, 
148–150.

 31. Chang C.-C., Yeh X.-C., Lee H.-T., Lin P.-Y., and Kan L.S. 
(2004), Phys. Rev. E, 70, 011904.

 32. Welker E., Wedemeyer W.J., Narayan M., and Scheraga H.A. 
(2001), Biochemistry, 40, 9059–9064.

 33. Chang C.-C., Su Y.-C., Cheng M.-S., and Kan L.S. (2002), 
Phys. Rev. E, 66, 021903.

 34. Chang C.-C., Tsai C.T., and Chang C.Y. (2002), Protein Eng., 
5, 437–441.

 35. Chang C.-C., Su Y.-C., Cheng M.-S., and Kan L.S. (2003), 
J. Biomol. Struct. Dyn., 21, 247–256.

 36. Chang C.-C. and Kan L.-S. (2007), Chin. J. Phys., 45, 
693–702.

 37. Liu Y.-L., Lee H.-T., Chang C.-C., and Kan L.S. (2003), 
Biochem. Biophys. Res. Commun., 306, 59–63.

 38. Levy Y., Jortner J., and Becker O. (2001), Proc. Natl. Acad. 
Sci. U.S.A., 98, 2188–2193.

 39. Creighton T.E. (1993), Proteins, W.H. Freeman, New York.
 40. Elcock A.H. (1999), J. Mol. Biol., 294, 1051–1062.
 41. Ulrih N.P., Anderluh G., Macek P., and Chalikian, T.V. 

(2004), Biochemistry, 43, 9536–9545.
 42. Despa F., Fernandez A., and Berry R.S. (2004), Phys. Rev. 

Lett., 93, 228104.
 43. Seefeldt M.B., Ouyang J., Froland W.A., Carpenter J.F., and 

Randolph T.W. (2004), Protein Sci., 13, 2639–2650.
 44. Anfinsen C.B., Haber E., Sela M., and White F.H. Jr. (1961), 

Proc. Natl. Acad. Sci., 47, 1309–1314.
 45. Su Z.D., Arooz M.T., Chen H.M., Gross C.J., and Tsong T.Y. 

(1996), Proc. Natl. Acad. Sci., 93, 2539–2544.
 46. Roder H., Maki K., Cheng H., and Shastry M.C. (2004), 

Methods, 34, 15–27.

 47. Royer C.A. (1995), Methods Mol. Biol., 40, 65–89.
 48. Misawa S. and Kumagai I. (1999), Biopolymers, 51, 297–307.
 49. Dinsmore A.D., Crocker J.C., and Yodh A.G. (1998), Curr. 

Opin. Colloid Interface Sci., 3, 5–11.
 50. Gast A.P. and Russel W.B. (1998), Phys. Today, 51, 24–30.
 51. Pusey P.N. and van Megan W. (1986), Nature, 320, 340–341.
 52. Ackerson B.J. and Pusey P.N. (1988), Phys. Rev. Lett., 61, 

1033–1036.
 53. Tsong T.Y., Hearn R.P., Warthal D.P., and Sturtevant J.M. 

(1970), Biochemistry, 9, 2666–2677.
 54. Tokuriki N., Kinjo M., Negi S., Hoshino M., Goto Y., Urabe 

I., and Yomo T. (2004), Protein Sci., 13, 125–133.
 55. Lin K.-H., Crocker J.C., Prasad V., Schofield A., Weitz D.A., 

Lubensky T.C., and Yodh A.G. (2000), Phys. Rev. Lett., 85, 
1770–1773.

 56. Lau A.W.C., Lin K.-H., and Yodh A.G. (2002), Phys. Rev. E, 
66, 020401.

 57. Stephen Y.C., Peter R.K., and Preston J. R. (1995), Appl. 
Phys. Lett., 67, 3114–3116.

 58. Bender M., Otto M., Hadam B., Spangenberg B., and Kurz 
H. (2000), Microelectron. Eng., 53, 233–236.

 59. Xia Y. and Whitesides G.M. (1998), Angew. Chem. Int., 37, 
550–575.

 60. Lingjie G., Peter R.K., and Stephen Y.C. (1997), Appl. Phys. 
Lett., 71, 1881–1883.

 61. Pépin A., Youinou P., Studer V., Lebib A., and Chen Y. 
(2002), Microelectron. Eng., 61–62, 927–932.

 62. Li M., Tan H., Chen L., Wang J., and Chou S.Y., (2003), 
J. Vac. Sci. Technol. B, 21, 660–663.

 63. Cho Y.H., Lee S.W., Kim B.J., and Fujii T. (2007), 
Nanotechnology, 18, 465303.

 64. Likharev K.K. (2003), Hybrid semiconductor–molecular 
nanoelectronics. The Industrial Physicist, June/July 2003, 
Forum: 20–23.

 65. Chang C.-C., Sun K.W., Lee S.F., and Kan L.S. (2007), 
Biomaterials, 28, 1941–1947.

 66.  Chang C.-C., Sun, K.W., Kan, L.-S., and Kuan, C.-H. (2006), 
Appl. Phys. Lett., 88, 263104.



II-1

II
Nanoscale Transistors
 12 Transistor Structures for Nanoelectronics Jean-Pierre Colinge and Jim Greer ................................................... 12-1

Introduction • Evolution of Silicon Processing: Technology Boosters • Nonplanar Multi-Gate Transistors • The Rise 
of Quantum Effects • Carbon Nanotube Transistors • Nonclassical Transistor Structures • Graphene 
Ribbon Nanotransistors • Sub-kT/q Switch • Single-Electron Transistor • Spin Transistor • Molecular 
Tunnel Junctions • Point Contacts and Conductance Quantum • Atomic-Scale Technology Computer-Aided 
Design • Conclusion • References

 13 Metal Nanolayer-Base Transistor André Avelino Pasa ........................................................................................ 13-1
Introduction • Band Diagram • J−V Characteristic • Fabrication • References

 14 ZnO Nanowire Field- Effect Transistors Woong-Ki Hong, Gunho Jo, Sunghoon Song, Jongsun Maeng, 
and Takhee Lee .......................................................................................................................................................... 14-1
Introduction • Background • Results and Discussion • Summary • Acknowledgment • References

 15 C60 Field Effect Transistors Akihiro Hashimoto ................................................................................................... 15-1
Introduction • Fullerene (C60) • Solid C60 • van der Waals Epitaxy of C60 • Principles of Organic FET 
Functions • Fabrication of Fullerene Field Effect Transistors (C60 FET) • Characterization of C60 FETs on SiO2 
or on AlN • Summary • References

 16 The Cooper-Pair Transistor José Aumentado ....................................................................................................... 16-1
Introduction • Theory of Operation • Fabrication • Practical Operation and Performance • Present Status 
and Future Directions • Acknowledgment • References





12-1

12.1 Introduction

In 1965, Gordon Moore predicted that the number of transis-
tors that could be placed on a silicon chip would double every 
18 months. This prediction became the official roadmap of the 
semiconductor industry and it still is the yardstick by which 
the progress of microelectronic devices and circuits is mea-
sured (Moore 1965). The MOS transistor, also called MOSFET 
(metal-oxide-semiconductor field-effect transistor) is the work-
horse of the semiconductor industry and is at the heart of every 
digital circuit. Without the MOSFET, there would be no com-
puter industry, no digital telecommunication systems, no video 
games, no pocket calculators, and no digital wristwatches.

Figure 12.1 shows the evolution of the number of MOS tran-
sistor per chip vs. calendar year, known as “Moore’s law.” Note 
that the vertical axis has a logarithmic scale. The effective length 
of the transistor, L, is the distance between the source and the 
drain in a region called the “channel region” where the electro-
statics and the current flow are controlled by the gate. When 
the effective gate length becomes too small, the gate loses the 
control of that region and the so-called short-channel effects 
appear. These effects increase the OFF current of the device 
and render the current dependent of the drain voltage. In the 
most extreme cases, the transistor can no longer be turned off. 
The effective length of MOSFETs has shrunken from 10 μm in 

1971 (Intel• 4004 processor) to 1 μm in the early 1980s, 0.1 μm 
in 2000, and 10 nm dimensions should be reached around 2015. 
Short-channel effects become so important in classical, planar 
MOSFETs with dimensions below 5 nm that new device struc-
tures that improve the electrostatic control of the channel by 
the gate are being explored. These devices are called multi-gate 
MOSFETs. They basically are silicon nanowires with a gate elec-
trode wrapped around the channel region. This device architec-
ture maximizes the control of the electrostatics in the channel 
region and allows one to reduce the effective channel length to 
sub-10 nm dimensions. At those dimensions, quantum transport 
effects start to kick in, and device simulators need to incorporate 
the Schrödinger equation to accurately model the transistor’s 
electrical characteristics. Of course, the reduction of transistor 
size goes hand in hand with the increase of transistors on a chip. 
The first 32 Gb flash memory chips made using a 40 nm tech-
nology were announced in 2006. Each of these chips contains 
over 32 billion transistors. The number of transistor per chip is 
literally reaching astronomical proportions, considering that 
the 400 Gb mark will be reached around the year 2020. When 
this milestone is reached, there will be as many transistors on 
a single chip as there are stars in the Milky Way (Figure 12.1).

In 2008, the effective gate length of transistors that are 
used to fabricate microprocessors is 22 nm, and the thickness 
of the gate insulator is approximately 1 nm. Fully functional 
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“gate-all-around” transistors made in a silicon nanowire with 
a diameter of only 3 nm, that is, roughly the same diameter as 
a carbon nanotube, were reported in 2006 (Singh et al. 2006). 
Although these transistors are not formally called “nanoelec-
tronic devices,” they are clearly of nanometer dimensions. 
Strictly speaking, the nanoelectronics era has already begun.

Section 12.2 describes the evolution of the MOS transistor as its 
structure reaches nanometer dimensions: new materials are used to 
optimize electrical conductivity and dielectric constant, semicon-
ductor alloying and the introduction of stress are used to increase 
carrier mobility, and novel transistor geometries are employed to 
increase the electrostatic control of the channel by the gate.

12.2  Evolution of Silicon Processing: 
technology Boosters

In the 1980s, only a handful of elements were used in silicon 
chips: boron, phosphorus, arsenic, and antimony for doping the 
silicon, oxygen, and nitrogen for growing or depositing insula-
tors, and aluminum for making interconnections. A few ele-
ments, such as hydrogen, argon, chlorine, and fluorine are used 
during processing in the form of etching plasmas or oxidation-
enhancing agents. Sulfur is used in sulfuric acid to clean wafers. 
In the 1990s, a few more elements were added to the list, such as 
titanium, cobalt, and nickel, used to form low-resistivity metal 
silicides, tungsten, used to form vertical interconnects known as 
“plugs,” and bromine, used in a plasma form to etch silicon. The 
2000s saw an explosion in the number of elements used in sili-
con processing: lanthanide (rare earth) metals are being used to 
form oxides with high dielectric constants (high-k dielectrics), 
carbon and germanium are used to change the lattice param-
eter and induce mechanical stresses in silicon, fluorides of noble 
gases are used in excimer laser lithography, and a variety of met-
als are used to synthesize compounds that have desirable work 
functions or Schottky characteristics. Virtually all elements are 
used, with the notable exception of alkaline metals, which create 
mobile charges in oxides, and, of course, radioactive elements 
(Figure 12.2).

The use of new elements to obtain new desirable properties is 
a technology booster that has made it possible to extend the life 
of CMOS and reduce dimensions beyond barriers that were pre-
viously considered insurmountable. For instance, the reduction 
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of gate oxide thickness below 1.5 nm leads to a gate tunnel current 
that quickly becomes prohibitively high. Replacing silicon diox-
ide by a high-k dielectrics such as hafnium oxide (HfO2), which 
has a dielectric constant of 22 (vs. 3.9 for SiO2), allows one 
to increase the thickness of the gate dielectric by a factor 22/3.9 = 5.5 
without reducing the gate capacitance (i.e., the current drive of 
the transistor). The use of new gate dielectrics gave rise to the 
notion of equivalent oxide thickness, EOT, which is defined by 
the relationship EOT = td(εox/εd), where td is the thickness of the 
dielectric layer, and εox and εd are the permittivity of silicon 
dioxide and the dielectric material, respectively. For example, a 
4 nm thick layer of HfO2 is electrically equivalent to an SiO2 layer 
of 0.7 nm.

To improve the properties of transistors, another technology 
booster is commonly used: stress. Compressive stress increases 
hole mobility in (110) silicon (i.e., in the direction of current flow 
of most transistors), while tensile stress increases electron mobil-
ity. Mobility can also be modified by using Si:Ge or Si:Ge:C alloys. 
Compressive stress can be induced in the channel region of a 
transistor by introducing germanium in the source and drain. 
The resulting “swelling” of the silicon in the source and drain 
compresses the channel region situated between them. Tensile 
stress can readily be obtained by depositing a silicon nitride 
contact-etch stop layer on top of the device. Mobility (and thus 
speed) improvement in excess of 50% can be obtained using 
stress techniques.

The third technology booster deals with the physical geom-
etry of the transistor and is worth being described in detail. As 
the dimensions of the transistors are shrunk, the close proxim-
ity between the source and the drain reduces the ability of the 
gate electrode to control the potential distribution and the flow 
of current in the channel region, and undesirable effects, called 
the “short-channel effects” render MOSFETs inoperable. For all 
practical purposes, it seems impossible to scale the dimensions 
of classical “bulk” MOSFETs below 15 nm. If that limitation 
cannot be overcome, Moore’s law would reach an end around 
year 2012.

Short-channel effects arise when electric field lines from 
source and drain affect the control of the channel region by 
the gate. These reduce the threshold voltage VTH according to 
the expression VTH = VTH∞ − ΔVTH − DIBL where VTH∞ is the 
threshold voltage of a long-channel device, ΔVTH is the “thresh-
old voltage roll-off,” due to the sharing of the space charge 
region underneath the gate between the gate, and the unbiased 
source and drain junctions, and DIBL is the “drain barrier low-
ering” which results from the increase of the share of the space 
charge region related to the drain junction when the drain 
voltage is increased. Short-channel effects can be minimized 
by reducing the junction depth and the gate oxide thickness. 
They can also be minimized by reducing the depletion depth 
through an increase in channel doping concentration. In mod-
ern devices, however, practical limits on the scaling of junction 
depth and gate oxide thickness lead to a significant increase of 
short channel effects and excessively large values of DIBL can 
quickly be reached.

12.3 Nonplanar Multi-Gate transistors

The field lines in MOS transistors are illustrated graphically in 
Figure 12.3. In a bulk device (Figure 12.3A), the electric field 
lines propagate through the depletion regions associated with 
the junctions. Their influence on the channel can be reduced 
by increasing the doping concentration in the channel region. 
In very small devices, unfortunately, the doping concentra-
tion becomes very high (>1019 cm−3), which degrades carrier 
mobility. The situation can be improved by making the tran-
sistor in a thin film of silicon atop of an insulator. The silicon 
film is thin enough that it is fully depleted of majority carriers 
when a gate voltage is applied. Such a device is called fully 
depleted silicon-on-insulator (FDSOI) MOSFET. In FDSOI 
devices, most of the field lines propagate through the bur-
ied oxide (BOX) before reaching the channel region (Figure 
12.3B). Short-channel effects can be further reduced by using 
a thin buried oxide and an underlying ground plane. In that 
case, most of the electric field lines from the source and drain 
terminate on the buried ground plane instead of the channel 
region (Figure 12.3C). This approach, however, has the incon-
venience of increased junction capacitance and body effect 
(Xiong et al. 2002).

A much more efficient device configuration is obtained by 
using the double-gate transistor structure. This device struc-
ture was first proposed by Sekigawa and Hayashi in 1984 and 
was shown to reduce threshold voltage roll-off in short-chan-
nel devices (Sekigawa and Hayashi 1984). In a double-gate 
device, both gates are connected together. The electric field 
lines from source and drain underneath the device terminate 
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FIGURE 12.3 Encroachment of electric field lines from source and drain 
on the channel region in different types of MOSFETs: (A) Bulk MOSFET, 
(B) fully depleted SOI MOSFET, (C) fully depleted SOI MOSFET with thin 
buried oxide and ground plane, (D) double-gate MOSFET.
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on the bottom gate electrode and, therefore, cannot reach the 
channel region (Figure 12.3D). Only the field lines that propa-
gate through the silicon film itself can encroach on the chan-
nel region and degrade short-channel characteristics. This 
encroachment can be reduced by reducing the silicon film 
thickness.

Further improvement of short-channel effect control can be 
achieved by using a gate electrode that is wrapped around three 
sides of the channel region. The resulting device is known as a 
triple-gate FET, a term that includes the quantum-wire silicon-
on-insulator (SOI) MOSFET (Baie et al. 1995) and the tri-gate 
MOSFET (Doyle et al. 2003, Kavalieros et  al. 2006). The elec-
trostatic integrity of triple-gate MOSFETs can be improved by 
extending the sidewall portions of the gate electrode to some 
depth in the buried oxide and underneath the channel region, 
which results in the formation of a Π-gate MOSFET (Park et al. 
2001) or an Ω-gate FET (Yang et  al. 2002, Ritzenthaler et  al. 
2006). The best possible electrostatic of the gate is obtained 
using “four” gates, or a gate that is wrapped around all sides of 
the channel region, thereby forming a gate-all-around silicon 
nanowire transistor (Singh et al. 2006). Using a combination of 
technology boosters, that is, using a tri-gate device in conjunc-
tion with strained silicon, a metal gate and/or high-k dielectric 
as gate insulator can be used to further enhance the perfor-
mances of the device (Krivokapic et al. 2003, Andrieu et al. 2006, 
Kavalieros et al. 2006).

The quality of the electrostatic gate control over the channel 
can be expressed using a simple expression that can be derived 
from Poisson’s equation (Colinge 2007a,b). It is found that short 
channel effects are basically nonexistent if the effective channel 
length is five times larger than that of a value called the “natural 
length” of the device, and noted λ. The natural length is given by

 
λ ε

ε
≅ si

ox
si oxn

t t

where
tsi and tox are the thickness of the silicon film and the gate 

dielectric
εsi and εox is the permittivity of the silicon and the gate dielec-

tric, respectively
n is the equivalent number of gates (ENG)

The ENG is basically equal to the physical number of sides of 
the devices covered by a gate and it expresses how efficiently 
the gate controls the electrostatics in the channel, assuming 
a square cross section (Wsi = tsi). In a single gate device, n is 
equal to unity, n = 2 in a double-gate device, n = 3 in a tri-gate 
configuration, n = 4 in a gate-all-around (4 gates device), and 
n ≈ π in a π-gate device (Lee et al. 2007). The Ω-gate struc-
ture is a π-gate configuration with a larger lateral extension of 
the gate electrode underneath the channel region. The Ω-gate 
MOSFET has an effective number of gates larger than a π-gate, 

but smaller  than a 4-gate device. The different configurations 
are shown in Figure 12.4.

Short-channel effects are absent if the effective gate length 
is larger than seven to eight times the natural length, λ. This 
behavior is common to all gate configurations. Acceptable 
level of short-channel effects (DIBL < 50 mV and subthreshold 
slope <75 mV/decade) are obtained if the effective gate length, 
L, is smaller than 4λ (Figure 12.5) (Lee et al. 2007). Thus, for 
instance, to have the same short-channel behavior than a gate-
all-around device, a single-gate SOI transistor needs to be made 
in a silicon film that is twice as thin.
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12.4 the rise of Quantum Effects

As long as the cross section of the transistor stays above 10 nm 
classical models using the Poisson equation and drift-diffusion 
can be used. In smaller devices, however, quantum confinement 
of the electrons in two directions (perpendicular to the current 
flow) introduces some fundamental changes in the electronic 
properties of silicon. It is now necessary to solve the Schrödinger 
equation in conjunction with the Poisson equation. The density 
of states (DoS) for electrons in the conduction band in a three-
dimensional crystal is a square root function of the electron 
energy: DoS co≈ −E E , where Eco is the minimum energy in 
the conduction band. In a two-dimensional crystal, the elec-
trons are confined in one direction of space and free to move 
in the two other directions. As a result, energy subbands are 
formed within the conduction band. Each subband corresponds 
to a discrete energy level Enz = ħ2/2m(πn/tsi)2 in the direction of 
confinement, z, and free motion in the two other directions of 
space (x and y). In this relationship, m is the mass of the electron, 
tsi is the crystal thickness in the z direction, and n = 1, 2, 3,…. 
Within each subband the density of states is constant and thus 
independent of the electron energy: DoS = (m/ħ2πtsi) (Ando 
et al. 1982). In a one-dimensional crystal, where the electrons 
are confined in two directions of space and free to move in the 

third direction, energy subbands are formed within the conduc-
tion band. Each subband corresponds to a discrete energy level 
Emnyz = ħ2/2m[(πm/Wsi )2 + (πn/tsi )2] in the directions of confine-
ment, y and z, and free motion in the third directions, x. In this 
relationship, tsi is the crystal thickness in the z direction, Wsi is 
the crystal width in the y direction and m and n = 1, 2, 3,…. 
Within each subband the density of states is shaped as a peak as 
a function of the electron energy: DoS ≈ (E − Enmyz)−1/2 (Davies 
1998). This is illustrated in Figure 12.6, which shows the DoS 
as a function of energy in a tri-gate transistor with a thickness 
and width of 5 nm × 5 nm (Figure 12.6A) and a similar device 
with a thickness and width of 100 nm × 5 nm (Figure 12.6B). The 
density of states in 3D silicon is shown as well for comparison. 
In the device with the smaller section the DoS shows a series of 
peaks, which is characteristic of a one-dimensional system. In the 
taller device, the peaks gather to form steps of a staircase. Each 
step of the staircase corresponds to an energy subband of a 2D 
system. An ideal 2D device would be infinitely tall, while the one 
simulated here has a thickness of only 100 nm. One nonetheless 
can observe that the curve tends to a series of steps having each a 
constant DoS value, which is characteristic of an ideal 2D system 
(Colinge 2007a,b).

The confinement of carriers also modifies the spatial distri-
bution of the electrons in the transistor. Let us take the exam-
ple of a pi-gate device. Classical simulation tools predict that 
inversion channels form preferentially along the corner edges 
of the device (Figure 12.7A). A simulation of the same device 
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that includes Schrödinger’s equation paints a very different fig-
ure: in this case, the electrons are confined to one or two chan-
nels located midway between the center of the device and the 
top corners (Figure 12.7B). Under the particular bias condi-
tions used in Figure 12.7B the device is near saturation and the 
channel emanating from the source splits into two channels 
near the drain. Quite clearly, quantum confinement has pro-
found influences on the electron distribution and, therefore, 
on scattering and transport mechanisms (Kim and Lundstrom 
2008).

12.5 Carbon Nanotube transistors

Carbon (C), silicon (Si), and germanium (Ge) are group IV ele-
ments, a description used to indicate that these elements share 
the same column in the periodic table of the elements. Another 
way of stating that all three are group IV elements is to say that 
they share the same configurations for their outer shell elec-
trons. One consequence is that C, Si, and Ge can occur natu-
rally in the diamond structure; see Figure 12.8A. Carbon is also 
commonly found in the graphite structure consisting of layers 
of carbon sheets. Each sheet is formed by a monolayer of carbon 
atoms arranged in a close packed hexagonal pattern. A single 
layer or carbon sheet in graphite is known as graphene. Carbon 
nanotubes (CNTs) are graphene strips rolled up into hollow col-
umns or tubes. Carbon in three of its naturally occurring forms, 
diamond, graphene, and nanotube, is depicted within Figure 
12.8. The CNT shown in Figure 12.8C is formed by wrapping 

a single graphene sheet into itself and onto a cylindrical shape. 
Nanotubes formed in this way are referred to as single walled 
carbon nanotubes (SWCNT). Although not difficult to produce, 
SWCNTs were not observed experimentally until 1991 (Iijima 
1991, Bethune et al. 1993). Under typical growth conditions, 
many concentric tubes can form and this structure is referred to 
as multi-walled carbon nanotubes (MWCNT). Graphene can be 
wrapped onto a cylinder in different ways, referred to as the chi-
rality or “handedness” of the nanotube. Specific chiralities give 
rise to different structures that are categorized as “armchair,” 
“zig-zag,” or simply “chiral.” The specific structures give rise to 
different electronic properties for a specific CNT, which may be 
insulating, semiconducting, or metallic. Selecting the chirality, 
and hence controlling a CNT’s electronic properties, remains 
a challenge to the growth and subsequent processing for these 
materials (Ding et al. 2008).

SWCNTs can have diameters of less than 1 nm but they are 
typically found within a range of 1–3 nm diameters, whereas 
their lengths can be on the order of centimeters. For a given 
diameter and chirality, the electronic, thermal, and mechanical 
properties between two SWCNT are well matched as the atomic 
structure of a tube is essentially defect free. This perfect atomic 
structure results in near ballistic transport, i.e., no scattering 
along the tube length, and is an attractive feature suggesting the 
use of CNTs for nanoelectronics. Also, the nanotubes are pre-
dicted to be able to carry current densities of up to three orders 
of magnitude larger (×1000) than typical conductors such as 
copper and aluminium making them attractive for applications 

(A) (B)

(C)

FIGURE 12.8 Carbon in three of its forms: (A) diamond structure, (B) graphene sheet, (C) an example of a carbon nanotube. Note that other 
forms of carbon exist including amorphous carbon and hollow spheres known as the fullerenes.
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in nanoelectronic interconnects. Initially, use for CNTs in 
electronics focuses on two applications: as “vias” between different 
levels of metallization (the “wiring” in an integrated circuit) and 
as the channel material in field effect transistors.

The use of CNT’s as a material to fill vias is motivated by the 
need to have a highly conducting interconnection between two 
metallization layers, and the fact as circuit dimensions shrink, 
the cross sections of the vias also decreases. Extremely nar-
row vias are difficult to fill with conventional material deposi-
tion methods. One alternative is to deposit carbon in molecular 
form, for example, in the form of hollow carbon spheres C60 or 
“buckminsterfullerene.” The radius of the C60 molecule is on 
the order of 1 nm and can readily fill vias with cross sections 
of only a few square nanometers. As the deposited carbon is 
heated with an appropriate catalytic metal at the base of the via, 
CNTs grow. The resulting lengths of the CNTs are easily able to 
span between two metallization layers. However, as mentioned 
previously, it is presently not possible to control during growth 
whether a tube will be insulating, semiconducting, or metallic. 
Hence it is required to grow MWCNTs or bundles of SWCNTs 
to insure that an appropriate number of metallic tubes are con-
tained within the via. This imposes a constraint on the mini-
mum allowable cross section and introduces a statistical element 
to via resistances.

CNT field effect transistors (CNTFETs) are transistors fabri-
cated with a CNT as the channel. In the first demonstrations of 
transistor with a CNT channel, a nanotube is placed from solu-
tion or other means onto an oxidized silicon substrate, and a 
metal layer is deposited and patterned as two metal electrodes. 
The resulting structure is a CNT spanning the gap between a 
metal source and drain (Martel et al. 1998, Tans et al. 1998). 
A cross section of the resulting structure is depicted in Figure 
12.9. These original structures required the CNTs to be depos-
ited and located, followed by the deposition of the electrodes. The 
silicon substrate is used as the gate electrode in a so-called back 
gate configuration, limiting the performance of the transistors 

fabricated in this manner. Typical metals used to form the source 
and drain contacts include but are not limited to Ti, Ni, Al, and Au. 
For semiconducting nanotubes, the metal/CNT junctions form 
a Schottky barrier and it is found that holes are injected into the 
nanotubes resulting in a p-channel MOS transistor. It has been 
determined that thermal treatments of the structures can be 
used to generate a shift in the source/drain Fermi levels, believed 
to be caused by driving oxygen out of the metal, with the result 
that n-channel CNTFET devices can be fabricated (Appenzeller 
et al. 2002).

There are now more sophisticated procedures for fabricating 
CNTFETs including deposited gate oxides and gate electrodes. 
CNTFETs have been fabricated and compared to Si MOSFETs 
and it is found that the CNTFETs can have lower switching 
delays for devices with similar on–off ratios (Javey et al. 2004, 
Seidel et al. 2005). CNTFET device layout and fabrication has 
not been fully optimized for high-frequency behavior, but the 
theoretical predictions for the high velocities achievable for the 
charge carriers in the CNTs and the measured results for high 
frequency performance on non-optimized structures indicate 
that ballistically limited CNTFETS should outperform ballis-
tically limited Si FETs (Guo et al. 2005). However, in order to 
achieve the benefits of CNTs in large-scale integration schemes, 
progress is needed in the placement and controlled growth of 
nanotubes with preselected electronic character.

12.6  Nonclassical transistor 
Structures

Classical transistors are based on the drift and diffusion of elec-
trons and holes due to the presence of the electric fields and car-
rier concentration gradients. Novel transistor concepts based on 
quantum effects such as tunneling through a barrier, intraband 
tunneling, or spin polarization, open the possibility of improved 
performance and new functionality.

12.7 Graphene ribbon Nanotransistors

As mentioned, one of the obstacles to the use of CNTs in nanoelec-
tronics is the ability to grow nanotubes with a specific electronic 
character, that is, insulating, semiconducting, or conducting. 
Recently, the ability to produce single sheets of graphene with 
linear dimensions of micrometers (or “microns”) and with thick-
nesses of a single carbon atom has been achieved (Novoselov et al. 
2004, 2005). In this sense, graphene is a truly “two-dimensional” 
material and displays unique electron properties—it is the only 
two-dimensional material with atomic thickness to be isolated to 
date. Graphene exhibits high conductivity and is being considered 
for use in high-speed electronic transistors. Due to the unique 
electronic structure of graphene, charge carriers move through 
a layer with zero mass and constant velocity. In common with 
CNTs, there is little scattering from defects. However, an ideal 
graphene sheet has a zero bandgap limiting its use in conventional 

S D

Silicon substrate

Oxide

FIGURE 12.9 A CNT transistor in a back gated configuration. In this 
configuration, the CNT is connected between source and drain con-
tacts and sits on an insulating oxide layer. The silicon substrate is used 
as a “back gate.”
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electronic devices, although the unusual behavior of charge car-
riers in the material suggests it may be useful for nonclassical 
electronics. On the other hand, it is known that interactions of 
graphene with a semiconducting substrate can induce a bandgap 
of a fraction of an electron volt resulting in a narrow bandgap 
semiconductor.

Alternatively, for very narrow sheets or “nanoribbons” of 
graphene, the sheet edges can be chemically modified or “ter-
minated” by different atoms or chemical groups. This results 
in a tailoring of the nanoribbon’s electronic structure, and the 
resulting structure is a two-dimensional confined electron gas 
with lateral confinement lengths of only a few nanometers and a 
layer confinement length given by a single atom thickness. The 
material properties of graphene are only now beginning to be 
explored and transistor structures allowing for the introduction 
of local gate-tunable potential barriers within a graphene plane 
have been developed to explore charge transport mechanisms 
(Huard et al. 2007).

12.8 Sub-kT/q Switch

The power dissipated by a switching device is equal to W = 
fC(V2/2), where f is the switching frequency, C is the capaci-
tance of the device, and V is the supply voltage. Quite clearly, 
reducing the supply voltage is the best way to reduce power 
consumption. Unfortunately, transistors, unlike mechanical 
switches and reed relays, cannot switch “instantly,” and require 
a finite input voltage variation to switch from the off state to 
the on state. This behavior is fixed by the energy distribution of 
the electrons, and is a function of temperature T. The thermal 
energy is kT/q, where k is the Boltzmann constant, and q is the 
electron charge. At room temperature, the current in the best 
possible transistor needs an increase of input voltage of 60 mV 
to increase a decade (a 10-fold increase). This limit is referred 
to as the 60 mV/decade subthreshold slope. Thus, if one uses a 
supply voltage of 60 mV, the on/off current ratio of the transis-
tor will only be equal to 10. In a chip that contains a billion of 
transistors, it is mandatory to reduce the off current to the sub-
nanoampere level, which requires on/off current ratios in the 
order of 106 and thus a supply voltage of at very least 600 mV 
(in practice 0.8–1 V to get a decent current drive). Apart from 
cooling the devices in liquid nitrogen (where they require 
only 150 mV to achieve an on/off current ratio of 106), there 
is no real practical solution around the problem. Impact ion-
ization in silicon-on-insulator (SOI) transistors has been long 
known to be capable of reducing the subthreshold slope below 
60 mV/decade (Sundaresan and Chen 1990), but impact ioniza-
tion requires large supply voltages, which defeats the purpose 
of realizing a low-voltage switch. More promising are devices 
based on band-to-band tunneling. Here, the variation of cur-
rent is controlled by the variation of a tunnel barrier rather 
than by a change in electron concentration, which overcomes 
the kT/q limit. Such devices have been simulated and made in 
thin SOI films (Wang et al. 2004) and in carbon nanotubes 

(Appenzeller et al. 2004) but present technological challenges 
such as realizing extremely high doping concentrations in very 
thin films.

12.9 Single-Electron transistor

The single-electron transistor (SET) comprises a source, a drain, 
a gate, and a channel region isolated from the source and drain 
by tunnel junctions. Since this region is usually very small, we 
will call it a “dot.” When a small voltage is applied across a tun-
nel junction, it behaves like a capacitor, but electrons can tunnel 
through the barrier. If a constant voltage is applied to a tunnel 
junction, periodic current pulses, called “Coulomb oscillations,” 
are produced. If the average current through the structure is 
I, the frequency of the Coulomb oscillations is equal to f = I/q, 
each pulse caused by the tunneling of a single electron through 
the barrier. Let us now consider two identical tunnel barriers in 
series (Figure 12.10A) with initial conditions VA = VD = 0 V. If 
voltage VA is decreased, VD is equal to VA/2, since C1 = C2 ≡ C, but no 
current flows through the structure as long as the potential across 
C1 is small enough. At the precise moment where the voltage 
across C1 becomes large enough for an electron to tunnel through 
the junction, the voltage across C1 is equal to VAt−VAt/2 = VAt/2. Note 
that the voltage across C2 is also equal to VAt/2. When an electron 
tunnels into the dot, VD jumps from VAt/2 to VAt/2−qC2 (VA and 
VD are negative values). At that moment, the voltage across C1 
drops to VAt/2 + qC that is smaller than VAt/2 in absolute value, 
which inhibits the tunneling of another electron from the source 
into the dot. The voltage across C2, on the other hand, is equal 
to VAt/2−qC that is larger than VAt/2 in absolute value, and the 
electron that was “stored” in the dot can now tunnel through 
C2, giving rise to a drain current. In that process, the potential 
across C1 is now increased above the critical value for tunnel-
ing, and the process repeats itself. The device is thus conducting 
if the applied voltage is larger, in absolute value, than a critical 
value, VAt. A more detailed analysis concludes that VAt = −q/2C 
(Wasshuber et al. 1997). The region where no current flow is per-
mitted (VAt < VA < −VAt with VAt < 0) is called the “Coulomb gap” 
(Figure 12.10B).

If we add a gate electrode that is capacitively coupled with the 
dot, we obtain a single-electron transistor. The dot potential, and 
thus the current flow, can now be modulated by the gate voltage. 
Depending on the gate voltage a discrete number of electrons 
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FIGURE 12.10 (A) Two tunnel barriers, C1 and C2, in series. (B) I–V 
characteristics of a double tunnel barrier structure.
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(or holes, n = …−2, −1, 0, 1, 2,…) can be stored in the dot, which 
produces a series of Coulomb gaps. These can be observed in 
the VG−VA plane as a series of rhombus-shaped regions where no 
current flows through the device (Figure 12.11).

12.10 Spin transistor

Another nonclassical device is based on the manipulation of 
information not by a transfer of charge, but by a transfer or 
modification of electron spin. “Spintronics,” in analogy with 
“electronics” groups a series of devices that use electron spin 
instead of charge flow to carry information. One advantage of 
spin over charge is that spin can be easily manipulated by exter-
nally applied magnetic fields, a property that has been utilized in 
magnetic storage technology for many years (Das Sarma 2001). 
Spin transistors involve the injection of spin-polarized electrons 
from an emitter made out of a ferroelectric material into a semi-
conductor. A ferroelectric gate is used to either conserve the spin 
or reverse it as the electrons flow through toward the collector. 
The collector is ferroelectric, with the same spin as the source. 
The electrons will reach the collector if their original spin has 
been conserved, but if they are no longer aligned with the direc-
tion of magnetization of the collector, no current can pass.

12.11 Molecular tunnel Junctions

The idea using single molecules as circuit elements along with 
a proposal for building a molecular rectifier dates back over 30 
years (Aviram and Ratner 1974). However, experimental devel-
opments to explore the use of single molecules in electronics 
did not significantly advance until the introduction of scanning 
probe microscopy (SPM) and the use of break junctions to mea-
sure current voltage characteristics for nanometer scale objects. 
Measurement of currents across single molecules has been 
investigated for just over a decade (Reed et al. 1997). State of the 
art photo- and e-beam lithography is not able to reliably produce 
metal lines with gap spacing of less than 1 nm as needed to con-
tact single molecules. SPM and break junction methods allow for 

molecules to span gaps of a nanometer or less formed between 
two metal electrodes. The motivation for using SPM and break 
junctions to form molecular tunnel junctions is similar, and we 
briefly describe the formation of a break junction gap used in the 
investigation of molecular electronics.

In Figure 12.12, the idea behind a break junction is illustrated. 
Two triangular metal regions are patterned on a polymer sub-
strate and they meet at the “apex” formed by each of the triangular 
regions. A piezoelectrically activated piston stretches the poly-
mer layer leading to the “breaking” of the metal junction. Since 
piezoelectric actuation can be controlled on an Ångström-scale, a 
gap spacing of a few atomic lengths can separate the metallic con-
tacts formed. Many ingenious methods for trapping molecules in 
the resulting gaps have been devised, but it remains true that the 
detailed structure of the resulting molecular junctions remains 
largely undetermined. Given the ability to trap single molecules 
in the gaps and to measure the current–voltage characteristics for 
simple tunnel junctions, many experiments and calculations of 
the currents across molecules have been performed (Cuniberti 
et al. 2005). A typical atomistic view of a single molecule bonded 
between two metal electrodes is given in Figure 12.13.

Although there remain discrepancies between different mea-
surements, different theoretical treatments, and between theory 
and experiment, there is convergence and improvement in the 

n = –2 n = –1 n = 1 n = 2 VG

VA

n =0

FIGURE 12.11 Current flow in an SET in the VG–VA plane. The shad-
owed areas indicate regions of the VG–VA plane where Coulomb block-
ade prevents current flow and n = −2, −1, 0, 1, 2 indicates the number of 
electrons stored in the dot. Outside these regions, the current increases 
with the gate voltage.

A
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C

FIGURE 12.12 Schematic of a break junction experiment: Two trian-
gular metal patterns A are deposited on a polymer substrate B and meet 
at a “point.” The piston C under the substrate is piezoelectrically actuated 
causing the polymer layer to stretch resulting in the metal contacts to 
separate producing gaps of less than 1 nm.

FIGURE 12.13 A “ball and stick” representation of the atomic posi-
tions and bonding structure of a 4,4′-biphenyldithiol (BPD) molecule 
bonded between two metal electrodes. Electrode atoms are metals, 
often gold is used. The “apex” of the electrode is a “linker”, in this case 
a sulphur atom. The two molecular rings are formed by carbon atoms 
and “saturated” by hydrogen bonds.
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reproducibility of the measurements of current–voltage char-
acteristics in the experimental measurements on, for example, 
simple prototypical molecular junctions such as benzene dithiol 
(BDT) molecule, which is a benzene ring attached to the metal 
contacts through sulfur end groups (Reed et al. 1997, Dadosh 
et al. 2005, Lörtscher et al. 2007, Martin et al. 2008). Current 
experimental estimates for the resistance for a BDT molecule 
bonded between gold electrodes range between several MΩ to 
tens of MΩ. Early theoretical predictions often predicted cur-
rents orders of magnitude higher than those experimentally 
observed, and at least some of the reasons for these discrepan-
cies have been identified and resolved (Delaney and Greer 2004, 
Lindsay and Ratner 2007). Theoretical predictions are now 
capable of predicting currents across molecular tunnel junctions 
within experimental uncertainties (Fagas and Greer 2007).

In Figure 12.14A, a representation of molecular tunnel junction 
is given in terms of an energy level diagram. On the left and right 
of the junction, the electrodes are represented as a set of dense 
energy levels characteristic of metals. Between the two electrodes, 
a few widely spaced energy levels represent the molecular region. 
For typical molecules being investigated in tunnel junctions, the 
molecular energy level spacings are on the order of an electron 
volt. If we take the Fermi level as the highest energy level in the 
electrodes, it is seen that in Figure 12.14A, one of the molecular 
levels lies above the Fermi energy and the other lies below. Hence, 

the highest energy level on the molecule is unoccupied and the 
lower level is filled. If a small voltage is applied across the junc-
tion, and if it is assumed that little current can flow through the 
lower occupied level (the electrons on the left and right “block” 
each other and current cannot flow), then it is seen that electrons 
leaving the electrodes near the Fermi level have no electronic 
states to flow across. The molecule in this case represents a barrier 
to the electrons, which must tunnel from the electrode at a lower 
voltage to that of a higher voltage. In this case, the current flow 
is described as nonresonant tunneling. As the voltage V across 
the tunnel is increased, the energy levels in the left and right elec-
trodes are shifted up and down by ε + eV/2 and ε − eV/2, respec-
tively, with the voltage converted to energy by multiplication of 
the electronic charge e. This leads to a situation where the unoc-
cupied level on the molecule becomes “resonant” or aligned with 
an electrode energy level on one side of the molecular junction 
allowing current to flow freely between the electrodes as shown 
schematically in Figure 12.14B. In this case, the current across the 
molecule is due to resonant tunneling. These considerations can 
be quantified by what is commonly referred to as Landauer’s 
formula (Datta 1997, Imry and Landauer 1999)

 
I e

h
T f f d= −∫2 ( )[ ( ) ( )] ,L Rε ε ε ε

with h Planck’s constant. In this picture, states occupied in 
both the left and right electrodes “block” the current flow. This 
is described as the difference between the Fermi occupations 
[ fL(ε) − fR(ε)] for each state of energy ε in the left and right elec-
trodes, respectively. For states that are not blocked, current can 
flow with transmission T(ε). In Figure 12.14C, a typical current–
voltage (IV) characteristic for a molecular junction is shown. 
At low voltages, the electrode states on one side of the junction 
become “unblocked” and current can flow, but there is no molec-
ular state in the voltage window that allows electrons to traverse 
the molecule. The nonresonant tunneling behavior of the junc-
tion then implies a low value for the transmission coefficient 
and a corresponding small current. As a molecular state enters 
the voltage window as in Figure 12.14B, the transmission coef-
ficient at energy ε increases substantially and results in a sudden 
increase in the current as the voltage increases. In Figure 12.14C, 
the onset of the resonant tunneling regime is clearly marked at the 
sudden increase in current above and below ±2 V.

Much of the recent work in molecular electronics is focused 
on describing the physics of current flow on a nanometer scale. 
There is effort needed to understand how to build switching or 
logic functions into a single molecule at a level that meets the 
stringent electronics requirements in terms of reproducibility, 
integration, and reliability, or indeed to pursue new functions 
for molecular electronics (Galperin et al. 2008). To explore the 
use of molecular electronics, efficient simulations of the behav-
ior of molecules embedded into electronic circuits needs to be 
developed in a manner that allows the device models to be incor-
porated into circuit design methods (Fransson et al. 2006), but 
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FIGURE 12.14 (A) An energy level diagram of a molecular tunnel 
junction. The dense set of electron states on the left and right represent 
the electrodes; the discrete set of widely separated states represents the 
molecule in the junction. (B) As a voltage is applied, the electrode states 
are shifted and the unoccupied molecular energy level enters the volt-
age window. (C) A representative current–voltage characteristic for a 
molecular tunnel junction. (After Delaney, P. and Greer, J.C., Phys. Rev. 
Lett., 93, 036805-1, 2004.)
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this work can be characterized as in its infancy. The goal in these 
approaches is to develop analytical models combining meso-
scopic quantum transport equations with information about the 
molecular junctions determined from electronic structure cal-
culations. Unknown physical parameters are then extracted by 
fitting to measurements of electron transport across molecular 
tunnel junctions, for example, for the prototypical case of ben-
zene-1,4-dithiol bonded between gold electrodes. The coupling 
strength of the molecule attached to the metal electrodes is dif-
ficult to measure or calculate, so this parameter is extracted by 
minimizing the difference between the model predictions and 
measured data. The resulting model can be used to reproduce 
the IV characteristics for a molecule in a manner similar to that 
used for conventional compact models of transistors.

12.12  Point Contacts and Conductance 
Quantum

There is a remarkable consequence of Landauer’s formula. In 
Figure 12.15, a pictorial representation of a break junction is 
given with a single atom bridging between two electrodes. It has 
been demonstrated using high-resolution transmission electron 
microscopy that a single atom can be reproducibly trapped in the 
break junction just prior to breaking of the junction (Rodrigues 
et al. 2000). For these junctions, a single atomic state can be in 
resonance with the electrodes and the transmission can be near 
ideal with T ≈ 1 within the applied voltage window. Landauer’s 
formula predicts the conductance in this case to be g = ∂I/∂V ≈ 
2e2/h, corresponding to a resistance of approximately 12.9 kΩ. 
This result indicates for a single quantum “channel” with perfectly 
ballistic transmission T = 1, there is an intrinsic resistance known 
as the “contact resistance.” This resistance cannot be eliminated 
for a quantum conduction channel and in this sense, resistance is 
quantized per ballistic conducting channel. For metals with many 
parallel conducting channels, this intrinsically quantum effect 
is not noticeable. However for quantum scale conductors with a 
few or only one conducting channel, the contact resistance is sig-
nificant and has been observed both in low-dimensional semicon-
ductor devices (van Wees et al. 1988, Wharam et al. 1988) and for 
atomic point contacts (Scheer et al. 1998).

12.13  atomic-Scale technology 
Computer-aided Design

The continued down scaling of MOSFETs and the exploration 
of nonclassical transistor structures impose new requirements 
for technology computer-aided design (TCAD). For the “end-
of-the-roadmap” silicon devices and for transistors relying on 
quantum mechanical effects for their operation, explicit atomic-
scale structures of the devices and the ability to predict quan-
tum behavior needs to be included in TCAD tools. Methods 
from computational chemistry and physics are being coupled 
to TCAD tools for design at the atomic and molecular length 
scales, and this represents a true change in simulation philoso-
phy. Microelectronics device design was incremental for much 
of the period 1960–2000; few revolutionary technology changes 
were needed. Hence, parameterizations and simulations opti-
mized for a production technology generation were adequate 
to predict properties for the design of the next technology gen-
eration. As the new technology generation was developed, re-
parameterizations of the models were then made to refine and 
optimize transistors and circuits. In this way, technology design 
and manufacture leapfrogged one another forward. Now, the 
fields of molecular electronics, quantum computation, as well as 
classical alternatives are actively under investigation as means 
to overcome anticipated technology limitations. Hence, the 
nature of TCAD simulation is changing: instead of predicting 
incremental changes to existing technologies, new TCAD tools 
must be able to assess proposed candidates from a large set of 
replacement technologies in order to remain useful. And, useful 
has a rigorous definition in this field—TCAD simulation must 
be capable of reliably assessing new technologies, be cheaper 
and faster than design-by-trial strategies, with the constraints 
including design cycle time, cost, and accuracy.

The technology simulation community is not starting from 
scratch in terms of atomic scale and quantum computations. The 
development of algorithms and programs dates back to early days 
of quantum theory (Hartree 1928). However, the development of 
algorithms and programs were not written with nanoelectronic 
TCAD needs in mind and with means for treating open quantum 
systems, that is, systems that exchange charge or energy with their 
environment as needed to describe transistors and other circuit ele-
ments driven by voltage sources are currently under development.

In Figure 12.16, a simple graphical representation of Moore’s 
law deduced from the minimum transistor feature size is com-
pared to the system sizes accessible to atomistic and ab initio 
calculations. Clearly increased computing power and memory 
resources have allowed for computation and simulation at larger 
and larger sizes. In the diagram, we have differentiated between 
ab initio calculations, which directly solve the electronic 
Schrödinger equation, and much less accurate but computa-
tionally cheaper atomistic simulations. Atomistic simulations 
rely on simple empirical models of atom–atom interactions, but 
cannot deliver any information about the electronic structure 
of materials. They require, however, many orders of magnitude 

FIGURE 12.15 A “ball and stick” representation of quantum point con-
tact. In this case, a single atom is located at the center of the junction.
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less computational power for their description of matter and 
their use in the pharmaceutical and chemical industries is wide-
spread. As a crude rule of thumb, accurate ab initio electronic 
structure codes can treat systems with a few hundred atoms 
to thousands of atoms, whereas atomistic methods can handle 
system sizes up to several tens of millions of atoms. Within a 
multiscale approach, atomistic simulations can be used to model 
aspects of the growth and processing of nanoscale structures. 
The electronic structure and charge transport in these systems 
can then be determined from ab initio techniques.

12.14 Conclusion

The size of transistors produced during the last 30 years by the 
microelectronics industry has shrunk by a factor of a hundred, 
from a few micrometers to a few tens of nanometers. As the limits 
of classical planar architecture are being reached, new transistor 
structures based on nanowire geometries are used to push the 
scaling down to nanometer dimensions. Quantum effects then 
begin to emerge, and the electrical characteristics of transistors 
no longer follow the predictions of classical simulation tools. The 
new behaviors imposed by quantum mechanics, on the other 
hand, pave the way for a new generation of devices with quantized 
current transport and nonconventional switching mechanisms.
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13.1 Introduction

A metal nanolayer-base transistor is a transistor with a metallic 
layer with nanometric thickness sandwiched between two semi-
conductor layers. The metal forms the base and the semicon-
ductors the emitter and the collector. This device was proposed 
and demonstrated at the beginning of the 1960s by Rose (1960), 
Geppert (1962), and Atalla and Kahng (1962). The main char-
acteristic of the device for applied purposes was the expected 
high operation frequency when compared to bipolar transistors 
with low resistance and short transit times in the thin metallic 
nanolayer base.

13.2 Band Diagram

The mechanism of the metal-base transistor can be understood 
by drawing the energy band diagram of the sandwich structure 
with emphasis on the interfaces. The contact between a metal 
and a semiconductor forms a metal–semiconductor (MS) junc-
tion that has a special electric characteristic described indepen-
dently by Schottky (1938) and Mott (1938). These junctions have 
a rectifying electrical behavior due to the presence of a potential 
barrier at the interface between the two materials. In Figure 13.1, 
we illustrate two different ways of performing MS contacts. The 
most common one at the time when metal-base transistors 
(MBT) emerged was by pressing a metallic tip against the sur-
face of the semiconductor (a), known as the point contact, and 
the most reliable one used currently (b), obtained by depositing 
a metallic layer on top of a semiconductor substrate.

The band diagram of an MS contact is displayed in 
Figure 13.2a. The metal, represented by the energy of the Fermi 
level (EFm) and the semiconductor, represented by the bottom 
of the conduction band (EC), and the top of the valence band 
(EV), are in contact and under equilibrium conditions. The 
Fermi level in the semiconductor side (EFS) is close to EC, since 
we are considering an n-type material. In this case, the barrier 

at the interface (qϕb), named the Schottky barrier, is due to the 
flow of electrons from the semiconductor to the metal to attain 
the equilibrium conditions, i.e., EFM − EFS along the two materi-
als corresponding in solid-state physics to the condition of the 
same chemical potential through the whole system. Electrons 
flow to the metal instead of from the metal to the semiconduc-
tor, since we are considering the work function of the metal 
(qϕm) to be higher than the semiconductor affinity (qχS). The 
band banding in the semiconductor is then a consequence of 
the flow of electrons and leads to a depletion region and the 
appearance of an electric field close to the interface. The field 
is contrary to that flow and reaches its maximum intensity in 
the equilibrium condition. Figure 13.2b and c display the band 
banding conditions under direct and reversed bias, respectively. 
Electrons at EFM have to overcome the Schottky barrier with a 
height of qϕb, which is independent of the applied voltage, to 
cross the interface. On the other hand, electrons at the conduc-
tion band of the semiconductor are favored to flow to the metal 
by applying a forward bias as shown in Figure 13.2b. Due to the 
fact that the flow from the semiconductor to the metal is facili-
tated by the external voltage V, the MS interface acts as a diode 
rectifying the current, and the device is named Schottky diode. 
From the point of view of fundamental physics, this device is 
known as a hot-carrier diode. The carriers are injected with 
energy higher than the energy of the Fermi level. In the case 
of silicon, the most used semiconductor in the microelectronic 
industry, the height of the Schottky barrier varies in the range 
of 0.5 and 1.0 eV, this being the energy in excess of the carriers 
entering the metal. In Figure 13.2c, the diode is a reverse bias 
and no flux of charge is expected from both sides of the barrier. 
However, in real devices, a reverse current is always observed 
with a magnitude depending on the thermal ejection of carriers 
over the barrier, and most important, on the existence of defects 
that locally control the transport mechanism. Band diagrams 
similar to the ones shown in Figure 13.2 can also be drawn for 
p-type semiconductors.
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The current density J across an MS interface under the appli-
cation of the external bias voltage V is described by the therm-
ionic emission (TE) theory (Rhoderick and Williams 1988), 
which depicts the transport of carriers injected over the inter-
face barrier qϕb, given by

 J J e e
qV
nkT

qV
kT= −













−

o 1 ,  (13.1)

where
n is the ideality factor
k Boltzmann’s constant
T the absolute temperature
Jo the saturation current density defined as
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o
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−
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where A* is Richardson’s constant, given by

 A qm k
h

* * ,= 4 2

3
π  (13.3)

where
m* is the effective mass
h is Planck’s constant

For silicon, A* is equal to 32 A/cm2 K2 for the p-type and 110 A/cm2 
K2 for the n-type. The ideality factor n, equal to 1 corresponds to 
the case when the TE theory ideally describes the transport of 
charge over the potential barrier. For n > 1 are represented situa-
tions with deviations from the ideal case and are originated by the 
presence of, for example, inhomogeneities and interfacial layers.

Figure 13.3a shows the characteristic J−V curve of a Co/Si-n 
Schottky diode. The Co layer with a thickness of 80 nm was elec-
trodeposited and the contact area was 0.5 cm2. The curve fol-
lows the expected behavior of the TE theory and barrier heights 
and ideality factors of about 0.6 eV and 1.2, respectively, were 
obtained for this system (Zandonay et al. 2008). Figure 13.3b 
shows the characteristic of the diode when the logarithm func-
tion is applied to absolute values of current, i.e., the logarithm 
function was applied to the positive current values in the posi-
tive voltage range and to the negative current values, multiplied 
by −1, in the negative voltage range. This typical representation 
of the diode response is easily obtained through the observation 
of the magnitude of the reverse current and the linear interval of 
the forward current that follows the exponential dependence on 
the voltage predicted by the TE theory.
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FIGURE 13.1 (a) Metal semiconductor contact obtained by pressing 
a metallic tip against the semiconductor surface (point contact). (b) MS 
contact formed by depositing a metallic layer on the surface of a semi-
conducting substrate.
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In an MBT, the metal layer of the base forms two Schottky 
barriers, as shown in Figure 13.4a, one with the emitter, and one 
with the collector. The barriers are placed face-to-face and can 
be polarized independently by applying voltages to the emit-
ter and collector terminals relative to the base terminal. The 
 forward operation mode of the transistor consists in applying a 
forward voltage at the emitter-base diode, to inject carriers into 
the base, and a reverse bias at the collector-base diode, in order 
to assist the collection of carriers crossing the base, as displayed 
in Figure 13.4b.

For the case of n-type semiconductors, as illustrated in Figure 
13.4, the electrons ejected by the emitter have to have enough 
energy to cross the base and overcome the barrier at collector 
side. In order to have current gains close to 1, the collector bar-
rier height should be lower than the barrier height at the emitter 
side and the base thickness should be relatively thin. In other 
words, the number of electrons that reaches the collector is 
reduced by processes occurring when traveling from the emitter 
to the collector through the base, which could be expressed in 
general as

 J JC T E= α ,  (13.4)

where αT is the total transport factor of hot electrons that takes 
into account a series of individual factors, such as electron scat-
tering in the metal base, quantum-mechanical reflection at the 
base-collector interface, and emission and collection efficiency 
due to interaction in the emitter and the collector interfaces 
(Sze 1969). All these processes contribute toward reducing the 
current that is measured in the collector-base circuit. Specifically, 
the base-transport factor, αB, responsible for the scattering of 
the electrons in the base by collisions with electrons, phonons, 
impurities, and defects, can be written as

 α λ
B

B

=
−

e
t

, (13.5)

where λ is the mean free path of the injected hot electrons into 
the base. This dependency indicates that αB, and consequently 

αT, is strongly affected by the base thickness. Typical values for λ 
are a few tens of nanometers as λ = 22 nm observed for electrons 
with a 1 eV crossing Au layer sandwiched between Si-n and Ge-n 
at room temperature (Sze 1969).

13.3 J−V Characteristic

Similarly to bipolar transistors, the MBTs can be characterized 
electrically by measuring the performance of the device in the 
three different configurations: common-base, common-emitter, 
and common-collector. The common-base configuration is the 
most commonly used to obtain the electrical response of the tran-
sistor and to determine the common-base current gain αo, defined 
by the ratio between collector– emitter current densities, i.e.,

 α αo
C

E
T

reverse

E
= = −J

J
J

J
, (13.6)

where Jreverse is the density of the current of the reverse biased col-
lector-base diode. When the ratio between the reverse and the 
emitter current densities is considerable low, it can be neglected 
and αo ≈ αT. In the common-base configuration, a fixed current 
is applied to the emitter and the collector-current density JC is 
measured as a function of the collector-to-base voltage (VCB). 
Figure 13.5 shows the vertical structure of the MBT, with emit-
ter, base, and collector, in planar technology, and the circuit used 
for common-base measurements.

The transistor action for the common-base measurement cor-
responds to collector currents weakly dependent on the applied 
voltage between the collector and the base and strongly dependent 
on the emitter current. Figure 13.6 shows the typical response of 
a metal-base transistor for four different emitter currents densi-
ties, JE1 to JE4 with increasing values, showing a small increase 
of the collector current with the increase of the collector-to-base 
voltage, and the defined stages for the collector current that are 
determined by the intensity of the emitter current. The weak 
dependence of JC on VCB is attributed to a barrier height lowering 
with the reverse applied voltage at the collector Schottky diode 
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FIGURE 13.4 Band diagram of the MBT consisting of a semiconductor-metal-semiconductor planar trilayer structure under equilibrium con-
ditions (a) and under external bias (b). Emitter-base diode forward biased and collector-base diode reverse biased. VCB and VEB are the applied 
voltages at the collector and the emitter relative to the base, qϕbE and qϕbC are the Schottky barrier heights at the emitter-base and collector-base 
interfaces, respectively, and tB is the thickness of the base.



13-4	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

(Sze 1969), and for this reason, the current gain has to be calcu-
lated for a fixed voltage as shown in the figure, where

 αo
C2

E2

reverse

E2
= −J

J
J

J
. (13.7)

13.4 Fabrication

The main concern related to metal-base transistors is the fab-
rication process. It is necessary to prepare a structure with 
metal-semiconductor interfaces that have Schottky barriers and 
reduced losses for the electrons ejected by the emitter. Electronic 
devices are usually based on single crystal semiconductors and 

the growth of semiconductor epitaxial layers on top of metals 
is a difficult issue, requiring sophisticated methods. Epitaxial 
growth is a process whereby the atoms reaching the surface are 
deposited following the same atomic structure (order) of the 
crystalline substrate. Molecular beam epitaxy (MBE), liquid 
phase epitaxy (LPE), and chemical vapor deposition (CVD) are 
techniques that allow the growth of monolithic structures. This 
kind of process increases the production cost and reduces pos-
sibilities of large-scale integration (circuits with a large density 
of devices), requiring ultrahigh vacuum deposition or high tem-
perature fabrication steps.

The pioneering work of Geppert (1962) and Atalla and Kahng 
(1962) were performed by depositing metal layers (base) on top 
of single crystal semiconductor substrates (collector). The emit-
ter was a crystalline semiconductor piece with a tip or a blunt 
corner pressed against the metallic layer (point contact). Geppert 
electrodeposited Cu on n-Ge and contacted with an n-Ge probe. 
Atalla and Kahng deposited Au thin films with thicknesses of 
10 nm on n-Ge and the point contact was n-Si. A few years later, 
Kanô (1964) used a vacuum-evaporated emitter, CdSe, an Au 
thin layer as base, and Ge as the collector to fabricate a struc-
ture with a Schottky barrier height higher at the emitter (0.75 eV) 
and lower at the collector (0.45 eV). However, in all these cases 
described above, the achieved current gains were not more than 
0.5, and others factors, such as reproducibility and rough inter-
faces limited the performance of the device for applications.

To improve the quality of the interfaces, especially since one 
of the main issues to be worked out was the point contacts with 
a low yield of reproducibility, different approaches were tried. 
Brodsky and Deneuville (Deneuville and Brodsky 1978) grew 
amorphous semiconductor layers to surmount the need for 
monolithic structures. The glow discharge-deposition process 
was used for depositing hydrogenated silicon carbide (a-CSi:H) 
as the emitter, and hydrogenated silicon (a-Si:H) as the collector. 
The base was a Pt layer. The barrier heights at the emitter and the 
collector were 0.96 and 0.75 eV, respectively. Though the fact that 
the heights are adequate for the collection process, the common-
base current gain measured was not higher than 0.1.

Moreover, no significant increase in the transfer ratio was 
observed by growing the semiconductor-metal-semiconductor 
(SMS) structure using the epitaxy techniques mentioned above. 
Rosencher et al. (1984) and Hensel et al. (1985) grew monolithic 
Si-CoSi2-Si structures and obtained transistors with character-
istic similar to the one shown in Figure 13.6. The monolithic 
atomic structure obtained by these authors is shown in Figure 
13.7. CoSi2 is a metallic disilicide with a resistivity comparable to 
metals and with a small lattice mismatch (∼1.4%) with Si allow-
ing the epitaxial growth.

Tung et al. (1986) observed high values of αo, as high as 0.95, 
with MBTs grown by MBE. However, they also detected the exis-
tence of pinholes in the base that directly connected the emitter 
to the collector. The electron transfer was in this case mainly 
through the small openings in the base layer, where the barrier 
height is lower than the Schottky height. This mechanism of 
transport is the operation principle behind the permeable-base 
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FIGURE 13.5 Schematic representation of a vertical structure with 
the emitter-base-collector of an MBT in planar technology. The bias 
circuit for common-base characterization is also shown. IE is the cur-
rent source connected in series to the emitter-base circuit and A is the 
current meter connected in series to the collector-base circuit that mea-
sures IC, the collector current, as a function of voltage VCB between the 
collector and the base.
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FIGURE 13.6 Typical common-base characteristic of an n-metal-
n transistor with collector current levels determined by the intensity 
of the emitter current and weakly dependent on the collector-to-base 
reverse voltage.
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transistors (PMT), which incorporate a metal grid as base 
between the emitter and the collector (Bozler and Alley 1980). 
Even though the Si/CoSi2/Si MBT showed a useful and a control-
lable current gain, its fabrication remained a challenge, requir-
ing ultrahigh vacuum deposition and annealing.

The presence of pinholes in the base needs to be checked in 
all cases in order to see if the measured αo is not a misleading 
interpretation of the direct contact between the emitter and the 
collector through the pinholes. A checking procedure was sug-
gested by Rosencher et al. (1986) where the voltage between the 
emitter and the base is measured as a function of the collector-
to-base voltage. The absence of pinholes leads to an independent 
voltage at the emitter-base junction, which is screened by the 
compact metal of the base.

A very significant innovation concerning metal nanolayer-
base transistors was achieved with the advent of the spin transis-
tor. Monsma et al. (1995) fabricated a metal-base transistor with 
a magnetic multilayer at the base. Magnetic multilayers are com-
posed of ferromagnetic (F) and non-ferromagnetic (N) layers, 

with individual layer thicknesses of a few nanometers, and 
show electrical resistance depending on the applied magnetic 
field, a phenomenon known as giant magnetoresistance (GMR) 
(Baibich et al. 1988). Figure 13.8a shows the usual band structure 
of a metal-base transistor with the magnetic multilayer (MM) 
represented at the base. The difference is that in this case, the 
base-transport factor will also depend on the applied magnetic 
field, i.e., αB = αB(H). For a ferromagnetic configuration of the 
multilayer, represented by (↑↑) and indicating the same mag-
netization direction (parallel) for the ferromagnetic layers, the 
magnetoresistance (MR) is low, and for anti-ferromagnetic, with 
the non-ferromagnetic layers aligned anti-parallel (↑↓), the MR 
is high. These two MR levels correspond to distinct αB, αB(↑↑) < 
αB(↑↑), since lower values of MR correspond to less scattering of 
the electrons when crossing the base, and consequently higher 
values of collector current. Figure 13.8b shows a common-base 
characteristic curve of a spin transistor for both configurations 
of the MM, with the excess current for the ferromagnetic con-
figuration named magnetocurrent, quantified as the difference 
ΔJ = J(↑↑) − J(↑↓). The magnetocurrent effect is calculated as 
MC(%) = 100 [(J(↑↑) − J(↑↓)/J(↑↓))]. The device demonstrated 
by Monsma et al. (1995) had initially a Co/Cu/Co multilayer at 
the base, with Co as ferromagnetic and Cu as non-ferromagnetic 
materials, and posteriorly a Pt layer was added to the emitter 
interface to tailor the barrier height relative to the collector 
interface (Monsma et al. 1998).

The magnetoresistance phenomenon is an effect observed at 
nanometer dimensions. It was first described in metallic nano-
layers (Baibich et al. 1988) and subsequently in granular systems 
(Berkowitz et al. 1992, Xiao et al. 1992). It can be understood 
by assuming the model proposed by Mott (1964) that considers 
two channels for the conduction of electrons in ferromagnetic 
metals, one for spin up and one for spin down. The electrons 
transversally crossing a magnetic multilayer are assumed to suf-
fer scattering in the layer with a magnetization contrary to their 
spin orientation. At low magnetic fields, when the magnetic 
multilayer is supposed to be in the anti-ferromagnetic align-
ment, the electron of both spin orientations will suffer scattering 
in alternate layers, and a higher MR will be measured. For high 
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FIGURE 13.8 (a) Band diagram of an MBT with an F/N/F magnetic multilayer (MM) in the base. A metal was added at the emitter interface to 
tailor the barrier height in the emitter relative to the collector. The arrows indicate the direction of the magnetization of the layers. (b) Common-
base characteristic of the spin transistor collector current for both configurations of the multilayer, ferromagnetic (↑↑), and antiferromagnetic 
(↑↓). (After Monsma, D.J. et al., Phys. Rev. Lett., 74, 5260, 1995; Monsma, D.J. et al., Science, 281, 407, 1998.)
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magnetic fields, when the MM is ferromagnetic ordered, the 
electrons in the channel with the same orientation of the magne-
tization of the F layers will not suffer scattering by crossing the 
structure, and the electrons in the other channel will be scattered 
at each F layer. Since the channels are parallel, the total resistance 
will be reduced by the existence of the channel aligned with the 
magnetization of the ferromagnetic ordering of the layers. The 
alignment of the MM will have lower resistance, and the differ-
ence between both magnetic ordering is the magnetoresistive 
effect. Similarly to the magnetocurrent effect defined above, the 
MR effect can be written as MR(%) = 100 [(I(↑↓) − I(↑↑)/I(↑↑))]. 
Figure 13.9a illustrates the scattering of electrons through the 
multilayered structure for both magnetic alignments, and in 
Figure 13.9b, the corresponding magnetoresistance curve when 
the field is varied from negative to positive values is shown.

The main disadvantages of the spin transistor proposed by 
Momsma et al. (1995) were related to the fabrication process that 
requires a vacuum bonding in order to sandwich the ferromag-
netic multilayer between two-device quality silicon substrates, 
and the low transport factor observed (<10−4). However, an easy 
method of fabricating MBTs with high current gains remained 
elusive.

A significant progress toward the fabrication process of 
TBMs was achieved by Meruvia et al. (2004) by using an organic 

semiconductor as the top layer in the vertical structure shown 
in Figure 13.5. A current gain as high as 1 was observed in the 
MBT with fullerene (C60) as the emitter, Au thin layers as the 
base, and n-type silicon as the collector. The device is easy to fab-
ricate since the organic layers can be prepared by regular meth-
ods such as electrodeposition, spin coating, and evaporation, 
and the approach opened the field of MBTs to hybrid structures 
with conducting polymers as the emitter and also as a pseudo-
metallic base (Meruvia et al. 2005). The energy-band diagram of 
organic semiconductors is analogous to the one shown in Figure 
13.4 for inorganic MBTs with barriers at interfaces and for the 
injection of hot carriers.

Most of the work expended on metal nanolayer-base transis-
tors was in n-type devices. A p-type MBT was achieved by elec-
trodepositing cuprous oxide (Cu2O) (Delatorre et al. 2006). This 
semiconducting oxide is a p-type material with a 2.1 eV band-
gap, a factor 2 higher than the band-gap of silicon of 1.1 eV. Figure 
13.10 shows characteristic common-base curves obtained with 
the Cu2O/Co/Si metal-base transistors with Co nanolayers of (a) 
29 nm and (b) 33 nm, which display the transistor action in the 
third quadrant of the graphic as expected for p-metal-p devices.

The differences observed in Figure 13.10 by comparing the 
family of curves for the two base thicknesses used, 29 and 33 nm, 
indicate that the current gain is not only dependent on the 
thickness of the metallic layer but also that different transport 
mechanism are acting. For the 29 nm case, the collector current 
saturates at levels that are proportional to the emitter current, 
corresponding to a constant current gain. However, for 33 nm 
the IC plateaus are not linear with IE. When the test suggested in 
reference Rosencher et al. (1986) and described above to detect 
the presence of pinholes was applied to this p-metal-p transistor, 
a dependence of VEB on VCB was found. As can be seen in Figure 
13.11a, for the thinner base layer, a significant dependence of 
VEB on VCB is observed. This dependency is a signature of the 
presence of pinholes in the base, which were also confirmed by 
the atomic force microscopy image shown in Figure 13.11b. The 
dark regions correspond to areas where no electrodeposition 
occurred, acting then as pinholes, allowing a direct contact of 
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FIGURE 13.9 (a) Model of two channels and antiferromagnetic (↑↓) 
and ferromagnetic (↑↑) ordering in magnetic multilayers. (b) Typical 
curve for the magnetoresistance versus the applied magnetic field in 
magnetic multilayers.
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the emitter with the collector. The bright areas are the Co grains. 
By increasing the base thickness, a considerable reduction in the 
pinholes occurred, since a lower dependence of VEB on VCB is 
observed for 33 nm in Figure 13.11a.

Figure 13.12a shows the dependency of the gain as a function 
of the emitter current for the two thicknesses of Co. The gain is 
equal to 1 and is independent of the emitter current for the case 
where the transistor has a higher density of pinholes. For a lower 
density of pinholes, the dependency of the current gain with the 
emitter current indicates that the gain increases with the energy 
of the ejected electron, i.e., with an increase of the emitter cur-
rent, which is compatible with the view of electrons with higher 
energies being collected more easily at the collector interface. 
Figure 13.12b depicts the expected energy barriers for the p-type 
metal-base transistor in the case of two Schottky interfaces in 
the Cu2O/Co/Si structure and the gradual variation of the bar-
rier in the pinholes where the Cu2O is in contact with p-Si. With 
an increasing base thicknesses, the MBT action dominates the 
PMT one, and on increasing the emitter current, higher gains 

should be observed since the energy of the electrons is higher, 
favoring the overcome of the collector to the base barrier.
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14.1  Introduction

The top-down fabrication techniques, which involve photolitho-
graphic and subsequent etching techniques, have been used 
as conventional methods for device scaling in semiconductor 
industry for integrated electronic systems. However, due to the 
further downscaling of device size, the top-down approach faces 
the limitations of photolithographic/etching techniques as well as 
the increasing costs associated with lithography equipment (Lu 
and Lieber 2007). One promising method to overcome the limi-
tations with the top-down methods is the bottom-up approach, 
which is a unique technique for fabricating functional devices, 
without the use of lithography techniques, through the chemi-
cal synthesis, self-assembly, and the manipulation of nanoscale 
elements such as small molecules, nanoparticles, nanotubes, 
and nanowires (Agarwal 2008). Recently, for the realization of 
integrated electronic systems through the bottom-up approach, 
these nanomaterials have attracted considerable interest due to 
their unique properties such as large surface-to-volume ratio, 
carrier and photon confinement, and high sensitivity. In par-
ticular, various semiconductor nanowires offer great potential 
as building blocks for nanoscale electronic and photonic device 
applications.

Among many semiconductor nanowires, ZnO with the pref-
erentially hexagonal wurzite-type structure has a wide range of 

properties, from metallic to insulating conductivities (including 
n- and p-type conductivities), a direct wide band gap (∼3.4 eV), 
large exciton-binding energy (∼60 meV), radiation hardness, 
high transparency, piezoelectricity, room-temperature fer-
romagnetism, and chemical-sensing effects (Fan and Lu 2005, 
Klingshirn 2007, Schmidt-Mende and MacManus-Driscoll 
2007). In particular, the advantage of large exciton-binding 
energy and a variety of nanostructures with relative cost-
effectiveness provides excellent optical and electrical properties 
as a promising material for blue and ultraviolet optical devices, 
compared with GaN and GaN-based materials. Moreover, since 
ZnO has stronger radiation hardness than other common semi-
conductor materials such as Si, GaAs, CdS, and GaN, ZnO mate-
rials are promising for space applications (Look et al. 1999). In 
recent decades, due to these remarkable properties of ZnO mate-
rials and the demand for further miniaturization by semicon-
ductor technology, tremendous efforts have been devoted to the 
growth and characterization of one-dimensional semiconductor 
ZnO nanostructures (or ZnO nanowires) as well as their versa-
tile applications as a potential material for future nanoelectron-
ics. For example, field-effect transistors (FETs) (Goldberger et al. 
2005), sensors (Dorfman et al. 2006), light-emitting devices (Bao 
et al. 2006), solar cells (Law et al. 2005), as well as logic circuits 
(Park et al. 2005, Yeom et al. 2008) have been extensively inves-
tigated and demonstrated.
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In particular, since nanowire-based FETs are the fundamental 
element for nanoelectronics among these versatile applications, 
ZnO nanowire-based FETs have been fabricated and intensively 
investigated in a typical back-gate configuration due to fabrication 
simplicity (Goldberger et al. 2005, Cha et al. 2006, Chang et al. 
2006). The early studies of ZnO nanowire FETs have focused on 
their device performance (Cha et al. 2006, Chang et al. 2006), 
gas-sensing application (Fan and Lu 2006, Hsueh et al. 2007), 
photodetection (Kind et al. 2002, Fan et al. 2004a,b, Soci et al. 
2007), and chemisorption/photodesorption (Li et al. 2005, 
Suehiro et al. 2006). However, in order to fabricate the functional 
devices from the ZnO nanowires, their fundamental properties 
must be carefully investigated because the presence of a large 
surface and interfacial area in nanowires can profoundly alter 
their performance (Hong et al. 2007, Xiong et al. 2007). Recently, 
there are a few studies on the role of geometric properties, sur-
face states, and passivation on the transport properties of ZnO 
nanowire FETs, specifically on the influence of the presence of 
surface trap states at the interfaces associated with nanowire 
size and surface roughness (Hong et al. 2007, 2008a,b,c). The 
interfaces and interfacial states related to interface roughness 
play an important role not only in nanowire heterostructures, 
but also in the electronic transport properties of nanoscale tran-
sistors as fundamental elements for nanoelectronics (Hastas 
et al. 2002, Wang et al. 2005, Jung et al. 2007, Mieszawska et al. 
2007). In addition, it is well known that metal-oxide semicon-
ductors including ZnO nanostructures are strongly affected 
by the chemical adsorptions of ambient gases (Lagowski et al. 
1977, Kolmakov and Moskovits 2004). Therefore, it is essen-
tial to understand the surface-roughness- and size-dependent 
effects on the electronic transport properties of nanowire tran-
sistors. Moreover, since ZnO nanowires are strongly influenced 
by chemical environments due to large surface-to-volume ratio 
(Goldberger et al. 2005, Li et al. 2005, Fan and Lu 2006, Suehiro 
et al. 2006, Hsueh et al. 2007), it is important to study the passiv-
ation effects of dielectric layer on the transport properties corre-
lated to geometry and adsorbed species on the ZnO nanowires.

In this chapter, we review the basic electrical properties of FETs 
made from ZnO nanowires that were grown by a vapor transport 
method. We demonstrate that the transport properties of ZnO 
nanowire FETs are associated with the surface roughness, nanowire 
size, surface states, and/or defects, as well as the surface chemistry 
in surrounding environments. These explorations will give insights 
not only in understanding the transport properties but also in devel-
oping practically useful applications of nanowire-based devices.

14.2  Background

14.2.1  Basic Physical Parameters of ZnO

The ZnO in wurzite structure, which can be considered as 
a hexagonal close-packed lattice of zinc atoms tetrahedrally 
coordinated with four oxygen atoms, has the primitive trans-
lation vectors a0, b0, and c0 in which a0 and b0 lay in the x–y 
plane and are of equal length, whereas c0 is parallel to the z-axis 

(Figure 14.1). The values of the primitive translation vectors are 
a0 = b0 = 0.3249 nm and c0 = 0.5206 nm at room temperature. The 
ratio c0/a0 of 1.602 deviates slightly from the value c0/a0 = 1.633 of 
the ideal hexagonal structure. The basic physical parameters for 
ZnO are summarized in Table 14.1 (Fan and Lu 2005, Klingshirn 
2007, Schmidt-Mende and MacManus-Driscoll 2007). Based on 
these fundamental physical properties, intense research by many 
groups has been focused on the growth and characterization of 
ZnO nanostructures and their versatile device applications.

In the following we explain briefly the growth by a vapor 
transport method and the characterization of ZnO nanowires 
and the detail fundamental properties of the FETs made from 
ZnO nanowires are explained in Section 14.3.

14.2.2  General Growth Methods 
of ZnO Nanowires

Semiconductor nanowires including ZnO nanowires have 
attracted considerable attention due to their unique prop-
erties, including their high anisotropic geometry and large 
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c
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c0 = 0.5206 nmb0

FIGURE 14.1 Crystal structure of ZnO.

TABLE 14.1 Basic Physical Parameters of ZnO

Property Value

Lattice constants (at T = 300 K)
a0 0.3249 nm
c0 0.5206 nm
a0/c0 1.602 (ideal structure: 1.633)

Density (ρ) 5.606 g/cm3

Melting point 1975°C (2248 K)
Dielectric constant (ε) 8.66
Energy gap (Eg) 3.4 eV
Exciton-binding energy 60 meV
Electron effective mass ( *me ) 0.24
Electron mobility (μe) 200 cm2/V s

Hole effective mass ( *)mh 0.59
Hole mobility (μh) (at T = 300 K) 5–50 cm2/V s
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surface-to-volume ratio. In order to utilize semiconductor 
nanowires for nanoelectronic devices, it is essential to ratio-
nally grow high-quality nanowires with tunable and modulated 
chemical composition, size, and morphology, and to precisely 
control doping concentration with both n- and p-type dop-
ants. To this end, there are many efforts to control the nanow-
ire properties, and numerous growth techniques have been 
developed (Dai et al. 2003, Law et al. 2004, Schmidt-Mende and 
MacManus-Driscoll 2007). In recent years, the interest in ZnO 
nanostructures has increased drastically and many researchers 
have intensively investigated on them. In general, ZnO nano-
structures can be grown by either vapor-phase growth or aque-
ous solution growth methods. In particular, vapor-phase growth 
methods use gas-phase species as the initial starting reactants for 
the nanowire formation, and numerous growth techniques such 
as laser-assisted growth (Sun et al. 2006), chemical vapor depo-
sition (Yang et al. 2002, Park et al. 2003), and thermal evapora-
tion (Dai et al. 2003) have been developed to prepare gas-phase 
species. In these gas-phase production methods, nanowires are 
commonly grown via vapor–liquid–solid (VLS) or vapor–solid 
(VS) mechanisms. VLS process can be regarded as nanowire 
nucleation and growth via Zn accumulation in liquid catalyst 
particle (often Au), supersaturation, precipitation, and oxida-
tion, whereas VS process can be described as one-dimensional 
nanostructure formation from vapor phase precursors in the 
absence of metal catalysts (Law et al. 2004).

14.2.3  Field-Effect transistor

The FET, which is often called a unipolar transistor due to a 
majority carrier device, uses either electrons or holes for con-
duction. The FET is a three-terminal (source, drain, and gate) 
device in which the current through two terminals between 
source and drain is controlled by the gate (Sze 1981, Streetman 
and Banerjee 2000). The conductivity is varied by the elec-
tric field that is produced when the gate–source voltage (VG) is 
increased; the drain–source current (IDS) increases exponentially 
for VG below threshold. The FETs are divided into several forms: 
a junction FET (JFET), a metal-semiconductor FET (MESFET), 
and a metal-insulator semiconductor FET (MISFET) or metal-
oxide semiconductor FET (MOSFET) (Figure 14.2) (Sze 1981, 
Streetman and Banerjee 2000). In the JFET, the control (gate) 
voltage varies the depletion width of a reverse biased p–n junction 
with the channel between the source and drain (Figure 14.2a). 
Similarly, the MESFET is the JFET in which the reverse biased 
p–n junction is replaced by a metal-semiconductor Schottky 
junction (Figure 14.2b) The MOSFET is used to amplify or switch 
electronic signals and generally is consisting of three terminals 
(source, drain, and gate) and substrate (or body) (Figure 14.2c 
through f). In particular, since a gate electrode is separated from 
the semiconductor (substrate) by an oxide, there is effectively no 
dc gate current, and the channel is capacitively coupled to the 
gate via the electric field in the oxide. Furthermore, the FETs are 
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distinguished as depletion-mode (D-mode) and enhancement-
mode (E-mode) types in terms of the turn-on/off position and 
the polarity of the threshold voltage. The D-mode FETs exhibit 
the turn-on of the channel at zero gate bias and negative thresh-
old voltages (Figure 14.2d and f), whereas the E-mode FETs 
exhibit the turn-off at zero gate bias and positive threshold volt-
ages (Figure 14.2c and e). Therefore, D- and E-mode types are 
often called “normally on” and “normally off,” respectively.

The basic current–voltage (I–V) characteristics of FETs are 
shown in Figure 14.3, where the complete set of IDS–VDS (drain–
source current versus voltage) curves are called “output character-
istics” (Figure 14.3a) and IDS–VG (drain–source current versus gate 
voltage) curves are called “transfer characteristics” (Figure 14.3b). 
In particular, the output characteristics are plotted as a function 
of the drain–source voltage (VDS) for various gate voltages (VG) 
and can be divided into three regions: (1) the linear region, where 
IDS increase linearly with VDS for a given VG(>Vth); (2) the satura-
tion region, where IDS no longer increases as VDS increases, i.e., it 
remains essentially constant; and (3) the breakdown region, where 

IDS suddenly increases with the further increase of VDS beyond 
saturation. Figure 14.4 displays the comparison of I–V charac-
teristics between “normally on” (D-mode) FET (Figure 4.4a) and 
“normally off” (E-mode) FET (Figure 14.4b). The main difference 
is the position of the threshold voltage (Vth) along the VG.

14.3  results and Discussion

14.3.1  Growth by a Vapor transport Method 
and Characterization of ZnO Nanowires

ZnO nanostructures can be simply grown using a thermal fur-
nace system consisting of quartz tube, gas flow controller, and 
vacuum system. Figure 14.5 shows a schematic of furnace system 
and a series of the field emission scanning electron microscopy 
(FESEM) images of various ZnO nanostructures with distinc-
tive geometrical morphologies formed by the vapor transport 
method using a furnace system, which is the most common 
method to grow ZnO nanowires. The shape and size of these 
nanostructures are strongly dependent on the various growth 
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conditions such as temperature, gas flow rate, substrate itself, 
and the position of substrate. In general, the size, surface mor-
phology, and the crystal structure of ZnO nanowires are com-
monly characterized using FESEM and transmission electron 
microscopy (TEM). In order to study the optical properties of 
ZnO nanowires, the photoluminescence (PL) spectra are mea-
sured. In addition, to investigate the electrical properties of ZnO 
nanowires, the FET-based device structures are fabricated as 
shown in Figure 14.6e and f and characterized.

The vertically well-aligned ZnO nanowires were grown on 
the sapphire substrates or ZnO-film-coated sapphire substrates 
(Figure 14.6a). Figure 14.6b shows the micro-photoluminescence 
(μPL) spectra of ZnO nanowires grown on the two different sub-
strates. A He–Cd laser (325 nm) was used as an excitation source 
in the PL measurements. The μPL spectra were measured on the 
ZnO nanowires after they were transferred from the growth 
substrates to a silicon wafer in order to eliminate the signals 
coming from the ZnO film substrate itself. The ZnO nanowires 
grown on an Au-catalyst-free ZnO film substrate show a stron-
ger defect emission in the PL spectrum than those grown on an 
Au-coated sapphire substrate. Since it is generally agreed that 
the defect emission is a surface-related process (Wang et al. 
2006), the PL spectra suggest that the ZnO nanowires grown on 

an Au-catalyst-free ZnO film have a significantly larger number 
of surface defect sites. Figure 14.6c and d shows typical high-
resolution TEM (HRTEM) images of ZnO nanowires grown on 
an Au-coated sapphire substrate and on an Au-catalyst-free ZnO 
film, respectively. The upper insets of Figure 14.6c and d are com-
puted fast Fourier transform patterns obtained from the lattice 
fringes of ZnO nanowires, indicating that the ZnO nanowires 
grown on both substrates are single crystalline with a preferred 
growth direction of [0001]. The lower insets of Figure 14.6c and d 
are the low-magnification TEM images of ZnO nanowires show-
ing the overall surface roughness along the nanowires. Both the 
low-magnification TEM images and the HRTEM images allow 
comparison between the surface structures of the ZnO nanow-
ires grown on the two different types of substrates. Compared to 
the ZnO nanowires grown on an Au-coated sapphire substrate 
(Figure 14.6c), the ZnO nanowires grown on an Au-catalyst-
free ZnO film (Figure 14.6d) are seen to be significantly rougher 
across the surfaces parallel to the growth direction, as is appar-
ent in the HRTEM images, and as is indicated by the circled 
regions in the low-magnification TEM images of the lower inset 
in Figure 14.6d. Figure 14.6e and f show the schematic of nanow-
ire FET device structure and the SEM image of a single ZnO 
nanowire connecting the source and drain electrodes.
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FIGURE 14.5 (a) Schematic diagram of experimental apparatus for growth of ZnO nanostructures. FESEM images of (b) nanoribbons or nano-
blets, (c) nanosheets, (d) nanocombs, (e) vertically well-aligned nanowire/nanorods, (f) random-oriented nanowire/nanorods, (g) corrugated 
nanowires, (h) nanotips or nanoneedles, and (i) nanowalls.
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14.3.2  Fabrication and Characterization of 
ZnO Nanowire Field-Effect transistors

ZnO nanowire FETs with different gate structures have been 
fabricated and extensively investigated in the past several years. 
For example, there are four different types of gate configura-
tions: back gate (Goldberger et al. 2005, Hong et al. 2007), top 
gate (Huang et al. 2001, Yeom et al. 2008), side gate (Cha et al. 
2006), and surrounding gate (Ng et al. 2004, Wade et al. 2007). In 
particular, the FETs with back-gate and top-gate configurations 

have been intensively explored due to the fabrication simplicity. 
To fabricate ZnO nanowire FET device, the grown ZnO nanow-
ires are first transferred from the growth substrate to a silicon 
wafer with thermally grown oxide or a bare silicon wafer by 
dropping and drying a nanowire suspension (Figure 14.7). The 
nanowire suspension is made by briefly sonicating the growth 
substrate of ZnO nanowires in ethanol or isopropyl alcohol (IPA) 
for tens of seconds. Metal electrodes forming Ohmic contacts 
between metal and ZnO nanowires are deposited by an evapora-
tor or a sputter and defined as source and drain electrodes by 
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FIGURE 14.6 (a) FESEM images of vertically well-aligned ZnO nanowires grown on Au-coated sapphire substrates or ZnO buffer film-coated sub-
strates. (b) The μPL spectra of ZnO nanowires on the two substrates showing emissions at approximately 378 nm. HRTEM images of ZnO NWs grown 
on (c) an Au-coated sapphire substrate and (d) an Au-catalyst-free ZnO film. Insets are computed fast Fourier transform patterns (upper) and low-magni-
fication TEM images (lower). (e) A schematic of the FET device structures. (f) A FESEM image of a single ZnO nanowire connected between source and 
drain electrodes in FET. (Adapted from Hong, W.-K. et al., Appl. Phys. Lett., 90, 243103, 2007. With permission.)
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lithography techniques and liftoff process (Figure 14.7). In back-
gated FET configuration (Figure 14.7a), a pair of metal electrodes 
patterned on the ZnO nanowire channel serves as the source and 
drain and a degenerately doped silicon substrate serves the gate 
electrode. In top-gated FET configuration (Figure 14.7b), a metal 
gate electrode is formed above a gate dielectric layer on nanow-
ires. Recently, tremendous efforts have been devoted to the fab-
rication and characterization of nanowire-based transistors. 
However, if functional FET devices with electrical contacts are 
to be made from nanowires, their fundamental properties must 
be carefully investigated due to the presence of the different 
interfaces and interfacial states in nanowire-based device. The 
different interfaces exist between the nanowire and passivation 
layer, nanowire and gate dielectrics, nanowire and electrodes, 
and nanowire and ambient gases.

In particular, since the semiconductor surfaces are strongly 
affected by the chemical adsorption of ambient gases (Wolkenstein 
1991), the influence of chemisorptions of ambient gases in the 
case of semiconducting nanowires including ZnO nanowires are 
much more sensitive than their bulk counter part due to large 
surface-to-volume ratio (Lagowski et al. 1977, Kolmakov and 
Moskovits 2004). For example, surface defects such as oxygen 
vacancies act as the adsorption sites of O2 molecules and form 
oxygen ions (O−, O2−, or O2

−), and then the chemisorption of O2 
molecules depletes the surface electron and reduces the channel 
conductivity (Li et  al. 2004, Zhang et al. 2004). Therefore, the 
passivation of ZnO nanowire FET devices is significantly impor-
tant to remove the influence of water or gas molecules in ambient 
air on nanowire and to improve the FET performance by enhanc-
ing the gate-coupling effects (Hong et al. 2008a,b,c). In addition, 
other characterization conditions such as gate bias sweep rate can 
also influence the electronic transport in nanowire transistors 
due to the presence of surface states (Maeng et al. 2008).

In this section, we review the electrical properties of the sur-
face-tailored smooth and rough ZnO nanowire FETs with and 
without surface passivation using poly(methyl metahacrylate) 

(PMMA), which is a polymeric resist commonly used in nano-
lithographic processes involving electron beam, deep UV, or 
x-ray radiation (Hong et al. 2008a,b,c). Furthermore, a detailed 
study of the passivation and gate sweep rate effects on the 
ZnO nanowire FETs under different oxygen environments is 
presented.

14.3.2.1  Passivation and Surface-roughness Effects

The electrical characteristics before and after the passivation 
of the FET devices made from the surface-tailored smooth and 
rough ZnO nanowires are summarized in Figure 14.8. Figure 
14.8a and b shows the output characteristics (source–drain 
current versus voltage, IDS–VDS) and transfer characteristics 
(source–drain current versus gate voltage, IDS–VG) for a FET 
made from smooth ZnO nanowires, respectively. The FETs 
made from smooth ZnO nanowires exhibit more well-defined 
saturation and pinch-off characteristics after passivation in 
comparison with the FET devices before passivation. In par-
ticular, the FET devices before passivation show decreasing 
separation in current between IDS curves at larger currents in 
IDS–VDS curves (Figure 14.8a), which is attributed to either an 
electron injection barrier at the source electrode or to mobility 
degradation associated with the interface roughness scattering 
of channel electrons at the channel–insulator interface with 
increasing gate voltage (Dehuff et al. 2005). The IDS–VG curves 
in Figure 14.8b show the threshold voltages (Vth) of −4.16 and 
−2.25 V before and after passivation, respectively. The thresh-
old voltage after passivation shifts toward the positive gate bias 
direction due to surface-depletion-induced channel-narrow-
ing effect (Fan et al. 2004a,b, Ju et al. 2006, 2007). The current 
on/off ratios (Ion/Ioff) both before and after passivation for this 
FET device of smooth ZnO nanowire exhibited 104–105 (insets 
of Figure 14.8b).

In contrast, Figure 14.8c and d shows the IDS–VDS and IDS–VG 
curves for a FET made from rough ZnO nanowires, respec-
tively. The unpassivated FET devices exhibited the poor electri-
cal characteristics, as the IDS–VDS curves shown in Figure 14.8c. 
The IDS suddenly decreased with the further increase of VDS and 
VG beyond saturation and also the current between IDS curves 
was not clearly separated. However, the passivated FET devices 
exhibited well-defined linear regions at low biases and satura-
tion regions at high biases as typical transistors, indicating clear 
pinch-off behavior. Unlike the FET devices made from smooth 
ZnO nanowires, the threshold voltage for the FET devices made 
from rough ZnO nanowires exhibits a considerable shift toward 
the positive gate bias direction after passivation. The thresh-
old voltage of the particular FET device shown in Figure 14.8d 
shifted from −12.5 to 8.9 V, indicating transition from D-mode 
to E-mode operations. Most of the passivated FET devices made 
from both smooth and rough ZnO nanowires exhibit superior 
electrical performance than the unpassivated FET devices made 
from rough ZnO nanowires. These results are in good agreement 
with the superior characteristics of the FETs passivated by SiO2/
Si3N4 or PMMA layer (Kim et al. 2003, Chang et al. 2006, Hong 
et al. 2008a,b,c). The current on/off ratios (Ion/Ioff) both before 

(a) (b)
G

GS
S

D
D

FIGURE 14.7 Fabrication process of ZnO nanowire FETs with (a) 
back gate and (b) top gate configurations.
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and after passivation for the FET device of rough ZnO nanowire 
exhibited approximately 104–105 (insets of Figure 14.8d).

Furthermore, the electrical properties of the ZnO nanowire 
FETs have also been investigated and compared before and after 
the PMMA passivation under different environments of ambi-
ent air (20% O2), dry O2, and vacuum (10−3 Torr) environments 
(Song et al. 2008). Figure 14.9 shows a series of the IDS–VDS and 
the IDS–VG curves for a ZnO nanowire FET measured at differ-
ent gate voltages under various oxygen environments before and 
after passivation, respectively. Figure 14.9a and b displays the 
IDS–VDS curves for the ZnO nanowire FET before and after pas-
sivation, respectively. As shown in Figure 14.9a, the current level 
is significantly affected by the environmental condition with O2 
molecules. The currents decrease significantly when the ZnO 
nanowire FET is exposed to dry O2, as compared to the case in 
ambient air. When the oxygen is evacuated, the currents increase 
again. On the contrary, the IDS–VDS curves in Figure 14.9b show a 
negligible effect on the passivated ZnO nanowire FET by oxygen 
molecules in different oxygen environments. This is because the 
PMMA passivation layer prevents oxygen molecules from being 
adsorbed onto the nanowire. One can also notice that the ZnO 

nanowire FETs after passivation have a better electrical perfor-
mance in terms of well-defined linear and saturation regions 
in IDS–VDS curves (Figure 14.9b). It has been reported that the 
passivation can improve the FET performance by enhancing 
the gate-coupling effect (Kim et al. 2006, Wunnicke 2006, Hong 
et  al. 2008a,b,c). This passivation effect is more prominent in 
transfer characteristics, as shown in Figure 14.9c and d. A series 
of plots in Figure 14.9c and d shows the IDS–VG curves for the 
ZnO nanowire FET before and after passivation, respectively. 
The FET device was measured at a fixed source–drain voltage 
(VDS = 0.1 V) under the same different environments of ambient 
air (20% O2), dry O2, and vacuum (∼10−3 Torr). The IDS–VG plots 
in the semilogarithmic scale (insets of Figure 14.9c and d) show 
an on/off current ratio as large as 104–105 for both before and 
after passivation. Before passivation (Figure 14.9c), the thresh-
old voltages of ZnO nanowire FET shifted from −1.73 (in ambi-
ent air) to 6.05 V (in dry O2) in the positive gate bias direction. 
This is because more electrons are captured by the oxygen as the 
oxygen pressure is raised. Since the charge density is reduced 
after being exposed to dry O2, more positive gate bias is needed 
to make currents flow in the nanowire channel, and thus the 
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threshold voltage shifts to the positive gate bias direction. When 
oxygen gas was evacuated to a vacuum level of 10−3 Torr, the 
threshold voltages of the nanowire FET shifted back from 6.05 
(in dry O2) to −0.10 V (in a vacuum) in the negative gate bias 
direction, as compared when they were exposed to a dry O2 envi-
ronment. This is due to the reduction of the trapping effects of 
oxygen in a vacuum. On the contrary, when the FET was passiv-
ated with PMMA, the threshold voltages were ∼6 V and shifted 
very little under different oxygen environments, as shown in 
Figure 14.9d. Note that the threshold voltage is defined as the 
gate voltage obtained by extrapolating the linear portion of the 
IDS–VG curve from the point of maximum slope to zero drain 
current, in which the point of maximum slope is the point where 
transconductance (dIDS/dVG) is at a maximum (Arora 1993).

As a result, these phenomena can be explained by oxygen 
effects. The ambient oxygen partial pressure has a considerable 
effect on the electrical properties of ZnO nanowire FETs (Fan 
et al. 2004a,b). Particularly, the adsorbed oxygen molecules 
deplete the electrons in the ZnO nanowire and form oxygen 
ions (O−, O2−, or O2

−) (Li et al. 2004). Then, the electrons in the 
ZnO nanowires are trapped by the adsorbed oxygen molecules, 

and thus the surface depletion region of ZnO nanowire can be 
formed, leading to current reduction and threshold voltage shift 
to the positive gate bias direction (Figure 14.9c). As the oxy-
gen pressure is raised, more electrons are captured by the oxy-
gen molecules at the nanowire surface. Correspondingly, the 
depletion region is widened and the carrier density in the ZnO 
nanowire is decreased even more when the FET is exposed to 
dry O2 environment.

14.3.2.2  Sweep rate Effect of Gate Bias

As aforementioned, the corresponding characteristics of nanow-
ire FETs are sensitively dependent on the surrounding environ-
ments to which the devices are exposed, and whether or not the 
devices are passivated (Park et al. 2004, Chang et al. 2006, Song 
et al. 2008). Other characterization conditions can also influence 
electrically the interactive absorption of oxygen molecules on 
the nanowire surface. Particularly, the effect of gate bias sweep 
rate on the electronic transport properties of ZnO nanowire 
FETs has been investigated (Maeng et al. 2008). The electrical 
properties of ZnO nanowire FETs were measured as a function 
of gate bias sweep rate in different measurement environments.
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Figure 14.8 show a series of IDS–VG curves measured at differ-
ent gate bias sweep rates (2500, 250, 130, 100, 12, 6, 1.2, 0.3, 0.2, 
0.1 V/s) at VDS = 0.5 V under various environments. The insets in 
Figure 14.10 show the IDS–VG plots on a semilogarithmic scale. 
A ZnO nanowire FET device was systematically measured in 
ambient air, in an N2-filled glove box, and in ambient air after the 
same device was passivated with a PMMA layer. Figure 14.10a 
shows the case of a ZnO nanowire FET (unpassivated) measured 
in ambient air. As the gate bias sweep rate was decreased from 
2500 to 0.1 V/s, the current decreased and the threshold voltage 
shifted to the positive gate bias direction. These phenomena can 

be explained by the depletion of electrons by oxygen adsorption 
on the surface of the ZnO nanowire. As previously mentioned, 
the increase of oxygen concentration causes the change of con-
ductivity by surface depletion in the nanowire channel, i.e., the 
adsorbed oxygen molecules that bind the electrons localized at 
the nanowire surface become oxygen ions in the forms of O−, 
O2−, or O2

−, resulting in depletion of electrons and thus lowering 
the conductivity (Takata et al. 1976, Li et al. 2004, Sadek et al. 
2007). Oxygen adsorption is sustained at an equilibrium con-
dition in ambient air at zero gate bias. However, the gate bias 
induces more adsorption of oxygen ions due to the applied posi-
tive gate bias. Therefore, when the nanowire FET is applied with 
a slower gate bias rate, more electrons on the ZnO nanowire sur-
face are trapped by the adsorbed oxygen ions, which results in a 
reduction of nanowire conduction channel region by the more 
depleted region. Thus, the current decreases, and the threshold 
voltage shifts to the positive gate bias direction. The effect of the 
gate bias sweep rate on the ZnO nanowire FET was investigated 
under different oxygen environments. The same ZnO nanowire 
FET device measured in ambient air (Figure 14.10a) was placed 
into an N2-filled glove box after holding at a vacuum (∼10−5 Torr) 
for 24 h. The IDS–VG curves measured in this N2 environment are 
shown in Figure 14.10b. The conductivity of the ZnO nanowire 
FET device in the N2 environment increased by about an order 
of magnitude, compared with the case of ambient air. In the N2 
environment, the nanowire FET has fewer oxygen ions on the 
surface, thus less surface depletion of electrons, resulting in an 
increase of the current. Unlike the case of the nanowire mea-
sured in ambient air, the nanowire device (unpassivated) in the 
N2 environment was not influenced by the gate bias sweep rate, 
as is shown in Figure 14.10b. The current did not change and 
the threshold voltage did not shift. This is because of the relative 
absence of oxygen in the N2-filled glove box; therefore, there is a 
negligible effect of oxygen absorption even at different gate bias 
sweep rates. In addition, the effect of the gate bias sweep rate 
on the same ZnO nanowire FET device after the passivation of 
PMMA layer was explored. The resulting IDS–VG curves after the 
passivation, measured in ambient air, are shown in Figure 14.10c. 
Although the change and shift are not as significant, the IDS–VG 
curves exhibited somewhat similar trends of the current change 
and threshold voltage shift for different gate bias sweep rates as 
the case of Figure 14.10a. Therefore, the effect of gate bias sweep 
rate on the nanowire channel can be explained as the follow-
ing. Slower gate bias sweep rates imply longer gate biasing time. 
Captured oxygen ions are strongly bonded by positive gate bias, 
so that oxygen ions would not be easily detached. Thus, slow gate 
bias sweep rates will cause more oxygen absorption than fast 
gate bias sweep rates. More adsorbed oxygen molecules extend 
the surface depletion region. Consequently, a larger depletion 
region in the nanowire occurs by slower gate bias sweep rates 
and longer gate-biasing time, which results in the reduction of 
current and carrier density and a shift of gate bias in the positive 
gate bias direction. On the contrary, faster gate bias sweep rates 
are applied in relatively shorter gate  biasing time. Therefore, fast 
gate bias sweep rates lead to less oxygen absorption.
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The current, threshold voltage, and carrier density were sen-
sitively dependent on the gate bias sweep rate. These phenomena 
became more pronounced under environments with increased 
oxygen. The results of this study may offer how to characterize 
the surface effects of ZnO nanowire devices or other materials.

14.3.3  N-Channel Depletion-Mode 
and Enhancement-Mode 
ZnO Nanowire FEts

To date, although FETs using ZnO nanowires as active chan-
nels have been extensively investigated, most of the fabricated 
ZnO nanowire FETs were typically normally on type, n-chan-
nel depletion-mode (D-mode) behavior, which exhibited non-
zero current at zero gate bias and negative threshold voltages. 
However, for a wide number of the applications of nanowire 
FETs in logic circuits, both D-mode and enhancement-mode 
(E-mode) FETs are required (Sedra and Smith 1991, Fortunato 
et al. 2004, Lee et al. 2006, Ma et al. 2007).

The electrical characteristics of D-mode and E-mode ZnO 
nanowire FETs are summarized in Figure 14.11. All the fab-
ricated ZnO nanowire FETs were passivated by PMMA layer 
to remove the influence of water or gas molecules in ambi-
ent air on nanowire and to improve the FET performance by 
enhancing the gate-coupling effects. Note that although the 
structure of ZnO nanowire FET device is different from the 

conventional metal-oxide-semiconductor transistors, the 
operation mode of ZnO nanowire FETs is distinguished as 
D-mode or E-mode in terms of the polarity of the threshold 
voltage (Hong et al 2007). ZnO nanowire FETs with negative 
threshold voltages are normally on type, n-channel D-mode 
transistors, indicating that more negative gate bias should be 
applied to deplete carriers in the channel to reduce channel 
conductance, since the n-channel for current flow already 
exists at zero gate bias. In contrast, ZnO nanowire FETs with 
positive threshold voltages are normally off type, n-channel 
E-mode transistors, indicating that more positive gate bias is 
needed to make the channel, since the channel current does 
not flow at zero gate bias.

Figure 14.11a and b shows the electrical characteristics for 
n-channel D-mode ZnO nanowire FETs, whereas Figure 14.11c 
and d shows those for n-channel E-mode FETs. The IDS–VDS 
curves of both D-mode and E-mode FETs have well-defined lin-
ear regimes at low biases and saturation regimes at high biases. 
Figure 14.11b shows that the threshold voltage Vth is −4.14 V, 
indicating n-channel D-mode behavior. The IDS–VG plot in the 
semilogarithmic scale displays an on/off current ratio as large 
as 105 (inset of Figure 14.11b). In contrast, in the IDS–VG curves 
of Figure 14.11d, the threshold voltage Vth is +10.85 V, indicating 
n-channel E-mode behavior. The IDS–VG plot in the semiloga-
rithmic scale shows an on/off current ratio as large as 106 (inset 
of Figure 14.11d).
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14.3.4  Electronic transport in 
Surface- architecture-Controlled 
ZnO Nanowire FEts

It is well-known that interface roughness plays an important 
role in electronic transport for transistor devices (Hastas et al. 
2002, Wang et al. 2005). In particular, the electronic transport 
in nanowire transistors can be influenced by the surface mor-
phology of nanowires associated with the interface roughness, 
including the presence of surface trap states at the interfaces 
between the nanowires and the dielectric layers of nanowire 
FETs (Wang et al. 2004, Dayeh et al. 2007a,b). In order to inves-
tigate the influence of surface states and/or defects (associated 
with surface roughness and nanowire size) on the electronic 
transport properties in nanowire transistors, the surface mor-
phology- and size-controlled ZnO nanowires were grown on the 
three sets of sapphire substrates with ZnO buffer films: (1) an 
undoped ZnO film with Au catalyst (denoted as Au–ZnO film) 
or without Au catalyst (denoted as ZnO film), (2) a gallium-
doped ZnO film with Au catalyst (denoted as Au–GZO film) or 
without Au catalyst (denoted as GZO film), (3) an aluminum-
doped ZnO film with Au catalyst (denoted as Au–AZO film) 
or without Au catalyst (denoted as AZO film). In addition, an 
Au-coated sapphire (denoted as Au-sapphire) substrate was also 
used for comparison with the ZnO buffer film-coated sapphire 
substrates. ZnO buffer films with approximately 1 μm thickness 
were grown on the sapphire substrates by a radio frequency (rf) 
sputtering system using a commercially sintered ZnO target, a 

Ga2O3 (1 wt%)-doped ZnO target, and an Al2O3 (1 wt%)-doped 
ZnO target. The Au thin film (∼3 nm) was deposited on some 
substrates using an e-beam evaporator to form Au catalysts for 
the growth of nanowires.

Figure 14.12 shows the IDS–VG curves at VDS = 0.1 V of the sur-
face-architecture-controlled ZnO nanowire FETs, which exhibit 
different electronic transport characteristics. Insets in Figure 
14.10 show the low-magnification TEM images of the surface-
architecture-controlled ZnO nanowires grown on different sub-
strates. The ZnO nanowires with relatively smaller diameters 
were found to have rougher surfaces than those with relatively 
larger diameters. The rough ZnO nanowires can have a larger 
surface-area-to-volume ratio than smooth ZnO nanowires. The 
FET devices made from smooth ZnO nanowires (nanowires 
grown on GZO, Au–AZO films, and Au-sapphire) have negative 
threshold voltages, indicating n-channel D-mode behavior that 
exhibits nonzero current at the zero gate bias. In contrast, the 
FETs made from rough ZnO nanowires (nanowires grown on 
Au–ZnO, ZnO, Au–GZO, and AZO films) have positive thresh-
old voltages, indicating n-channel E-mode behavior that exhib-
its off-current status at zero gate bias.

Figure 14.13 shows cross-sectional schematics (Figure 14.13a 
and c) across the electrodes, ZnO nanowire, and dielectric lay-
ers with the corresponding equilibrium energy band diagram 
(Figure 14.13b and d) of the ZnO nanowire FETs at VG = 0 V. 
Figure 14.13a and b shows the case for smooth ZnO nanow-
ires, and Figure 14.13c and d depicts the case for rough ZnO 
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nanowires. For single crystalline semiconductor materials, band 
bending due to Fermi-level pinning can occur at surfaces and/
or interfaces because the surface states and/or defects on single 
crystalline nanowires can induce trap energy levels at the inter-
faces (Wang et al. 2004, Calarco et al. 2005, Jones et al. 2007, 
Liao et al. 2007). The trapping of carrier electrons in the trap 
states can cause electron depletion in the channel, resulting in 
a threshold voltage shift and a conductance modulation (Ikeda 
2002, Hossain et al. 2003, Fan et al. 2004a,b, Ju et al. 2007, Yoon 
et al. 2007). Correspondingly, the different electronic transport 
behavior between smooth and rough ZnO nanowires can be 
explained by considering the depletion of electron carriers due to 
surface band bending at the PMMA/ZnO nanowire and/or ZnO 
nanowire–SiO2 interfaces as shown in Figure 14.13. Note that 
for the convenience of discussion and simplification of charge 

transport mechanism, it is assumed that the uniform charge 
and gate potential distribution for nanowires is with circular 
cross sections. However, the typical back-gate nanowire FET 
geometry can be significantly influenced by the cross-sectional 
shapes of nanowires and whether the nanowire is embedded or 
not (Wunnicke 2006). In addition, the back-gate nanowire FET 
geometry has the limitation in accuracy for calculating the gate-
nanowire capacitance as well as the complication for the experi-
mental extraction of transport parameters under the presence 
of depletion region and trap states (Dayeh et al. 2007a,b, Khanal 
and Wu 2007).

The depletion region by surface band bending and the effec-
tive conduction region (or effective diameter) can be estimated 
as (Taur and Ning 1998, Yu and Cardona 2001, Wang et al. 2004, 
Goldberger et al. 2005)
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where
ϕS is the surface barrier potential
e is the electronic charge
ND is the doping density
εZnO is the dielectric constant of ZnO

Then by using the depletion approximation and charge neu-
trality condition (Taur and Ning 1998, Yu and Cardona 2001, 
Hossain et al. 2003), the surface trap density (Nt) can be esti-
mated as Nt = 2NDWd. Thus, the effective diameter (Deff) of the 
conduction layer in the nanowire channel can be expressed as
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where D is the geometrical diameter of nanowire. Therefore, by 
assuming that the ND = 1017/cm3, εZnO = 8.66 (Fan and Lu 2005), 
ϕS = 0.3 eV, and the nanowire diameter (D) is 100 nm, we obtain 
Wd = 54 nm and D < 2Wd from Equations 14.1 and 14.2 as shown 
in Figure 14.14.

14.4  Summary

In order to fabricate the functional devices from the ZnO 
nanowires, their fundamental properties must be carefully 
investigated because the presence of a large surface and interfa-
cial area in nanowires can profoundly alter their performance. 
Therefore, it is essential to understand the surface-roughness- 
and size-dependent effects on the electronic transport proper-
ties of nanowire transistors. Furthermore, since ZnO nanowires 
are strongly influenced by chemical environments due to large 
surface-to-volume ratio, it is also important to study on the 
passivation effects of dielectric layer on the transport proper-
ties correlated to geometry and adsorbed species on the ZnO 

nanowires. In this chapter, we reviewed the electrical proper-
ties of FETs made from the surface-tailored smooth and rough 
ZnO nanowires that were grown by a vapor transport method. 
The transport properties of ZnO nanowire FETs are associated 
with the surface roughness, nanowire size, surface states, and/or 
defects as well as the surface chemistry in surrounding environ-
ments. The characteristics show that the electrical properties 
of ZnO nanowire FETs must be carefully investigated due to 
the various effects of nanowire surface and surrounding envi-
ronments as well as interfaces. In the field of nanowire-based 
electronics, these explorations are important in understanding 
the transport properties and developing into practically useful 
device applications.

In future, in order to enable ZnO nanowire FETs to function 
as building blocks for the next-generation electronic circuitry, 
the ability to rationally grow nanowires with precisely the con-
trol of chemical composition, size, morphology, structure, and 
doping concentration will be required. Furthermore, the imple-
mentation of assembling any kind of functional nanodevices into 
highly integrated nanosystems must be intensively investigated.
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15.1 Introduction

15.1.1 Fullerene (C60)

Fullerene is a new carbon material system closely related with 
carbon micro-clusters and/or carbon ultrafine particles. In gen-
eral, micro-clusters are defined as atomic clusters consisting of 
less than 1000 atoms. On the other hand, ultrafine particles are 
usually defined as particles consisting of atoms above the upper 
limit of micro-clusters. The discovery of fullerene was achieved 
in the process of researching of carbon micro-clusters and/or 
carbon ultrafine particles. Fullerene is the name of a family of 
carbon clusters such as C60, C70, and so on. In this chapter, we will 
use the word “fullerene” mainly as the name of the C60 clusters.

C60 clusters were first physically observed as a magic num-
ber cluster in the mass spectrum of cluster molecular beams, 
although their theoretical prediction had already existed in 
the pioneering research of these clusters. Furthermore, several 
large-scale production methods for C60 clusters were found in 
a study on the formation process of carbon fine particles from 
the resistive heating for carbon rods. In a sense, the discovery of 
the fullerene was due to serendipity. Further information will be 
provided in Section 15.2.

15.1.2 Solid C60 Crystals

High-purity solid C60 molecular crystals can be obtained from 
high-purity C60 powders by using the sublimation method or the 
vacuum evaporation method in an ultrahigh vacuum (UHV) 
environment similar to the molecular beam epitaxy (MBE). This 
method is preferable to the solution growth from a solvent for 
the separation of the C60 molecules because of the reduction 
of residual impurities during growth. The solid C60 crystal has 
a face-centered cubic structure (fcc, Fm3–m symmetry) above 
260 K, and the lattice constant is 1.4154 nm at 270 K. It is well 
known that each of the C60 molecules in the solid C60 crystal 
rotates continuously very fast with a rotation correlation time 
on the order of 10 ps. The C60 molecules behave as a sphere with 
a diameter of 0.71 nm. Therefore, the solid C60 crystal is called 
“the plastic crystal” with “a rotational diffusion” of the C60 mol-
ecules. The rotational diffusion means that the degrees of free-
dom of the molecular rotation are softened before the ones of the 
translational displacements. The electronic structure of the solid 
C60 has been extensively studied by many groups, and its semi-
conductor properties such as an energy band gap of about 1.6 eV 
are commonly known. Moreover, one of the alkali-doped C60s, 
RbCs2C60, shows superconductivity with a critical temperature 
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of 33 K. In addition, it is well known that all alkali-doped C60 
systems, in general, show superconductivity. The epitaxy of the 
solid C60 layer has also been extensively studied by many groups 
known as the van der Waals epitaxy. The concept of lattice mis-
matches of the epitaxial layers to the substrate is applicable as 
they are similar to the cases of the conventional semiconduc-
tor epitaxy. Therefore, it is a little difficult to obtain high-quality 
solid C60 layers without any dislocations and/or any boundary 
for high lattice-mismatch combinations even in the van der 
Waals epitaxy. Further information will be provided in Sections 
15.3 and 15.4.

15.1.3 C60 Field Effect transistors (C60 FEts)

Fullerene field effect transistors (C60 FETs) are typical of the fam-
ily of the organic FETs (OFETs). It is well known that solid C60 
FETs have the highest electron mobility in the organic FET fam-
ily, although most OFETs show the p-type, as shown in Figure 
15.1 [1]. The various types of the OFET have been extensively 
studied in recent years, because of their large area fabrication, 
flexibility, light weight, and low cost. The most essential reason 
for their extensive research may be due to a resource problem in 
conventional Si and compound semiconductors. Carbon materi-
als exist almost infinitely on earth and the modification of car-
bon compounds is very easy to obtain, because of vast chemical 
knowledge known about carbon compounds. Essentially, organic 
materials used in the OFETs are high-resistance materials with-
out doping and, moreover, rather unique electronic properties 
appear even in the doped organic materials due to a strong elec-
tron–lattice interaction compared with conventional covalent 
semiconductors such as Si and GaAs. The doping materials in 
organic semiconductors, in general, do not form impurity levels 

in the mid-gap of the band gap. However, the electrons of high-
est isolated occupied molecular orbital (HOMO) levels of the 
doping materials can transfer directly to the lowest unoccupied 
molecular orbital (LUMO) levels of the organic semiconductor. 
In general, such charge transfer process is often accompanied 
with strong lattice distortion. Consequently, the mid-gap level or 
the impurity band never forms in conductive organic materials. 
Almost all conductive organic materials have similar electronic 
properties to intrinsic semiconductor systems even in impurity 
doping. The conductivity in the organic materials essentially 
comes from the properties of the electrode metals for organic 
materials. In that sense, the conventional Shockley–Bardeen 
theory cannot be applied to OFET operations. The situation for 
general OFETs is also common for solid C60 FETs. Further infor-
mation will be provided in Sections 15.5 and 15.6.

15.1.4 Bell Laboratory Misconduct

In 2001, a research group in the Bell Laboratory had reported 
about the high-temperature superconductivity in the solid C60 
FETs, and consequently an intensive study of C60 FET supercon-
ductivity has been performed by many research groups. However, 
none of the groups could show similar high- temperature 
 superconductivity such as presented in the Bell Laboratory’s 
presentation. This story is the beginning of infamous miscon-
duct by Bell Laboratory. The investigation team for misconduct 
was immediately formed and they concluded that all reports for 
the solid C60 FET superconductivity from the Bell Laboratory 
were false [2]. One of the causes of the misconduct may be due to 
the severe competitive circumstances in the U.S. research soci-
ety based on the market-driven principle in the research field. 
From a scientific viewpoint, we have not succeeded in forming 
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an ideal interface between the solid C60 and the insulator layers 
in the FET structure until now. In that sense, the superconduc-
tivity problem in the solid C60 FET remains until now an open 
question, in spite of the Bell Laboratory misconduct.

15.1.5  Interfaces between Solid C60 
and Insulator Films

The interface between the solid C60 layer and the insulator layer 
such as SiO2 is formed mainly by two different ways. The first 
way is a conventional FET fabrication process technique for C60 
bulk. The second is an epitaxy of the solid C60 layer on a pat-
terned insulator layer with electrode metals. In both ways, there 
are several problems in forming an ideal interface. Namely, there 
are damage problems accompanied with the formation process 
of the insulator layer on the C60 bulk surface in the first way, and 
lattice mismatch problems for the solid C60 epitaxy in the second 
way. The interface problem is very essential for electron trans-
port; therefore, the characteristics of the C60 FETs such as I–V 
characteristics are strongly dependent on the interfacial states. It 
is well known that the I–V characteristics depend on adsorption 
molecules such as OH− ions during the I–V measurements under 
the atmosphere. The conventional sputtering method to form the 
insulator layers on the solid C60 surface easily results in physical 
plasma damages from ions and/or the sputtered elements from 
the target during the deposition of the layers. Therefore, we can 
only obtain a rather disordered interface like the interface found 
between the solid C60 and the SiO2 layers. On the other hand, 
even in the second way, we can also only obtain the amorphous 
C60 interface when the solid C60 layers are grown on the amor-
phous surfaces like SiO2. The author’s research group has pro-
posed a new insulator layer made of epitaxial single crystalline 
AlN grown on the SiC and/or the Si substrates for single crystal-
line solid C60 growth. In principle, we can obtain a single crystal 
epitaxial layer of the solid C60 on the single crystalline AlN insu-
lator layer. We will discuss about this new structure and the FET 
characteristics in the later sections. In these sections, we will see 
that we can obtain a higher performance C60 FET in comparison 
with the FET structures consisting of conventional amorphous 
solid C60/SiO2. Further information will be found in Sections 
15.5 through 15.7.

15.1.6 Field Effect Doping

It is well known that chemical doping in solid C60 is not as con-
trollable as with conventional semiconductors such as Si. This 
issue is the common problem for all the organic materials, 
including solid C60. The key point of the problem is that almost 
all of organic materials behave as ideal intrinsic semiconductors 
with low conductivity and without mid-gap states. The carriers 
come from the source and the drain electrodes into the channel 
layer induced by an applied gate voltage. The carrier concentra-
tions of the channel layer can be varied by controlling the supply 
of the carriers from the source and the drain electrodes through 
the modulation of the applied gate bias voltages. Certainly, in 

high-performance OFET, the am-bipolar transistor operation 
has been observed as direct proof of field effect doping, rather 
than by conventional chemical doping. Namely, this doping 
technique is completely different to chemical doping in conven-
tional FET, in which the carriers come from bulk conduction 
bands due to the band bending at the interface, except for the 
similarity of the device structures. An important advantage of 
the field effect doping technique is am-bipolar carrier injections 
by controlling the polarity of the gate bias voltage. The operation 
polarity is determined by the combination of metals and organic 
materials. For example, when gold, Au, is used as an electrode, 
the channel layer of the C60 FET shows n-type conduction and it 
is said that the solid C60 is n-type material.

15.1.7 Operation Principles of C60 FEts

When the channel layer is formed by applying the gate bias volt-
age, the modulation of the gate bias voltage produces modulation 
of the channel conductance between the source and the drain. 
The typical characteristics of the drain current and the drain-
source voltage (ID–VSD characteristics) with some gate voltage 
(as shown in Figure 15.2 as a schematic illustration) consist of 
three parts: the sub-threshold, the linear, and the saturation 
regions. In the sub-threshold region, the drain current gradu-
ally increases with the drain-source voltage due to the hopping 
transport mechanism. In the linear region, the uniform channel 
layer is formed by the applied gate voltages. Therefore, the drain 
current is proportional to the drain-source voltage just before 
the “pinch-off” voltage, according to the conventional FET 
theory. The channel layer just disappears due to a reverse bias 
voltage near the drain electrode at the pinch-off voltage. After 
the formation of depletion regions near the drain electrode at 
the pinch-off voltage, the external excess applied voltage of the 
drain-source electrodes is used as an extension of the depletion 
region in the channel layer. Therefore, in this region, the drain 
current saturates as a function of the applied drain-source volt-
age. These pictures are commonly observed for conventional 
semiconductor FET performances, except for the sub-threshold 
regions. However, in principle, the solid C60 FET, and in gen-
eral, also high-performance OFETs are expected to result in the 
am-bipolar operation, which is completely different from the 
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FIGURE 15.2 Schematic illustration of typical I–V characteristics of 
OFET.
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conventional semiconductor FET, because of the difference in 
the origin of the induced channel carriers. In solid C60 FETs, we 
can inject both the electrons and the holes into the channel lay-
ers. In principle, we can control the p- and/or the n-channels of 
FETs by using the polarity of the external applied gate voltage.

15.1.8 Superconductivity

In the future, it is expected that the C60 FET will possibly have 
superconductivity with a considerably high critical tempera-
ture, in spite of the Bell Laboratory misconduct. If we can real-
ize the ideal interface between the high-quality intrinsic solid 
C60 layer and the insulator layer, then the am-bipolar operation 
will be observed with very high mobility. This will be possible, 
though the present stage for C60 FETs is very far from achieving 
the above-ideal situation even with the highest performances. 
Therefore, the superconductivity of the C60 FET still now remains 
an open question. It is a very interesting issue, especially related 
to the holes’ injection in the FET structure. We have already pro-
posed a new type of C60/single crystalline AlN FET structures 
on SiC and/or Si substrates for investigating the possibility of 
superconductivity with a considerably high critical temperature. 
However, so far, the preliminary C60 FET performance is not at 
all so high.

15.1.9 Guides for this Chapter

In this chapter, we discuss in detail the basic and the advanced 
topics about C60 FETs. In Section 15.2, we describe the funda-
mental physical properties of C60 molecules, including a brief 
historical review, a large-scale production synthesis method, an 
electronic structure of C60 molecules, and the significant aspects 
of C60 FETs. In Section 15.3, we describe the various physical 
properties of solid C60 crystals. In Section 15.4, we describe 
the van der Waals epitaxy of the solid C60 layer to be used in 
a realistic application of the FET structures. In Section 15.5, 
the basic concept of organic FETs, including the C60 FET, will 
be described in order to understand the C60 FET operation. In 
Section 15.6, the realistic fabrication process of the C60 FET is 
discussed in detail. In Section 15.7, the characterizations of the 
C60 FET performance are described and we discuss about a strat-
egy for the realization of high-performance C60 FETs. Finally, we 
summarize this article in Section 15.8.

15.2 Fullerene (C60)

In this section, we describe the minimal knowledge about fuller-
ene, in particular, the C60 molecule, to help in understanding 
the following sections. For those who want to know more details 
than presented in every section, look in the review and textbook 
references at the end of this chapter.

15.2.1 Discovery of Fullerene Family

The discovery of fullerene certainly gave a heavy shock to the sci-
entific society, especially in carbon chemistry. In 1985, Curl and 
coworkers discovered fullerene, the C60 molecules, at the Sussex 
and the Rice Universities [3]. It is well known that the name of 
“fullerene” is named after Richard Buckminster Fuller who is 
one of the representative modern architects in the United States. 
The existence of the C60 molecule had already theoretically been 
predicted as a “corannulene” molecule by Eiji Osawa in 1970. 
He noticed that the structure of a corannulene molecule was a 
subset of a soccer-ball shape and, therefore, he predicted that a 
full ball shape could also exist. Unfortunately, he reported his 
idea only in a Japanese journal, but news of his discovery did not 
reach Europe and America. Before the discovery of the fuller-
ene, the only known stable structures of the carbon system were 
diamond, graphite, and amorphous carbon. Therefore, most 
people thought that it would be difficult for a new structure of 
the carbon system to exist, because of the long research history 
of carbon systems by the chemistry. However, in 1985, Harold 
Kroto, who was studying the origin of interstellar molecules, was 
interested in interstellar molecules that have curious absorption 
and emission spectra. He thought there was a possibility that 
some carbon systems, produced in the supernova process, were 
strongly related with the origin of the emission spectra. Initially, 
Kroto did not think about the C60 molecular structure at the 
beginning of the 1980s, but he thought about some carbon mol-
ecules with strange chain structures. In 1984, Kroto visited the 
Richard Smalley Lab in Rice University to discuss a new pro-
posal for “a laser-vaporization cluster beam mass spectroscopy” 
(see Figure 15.3) in which a similar condition to the supernova 
process for the carbon cluster formation seems to have been 
generated [4]. The experimental results were unexpected. The 
mass spectra for the laser-ablated carbon systems showed strong 
intensity in the C60 molecule [5–7]. However, Kroto, Smalley, 
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FIGURE 15.3 Laser-vaporization cluster beam mass spectroscopy.
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and Robert Curl could not explain at all the stable structure of 
the C60 molecule when they first observed the strong mass spec-
tra from it. It is said that they had a sudden inspiration about 
the stable structure of the C60 molecule from a geodesic dome 
designed by a famous modern American architect, Buckminster 
Fuller. The geodesic dome has a mechanically stable structure 
due to the proper dispersion of the internal force of the dome. 
They reported their ideas about the stable structure of the C60 in 
an academic paper with several other scientific data. However, 
many carbon researchers did not pay so much attention to the 
paper. The researchers needed direct proof such as optical spec-
troscopic data of the C60 for the discussions about the structure 
of C60 molecule to be taken seriously. However, the amounts of 
C60 molecules produced by the laser-vaporization cluster beam 
mass spectroscopy were not enough at all for an optical spectro-
scopic measurement in spite of the high generation rate of the 
C60 molecules. It was difficult to construct an apparatus large 
enough for the laser-vapor evaporation method of the large-scale 
production of the C60 molecules to occur. Therefore, the fuller-
ene proposal by Kroto et al. had to wait until large-scale produc-
tion methods for the fullerene had improved.

15.2.2 Synthesis of C60 Molecules

In 1990, the American and German cooperative research groups 
found a new “gas evaporation method” for the large-scale pro-
duction of fullerene [8]. In the new method, a highly purified 
carbon rod was directly heated by an electric current under 
the He gas ambient of 100 Torr. The yield of C60 molecules by 
using this method was about 10%. Moreover, Smalley’s group 
also developed another large-scale production method named 
the “contact arc method,” as shown in Figure 15.4, in which the 

maximum yield of C60 molecules reached at about 13% [9]. Some 
other large-scale production methods such as the RF-heating 
method [10] and the gas burning method [11] have been devel-
oped by now. They also have been used for the commercial large-
scale production of C60 molecules.

Typical carbon soot produced by the contact arc method, for 
example, usually contains 0%–15% fullerene, in which C60 mol-
ecules consist of 70%–85% of the weight, 10%–15% of the weight 
is C70, and other higher-order residual fullerene molecules. 
Krätschmer et al. discovered abstraction methods for obtaining 
C60 molecules from carbon soot produced by large-scale produc-
tion methods like the gas evaporation method. They found out 
that fullerene such as C60 molecules can be easily dissolved into 
an organic solvent, while the rest of the carbon cannot be dis-
solved. They also observed that the sublimation temperatures of 
C60 and C70 molecules in UHV are different from each other: 
300°C and 350°C for the C60 and C70 molecules, respectively [8]. 
The high purity abstraction rate of more than 99.97% of the C60 
molecules from the soot was achieved by this molecular distil-
lation method using the sublimation apparatus with a constant 
temperature gradient [12]. Furthermore, very recently, it has 
been reported that a purity of more than 99.99999% classes has 
been achieved by a N2 atmospheric train-sublimation method by 
Laudise et al. (see Figure 15.5) [13].

On the other hand, liquid chromatography such as open-column 
chromatography for C60 molecules [14] and high-performance 
liquid chromatography (HPLC) [15] are also very popular and 
useful methods for the abstraction of C60 and higher-order fuller-
ene like the C70 molecules. However, in general, the purity of the 
fullerene obtained by these methods cannot be as high compared 
with the molecular distillation method because of residues of the 
organic solvent.

In any case, the C60 molecular powder with a purity of 99.98% 
can be easily bought commercially. For the van der Waals epi-
taxy of solid C60 for the FETs, in general, the C60 molecular pow-
der with the purity more than 99.98% has been used.

15.2.3 Properties of C60 Molecule

The hypothesis for the structure of the Buckminster fuller-
ene C60 molecule proposed by Kroto and Smalley in 1985 was 
researched for the large-scale production of C60 samples using 
various types of spectroscopy. In particular, there were several 
important theoretical predictions about the lattice-vibration 
spectrum, for example, for the infrared absorption (IR) spec-
trum [16–19]. Theoretical investigations predicted that only the 
first four-order vibration modes in the IR spectrum were active 
among 174 degrees of freedom in the lattice vibrations of the C60 
molecules, when the structure was a soccer-ball shape. Indeed, 
Krätchmer and Huffman used the four IR modes in the IR spec-
tra to identify the C60 molecules in the carbon soot produced by 
their gas evaporation method, as mentioned in their 1990 aca-
demic paper on the large-scale production of fullerene.

According to their theoretical predictions, the C60 molecules 
with Ih symmetry have 46 vibration modes, including many 
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degenerated modes with 174 degrees of freedom in lattice vibra-
tions. The 46 inner-molecule lattice-vibration modes of the C60 
molecule were classified by the Ih symmetry as follows [20]:

 
Γ( ) g 1g 2 g g g u

1u 2 u u u

C 2 3 4 6 8
4  5  6  7

60 = + + + + +
+ + + +

A F F G H A
F F G H  (15.1)

where the 4F1u modes are only allowed for the IR active mode. 
On the other hand, the 10 modes of the 2Ag and the 8Hg modes 
are also allowed as Raman active modes. The IR (A) and the 
Raman (B) spectra from the solid C60 layers deposited on the Si 
substrate are shown in Figure 15.6. The 4 IR and the 10 Raman 
peaks in the spectra are clearly observed [21].

Other strong experimental data from the soccer-ball shape of 
C60 molecules can be obtained by 13C nuclear magnetic resonance 
(13C-NMR) measurements. Indeed, the Kroto research group 
at Sussex University and the Bethune research group at IBM 
(Almaden) obtained only one NMR signal due to the high Ih sym-
metry in the 13C-NMR measurements [14,22]. Moreover, the x-ray 
diffraction for the C60(OsO4) single crystal [23] and the neutron 
diffraction for the low-temperature solid C60 crystal succeeded in 
obtaining more direct proof of the soccer-ball shape structure of 

C60 molecules after stopping of the high-speed rotation of the C60 
molecules by using various scientific techniques [24].

Buckminster fullerene consists of 12 pentagons and 20 hexa-
gons that is a geometrical stable combination due to Euler’s theo-
rem as follows:

 V F E+ = + 2  (15.2)

where V, F, and E are the numbers of the vertex, the face, and the 
side of a polyhedron, respectively. Euler’s theorem is very helpful 
for the discussion about the geometrical stability of the higher-
order fullerene structures. However, because the chemical sta-
bility is not equal to the geometrical one, we have to take into 
account the electronic structure of Buckminster fullerene. In 
the simplest calculation using the Hückel approximation, we can 
estimate the electron energy levels in the C60 molecule. When the 
electron pairs, in which each electron has the opposite spin 
from each other, occupy the lowest energy level and the electron 
pairs finally form a closed electron shell, the Buckminster fuller-
ene becomes chemically stable, in addition to being geometri-
cally stable. This is known as the “Hückel rule,” and it is used for 
describing the chemical stability of the fullerene family.
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The electronic structure of the C60 molecule is very unique 
because it has many degenerate levels due to high Ih symmetry. 
In the Hückel approximation, it is estimated that the HOMO 
level, hu, is five-folded degenerated and the LUMO level, t1u, 
is three-folded, and that the energy gap between the HOMO 
and the LUMO levels is about 1.5 eV. Therefore, it is assumed that 
the solid C60 crystal becomes a semiconductor [25–28]. A scan-
ning tunneling microprobe (STM) observation under the UHV 
showed that the C60 molecules on a well-defined solid surface 
like Cu (111) or Si (111) 7 × 7 do not spin due to the interaction 
between the surface and the C60 molecules induced by a charge 
transfer from surface to the C60 molecules. Many other inter-
esting properties of the C60 molecules are referred to another 
 chapter in this handbook series.

15.3 Solid C60

A solid C60 single crystal without any residual organic solvent 
can be obtained by using the sublimation method or a vacuum 
evaporation method like MBE, while solid C60 crystals grown by 
solution growth can easily include residual solvent.

15.3.1 Crystal Structure

The structure of the solid C60 bulk crystal grown by using the subli-
mation method has two kinds of structural phases. They are a high-
temperature and a low-temperature phase above and below 260 K, 
respectively [29]. In the high-temperature phase above 260 K, the 
structure of the solid C60 is a fcc lattice with (Fm–3m) symmetry 
in the space group and the lattice constant is 1.4145 nm. The four 
C60 molecules in the unit cell of the solid C60 crystal look like balls 
with a diameter of 0.71 nm due to the high-speed spin rotation in 
the x-ray diffraction measurements. Each C60 molecule in the solid 
C60 crystal rotates very fast continuously with a rotation correla-
tion time on the order of 10 ps, estimated from the line width of the 
13C-NMR spectra [30]. The rotational diffusion property of the C60 
molecules in the solid C60 bulk was shown estimating the neutron 
inelastic scattering and the rotation potential of the C60 molecules 
that have many local minima with the thermal activation energy 
of 35 meV [31]. Therefore, the solid C60 crystal is called “the plastic 
crystal” with a rotational diffusion of C60 molecules, in which the 
degrees of freedom of molecular rotation are softened before the 
translational displacement.

15.3.2 van der Waals Interaction of C60

The lattice vibration of solid C60 consists of two kinds of vibra-
tion modes, an inner-molecular and an intermolecular vibra-
tion. The inner-molecular vibration mode is due to the vibration 
in the degree of freedom in the C60 inner molecule. Therefore, 
the spectrum of the inner-molecule vibration is very similar 
to the isolated C60 molecule, described in Section 15.2. On the 
other hand, the intermolecular vibration modes are the proper 
vibration modes of solid C60, and there are three kinds of modes: 
acoustic, optical, and libration modes. The phonon frequency of 

all modes (0–50 cm−1) is lower than the vibration modes in con-
ventional covalent crystal modes such as Si (0–530 cm−1), because 
of the large mass of the fullerene molecules and the weak van der 
Waals interaction between the C60 molecules. The innermolecu-
lar vibration modes have a considerable higher frequency than 
the intermolecular vibration modes [32].

15.3.3 Structural Phase transition

The crystal structure of solid C60 suddenly changes from a fcc 
structure to a simple cubic (sc) structure when below 270 K in the 
first-order phase transition, because of the discontinuity in the 
variations of the lattice constant, as shown in Figure 15.7 [33].

15.3.4 Electronic Structures

The electronic structure of solid C60 has been extensively studied 
by many groups. They have already revealed certain aspects of 
its semiconductor nature, for example, the energy band gap of 
about 1.5 eV. Figure 15.8 shows the band structure of the fcc C60 
crystal calculated by the density functional method, accompa-
nied with π electron levels from an isolated C60 molecule calcu-
lated by the Hückel method, as presented by Saito and Oshiyama 
[28]. The electronic structure has a rather small dispersion and a 
narrow bandwidth (0.4 eV). They are just the origin of the band 
gap of fcc solid C60. The solid C60 is a direct band-gap semicon-
ductor in which the gap is the difference between the bottom of 
the LUMO and the top of the HOMO at X point.

The photo-emission spectroscopy (PES) and the inversion 
photo-emission spectroscopy (IPES) are very useful in directly 
observing the electronic structures of solid C60. The HOMO–
LUMO gap (3.7 eV) estimated from the PES and IPES spectra 
is larger than the gap estimated by the other techniques such as 
the absorption measurements. The middle energy points of the 
HOMO and the LUMO bands are above 2.25 eV and below 1.15 eV 
from the Fermi level, respectively. It is said that the large band gap 
in the PES and the IPES is due to the electron correlation effect [34].
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The HOMO and the HOMO-1 bands, which come from the hu 
and the hg-gg, respectively, are π electron-like states. These bands 
are 5- and the 9-degenerated electron states. On the other hand, 
the empty states consist of the LUMO and the LUMO+1 bands 
that originate from the tu and the tg. They form 3-degenerated 
states in the empty bands.

The electrical conductivity σ of solid C60 is extremely low, 
that is, from 10−8 to 10−14 (Ω cm)−1. Therefore, solid C60 is like 
an insulator [35,36]. The fluctuation in electrical conductivity is 
due to impurities and defects. Furthermore, there are difficulties 
in measuring high-resistance materials. The relative dielectric 
constant of solid C60 is 4.4 ± 0.2 [37]. The relative deviation of the 
dielectric constant (Δε/ε) is due slightly to the temperature with 
a small discontinuity at 260 K. This variation is due to the phase 
transition from the fcc to the sc structures and a broad step-like 
dependence around 165 K in the low-temperature phase which 
occurs due to a disorder in the molecule’s axis in the pentagon 
and hexagon directions [38].

15.3.5 Optical Properties

The absorption and luminescence spectra for solid C60 depos-
ited on a quartz substrate are shown in Figure 15.9 [39]. Three 
strong absorption peaks are observed at 221, 271, and 347 nm. 
These peaks come from the π−π* transition of the C60 molecules, 
because the peaks are also observed from C60 molecules dispersed 
in an organic solvent. The broad and weak bands, observed at 
around 600 nm, come from the forbidden transition between the 
t1u and hu levels. In contrast to these absorption peaks, the rather 
strong band at 430–520 nm comes from the proper absorption 
of solid C60. A broad photoluminescence spectrum with peak 
energy at 737 nm is observed above 10 K, as shown in Figure 
15.9b. However, the photoluminescence spectrum at 1.2 K, as 
shown in Figure 15.10, shows two luminescence bands excited by 
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734 and 684 nm. The 734 and the 684 nm excited bands consist of 
the electronic transition and a vibronic transition [40].

The dielectric function, ε(ω), consists of the real part ε1(ω) 
and the imaginary part ε2(ω), as follows:

 ε(ω) ε (ω) ε (ω)= +1 2i  (15.3)

The complex refractive index, nc(ω), is the root of the dielectric 
function:

 nc (ω) ε(ω)2 =  (15.4)

in which nc(ω) consists of the real part, the refractive index n(ω), 
and the imaginary part, the extinction coefficient κ(ω). The 
ε1(ω) and the ε2(ω) are connected with the n(ω) and the κ(ω), 
as follows:

 
ε κ

ε κ

1
2 2

2 2

(ω) (ω) (ω)

(ω) (ω) (ω)

= −

=

n

n
 (15.5)

These optical constants can be obtained from the absorption and 
the reflection spectra. The dielectric function is the most impor-
tant and basic physical quantity concerning the optical properties 
of the solid C60 layers. The typical results of the optical measure-
ments results from the infrared to the ultraviolet wavelengths for 
the ε1(ω) and/or the ε2(ω) are shown in Figure 15.11 [41]. In the 
measurements, the solid 100 nm thick C60 layers were deposited 
on proper substrates such as Si and glass by using the vacuum 
evaporation method. Many coupled modes were observed in the 
thick solid C60 spectra in addition to inner-molecular F1u vibra-
tion modes (526, 576, 1183, and 1428 cm−1) and their two coupled 
modes (1539 and 2328 cm−1), roughly below 0.3 eV. A solid C60 
film is also assumed to be a nonlinear optical system due to the 
π-electrons in the molecules. Third-harmonic generations were 
reported by Kajzar. The third nonlinear susceptibility as a func-
tion of the wavelength is shown in Figure 15.12 [42].

The photo-conducting spectra of the solid C60 deposited 
on glass substrates are shown in Figure 15.13 [39]. The photo- 
conducting spectrum from the thin C60 layer just corresponds 
to the absorption spectrum. However, the behavior of the photo-
conductivity is out of phase with the absorption spectrum, as 
shown in Figure 15.13. The photo-conducting spectra show that 
the photo-active region of solid C60 is only limited to around the 
thin surface region and, therefore, the diffusion length of the 
photo-produced electrons and/or holes is very short. The electron-
hole pairs can be produced within the thin small region, because 
the photons cannot penetrate deeply into the solid C60 layers. 
There is a decrease in one order of magnitude of the photo-
conductance due to oxygen exposure, because the oxygen mol-
ecules absorbed into the solid C60 layer work as recombination 
centers for the carriers, decreasing their lifetime and mobility. 
The absorption of the oxygen molecules into the solid C60 layers 
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is a reversible process. In addition, photo-conductance recov-
ering accompanied with oxygen adsorption is observed by the 
180°C temperature mark annealing under a vacuum. However, a 
large irreversible deterioration of photo-conductance is induced 
by white light irradiation exposure to oxygen in the solid C60 
layers, because of a chemical reaction between the oxygen atoms 
and the C60 molecules induced by white light irradiation.

The polymerization of solid C60 is induced by ultraviolet 
strong light irradiation and/or a low-energy (3–1500 eV) elec-
tron beam. We can check the polymerization in several ways; 
for example, by using the Raman frequency shift. The polymer-
ization by ultraviolet light and the low-energy electron beam is 
due to an excitation of the electrons in the double bonds of the 
hexagons and the following reconstruction of new bonds struc-
tures between the C60 molecules [21,43]. However, the oxygen 
contamination in solid C60 layers has a suppression effect in the 
polymerization process, because the oxygen atoms work as the 
killer centers of the excited electrons before the formation of new 
bonds. Furthermore, the transition from dimmer to monomers 
is also induced by a thermal annealing at 200°C under an UHV 
environment. The activation energy of this process is estimated 
at about 1.25 eV [44].

15.4 van der Waals Epitaxy of C60

The epitaxial growth of solid C60 on several proper substrates 
offers very attractive potential due to its new electrical and 
optical properties, provided we can obtain the ideal interface 
between solid C60 and the insulator layers. The intermolecular 

distance on the fcc solid C60 film is about 1 nm. This is several 
times longer than the inter-atomic distance on the top surface 
of semiconductor substrates such as GaN. The atomic arrange-
ment of the GaN (0001) surface has a sixfold symmetry simi-
lar to a fcc solid C60 (111) surface. The inter-atomic distance 
GaN (0001) is about 0.319 nm, which is nearly one-third of the 
intermolecular distance of the C60 molecules in a fcc solid C60 
(111) surface. If we define the lattice-mismatch as the difference 
between the intermolecular distances on the C60 (111) surface 
[45] and the distance is almost equal to three times the inter-
atomic one on the GaN (0001) surface, then the lattice-mismatch 
becomes about 4.5% which is not so serious of a difference in the 
lattice-mismatch of solid C60 epitaxial growth. Additionally, it 
is well known that nitride is rather stable surface for chemical 
reactions. Therefore, this surface is assumed to be a chemically 
inactive plane. This plane is necessary for the epitaxy of a van 
der Waals molecular crystal without any covalent bonds to sub-
strates [46]. It is equally important in the formation of a van der 
Waals interface in layered materials such as Mica [47] and MoS2 
[48]. Consequently, the solid C60 epitaxial growth on the proper 
substrates can be expected to appear under proper growth con-
ditions. We call the epitaxy like this (solid C60 epitaxial growth 
without any covalent bonds to the substrates, except for the 
potential periodicity), “the van der Waals epitaxy.” In this sec-
tion, the basic knowledge about the epitaxial growth of a solid 
C60 single crystal layer is described.

15.4.1 Molecular Beam Epitaxy

Conventional solid source MBE is named after the epitaxial 
growth using molecular beams such as the C60 beam produced 
by conventional Knudsen thermal cells (K-cells) under an UHV 
environment below a background pressure of lower than 10−7 Pa. 
The conventional MBE system usually consists of a main cham-
ber for epitaxial growth, a preparation chamber for the surface 
cleaning of the substrate, and an introduction chamber for 
the substrate charge from the atmosphere, as shown in Figure 
15.14. Each chamber has a pumping system with several vacuum 
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monitoring systems such as a nude ion gauge in order to keep 
the UHV environment, and all chambers are connected via 
gate valves with each other. The main chamber has a sample 
holder with a sample heating system and a monitoring system 
for epitaxy. For example, a reflection of high-energy electron 
diffraction (RHEED) system and a quadrupole mass spectro-
scopic (Q-Mass) system are used for monitoring the growth sur-
face and the background ambient during epitaxy, respectively. 
The main chamber should maintain the UHV environment as 
much as it is possible in order to suppress contamination dur-
ing growth, allowing a cooling bag using liquid nitrogen or a 
water circular system to settle inside the chamber. The prepa-
ration chamber has a thermal heating system for sample clean-
ing and, in many cases, other in-situ characterization systems 
such as the Auger electron spectroscopic (AES) system in order 
to characterize the sample surface before and/or after epitaxy. 
The substrate prepared by the proper chemical cleaning treat-
ment is installed into the introduction chamber from the atmo-
sphere to the high vacuum environment. Then, the substrate is 
transferred from the introduction chamber to the preparation 
chamber through the gate valve to clean the surface and, occa-
sionally, to perform some in-situ characterization under a UHV 
environment before growth. After the surface cleaning, the sub-
strate is transferred into the main chamber for growth. In the 
main chamber, the K-cell and/or the substrate heating systems 
should fully do the out-gas procedure before the installation 
of the substrate. The  beam flux also should be estimated by a 
nude ion gauge monitor before and after growth, if possible. The 
details of the general information of MBE growth and systems 
can be obtained from the proper reference books.

15.4.2 van der Waals Epitaxy

van der Waals epitaxy is an important technique in overcom-
ing the restrictions in large lattice-mismatches in the crystal 
growth. According to Koma, the van der Waals interface can 
drastically relax the lattice-matched growth conditions, because 
of a weak interaction between the films and the substrates [46]. 
There has been much interest in using single crystalline C60 thin 
films grown by van der Waals epitaxy on hydrogen-terminated 
(H-terminated) Si substrates. These newly functional films 
have a great potential in many areas due to the discovery of 
the large-scale production synthesis methods of C60 molecules. 
However, it has still been difficult to obtain single-domain C60 
thin solid films with the fcc structure on Si substrates, though 
single-domain C60 films can be grown on layered material sub-
strates such as MoS2 [48], GaSe [49], and Mica [47]. The growth 
of C60 films on H-terminated Si (111) substrates with quasi van 
der Waals interfaces shows a three-dimensional island growth 
mode. In addition, the film’s grown structure contains a fcc 
double domain. Therefore, a large fcc single-domain film has not 
been obtained yet to the best of our knowledge.

The most popular device structures of C60 FETs is a bottom 
contact structure with a SiO2 insulator layer formed on a con-
ductive Si substrate as a gate electrode, and the details will be 

described in the later sections. In the bottom contact structure 
with the SiO2 insulator layer, the C60 layer becomes an amor-
phous or a polycrystalline structure due to the amorphous sur-
face of the SiO2 layer. If we want to use the single crystalline 
solid C60 surface, then we have to apply the top contact structure 
to the single crystalline solid C60 bulk. The solid C60 bulk can 
only be obtained on the inside of the furnace wall by methods 
such as train sublimation. However, the obtained single crystal 
is usually very small. Although it is not impossible to make C60 
FETs using such tiny C60 bulks, interface problems such as the 
ion damage always occur in the formation process of the insula-
tor layer when using such a sputtering method. Therefore, in the 
current state-of-the-art technology, it is very difficult to obtain 
an ideal interface between solid C60 and insulator layer in both 
FET structures. There is a lot of discussion about the use of the 
bottom contact structure in the C60 FET because of the easy fab-
rication process, even for amorphous-like interfaces.

15.4.3 Initial Growth Surface

Here, we will discuss the relationship between the van der Waals 
epitaxy and the initial growth surface. We have already pointed 
out that the interaction between the C60 molecules and the initial 
surface plays an important role in the epitaxial growth of the 
solid C60 layer. Therefore, we discuss several types of surfaces 
such as the H-terminated Si (111) surface and/or the single crys-
talline AlN surface.

15.4.3.1 H-terminated Si (111) Surfaces

In Figure 15.15, typical atomic force microscope (AFM) image 
and RHEED pattern of C60 epitaxy on an H-terminated Si (111) 
surface are shown. Petal-like islands with considerable low den-
sity are formed on the H-terminated Si (111) surface. The results 
strongly indicate that the van der Waals interaction between C60 
molecules and the surface is not so strong and, therefore, that 
the migration length of the C60 molecules on a quasi van der 
Waals surface like the H-terminated Si (111) surface is consid-
erably longer than conventional epitaxy such as with Si layers. 
However, we can control the island density and size by using a 
two-step growth technique, as shown in Figure 15.15. The two-
step growth technique is well known as one of the most impor-
tant techniques in achieving a high-quality single crystalline 
for high lattice-mismatch hetero-epitaxial systems. According 
to the two-step growth procedure, the C60 layers are grown at 
150°C to enhance the surface migration of C60 molecules, after 
the formation of low-temperature buffer layer growth at 30°C 
successively annealed at 150°C to form a high nucleus density, 
respectively. The typical beam equivalent pressure of the C60 
molecular beam (purity; >99.99%) was 5.0 × 10−9 Torr during 
growth, and the beam pressure corresponds to a growth rate of 
0.8 nm/min [50].

A RHEED pattern from the grown layer by using the two-
step growth technique showed a fcc single-domain structure, as 
shown in Figure 15.16. However, the RHEED pattern from the 
directly grown layer showed a double-domain fcc structure in 
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which the normal and the rotated domains on the Si substrate 
mixed with each other, as shown in Figure 15.16. According to 
Saito, in the case of C60 epitaxy on NaCl substrates, not only hex-
agonal (or truncated triangular) plates (which are single crystals) 
but also particles with irregular shapes which look like petals are 
observed. Such petal-like particles are rich in planar defects such 
as parallel and cyclic twining [47]. Therefore, the triangle islands 
formed in the two-step growth have a single-domain fcc struc-
ture. The petal-like islands formed in the direct growth have a 
double-domain fcc structure. These well-arranged dense islands 
on the surface obtained by the two-step growth may have a poten-
tial to form thick C60 films with the fcc single-domain structure.

15.4.3.2  Hexagonal GaN (0001) Surfaces 
with Ga-Polarity

The epitaxial growth of solid C60 on semiconductor substrates 
offers a very attractive potential due to its newly discovered 

electrical and optical properties. The atomic arrangement of 
the hexagonal GaN (0001) surface has a sixfold symmetry 
similar to the fcc solid C60 (111) surface. Its inter-atomic dis-
tance is about 0.319 nm, which is near one-third of the inter-
molecular distance of the C60 molecules in fcc solid C60 (111) 
surfaces. An extended lattice-mismatch in the van der Waals 
epitaxy can be defined as the difference between the intermo-
lecular distance in the C60 (111) surface and the distance equal 
to three times the inter-atomic one in the h-GaN (0001) sur-
face. The extended lattice-mismatch then becomes 4.5% which 
is the lowest among conventional semiconductor substrates 
in solid C60 epitaxial growth. Additionally, it is well known 
that the h-GaN surface is rather stable for chemical reactions. 
Therefore, the surface is expected to act as a chemically inac-
tive plane which is necessary for van der Waals epitaxy as well 
as the van der Waals interface in layered materials such as 
Mica and MoS2 [51].
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FIGURE 15.15 Typical AFM image and RHEED pattern of C60 epi-
taxy on an H-terminated Si (111) surface.
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FIGURE 15.16 Typical AFM image and RHEED pattern of C60 grown 
layer by using two-step growth technique.
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The GaN (0001) surfaces formed on the α-Al2O3 substrates are 
prepared by a metal organic vapor phase epitaxy. Typical RHEED 
patterns from a solid C60 layer grown on a flat h-GaN (0001) sur-
face at 100°C for 60 min are shown in Figure 15.17. The directions 
of the incident electron beam are parallel to (a) [1120] and (b) [11‒10] 
crystal axes of the h-GaN (0001) surface. The in-situ RHEED 
observation revealed that the C60 film growth did not occur at 
150°C because of the re-evaporation of the C60 molecules from the 
surface. On the other hand, sharp streaks from the fcc (111) sur-
face can be observed in the RHEED patterns, as shown in Figure 
15.17. The results imply that the lattice-structure of the grown 
layer is mainly the fcc structure, and the relationship of the crys-
tal axes between the epitaxial grown layers and the h-GaN (0001) 
substrates is C60 (111)∙h-GaN (0001), C60 [10‒1]∙h-GaN [11‒20], C60 
[11‒2]∙h-GaN [01‒10], as shown in Figure 15.18. Figure 15.19 shows a 
typical AFM image of the C60 layer on a flat h-GaN (0001) surface. 

The whole surface of the substrate was completely covered with 
highly dense C60 islands. The size of the islands was on the order 
of a sub-micron meter. Figure 15.20 shows the growth tempera-
ture dependency on grain size and density estimated from AFM 
images, as shown in Figure 15.19, in C60 growth on h-GaN and 
H-terminated Si. In the case of C60 growth on the h-GaN, the 
grain size slowly increases and the grain density rapidly decreases 
as a function of the growth temperature in comparison with the 
H-terminated Si substrate. The results indicate that the  interaction 
between the C60 molecule and the h-GaN surface is extremely 
weak compared with C60 film growth on a H-terminated Si (111) 
surface. The evaporation of the C60 molecules on the GaN surface 
may very well easily occur and, consequently, it leads to a reduc-
tion of the diffusion length of C60 molecules during growth. Short 
diffusion and/or migration lengths may induce highly dense small 
grains, as shown in Figure 15.20.

(a) (b)

FIGURE 15.17 Typical RHEED patterns from solid C60 layer grown on flat h-GaN (0001) surface at 100°C for 60 min.
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FIGURE 15.18 Relationship of crystal axes between epitaxial grown 
layers and h-GaN (0001) substrates.
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FIGURE 15.19 Typical AFM image of C60 layer on flat h-GaN (0001) 
surface.
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The experimental results for C60 direct growth on rough 
h-GaN (0001) surfaces show that a polycrystalline C60 layer 
can only be obtained. Furthermore, it suggests that the sur-
face migration of the C60 molecules may be suppressed by the 
existence of various planes on the rough surface. The fcc C60 
layers can be grown epitaxially even on a rough h-GaN (0001) 
surface by using the two-step growth technique, though only 
the polycrystalline C60 layers are obtained by direct growth. All 
experimental results strongly indicate that the periodicity of the 
h-GaN surface potential for the van der Waals epitaxy is easily 
and strongly modified by surface roughness. Therefore, the flat-
ness of GaN substrate is also a very important factor in obtain-
ing a high-quality C60 epitaxial layer.

15.4.3.3  Hexagonal alN (0001) Surface 
with N-Polarity

The AlN single crystal layer can be grown on 6H-SiC [53,54], Si 
[55,56], and so on. The single crystal AlN layer has large band-
gap energy (6.2 eV) and enough high dielectric breakdown volt-
age for C60 FET applications. Lattice-mismatch between the C60 
fcc structure (111) and the h-AlN (0001) is 7.3% in C60 [10‒1]∙AlN 

[11‒20] (the 0° orientation) and 7.0% in C60 [11‒2]∙AlN [11‒20] (the 
30° orientation), as shown in Figure 15.21. These values are 
acceptable under C60 van der Waals epitaxy [45]. Therefore, 
the AlN layer is assumed to be the substrate for single crystal 
C60 layers. However, the lattice-mismatch in both orientations, 
shown in Figure 15.21, is almost the same. Because the C60 van 
der Waals epitaxy has a character that the growth orientation 
on the smooth surface strongly depends on the lattice mismatch 
[45], it is a little difficult to predict the C60 orientations on the 
AlN surface. If the single crystal C60 layers can be grown on a 
AlN surface, a more perfect interface can be obtained than by an 
interface formed by the conventional sputtering method.

Figure 15.22 shows typical RHEED patterns from a solid C60 
layer grown on a smooth AlN surface (RMS value: 0.9 nm) for 
2 h at 100°C–160°C. All the RHEED patterns in Figure 15.22 
indicate a fcc (111) structure. The ring pattern appears on a 
spot pattern below a growth temperature of 100°C. Both the 
RHEED patterns with the azimuth of electron beam paral-
leled to AlN [10‒10] and AlN [11‒20] at 100°C–130°C show the 
inclusion of C60 [10‒1] and C60 [11‒2] patterns, as shown in Figure 
15.22. Moreover, twin patterns are also observed. On the other 
hand, the C60 [10‒1] pattern is only observed with a AlN [11‒20] 
azimuth of the electron beam at 160°C, and the C60 [11‒2] pat-
tern is only observed with a AlN [10‒10] azimuth of the electron 
beam at 160°C, respectively, although the twin patterns are still 
observed at 160°C.

From the RHEED results we can summarize that the C60 lay-
ers that are grown at 100°C–130°C contain four kinds of grains, 
which are the C60 [10‒1]∙AlN [11‒20] (the 0° orientation) and its 
twin grains and the C60 [11‒2]∙AlN [11‒20] (the 30° orientation) 
and its twin grains, as shown in Figure 15.23. However, the 
RHEED intensity from the 0° orientation is always stronger than 
that from the 30° orientation. Figure 15.24 shows the intensity 
ratio of the 0° orientation grain as a function of the growth tem-
perature. In this figure, the 0° orientation grains are grown more 
than the 30° orientation grains, and its ratio is about 7:3. The C60 
layers that are grown at 160°C contain only the 0° orientation 
grains, although the twin grains still remain. The results strongly 
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indicate that the C60 grains with the 0° orientations are stable on 
a smooth AlN surface in high-temperature growth, although the 
lattice-mismatch for each orientation is almost equal.

The solid C60 grains grown on the smooth AlN surface for 
5 h at 100°C–160°C showed a three-dimensional island growth. 
Their grain density and grain size as a function of growth tem-
perature show a trade-off relation which is strongly connected 
to the migration of C60 molecules and the covering of C60 lay-
ers on the AlN surface. The RHEED pattern for the solid C60 
layer grown on the rough AlN (RMS value: 9.5 nm) surface at 
the 130°C shows a mixed pattern with a spot and a ring. The 
RHEED result indicates that the orientation of the grains is not 
controlled at all. Such random orientation can be improved by 
thermal annealing at 130°C after the low temperature growth 
at 30°C. However, the obtained C60 layers have multi-domain 
structures. The results indicate that the roughness of the AlN 
surface is also an important factor for C60 epitaxy. The RHEED 
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FIGURE 15.22 Typical RHEED patterns from solid C60 layer grown on smooth AlN surface (RMS value: 0.9 nm) for 2 h at 100°C–160°C.
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pattern from the solid C60 layer grown on the polycrystalline 
AlN (RMS value: 0.7 nm) at 130°C shows a full ring pattern, 
which means the polycrystalline C60 layer is grown on the sur-
face. It strongly indicates that the periodic atomic arrangement 
of the surface is also an important factor in C60 epitaxy as well as 
the surface roughness [52].

15.5  Principles of Organic 
FEt Functions

The first report on the mobility measurement of an organic 
semiconductor material, merocyanine, using the field effect was 
published in the Japanese Journal of Applied Physics in 1984 by 
Kudo et al. [57]. Just after the first report on the field effect of 
the organic semiconductors, Koezuka et al. described the first 
OFET using polythiophene in 1987 [58]. After these innova-
tions by Japanese researchers, the study of organic FETs has 
been extensively developed through the last two decades. The 
mobility of the carrier has achieved the same level as the ploy Si 
FETs in the late 1990s, as shown in Figure 15.1. Now, it has been 
reported that the highest mobility of organic FETs is 40 cm2/V s 
in a single crystalline rubrene FET [59]. According to Haddon 
et al., the solid C60 layers were utilized at the active element in 
thin film FETs [60]. However, the mobility of the FET was found 
to be rather low (10−4 cm2/V s) by Tang et al. [61]. Very recently, 
a group from the University of Tokyo has reported the highest 
electron mobility of 6.0 cm2/V s in the C60 FET structures at a 
low temperature [62]. The developments of the OFETs perfor-
mance have been rapid in recent years like other organic devices 
such as organic electro-luminescence (OEL) [63]. In this section, 
we discuss about the general principles of OFETs, including C60 
FETs for a deeper understanding of C60 FET operation in the 
later sections.

15.5.1 Device Structures of OFEts

Organic transistor materials are classified mainly into two 
categories: low- and high-molecular compound systems such 
as rubrene and polythiophene, respectively. In general, low-
molecular compound systems have a rather high mobility. 
Consequently, the research on the OFETs using low-molecular 
systems has been intense in recent years. Therefore, in this sec-
tion, we will discuss about FETs using low-molecular compound 
systems. The various types of FET structures such as vertical 
structure [64] and the Schottky gate structure [65] have already 
been reported. However, in this section we will discuss metal 
insulator semiconductor (MIS) structures, which are the most 
popular FET structures. In the OFET structure, mainly two 
types of structures are usually used in research: (a) bottom and 
(b) top contact structures, as shown in Figure 15.25a and b, 
respectively. The bottom contact structure is the most popular 
structure in OFETs, because a fine-patterning technique for the 
short channel is easily applicable just after the deposition of the 
electrode metal, as shown in Figure 15.25a. The organic active 

elements are deposited on the source and drain electrodes and 
the insulator layer after the fine-patterning of the electrodes. In 
general, in the bottom contact structure, the considerably large 
height difference between the electrodes and the insulator sur-
face becomes an origin of high contact resistance between the 
active organic element and the metal electrodes. The discontinu-
ity between the electrode and the organic materials at the edge of 
the electrodes becomes an origin of fluctuation in the FET per-
formance such as in the I–V curves. In contrast, active organic 
elements are deposited on a flat insulator surface before the elec-
trode formation in the top contact structure. However, achiev-
ing the fine-patterning of the organic semiconductor material 
systems is considerably difficult. Therefore, the metal electrodes 
formation is usually performed by using a metal-mask vac-
uum evaporation method. Moreover, a high contact resistance 
between the top metal electrodes and the interface of the insula-
tor–organic layer in the active channel region cannot be essen-
tially avoided. In practice, the contact resistance is lower than 
the case of the bottom contact FET, because the metal atoms of 
the electrodes may diffuse into the organic layer. In general, SiO2 
layers thermally grown on a Si substrate are used as the insu-
lator layer and gold is used as source and drain electrode. The 
interface between metal and organic semiconductor becomes a 
Schottky junction because of the large difference in the carrier 
density between the metal and organic materials without dop-
ing. Therefore, the off-current is very low due to the large contact 
resistance in the OFET operations.

15.5.2 Metal/Organic Layer Interface

Organic semiconductors show intrinsic semiconductor nature 
and have very low impurity states in the band gap. Therefore, 
carriers excited by thermal energy play an essential role in the 
current conduction of OFETs. Both the electrons and the holes 
contribute to the carrier transport in the same manner as in am-
bipolar operations. However, many experimental reports have 
been published on p-type materials such as rubrene and n-type 
materials such as solid C60 layers. Such a material dependency on 
the conducting types in spite of an essentially am-bipolar nature 
in organic semiconductors had been a large mystery in the OFET 
research for many years. However, very recently, Yasuda et al. 
have reported about the am-bipolar operations in OFETs such as 
pentacene or Cu-ftalocianina which had been considered a p-type 
OFET [66]. According to them, the am-bipolar operation can be 
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FIGURE 15.25 Schematics of (a) bottom and (b) top contact FET 
structures.
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realized by using a potassium electrode with a low work func-
tion, instead of the Au with a considerably high work function. 
Moreover, Nishikawa et al. have reported about the  am-bipolar 
operation of OFETs using the work function as a control by using 
a modification technique that uses self-organized mono-layered 
molecules on the surface of Au electrodes [67]. These results 
strongly indicate that the formation of the carrier accumulation 
layer at the interface of OFETs is completely different from that 
of conventional semiconductor FETs. Namely, although the car-
rier accumulation layer for conventional semiconductor materi-
als is formed by impurity doping into bulk, the carrier injection 
from the electrode plays an essential and important role for the 
formation of the carrier accumulation layer in OFET structures. 
According to Tamura et al., the formation of the accumula-
tion layer in OFETs can be explained consistently using by the 
Maxwell–Wagner model for dielectric materials. In other words, 
the formation of the carrier accumulation layer can only be real-
ized by carrier injection from the electrode with a low injection 
barrier height. However, the carrier accumulation layer cannot 
be formed for a high injection barrier [68]. The results of the 
analysis of the formation of accumulation layers indicate that 
the type of carriers of the accumulation layer can be determined 
by the relationship between the work function of the electrode 
metals and the HOMO–LUMO levels of the organic semicon-
ductor materials, that is, the Schottky barrier between the elec-
trode metals and organic semiconductor surfaces.

15.5.3 Field Effect Doping for Solid C60 Layers

A field effect doping technique has been proposed as a new type 
carrier doping that is applied to the interface between solid C60 
and insulator layers by applying an external voltage to it in a 
similar manner to conventional field effect transistor (FET) 
[60]. In this doping technique, the solid C60 layer is treated as 
a semiconductor that was theoretically predicted by Saito and 
Oshiyama [28]. Injected career density and/or polarity through 
the interactions between the electrodes metals and the solid C60 
layer can be controlled by the value and the polarity of external 
gate voltage in this technique. This point is a great advantage 
in the field effect doping for C60 device fabrication techniques 
in comparison with conventional chemical doping. However, 
several serious problems need to be resolved before there are 
realistic device applications using the field effect doping tech-
nique. The most important problem to be fixed is how to form 
a well-controlled interface between the insulator and the solid 
C60 layers. The channel region is formed in several mono lay-
ers from the interface. In the fabrication of the FET structure, 
an excellent C60 interface without any damage can be formed 
by the deposition of a C60 vacuum on a single crystal insulator 
layer such as the AlN layer (as shown in Figure 15.26) because 
the AlN single crystal layer can be grown on 6H-SiC [53,54], 
Si [55,56], and so on. In the conventional sputtering method 
for insulator film deposition, it is easy to damage the interface 
region. Therefore, it is a little difficult to form a reproducible and 
excellent interface. On the other hand, the single crystalline AlN 

layer has the large band-gap energy (6.2 eV). In addition, it also 
has enough high dielectric breakdown and dielectric constant 
for C60 FET applications. Consequently, it is expected that the 
interface between the single crystalline solid C60 layers grown 
on a single crystalline AlN insulator layer will become one of the 
most promising structures for field effect doping.

15.5.4 am-Bipolar OFEt Operations

In general, organic semiconductors such as solid C60 films are 
essentially intrinsic semiconductors, with the characteristics 
of low carrier density and an absence of impurity levels in the 
band gap. Therefore, if we can remove the extrinsic factors such 
as the absorption of gas and the carrier traps and can choose the 
proper electrode metals, an am-bipolar transistor can be easily 
realized in contrast to conventional semiconductors. There are 
many ways to realize a practical am-bipolar transistor such as 
fabricating the device under a vacuum or using inert gas ambi-
ent to prevent the absorption gas effect. Another typical idea is 
the usage of an asymmetric Schottky barrier source–drain elec-
trode structure using different metals with large or small work 
functions from each other. Moreover, organic polymers such 
as polymethyl methacrylate (PMMA) can be applied as insula-
tor layers to remove the electron traps on the SiO2 surface. The 

0 10 20 30 40
0

10

20

Source-drain voltage (V)(a)

(b)

So
ur

ce
-d

ra
in

 cu
rr

en
t (

μV
)

0 10 20 30 40 50
0

1

2

3

VG = 20 V

VG = 10 V

VG = 30 V

VG = 0 V

VG = 20 V

VG = 10 V

VG = 30 V

VG = 0 V

Source-drain voltage (V)

So
ur

ce
-d

ra
in

 cu
rr

en
t (

μV
)

AIN layer

SiO2 layer

FIGURE 15.26 Typical ID–VSD characteristics of fabricated C60 FETs 
with (a) conventional SiO2 layers and with (b) newly proposed AlN 
layers.



15-18	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

electrons and the holes can be injected simultaneously under 
am-bipolar operation. Therefore, it is expected that a pseudo-
PN junction will result in light emission due to a recombination 
of simultaneously injected electrons and holes in the channel. 
Am-bipolar light-emitting transistors have been reported in 
the carbon nanotubes, the organic polymers, and the tetracene 
channel FETs [69–71]. Unfortunately, however, am-bipolar oper-
ations have not been observed in solid C60 FETs until now for no 
essential reason.

15.6  Fabrication of Fullerene Field 
Effect transistors (C60 FEt)

The most important problem in the fabrication of the C60 FETs is 
how to form an effective interface between the insulator and the 
solid C60 layer. In this section, we discuss a new structure of the 
C60 FETs, which consists of an epitaxial AlN layer as the insulator 
and a solid C60 epitaxial layer grown on a AlN (0001) surface to 
realize the ideal interface, in comparison with the most popular 
structure of C60/SiO2 FETs. First of all, the solid C60 growth on 
the AlN (0001) surface by using the MBE technique is described 
again, although we have already described it in Section 15.4. 
Furthermore, how C60 islands with a fcc structure can be obtained 
on a smooth single crystalline AlN surface has been explained. 
The experimental results show that four types of C60 islands, in 
general, are obtained: those with 0° of orientation and its twin 
ones, those with 30° of orientation and its twin ones. However, 
only the islands with 0° orientation can be obtained by control-
ling of the solid C60 growth temperature. Such results strongly 
indicate that an effective interface between the AlN insulator 
and the solid C60 layer can be formed for device applications. The 
fabrication of polycrystalline solid C60/AlN FET structures and 
the conductive characteristic of C60 FETs as a function of the C60 
grain size have also been described. The C60 grain size grown on 
the polycrystalline AlN insulator layer is always larger than on 
SiO2 insulator layers. Moreover, the electron mobility increases 
with the C60 grain size. It is also shown that the activation energy 
in the hopping conduction below the threshold voltage decreases 
along with the C60 grain size. These results all strongly indicate 
that the C60/AlN FET structure has a great potential in achieving 
an outstanding performance in C60 FETs [72].

15.6.1 Substrates: SiO2 or alN

The most popular substrate is a conductive Si substrate with a 
thermal oxidation layer, SiO2. The SiO2 layer has some excel-
lent properties as an insulator layer, and it is well known in the 
Si-MOSFET world. However, the fatal shortcoming in the SiO2 
layer as the insulator layer of the solid C60 FET is that the amor-
phous surface structure prevents single crystalline solid C60 epi-
taxy. On the other hand, AlN layers grown on conductive Si (or 
SiC) substrates have similar excellent properties as the insulator 
films of C60 FETs to SiO2 films, except that they have a crystal 
surface. The crystal surface of the insulator film is necessary 
in forming an ideal interface between solid C60 layers and the 

insulator layers. For van der Waals epitaxy of solid C60 layer to 
form the ideal interface, however, there are also other necessary 
conditions such as lattice-matched conditions and the surface 
roughness of the insulator layer to be met. Therefore, the AlN 
layer grown on the Si (or SiC) substrates has a great potential for 
the insulator layer of solid C60 FETs.

15.6.2 Device Process

The drain and source electrodes of gold are usually fabricated 
on the insulator layer by conventional lithography techniques. 
The channel length (L) and width (W) of the fabricated FET 
described here are 7.5 and 175 μm, respectively. After the lithog-
raphy of the electrodes, the C60 layers are grown at 30°C–160°C 
by a conventional solid source MBE system.

15.6.3 C60 Epitaxy

The lattice mismatches between the solid C60 (111) surface with 
the fcc structure and the AlN (0001) surface with the wurtzite 
structure (h-AlN) are 7.3% in C60 [10‒1]∙AlN [11‒20] (0° orienta-
tion) and 7.0% in C60 [11‒2]∙AlN [11‒20] (30° orientation), as shown 
in Figure 15.21. The lattice mismatch can be permitted in the van 
der Waals epitaxy of the solid C60 layer [45]. It has been reported 
that a fcc C60 layer can be grown on h-GaN (0001) which is chem-
ically stable just like AlN [51]. Therefore, AlN can be expected 
to be a substrate for the single crystal C60 layers. However, the 
lattice-mismatch in both orientations (shown in Figure 15.21) is 
almost the same. Because the C60 van der Waals epitaxy growth 
orientation on the smooth surface strongly depends on the lat-
tice mismatch [45], it is a little difficult to predict the C60 orienta-
tions on the AlN surface by using the above considerations. If 
single crystalline C60 layers can be grown on the AlN surface, a 
more effective interface can be obtained than from an interface 
formed by the conventional sputtering method. However, no one 
has succeeded in forming a single crystalline C60 layer grown on 
the AlN surface so far. Therefore, we have to investigate the char-
acteristics of FETs with polycrystalline solid C60 layers on the 
AlN surface while at the same time studying the single C60 layer 
growth on single AlN layers. In particular, it is very interesting 
that the size of the C60 grains may be strongly related to con-
ductive characteristic such as the mobility and/or the activation 
energy of hopping conduction in FET performance.

A smooth single crystalline AlN surface (root mean square: 
RMS value: 0. 9 nm), a rough single crystalline AlN surface 
(RMS value: 9.5 nm), and a smooth polycrystalline AlN surface 
(RMS value: 0. 7 nm) can be formed by the nitridation of Al2O3 
(0001) substrate or by the AlN growth on them by using radio-
frequency plasma-assisted molecular beam epitaxy (RF-MBE). 
The C60 layers described here can also be grown on a AlN surface 
for 2–5 h at 60°C–160°C by a conventional solid-source MBE 
system under a base pressure of ∼10−7 Pa. The monitoring of the 
growth process is usually performed by RHEED. The surface 
morphology of the solid C60 grown layer can be characterized 
by using the AFM. The AlN layers should be grown on a p-type 
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Si (111) substrate by using the RF-MBE system at about 500 nm 
(RMS value: 1.7 nm) in order to fabricate the bottom contact 
FET structure. For the C60/SiO2 FET structure, for example, the 
p-type Si (100) substrate is ordinarily used as a substrate covered 
with a SiO2 insulator layer thermally formed at roughly 250 nm 
(RMS value: 0.2 nm).

Figure 15.22 shows typical RHEED patterns from solid C60 
layers grown on a smooth AlN surface (RMS value: 0.9 nm) for 
2 h at 100°C–160°C. All RHEED patterns in Figure 15.22 show 
ones from the fcc (111) structure. Ring patterns appear in spot 
patterns below a growth temperature of 100°C. Both the RHEED 
patterns, the one with azimuth electron beam paralleled to the 
AlN [10‒10] and the AlN [11‒20] crystal directions from samples 
grown at 100°C–130°C, show the inclusion of both C60 [10‒1] and 
C60 [11‒2] patterns, as shown in Figure 15.22. Moreover, twin pat-
terns are also observed. On the other hand, the C60 [10‒1] and the 
C60 [11‒2] patterns are only observed with the AlN [11–20] and 
AlN [10‒10] azimuths from samples grown at 160°C, respectively. 
However, the twin patterns are still observed even at 160°C.

The RHEED results can be summarized as follows: the C60 
layers grown at 100°C–130°C contain four kinds of islands 
which are in the C60 [10‒1]∙AlN [11] (the 0° orientation) epitaxial 
relation and its twin islands. They are also in the C60 [11‒2]∙AlN 
[11‒20] (the 30° orientation) epitaxial relation and its twin islands, 
as shown in Figure 15.23. However, the RHEED intensity from 
the islands  with the 0° orientation is always stronger than 
from the islands with the 30° orientation. Figure 15.24 shows the 
RHEED intensity ratio for both islands in the epitaxial relation 
with the 0° and the 30° orientations as a function of the growth 
temperature. The islands with 0° orientation are grown much 
larger than ones with 30° orientation. The ratio is about 7:3. The 
C60 layer grown at 160°C contains only islands with 0° orienta-
tion. However, the twin islands still remain. The results strongly 
indicate that the C60 islands with the 0° orientation are stable 
on a smooth AlN surface in high-temperature growth, while the 
lattice-mismatch for each orientation is almost the same.

The C60 islands grown on the smooth AlN surface at 
100°C–160°C show a three-dimensional island growth. The den-
sity and the size of the islands, as a function of growth tempera-
ture, show a trade-off relation which is strongly connected to the 
migration of the C60 molecules and the covering of the C60 layers 
on the AlN surface.

The RHEED pattern for a solid C60 layer grown on a single 
AlN with a rough surface (RMS value: 9.5 nm) at 130°C shows a 
mixed pattern with a spot and a ring. The RHEED results indi-
cate that the orientation of the grains is not controlled at all. Such 
random orientation can be improved by the thermal annealing 
at 130°C after a low-temperature growth at 30°C. However, the 
obtained C60 layers have multi-domain structures. The results 
indicate that the roughness of a single crystalline AlN surface is 
also one of the important factors for solid C60 epitaxy.

The RHEED pattern from a solid C60 layer grown on a poly-
crystalline AlN (RMS value: 1.7 nm) at 130°C shows a com-
plete ring pattern. This means that a polycrystalline C60 layer 
is grown on the surface. Furthermore, it strongly indicates that 

the periodic atomic arrangement on the AlN surface is also an 
important factor in solid crystalline C60 epitaxy as well as in sur-
face roughness [52].

The RHEED observations show that polycrystalline C60 lay-
ers can be grown on both AlN and SiO2 layers. By observing the 
AFM in surface morphology, it was revealed that the grain size 
of the polycrystalline C60 layers grown on polycrystalline AlN 
layers was larger than those grown on SiO2 layers under the same 
conditions of C60 growth. The results indicate that a better inter-
face due to the obtained larger C60 grains can be made on AlN 
layers rather than on SiO2 layers.

15.6.4 Measurements of FEt Performance

A drain current versus a source–drain voltage (ID–VSD) charac-
teristic of FETs are usually measured by a conventional three 
probe current-voltage measuring system in an ambient N2 atmo-
sphere to avoid oxidation.

15.7  Characterization of C60 FEts 
on SiO2 or on alN

15.7.1 I–V Characteristics

Typical ID–VSD characteristics of fabricated C60 FETs with (a) 
conventional SiO2 layers and with (b) newly proposed AlN layers 
are shown in Figure 15.26a and b, respectively. The typical ID–VSD 
characteristics consist of three regions: (1) the sub-threshold, (2) 
the linear, and (3) the saturation regions, similar to the ID–VSD 
characteristics of polycrystalline Si thin-film transistors (TFTs) 
[73]. According to the standard explanation of polycrystalline 
Si TFTs, those three regions can be explained by the differences 
in the conduction mechanisms. The linear and/or the satura-
tion regions in the ID–VSD curves can be understood by normal 
band conduction. The electron mobility can be estimated from 
the ID–VSD curves. The electron mobility of such C60 FETs with 
(a) SiO2 and with (b) AlN layers are estimated from the ID–VSD 
curves, as shown in Figure 15.26a and b and are 2.0 × 10−2 and 
9.0 × 10−2 cm2/V s, respectively. It is well known that the grain 
size is closely related to the mobility in conventional polycrystal-
line Si TFTs. The electron mobility estimated from ID–VSD curves 
as a function of the C60 grain size is shown in Figure 15.27. The 
electron mobility increases with grain size similar to conven-
tional polycrystalline Si TFTs.

15.7.2 Sub-threshold region

The sub-threshold region at a low VSD can be understood as hop-
ping a conduction region [74]. According to many reports on 
organic FETs, a hopping conduction is commonly observed in 
them, and it strongly depends on the temperature and the elec-
tric-field-strength in the channel [75]. The activation energy of 
carrier hopping in C60 FETs, which is estimated from the tem-
perature dependence of the ID–VSD curves in the range of 200–
300 K by a gate voltage of 7.5 V, is shown in Figure 15.28. The 
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results clearly indicate that the activation energy decreases with 
grain size in a manner similar to organic FET cases [76].

Moreover, a disorder model for a hopping conduction is given 
by the following equation:
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where μ0, σ, and Σ are the pre-exponential factors, the parameters 
of diagonal disorder, and the parameter of off-diagonal disorders, 
respectively [75]. The diagonal and the off-diagonal disorders 
mean the energetic and the positional disorders, respectively. 
When the Σ is larger than the σ, the electron mobility in a hop-
ping conduction has a negative dependence on the electric-field-
strength. The electron mobility in the hopping region is shown in 
Figure 15.29 as a function of the electrical field in the interface. 
The permittivity and the thickness of the AlN and the SiO2 layers 
are different from each other. Consequently, the number of carri-
ers induced by the gate voltage should be estimated as a function 

of the dielectric flux density. As shown in Figure 15.29, the elec-
tron mobility in a polycrystalline C60/SiO2 FET does not depend 
on the electric-field-strength. However, the electron mobility 
in the amorphous C60/SiO2 FET and the polycrystalline C60/
AlN FET decreases with the electric-field-strength. Therefore, 
such a negative slope in the electron mobility as a function of 
the electric-field-strength in the hopping region means that a 
positional disorder is dominant at the interface of those FETs. 
That is, a route for the conductive current without any relation to 
the electric-field-strength must be formed in polycrystalline C60/
AlN FETs and amorphous C60/SiO2 FETs. Such large positional 
disorders can be understood by looking at the geometrical inter-
face roughness which is due to a rough surface morphology of 
the AlN layers in the case of C60/AlN FETs and by the structural 
interface roughness due to the poor amorphous structure of the 
C60 layers in C60/SiO2 FETs.

15.8 Summary

We have described solid C60 FETs starting from a basic explana-
tion of C60 molecules to FET applications, through an introduc-
tory discussion about van der Waals epitaxy and organic FET 
operations. The most essential issue in C60 FET research at the 
present stage is the formation of an ideal interface between solid 
C60 and the insulator layers. To accomplish this, we need a new 
combination of solid C60 and insulator layers. In this chapter, we 
discussed that one of the possible strong candidates is a combi-
nation of solid C60 and single-crystalline AlN grown on either 
SiC or Si substrates. However, this problem still remains open 
to debate.

In the near future, it is expected that rather high-tempera-
ture superconductivity will be obtained to form the ideal 
interface in some solid C60 FET structures. The reasons of this 
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expectation are based on the potential of hole-injection in field 
effect doping and high-energy inner-cluster phonon (∼1000 K) 
which will assist in the superconductivity in the bulk of solid 
C60 [77,78]. Furthermore, the various combinations of car-
bon materials such as nanotubes and graphene with solid C60 
FET structures will bring new applications like new molecular 
devices to reality. The C60 FET structures must play essential 
and important roles in carbon nano-electronics in the research 
beyond CMOS in the future.
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16.1 Introduction

The Cooper-pair transistor (CPT) is a three-terminal super-
conducting device composed of a mesoscale superconduct-
ing island connected to drain and source leads via ultrasmall 
(∼100 nm) Josephson junctions (see Figure 16.1). Due to its small 
size, the energy to add a single Cooper pair to the island can be 
large compared with the typical temperatures at which similar 
quantum circuits are operated, T < 100 mK. Because of this, the 
transport properties of the device can be strongly dependent on 
the polarization charge presented by a capacitively coupled gate 
electrode and operated as a transistor with high input imped-
ance. As an electrometer, it is useful as it can be operated with 
very little dissipation and should minimally influence the sys-
tems that it is measuring. As we will see, its similarity to another 
quantum circuit, the Cooper-pair box (CPB), marks it as a useful 
device to study decoherence in superconducting quantum bits 
(qubits) due to unpaired electrons.

While the CPT is topologically identical to the normal-
state single-electron transistor (SET), it is operated in the 
superconducting state, and the superconducting nature of the 
device modifies the transport properties in several important 
ways. For our purposes, we also distinguish the CPT from 
the superconducting single-electron transistor (SSET) as a 
mode of operating this particular double-junction device. As 
a CPT, it is operated on the supercurrent branch near zero 
voltage in the coherent Cooper-pair transport regime, while 
as an SSET, it is operated at finite voltage bias and can include 
several incoherent hybrid quasiparticle/Cooper-pair tunnel-
ing processes.

16.2 theory of Operation

As shown in Figure 16.1a, the device is composed of two 
Josephson junctions and can, at its core, be regarded as a single 
Josephson-like element with an added internal charge degree of 
freedom. This modification is important as it allows the CPT to 
act as a tuneable Josephson junction that is sensitive to charge. 
In this spirit, it is important that we begin with a conceptual 
understanding of a single Josephson junction.

16.2.1 the Single Josephson Junction

A superconducting Josephson junction is composed of a thin 
insulating barrier connecting two superconducting electrodes. 
In 1962, Brian Josephson made the remarkable statement that 
these junctions should support a supercurrent, that is, a dissipa-
tionless current at zero voltage (Josephson, 1962). This is a conse-
quence of the finite quantum mechanical tunneling probability 
that arises from the spatial overlap in the superconducting order 
parameter on either side of a thin junction barrier. Josephson 
encapsulated this effect in the following equations that relate the 
current and the voltage to the dynamics of the phase difference 
across the junction*

 I I= 0 sinδ  (16.1)

 V = ϕ δ0
� .  (16.2)

* We use the notational shorthand φ0 ≡ ħ/2e. This is simply the supercon-
ducting flux quantum Φ0 = h/2e divided by 2π.
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Taken at face value, these equations are the constitutive equa-
tions defining the Josephson junction as an inductor-like non-
linear circuit element. I0 is a “critical current” beyond which 
the junction cannot support a supercurrent and the junction 
switches to a finite voltage branch in the current–voltage (I–V) 
characteristic. It can be computed from the low-temperature 
form of the Ambegaokar–Baratoff relation* (Ambegaokar and 
Baratoff, 1963).
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where
Δ1 and Δ2 are the superconducting gap energies on either side 

of the insulating barrier
K is the complete elliptic integral of the first kind

If Δ1 ∼ Δ2, K → π/2 and
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The most commonly used superconductor for CPTs (and SETs) 
is aluminum, ΔAl = 180–250 μeV. Typical junction sizes are 
∼100 nm × 100 nm that yield junction resistances in the range of 

* The form of the Ambegaokar–Baratoff relation shown here is uncommon 
in that it acknowledges the difference in gap energies that seems to be 
typical in evaporated aluminum junctions. This gap energy difference 
is usually ignored in the early SSET and CPT literature but has become 
important in more recent CPT experiments.

10 kΩ < RN < 100 kΩ. With these parameters, the critical current 
ranges from 1 to 100 nA.

The presence of the phase δ across the junction in the equa-
tions marks it as an inductor-like element that can store mag-
netic flux. Following this reasoning, one can derive a Josephson 
inductance by finding the scaling coefficient between the voltage 
and the time derivative of the current,
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One can also define a Josephson energy that is a function of the 
phase difference δ,

 
E I E I

I
E IJ J J= = − 





≡ϕ δ ϕ0 0 0
0

2

0 0 01| cos | , .where
 

(16.6)

This can be interpreted as the magnetic energy that is stored in 
the element. This energy has a deeper significance as the cou-
pling energy between Cooper-pair charge states on either side 
of the junction and will be important in calculating the energy 
bands of the CPT. For CPT Josephson junctions, the equivalent 
inductances are typically ∼10–30 nH and the energies 20–80 μeV 
(0.2–1 K in temperature units).

16.2.1.1 the I–V Curve and Phase Dynamics

16.2.1.1.1  The I–V Curve
The CPT is operated on the so-called “supercurrent branch” of 
the I–V curve at (or near) zero voltage. The two measurement 
modes that we discuss in this chapter involve measuring the 

(a) (b)

500 nm
Drain

Junctions

Gate

Source

Source

~ ~

(c) Drain

Gate

Isw(ng) LJ(ng)

FIGURE 16.1 (a) Field emission micrograph of typical CPT. (b) 3D equivalent model showing two-angle/double image deposition (see Section 
16.3) and location of junctions at the overlap. (c) The CPT is effectively a Josephson junction with a critical current and inductance that modulate 
with gate polarization charge/voltage ng ≡ CgVg/e.
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switching current Isw, at which the CPT switches from the super-
current branch to the finite-voltage branch as well as measuring 
the effective inductance LJ of the CPT when biased at zero cur-
rent. While the small size of the junctions and internal charge 
degree of freedom will affect these parameters significantly, it 
is worthwhile to first look at the single junction case and under-
stand how the dynamics of the phase determine the structure of 
the I–V curve (see Figure 16.2a).

16.2.1.1.2   The Resistively and Capacitively Shunted 
Junction (RCSJ) Model

A more realistic model of a single Josephson junction includes 
a parallel shunt resistance and capacitance (see inset in Figure 
16.2a). The shunt resistance R encapsulates the resistance of the 
junction to normal/quasiparticle currents through the junction, 
while the capacitance C is simply the physical capacitance that 
arises from having two planar electrodes overlapping with an 
insulating barrier in between. In the junctions comprising a 
CPT, the intrinsic R > 10 kΩ and is considered effectively “uns-
hunted” since R is much bigger than the impedance presented 
by the Josephson inductance. As noted previously, the Josephson 
tunnel element is a nonlinear inductance but, for small phase 
excursions, it looks like a linear inductor. The circuit model 
presented then looks very much like a parallel LCR circuit or 
damped simple harmonic oscillator with a natural frequency
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This is usually called the “plasma frequency” and has the signifi-
cance of simply being the frequency of small oscillations for a 
Josephson junction.

Although this model can be used to describe the intrinsic 
Josephson junction dynamics, it is also useful in determining 
the dynamics when the junction is placed in an arbitrary mea-
surement circuit. If, for instance, we want to current bias the 
junction, we might add a voltage source Vb in series with a resis-
tor Rb and construct a Norton equivalent that is simply an ideal 
current bias Ib = Vb/Rb in parallel with an output impedance Rb.* 
In this case, we can roll Rb into the shunt R in our RSJ model. 
With this simple circuit equivalent, we can derive a set of first-
order differential equations defining the equations of motion for 
the phase by writing down Kirchoff’s equations for the currents 
in each branch. We can write this system of equations as a single 
second-order differential equation
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For small δ at zero current bias, this describes the motion of a 
particle with coordinate δ oscillating in a quadratic potential 
with a friction term, viz., it’s a damped simple harmonic oscilla-
tor (and is consistent with our earlier statement that LJ is linear 
for small oscillations). At finite current bias, however, this equa-
tion describes the motion of the particle in a tilted sinusoidal 
(or washboard) potential.† We know from Equation 16.2 that 
in order for the junction to support a finite dc voltage across 

* This vast oversimplification has its caveats and must be amended to 
account for stray capacitance in the bias lines and any other reactances 
relevant in the frequency range of our junction dynamics (typically 
ω < 50 GHz for small aluminum junctions).

† More in depth discussions of the RCSJ model can be found in Tinkham 
(2004) and Clarke and Braginski (2004).

(a)

(b)

(c)

(d)

Ib = 0

Ib = I0

Ib < I0

Phase diffusion

I0

Ib

Isw

2Δ VJ

VJIb

Iret

e

FIGURE 16.2 (a) Schematic I–V curve/characteristic for an ultrasmall Josephson junction. The ideal T = 0 I–V is shown in light gray, switching to 
the voltage state at Ib = I0. For T > 0, thermal fluctuations can drive the system to the voltage state at much lower bias currents in ultrasmall (Ajn < 
0.01 μm2) junctions, as shown in black. (b) Ib < I0. The phase particle is trapped in a local minima of a washboard potential and 〈δ⋅〉 = 0 and no volt-
age is developed across the junction. (c) Ib = I0. The washboard potential tilted at exactly the critical slope necessary to “release” the phase particle 
from its local minimum and enter a free-running state at finite voltage, V (= φ0〈δ

⋅〉 > 0). (d) Ib < I0. Phase diffusion. In ultrasmall junctions, thermal 
fluctuations can drive the phase to evolve in a 1D random walk of phase steps Δϕ −∼ 2π. Since the washboard is tilted, this results in a slow diffusion 
in one direction, V (= φ0〈δ

⋅〉) > 0, although it is still considered to be on the “supercurrent branch.”
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it, the particle must have some net motion in the phase, that 
is, 〈δ⋅〉 ≠ 0. Since the particle is trapped at a fixed phase when 
Ib < I0, we have a well-defined phase and the junction remains 
in the supercurrent state (see Figure 16.2b). By applying a bias 
current, we tilt the washboard and, when Ib = I0, the particle is 
tipped out of its well and begins to run away (Figure 16.2c). In 
this free-running state, the time derivative of the phase has both 
an ac and a dc component corresponding to ac and dc voltages 
across the junction. In a more realistic treatment, Ib includes 
a stochastic contribution from thermal fluctuations due to the 
dissipation in the environment and so the current at which the 
junction switches to the free-running state is lower than I0 since 
thermal excitations can drive the phase particle over the poten-
tial barrier prematurely. Because of this, the measured current 
is distributed according to the statistics of a thermally excited 
(Kramers) escape process (Fulton and Dunkleberger, 1974). 
We will differentiate this switching current Isw from the ideal 
Ambegaokar–Baratoff value I0 and remember that it is actually 
a statistical variable.

If we reduce the current bias in the free-running, finite volt-
age state, the particle velocity begins to slow down due to the 
dissipation in the circuit. Once the dissipation rate can com-
pensate for the ac power generated by the free-running voltage 
oscillations, the particle “retraps” into a minima in the wash-
board potential and the junction returns to the zero-voltage 
supercurrent branch. The current at which this happens, Iret, the 
“return current” is an indication of the amount of damping or 
dissipation in the environment at the free-running oscillation 
frequency (Tinkham, 2004). Roughly, the closer to zero Iret is, the 
less damping there is. Although the CPT is designed and oper-
ated in the unshunted, hysteretic regime, in many practical dc 
SQUID magnetometers, the junctions are intentionally shunted 
with damping resistors to eliminate hysteresis in the I–V mea-
surement permitting stable finite voltage operation.

16.2.1.1.3  Concerns Specific to Small Junctions
While the picture above is the standard way to look at relatively 
large junctions (area 

�
> 1 μm2), the junctions in CPTs are usually 

about a factor of 100 smaller and have much smaller capacitances. 
The main consequence of this is that the observed switching 
currents can easily be smaller than I0 by an order of magnitude. 
One way to understand this is to return to the harmonic oscilla-
tor analogy. We can see that ωp

2 1/∝ C, so C is an effective mass 
for our “phase particle.” In CPT junctions, this means that the 
equivalent phase particle can be relatively light compared with 
its larger junction cousins and so thermal fluctuations, even at 
100 mK, can have a more significant effect, kicking the particle 
into the free-running state much more easily. This has the end 
effect of reducing Isw far below I0 and also widening the distribu-
tion of Isw (Figure 16.2a).

A more problematic effect of the light phase particle mass 
is the fact that the same thermal fluctuations can “kick” the 
phase particle from well to well in the washboard potential in 
a process called “phase diffusion” (Kautz and Martinis, 1990). 

At zero current bias, this results in a one-dimensional random 
walk in the phase with zero mean. At finite current, the tilt in 
the washboard biases this diffusive motion in one direction, 
such that the mean phase velocity 〈δ⋅〉 can be positive (negative) 
at positive (negative) bias (see Figure 16.2d). The result of all of 
this is that at finite currents below the switching current, we 
often see a small finite voltage. This slope is fairly uniform near 
zero current and gives the supercurrent branch a slight resis-
tive contribution that can correspond to 10 s or even 100 s of Ωs. 
The downside of this behavior is that the junction or CPT is not 
truly dissipationless.

For electrometer operation, we want Isw to have as narrow a 
distribution as possible since it is the quantity that will vary with 
applied gate voltage/polarization charge. It has been demon-
strated, however, that one can narrow this distribution and also 
increase Isw, so that it is closer to I0 by fabricating a larger capaci-
tance (a few picofarad) in the leads shunting the junction to 
“weigh down” the phase particle (Joyez et al., 1994; Joyez, 1995).

16.2.2 Coulomb Blockade

While the above discussion of a single junction will eventually 
be relevant to the CPT measurements we are interested in, we 
have not yet seriously considered the role of the internal charge 
degree of freedom in determining the overall critical current 
and Josephson inductance in this device. This is, afterall, the 
knob that turns the CPT into a transistor.

We can qualitatively recognize the role of the island charge by 
first determining the energy required to charge the CPT island 
with a single electron charge e,

 
E e
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where

 C C C C CJ J g stray∑ ≡ + + +1 2 .  
(16.10)

Here, CΣ is the total capacitance as seen by the island, and while 
it includes the junction and gate capacitances, it also includes 
a “catch-all” term, Cstray, that is meant to include any contri-
butions from unintentional coupling to ground. In practice, 
Cstray << CΣ and can usually be ignored. The energy EC is called 
the single-electron Coulomb blockade energy (Devoret and 
Grabert, 1992).

For typical junction capacitances CJ1,J2 �
< 1 fF and gate capaci-

tances of 0.01–1 fF, EC can be on the order of ∼100–400 μeV. In 
temperature units, this temperature is 1–5 K and is therefore a 
significant energy scale compared with typical operating tem-
peratures. As noted previously, the Josephson energies of these 
junctions are roughly on par with the Coulomb blockade ener-
gies, so we can qualitatively assume that both energy scales will 
play a role in the transport.
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16.2.3 Band Structure of the CPt

Since we have two junctions in series (Figure 16.3), we must 
define separate phases for each junction δ1 and δ2.* We can now 
be more precise about the role of the charging energy by look-
ing at the Hamiltonian for the CPT and how the contributions 
couple to the phases and the island charge n,

 H H H H HJ J CB QP= + + +1 2 .  (16.11)

HJ1,J2 are the contributions due to the Josephson energy coupling 
the charge states on either side of the junctions, while HCB is the 
Coulomb blockade contribution. Explicitly, we have

 H EJ J J1 2 1 2, ,cos= − δ  (16.12)

 
H E n nCB

C
g= −

4
2( ) .

 
(16.13)

Here we have used the reduced gate voltage ng ≡ CgVg/e that is the 
polarization charge applied by the gate in electron units. HQP is 
the contribution from quasiparticle excitations in the leads and 
on the island. Physically, they correspond to unpaired electrons/
holes that can be introduced to the system via thermal excita-
tions or some nonequilibrium process that can break Cooper 
pairs. While this is an important contribution, we ignore it now 
to facilitate the discussion.

We can write down a matrix equivalent of Equation 16.11 in 
the basis of island charge states |n〉, noting that the Josephson 
coupling terms that link Cooper-pair charge states on either 
state of the junction also link “adjacent” Cooper-pair charge 
states |n〉 → |n ± 2〉.† Defining “external” and “internal” phases 
δ = δ1 + δ2 and θ = δ1 − δ2 and setting θ = 0 (equivalent to assum-

* The phases δ1 and δ2 bear a strict conjugate correspondence to the number 
of Cooper pairs having “flown” through junctions 1 and 2. This discussion 
closely follows that given by Joyez (1995) and a more extensive discussion 
of choosing appropriate quantum variables appears there.

† For consistency with Joyez (1995), n in |n〉 refers to the single electron 
number and not Cooper pair number.

ing that the island has negligible inductance), we can write H 
in the charge basis. For example, the Hamiltonian spanning the 
Cooper-pair island charge states |−2〉, |0〉, and |2〉 is
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(16.14)

The eigenvalues for this matrix represent the energy bands and 
are functions of ng and external phase δ. The choice of basis size 
(how big a matrix one really needs to write down) is dictated by 
the ratio of EJ1,2/EC. If this ratio is small, charge is easily localized 
and the corresponding external phase fluctuations are large, so 
the device has a weak effective Josephson energy. In this case, 
the charge basis may be described well by a small subspace of 
|n〉 spanning only a few charge states near |0〉. If EJ1,2/EC >~  1, this 
approximation fails and one must write down a larger matrix 
spanning a bigger subspace of |n〉. In this limit, the charge on 
the island is no longer as well defined as its quantum mechanical 
state is now described by a linear superposition of several charge 
states. Likewise, fluctuations in the CPT external phase are then 
small and the CPT begins to look like a single Josephson junction.

16.2.3.1 the Uncertainty Principle at Work

We can numerically diagonalize Equation 16.14 to calculate the 
eigenvalues at various ng and δ. Figure 16.4 shows the result-
ing eigenenergy surfaces corresponding to the ground and first 
excited state energies, ϵ0 and ϵ1. The quantities that we want to 
measure, Isw(ng) and LJ(ng), are defined by the first and second 
derivatives of these surfaces in the phase. The size of this modu-
lation is a direct consequence of how well the CPT island local-
izes Cooper pairs, n2e, through the uncertainty relation between 
charge number and phase, ΔnΔδ ≥ 1/2. In this sense, the CPT is a 
strange charge-based device because it relies on the competition 
between number and phase uncertainty. This is in contrast to 
the SSET or SET where EC is entirely dominant. In the CPT, we 
would like EC to be big but would also like EJ to be comparable 
in magnitude, so that the switching current is not so small that 
it is difficult to measure well. Similarly, rf measurements of the 
Josephson inductance (described later in this review) become 
easier at bigger EJ as larger signal powers can be used while 
biased on the supercurrent branch.

16.2.3.2  Calculation of the Critical 
Current Modulation

The critical current of the CPT can now be determined from the 
eigenenergies calculated above. By restricting to the ground state 
band ϵ(ng, δ), we can compute the critical current (Joyez, 1995)

 
I n

n
g

g
0

0

01( )
( , )

,=
∂

∂ϕ
δ

δ δ

�

max  
(16.15)

Ib

EJ1, δ1, C1 Cg

Vg

ng
CgVg

CΣ = C1 + C2 + Cg

2CΣ

e2
EC =

e

EJ2, δ2, C2

FIGURE 16.3 Simplified CPT schematic. Each ultrasmall junction 
has an associated Josephson energy and phase along with an overall 
Coulomb blockade energy that defines the energy required to place 
discrete charge on the island. Voltage applied to the gate injects “gate 
polarization charge” into modulating the Coulomb or ionization 
energy. This modulates its Josephson-like behavior through charge-
phase duality (see text).
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where δmax is the phase maximizing the derivative.* In Figure 
16.5, we show the calculated critical currents for several ratios 
of EJ/EC. Note that the calculated currents are 2e periodic in the 
applied gate charge which is the result of the Josephson coupling 
of Cooper-pair charge states. In practice, measured switching cur-
rents in CPTs are usually significantly smaller than the calculated 
value due to small-junction effects noted above. However, the 
total magnitude of the modulation can be on the order of 10 nA 
for practical aluminum device parameters and is easily measured.

16.2.3.3  Calculation of the Effective 
Inductance Modulation

The ground state energy surface ϵ0(ng, δ) corresponds to an 
effective Josephson energy that is a function of charge as well 
as phase. When the ratio EJ/EC 

�
< 1, the phase dependence, while 

* Incidentally, one can also take derivatives of the excited state eigenener-
gies and compute critical currents for those bands. Interested readers can 
see Flees et al. (1997) for further details.

still 2π periodic, gets “peaky” near odd-integer ng. Despite this, 
one may still define a Josephson inductance in a similar manner 
(Sillanpää et al., 2004; Naaman and Aumentado, 2006b), that is,

 
L n

n
J g
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∂
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2
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2
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ϕ
δ

δ
δ

�

 
(16.16)

This is similar to Equation 16.5, but since the ϵ0(ng, δ) is not 
strictly sinusoidal, we do not get the exactly the same result. For 
typical aluminum device parameters, the inductance modula-
tion can be 10–100 nH and, like the switching current, is easily 
measured.

16.2.4 Quasiparticle Poisoning

Although the “quasiparticle” excitations that are talked about 
in superconductivity do not explicitly bear a well-defined 
charge, they do represent the screened excitations presented by 
an unpaired electron that might exist due to the breaking of a 
Cooper pair. A quasiparticle can tunnel onto a CPT island by 
“undressing” itself of its screening cloud and tunneling through 
a junction barrier alone. At this point, this additional charge 
presents a full electron charge offset to the CPT island. Since 
the CPT switching current and inductance are nominally 2e 
periodic in the gate charge, the addition of an extra electron 
can present a significant change in the way the CPT is operated, 
since it fluctuates the charge by e. In the literature, this problem 
was first discussed in terms of island “parity,” but more recent 
work has favored the more colorful term “quasiparticle poison-
ing.” The most important thing about quasiparticle poisoning 
for electrometry is that it is a stochastic process whose dynamics 
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FIGURE 16.4 (See color insert following page 21-4.) The ground (ϵ0) and first excited (ϵ1) states calculated by numerically diagonalizing 
Equation 16.11 with the energies indicated in the figure.
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FIGURE 16.5 Numerically calculated CPT critical currents for vari-
ous ratios of EJ, jn/EC. In this example, EC is fixed at 115 μeV, while EJ, jn 
is varied.
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can happen on timescales comparable to our measurement time, 
so its effect on the resulting measurement must be well under-
stood. That being said, quasiparticle poisoning has proven to be 
an interesting problem in itself, and the CPT has been very use-
ful in its study.

To see how quasiparticles enter the picture, we now include 
the Hamiltonian HQP in our description of the CPT,

 

HQP j j j
j

= ∑� γ γ †.

 
(16.17)

The γ γj j, † are annihilation/creation operators for quasiparticle 
excitations in the superconductor (Tinkham, 2004), while ϵj is 
the energy of the excitation. In our case, this can be Δ1 or Δ2, 
remembering that the island and leads can have different gap 
energies. These quasiparticles are usually taken to be thermally 
generated and therefore have an exponentially small probability 
of existing at low temperatures. The expression for the quasipar-
ticle density is (cf., Shaw et al., 2008),

 
n D k T

k Tqp F j B
j

B
=

−





( ) exp .� 2π∆
∆

 
(16.18)

D(ϵF) (=2.3 × 104 μm−3 J−1) is the density of states at the Fermi 
energy and Δj is the superconducting gap energy in either film 
1 or 2. Plugging in Δ ∼ 200 μeV (aluminum) and T = 100 mK 
gives us 2 × 10−4 μm−3. This is a very low number considering 
the volume of a generic CPT island and leads; yet we know, 
experimentally, that the actual quasiparticle density is typically 
10–1000 μm−3 (Mazin, 2004; Shaw et al., 2008). The disparity 
in the thermal prediction versus the experimentally measured 
numbers is the first indication that the source for the quasipar-
ticles we see at low temperatures is distinctly nonthermal in 
nature. As yet, no one has determined the source of these non-
equilibrium quasiparticles and we are stuck with the problem of 
understanding them.

16.2.4.1  Energetics of the Nonequilibrium 
Quasiparticle Poisoning Process

Since we are forced to work in an environment filled with non-
equilibrium quasiparticles, we must figure out how to include 
them in the band picture that we constructed above. We have 
three states of interest (see Figure 16.6) (Aumentado et al., 2004):

State 0 No quasiparticles in or near the CPT island. Even parity.
State ℓ A quasiparticle is in the leads, in the vicinity of the CPT 
island. No quasiparticles on the island. Even parity.
State i A quasiparticle is on the CPT island. No quasiparticles in 
the leads near the island. Odd parity.

These states can all be described with the band structure 
derived in the previous section by offsetting the modulated 
energy surfaces by the superconducting gap energy, correspond-
ing to where the quasiparticle lives, viz.,
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(16.19)

Here, we include the possibility of different gap energies in the 
leads and island, Δℓ and Δi, respectively, and confine ourselves to 
δ = 0. In principle, phase diffusion will smear these levels some-
what, but the average phase on the supercurrent branch will 
always be localized in the bottom of a potential well in the phase 
when biased near Ib = 0.

In Figure 16.7, we show the energy bands for two different 
pairs of island + gap energies using typical Coulomb, Josephson, 
and gap energies for an aluminum device. In the “type H” device 
(Figure 16.7a), the island gap is greater than the lead gap, and in 
the “type L” device, the reverse is true. Assuming that nonequi-
librium quasiparticles are present, we can limit our discussion to 
Eℓ and Ei. In the T = 0 limit, we expect the system to relax to the 
lowest energy state and the problem is reduced to whether the ℓ 
or i state energy is smallest (denoted in Figure 16.7a and d by the 
black dotted trace). For this purpose, we introduce the energy 
difference:*

 δE n E n E ni g i g g� �( ) ( ) ( ).≡ −  (16.20)

At T = 0, the sign of this quantity determines what state we are 
in, that is,

 
sgn[ ]δE i� =

+
−







1
1

even parity
odd parity

 
(16.21)

* A brief history detour. In early treatments of quasiparticle poisoning, all 
quasiparticles were assumed to be thermal in nature, so the important 
energy in the problem is the free energy required for transition from 
0 to i state (Tuominen et al., 1992, 1993;Amar et al., 1994; Joyez et al., 1994; 
Tinkham et al., 1995). This is basically the process of breaking a Cooper 
pair with thermal fluctuations. Experimentally, this model was more or 
less verified early on, but the situation was complicated by the anecdotal 
evidence that this picture failed to explain the numerous unpublished 
experiments that showed poisoning at low temperatures. In the absence of 
nonequilibrium quasiparticles, the early free energy theories are still valid 
and, in any case, when the system is heated sufficiently T > 250 mK, the 
thermal quasiparticle generation rate dominates over the nonequilibrium 
rate. For a good review of the early theory, see Tinkham (2004).

Even parity

0 state ℓ state i state

Odd parity

FIGURE 16.6 Three state nonequilibrium quasiparticle model. “0” 
state: no quasiparticles in vicinity of CPT, even parity. “ℓ” state: qua-
siparticle in leads even parity. “i” quasiparticle on island, odd parity.
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δEℓi is an effective potential barrier height for quasiparticles. 
When δEℓi is positive, the CPT island looks like a barrier, and 
when it is negative, it looks like a trap (Figure 16.8). In reality, 
the system is at finite temperature, so this qualitative picture 
must be amended to include the possibility of thermal excita-
tions (phonons) coupling to the quasiparticles and exciting them 
out of the trap. Since this is a thermal escape process, we must 
characterize the system in terms of the average lifetimes of the 
poisoned and unpoisoned states, τo and τe.* Likewise, it is also 
useful to talk about these lifetimes as rates, Γeo = Γ0ℓ + Γℓi = 1/τo 

* The “e” and “o” refer to “even” and “odd” parity states. Odd parity cor-
responds to a single excess quasiparticle on the CPT island.

and Γoe = Γiℓ = 1/τe. Γeo is known as the “poisoning rate” and Γoe is 
the “ejection rate.”

Experimentally, at T 
�
< 250 mK, the poisoning rate Γeo has 

little temperature dependence and can be anywhere between 
103 and 105 s−1 (Aumentado et al., 2004; Ferguson et al., 2006; 
Naaman and Aumentado, 2006b; Court et al., 2008b). The fact 
that this rate is constant in this temperature range points to 
the notion that the source is nonthermal in nature and the rate 
for Cooper-pair breaking in the leads determines the poisoning 
rate, Γeo ∼ Γ0ℓ >> Γℓi. The ejection rate Γoe does, however, have 
a temperature dependence at these low temperatures since the 
process of kicking a quasiparticle out of a potential well is a 
thermal escape process. One can derive the probability of the 
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FIGURE 16.8 (a) Barrier-like configuration of levels. (b) Trap-like configuration of levels.
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even parity state (no quasiparticle on the island) using detailed 
balance arguments (Aumentado et al., 2004),

 
P P P

ee E k Ti B
= + =

+ −0
0

1
1�

�
�β δ / .

 
(16.22)

The factor, β0ℓ ≡ Γ0ℓ/(Γ0ℓ + Γℓ0), accounts for the generation and 
recombination rates for nonequilibrium quasiparticles in the 
leads. What this all means is that there is not really any strictly 
quasiparticle-free zone for typical energies that we would use in 
practice.* In Figure 16.7, we denote the places where the CPT 
looks trap-like and it is apparent that both the L and H devices 
are affected. Even with the higher island gap, the H device can 
trap quasiparticles, albeit in a shallower potential, δEℓi than pre-
sented by the L device and also over a smaller range in ng.

It is interesting to note that if there is no source for nonequi-
librium quasiparticles, Γ0ℓ = 0 (β0ℓ = 0) and Pe = 1 whether or not 
we have a barrier-like or trap-like profile. In other words, there 
would be no poisoning regardless of the relative gap energies. 
The fact that one sees poisoning easily in trap-like devices at low 
temperatures is the strongest indication that the quasiparticles 
in these systems are generated by some nonequilibrium process. 
Surprisingly, the temperature dependence above also predicts 
that the even state probability can actually be enhanced since, 
even though the poisoning rate might be fixed, the ejection rate 
can be increased by heating the CPT and giving quasiparticles 
energy to escape (Aumentado et al., 2004; Palmer et al., 2007).

This model of nonequilibrium quasiparticle poisoning was 
first roughly outlined and tested in Aumentado et al. (2004) 
using CPTs with engineered gap energy profiles and measured 
with the ramped current technique (see below). It was subse-
quently confirmed in several later experiments in both CPTs 
and CPBs using rf and dc techniques (Gunnarsson et al., 2004; 
Yamamoto et al., 2006; Palmer et al., 2007; Savin et al., 2007; 
Court et al., 2008b; Shaw et al., 2008).

16.3 Fabrication

16.3.1  Electron-Beam Lithography 
and two-angle Deposition

The majority of CPTs (and single-charge tunneling devices in 
general) are fabricated from evaporated aluminum using con-
ventional electron beam lithography and electron-gun (or ther-
mal) deposition techniques.

The most conventional method of fabrication is to first define 
the island and lead pattern of the CPT in a special double-layer 
e-beam resist stack that is spun onto a silicon substrate. The dou-
ble-layer is constructed such that the upper “image” layer defines 

* The reason for this is not obvious. Basically, the difference in aluminum 
gap energies that one can achieve practically is ∼50 μeV. In order to see any 
level of charge localization at T = 100 mK, we need EC ∼ 100 μeV. If we want 
useful switching current modulation (∼10 nA) and inductance modula-
tion (∼10 nH), then we are stuck with EJ,jn ∼ 50 μeV. For these values, it is 
difficult to get the Eℓ and Ei bands to separate.

the pattern outline, while the lower “ballast” layer is meant to 
provide a vast “undercut” region underneath the image. This 
is usually achieved using resist for the lower layer that is much 
more sensitive to the e-beam exposure than the upper layer. 
When the pattern is written, the dosage required to generate the 
image overexposes the lower layer resist such that the pattern 
is much wider in the lower layer resist, forming an “undercut” 
region when the sample is developed (cf., Cord et al., 2006).

The undercut region allows us to tilt the substrate so that the 
impinging aluminum atoms can deposit an image through the 
image resist mask at an angle (Figure 16.9). After the first alu-
minum deposition, oxygen is released into the chamber that 
grows a thin (<1 nm) insulating AlxOy layer on the surface of 
the aluminum. The substrate is then rotated to another angle 
and a second image is deposited onto the substrate such that it 
overlaps with the first oxidized image. In this manner, insulat-
ing junctions can be formed in situ without exposing the device 
to air. Subsequent processing removes the resist, so that it can 
be bonded up in a suitable measurement circuit. This process 
is called the “Dolan bridge” or “shadow deposition” technique 
(Dolan, 1977) and is used in almost all single-charge tunneling 
devices as well as most superconducting qubit designs. There are 
many variations on this technique but, surprisingly, the basic 
method has remained unchanged for more than 30 years.

16.3.2 aluminum and Gap Engineering

Aluminum is regarded as the material of choice for these devices 
because of the general ease with which one can grow a reliable 
oxide layer at room temperature within the deposition chamber. 
Aluminum is easily deposited using both thermal and e-beam 
deposition techniques that are common to most clean rooms and 

(a) (b) Source

2nd dep.

1st dep.1st dep.2nd dep.

FIGURE 16.9 Angle deposition for the CPT. A mask is defined in 
electron-beam sensitive resist, usually in a bilayer configuration such 
that the underlayer is overdeveloped and the top (image) layer pattern 
can cast a shadow on the surface of the substrate from several angles. In 
this example, the leads for the device are deposited in the first deposi-
tion (dark gray) at an angle θ1. After this deposition, oxygen is admit-
ted into the deposition chamber forming an oxide on the surface of 
the metal. Finally, a second evaporation (light gray) is performed at 
θ2 depositing the CPT island. In the process, Josephson junctions are 
formed at the overlap between the island and oxidized leads. (a) Shadow 
deposition through the top layer “image” resist. (b) Schematic of tilt 
configuration with respect to source.
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requires very little in the way of special equipment. That being 
said, the CPT is a superconducting device whose operation is 
somewhat dependent on the quality of the superconducting 
gap.* In most general-purpose metal evaporators, the quality of 
the aluminum is completely beholden to the deposition hygiene 
of the community that uses the machine. For instance, the gap 
energy of aluminum is notoriously sensitive to the disorder and 
impurities that are present in the as-deposited film. For instance, 
two films deposited at identical rates but at different base pres-
sures can yield gap energies that differ by 10 s of μeV. This was 
done intentionally by Aumentado et al. (2004) to fabricate type 
L and H devices, but the same effect can be achieved by simply 
changing the thickness of the aluminum. It turns out that the 
gap energy can be enhanced substantially by making the film 
thinner (Townsend et al., 1972), and subsequent CPT experi-
ments demonstrated that this method can be used to make CPTs 
(Yamamoto et al., 2006; Court et al., 2008a).

For reference, typical cryopumped e-gun deposition systems 
can have base pressures in the low 10−8 Torr range, especially if 
they are dedicated to aluminum and a few other well-behaved 
metals and employ a load-lock system for exchanging samples. 
These systems usually surpass more general use machines in 
film quality and oxide reproducibility. The author prefers e-gun 
deposition out of a bare water-cooled copper hearth rather than 
using thermal deposition out of a tungsten boat. Tungsten has a 
tendency to alloy with aluminum and repeated depositions from 
the same source yield films with inconsistent quality (resistivity 
and gap quality) and must be replaced on every pumpdown.

We note in passing that CPTs have been successfully fabri-
cated from niobium with aluminum oxide junctions, but in 
none of the published work has anyone been able to reduce qua-
siparticle poisoning in any significant way. While this is awful 
for making charge-based qubits, these devices can still be used 
as electrometers, but the fabrication techniques can prove to be 
much more difficult since niobium is a refractory metal and dif-
ficult to evaporate. At its evaporating temperature, most practi-
cal deposition systems outgas so much that the quality of the 
film can be compromised and the integrity of the resist can also 
become an issue (Dolata et al., 2002, 2005). Others have used 
a sputtered niobium/aluminum oxide/niobium trilayer (ubiq-
uitous in SQUID fabrication) and patterned using focused ion 
beam (Watanabe et al., 2004).

16.4  Practical Operation 
and Performance

The Coulomb, Josephson, and superconducting gap energies are 
all 10–300 μeV, so practical measurements are performed well 
below 1 K in a dilution refrigerator, usually at T �

< 100 mK. There 
are currently two generic modes of operation of the CPT: current 

* If the gap edge is not well defined and there is some finite density of states 
in the subgap, then the gap engineering arguments that we made pre-
viously lose their applicability. This is mostly only an issue in “dirtier” 
deposition systems.

switching electrometry and rf electrometry. The main advantage 
of the current switching electrometry is its cost. rf electrometry 
can require relatively expensive microwave amplifiers, genera-
tors, and fast digitizers, while current switching electrometry 
can be achieved with simple function generators and voltage 
preamps operating with less than 1 MHz of bandwidth.

16.4.1 Current Switching Electrometry

One of the earliest methods for measuring the CPT was to mea-
sure the modulation of the switching current Isw as a function of 
an applied gate voltage. This measurement is performed by cycling 
the current bias between the supercurrent and voltage branches 
in the I–V characteristic. We can track the current at which the 
CPT switches to the voltage state by tracking the voltage across 
the device and using a simple threshold trigger (see Figure 16.10). 
We can subdivide this measurement approach into ramped and 
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switches to the finite valued voltage branch. The current at which this 
happens is recorded, and the results of many ramp cycles are recorded 
in a switching current histogram as in (c).
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pulsed current bias techniques. Each has its own merits, but 
the experimental literature is largely dominated by the ramped 
technique.

16.4.1.1 ramped Switching Current Measurement

As the name suggests, the bias current through the CPT is 
ramped linearly in time such that the current exceeds the maxi-
mum switching current and is then returned to zero bias for the 
next cycle. The probability of switching at a particular current 
can be backed out from the histogram of switching currents 
accumulated over many cycles (see Figure 16.10a). This ramped 
bias current measurement was originally done in the late 1970s 
in relatively large junctions (Fulton and Dunkleberger, 1974), 
but the methodology is also suitable to small Josephson junction 
devices such as the CPT (Joyez, 1995).

This method can be used for electrometry since it yields a 
switching current histogram whose mean value changes with 
gate, but its power lies in the fact that one can obtain the switch-
ing or “escape” rate γsw(Ip, ng) through a straightforward trans-
formation of the whole histogram as in the original work by 
Fulton and Dunkleberger (1974). This is useful since the escape 
rate contains information about the electron temperature and 
how well the system is isolated from external noise (Devoret 
et al., 1987).

16.4.1.2  Quasiparticle Poisoning in the 
ramped Current Measurement

If quasiparticle poisoning is present, the effective Josephson 
energy of the CPT flickers between two different values corre-
sponding to even and odd parities. Each of these energies has its 
own escape rate γsw,e and γsw,o, and the observed switching current 
in any given ramp cycle is determined by the instantaneous state 
of the system as the current is ramped. If the ramp rate is fast 

enough such that it can span the distance separating the odd and 
even switching currents faster than the odd/even lifetimes, then 
the ramped measurement becomes a snapshot of the parity state 
and we see that the switching currents group around two distinct 
values as shown in type L device histograms in Figure 16.12.

In our example, the modulation of the switching current his-
tograms is similar to that of the type H device, except that it 
shows a distinct 1e shifted image corresponding to the presence 
of the odd state, particularly where we predict the island poten-
tial to be trap-like. This bimodal behavior is really only evident if 
the measurement is faster than the state lifetimes. If the current 
bias ramp rate were slowed down significantly, then the system 
could flicker back and forth between parity states many times 
and we would only see switching distributions grouped around 
whichever parity state had the lowest switching current. That is, 
we would see a purely 1e modulation in the switching current. 
In the early literature, the available dc measurement techniques 
were unable to capture the dynamical nature of the quasiparticle 
parity states, and the periodicity (1e versus 2e) of the modulation 
was the only handle with which to gauge whether poisoning was 
present. Because of the dynamics of the poisoning process, this 
correlation can be misleading.

In the type L example given here, the device is definitely poi-
soned, particularly where we expect the island potential to look 
trap-like. However, if we examine the type H device’s switching 
current modulation, it is distinctly 2e periodic (Figure 16.11). The 
early picture of poisoning would naively assume that the poi-
soning is not present when, in fact, it is happening much faster 
than a simple analysis would indicate. We know, for instance, 
that the island potential is trap-like over a narrower range 
and that the trap potential is shallow compared with the oper-
ating temperature (this is due to the gap engineering for the H 
device). Therefore, quasiparticles that get trapped on the island 
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are rapidly ejected by thermal fluctuations. In this case, quasi-
particles can jump in and out of the island before the CPT has 
time to latch into the free-running voltage state. In other words, 
the switching current measurement is bandwidth limited and is 
not able to see short-lived odd-parity events. While the average 
probability of being in the even state might be close to unity, 
quasiparticles may constantly be getting trapped and ejected at 
very rapid rates. In terms of the poisoning and ejection rates,

 
Pe

oe

eo oe
=

+
Γ

Γ Γ
.
 

(16.23)

If the ejection rate Γoe is big compared with the poisoning rate 
Γeo, then Pe approaches one even though Γeo may be arbitrarily 
large itself. This is an insidious effect since it was previously 
common for many groups working in CPB qubits to assess their 
quasiparticle situation from what appeared to be clean 2e modu-
lation characteristics. In fact, 2e modulation is observed in the 
presence of these fast quasiparticle dynamics when the mea-
surement technique is slow in comparison. Since quasiparticles 
might have lifetimes far shorter than 1 μs, most available meth-
ods (dc and rf alike) can have problems with this.

In CPTs with deeper trap potentials, such as the type L devices 
we show here, the ejection rate can be slowed down significantly. 
Since the measurement shown in Figures 16.12 and 16.13c,d was 
performed with a ramp rate that was comparable to the quasi-
particle ejection rate, it was possible to obtain a bimodal histo-
gram of Isw. In this case, it is easy to correlate the derived escape 
function with meaningful rates. The two slopes in Figure 16.13d 
are the even and odd state escape rates, γsw,e and γsw,o, respectively. 
Thus, the bias current ramp is not infinitely fast, and the parity 
can flip from even to odd in the time it takes to ramp between 
the two current values corresponding to the odd and even state 
switching currents resulting in several switching events in the 
region between the peaks. These correspond to quasiparticles 

jumping into the CPT island during the bias ramp. Since the pla-
teau that connects the even and odd switching rates is derived 
from the histogram counts between the even and odd peaks, it is 
a direct indication of the poisoning rate, Γeo. We can apply simi-
lar reasoning to the type H data in Figure 16.13a,b and notice 
that the escape rate for ng = 0.99 is a little curvy, although the 
other escape rates shown look quite linear (on a semilogarithmic 
scale). While we do not develop a distinct plateau in this case, 
the deformation in the form of the escape rate is still an indica-
tion of very fast poisoning. This should not be a surprise since 
we expect the island to look trap-like at this gate voltage as we 
noted above. Thus, the lesson to be learned here is that despite 
appearances, the data shown in Figure 16.11 masks the fact that 
the type H device is poisoned.

16.4.1.3 Single Shot Measurement

In a single shot operation (Cottet et al., 2001), we pulse the cur-
rent bias up from zero to some value Ip for a time τp. The prob-
ability of switching to the voltage state is given by

 P n esw g
I nsw p g( ) ,( , )= − −1 γ τ

 (16.24)

where γsw(Ip, ng) is the rate at which the CPT phase escapes to 
the free-running voltage state when instantaneously biased at 
Ip and ng. If we are biased at ng and wish to determine whether 
the polarization charge has shifted by δng, we need to figure out 
the likelihood of seeing a switching event that is actually due 
to the shift in switching probability versus just the probability 
of switching with no charge shift at all,

 ∆P n n e esw g g
I n I n nsw p g sw p g g( , ) .( , ) ( , )δ γ τ γ δ τ= −− − +

 (16.25)

If we want to measure this change in polarization charge in a 
single measurement, then we require that ΔPsw = 1. That is, if we 
pulse the bias current and see the CPT switch to the voltage state, 
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then the polarization charge has shifted by δng with certainty. 
This defines a minimum charge shift δng,ss or voltage change 
δVg,ss (= δng,sse/Cg) on the gate that can be detected with one mea-
surement. If we want to detect a smaller change in gate voltage, 
then we would have to take multiple measurements until the 
uncertainty in the shift of 〈Isw〉 is satisfactory. In many experi-
ments, this is a completely reasonable approach. It is  possible, 
however, to attempt to reduce the width of the switching current 
distribution by increasing the shunt capacitance across the CPT 
(increasing the effective mass of our imaginary phase particle) 
(Joyez, 1995).

In the end, pulsed single shot measurements have never been 
very popular. This may be because their chief use would have 
been in charge-based qubits, and other significant measure-
ment schemes were shown to outperform it (Vion et al., 2002). 
However, it might still be a viable measurement method outside 
of superconducting quantum computing.

16.4.2 Zero-Biased rf Electrometry

The initial aim of the rf inductance measurements was to dem-
onstrate a dissipationless (or near dissipationless) electrometer 
that could be used in charge-based quantum circuits such as the 
CPB, but the most useful application in recent years seems to 
have been to study the dynamics of quasiparticle tunneling.

Initial measurements of the Josephson (or “quantum”) induc-
tance of a CPT were performed by Sillanpää et al. (2004) and 
soon thereafter by Naaman and Aumentado (2006b). rf mea-
surements of CPTs were also performed by Court and coworkers 

(Ferguson et al., 2006) as well, but these measurements focused 
on a modulation of the dissipation and were not strictly confined 
to the supercurrent branch.*

16.4.2.1 the rf Measurement Setup

Figure 16.14a shows a typical microwave circuit used in rf-CPT 
electrometry. In this scheme, the CPT is embedded in a tank 
circuit composed of the parasitic capacitance provided by the 
leads, the Josephson inductance of the CPT, and an extra sur-
face mount inductor soldered to a printed circuit board near the 
chip to lower the tank resonance to the range of the microwave 
amplifier.†

Following the circuit path in Figure 16.14a, we reflect an 
incoming microwave signal (the carrier) off of the CPT resona-
tor circuit and measure the amplitude and phase of the outgoing 
signal, that is, we measure the scattering parameter S11. As shown 

* It’s important to note that measurement of the Josephson inductance (the 
second derivative of the ground state energy in phase) is conceptually 
linked to the “quantum capacitance” (the second derivative in charge). 
rf measurements of the capacitance have recently been shown to be an 
extremely useful measurement of charge-based qubits such as the CPB 
(Wallraff et al., 2004; Duty et al., 2005) and the transmon (Schuster, 
2007).

† The word “parasitic” should be a tip-off to the reader that this scheme 
might be a little hit-or-miss and, indeed, it can be frustrating to target 
the operating frequency within 10% (this is the typical bandwidth for 
sub-1 GHz low-noise cryogenic amplifiers). While this setup is very simi-
lar to that used in typical rf-SET operation (Schoelkopf et al., 1998), it is 
not necessarily trivial to implement.
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earlier, the gate-dependent Josephson inductance can be many 
10 s of nano-Henries and, since this inductance provides much of 
the total inductance available to the resonator, the frequency shift 
can be on the order of the bandwidth (typical Qs ∼ 20–30). While a 
purely dissipationless circuit will reflect all of the signal (|S11|2 = 1) 
(Pozar, 2004), there are, in fact, a number of sources of dissipation, 
including the lossy traces on the pc board and leads on chip, the 
losses in the surface mount inductor and wire bonds, and, finally, 
the intrinsic CPT losses from any phase-diffusion resistance pres-
ent. The end result is that there is a visible resonance dip in the 
reflected power amplitude |S11|2 (Figure 16.14b,c). For our pur-
poses then, the frequency shift due to the modulation of the CPT 
Josephson inductance can be inferred from the reflected ampli-
tude modulation.* That is, since the CPT inductance is a function 
of island charge, the final output microwave power amplitude and 
phase modulate with the gate-induced polarization charge.

Like the rf-SET, one can characterize the ultimate noise per-
formance of this device as an electrometer in terms of an effective 
charge resolution in a 1 Hz bandwidth. In the rf measurement 
of the CPT inductance, the best number that has been reported 
is δ ∼ µQ e50 / Hz  (Naaman and Aumentado, 2006b). That is, if 
we integrate the reflected power at the end of our measurement 
chain for 1 s, we can resolve a change in polarization charge at 

* In principle, this information is also accessible through the phase of the 
outgoing signal and can be measured using an IQ mixer. Since loss was 
present in many of these experiments and the frequency shift was usually 
very obvious, measurement of the amplitude modulation has ended up 
being the simplest method.

the gate electrode CgVg of 5.2 × 10−5 electrons. If we compare this 
with the best rf-SSET numbers δ < µQ 5 e / Hz  (Brenning et al., 
2006), the rf-CPT is more than 100 times slower at resolving the 
polarization charge. At first blush, this seems to put the rf-CPT 
at a disadvantage, but the rf-SSET charge resolution comes at 
the expense of using a relatively complex charge transport cycle 
that involves both quasiparticles and Cooper pairs. The back-
acting voltage fluctuations of this cycle presented at the device 
they are measuring are equally nontrivial and have even been 
used to cool an electromechanical system that it was intended 
to measure (Naik et al., 2006). While some would consider this 
a feature of the rf-SSET, it seems to get away from the notion of 
simply wanting to use the device as a noninvasive electrometer. 
In fact, quasiparticle poisoning the rf-CPT has been used as a 
method to measure the effect of nearby SSETs, demonstrating 
that the latter emits nontrivial microwave power into its envi-
ronment when voltage-biased (as they would be when operated 
as electrometers) (Naaman and Aumentado, 2007).

16.4.2.2 Operation Beyond 1 GHz

Although all of the published CPT experiments were operated 
with carrier frequencies below 1 GHz, this is not a fundamen-
tal requirement. In fact, this limitation seems to be determined 
by parasitic self-resonances in the surface-mount inductors, 
often used in these experiments. In principle, the operating fre-
quency can be raised to many gigahertz using coplanar resona-
tor techniques. The advantage of moving to higher frequencies 
is that wideband, low-noise HEMT amplifiers are now readily 
available in the 4–8 GHz range and all of the associated passive 
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components (directional couplers and isolators) are smaller and 
much more common (less expensive).

16.4.2.3 Quasiparticle Poisoning in the rf-CPt

As in the switching current measurement, quasiparticle poison-
ing also has a dramatic effect on rf measurement. Unlike the 
switching current measurement, a qualitative understanding 
of the measurement response is very straightforward. Since the 
inductance of the CPT can switch instantaneously between two 
different parity states when the gate is biased into a trap-like 
regime, the reflected power also switches between two different 
amplitudes. This kind of response is more commonly known as 
“telegraph noise.” A typical example is shown in Figure 16.15a 
for a type L device. We note that this is the same bimodal behav-
ior that we observe in the switching current measurements 
except that we can sit at zero bias and watch quasiparticles 
jumping in and out of the CPT island. In Figure 16.15c, we his-
togram the telegraph time traces as a function of gate voltage, 
we get data that, unsurprisingly, are very similar to our bimodal 
switching current histograms in Figure 16.12.

The rates Γeo and Γoe can be derived from an analysis of these 
time-domain traces but requires a careful characterization of 
the system measurement bandwidth (Naaman and Aumentado, 
2006a). Although it is possible to extract the poisoning rate Γeo 
from a switching current measurement, it is far more difficult 
to pull out an ejection rate. This is a direct consequence of the 
time-ordered nature of the current bias ramp. In contrast, the 
rf measurement is not burdened by this kind of time ordering 
in any obvious way, and both the poisoning and ejection rates 
are available.

The availability of the poisoning and ejection rates has pro-
vided further verification of the model presented in Aumentado 
et al. (2004), while confirming that nonequilibrium quasiparti-
cles are generated in the leads at a constant rate below ∼250 mK. 
In addition, the ejection rate Γoe has been used to validate the 
notion that biased SSETs emit nontrivial levels of microwave 
power into their environment (Naaman and Aumentado, 2007). 
This is important as for a long time rf-SSET electrometry had 
been considered a viable method of measuring CPB qubit charge 
states.
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16.4.2.4 relation to the Cooper-Pair Box

Earlier, we alluded to the fact that the CPT was related to the CPB. 
In fact, when the CPT is biased at zero, it is identical to the CPB if 
the biasing circuit series impedance is small at the relevant paral-
lel-junction plasma frequency. Since the problem of quasiparticle 
poisoning is also important to charge-based qubits such as the CPB 
(Nakamura et al., 1999; Wallraff et al., 2004), quantronium (Vion 
et al., 2002), and transmon (Koch et al., 2007), the fact that we can 
study it with relatively high instantaneous bandwidth in the CPT 
motivated several experiments aimed at studying the dynamics of 
the poisoning process in detail (Aumentado et al., 2004; Ferguson 
et al., 2006; Naaman and Aumentado, 2006b; Court et al., 2008b). 
Ultimately, it was realized that quantum capacitance measure-
ments could achieve the same objective measuring CPBs directly 
and have yielded the most detailed quasiparticle poisoning studies 
to date (Lutchyn and Glazman, 2007; Shaw et al., 2008).

16.5  Present Status and Future 
Directions

The CPT is the simplest device in which dc transport charac-
teristics can be correlated to the duality between charge and 
phase. Although the most prominent recent CPT experiments 
have focused on the problem of nonequilibrium quasiparticle 
poisoning, the CPT is also a promising general-purpose low-
temperature, low-backaction electrometer. Since the most reli-
able techniques for fabricating these devices involve aluminum 
fabrication with gap, Josephson, and Coulomb blockade energies 
in the ∼100–300 μeV range, operation is restricted to dilution 
refrigeration, so that the systems that one attaches it to must also 
be cold. While this seems restrictive at present, there are already 
several mesoscopic condensed matter systems that might benefit 
from minimally invasive fast electrometry.

acknowledgment

The author wishes to acknowledge several important conceptual 
discussions with Ofer Naaman, Michel H. Devoret, and John M. 
Martinis.

references

Amar, A., Song, D., Lobb, C. J., and Wellstood, F. C. (1994). 2e and 
e periodic pair currents in superconducting coulomb-block-
ade electrometers. Physical Review Letters, 72(20):3234.

Ambegaokar, V. and Baratoff, A. (1963). Tunneling between 
superconductors. Physical Review Letters, 10(11):486.

Aumentado, J., Keller, M. W., Martinis, J. M., and Devoret, M. H. 
(2004). Nonequilibrium quasiparticles and 2e periodicity 
in single-cooper-pair transistors. Physical Review Letters, 
92(6):066802.

Brenning, H., Kafanov, S., Duty, T., Kubatkin, S., and Delsing, P. 
(2006). An ultrasensitive radio-frequency single-electron 
transistor working up to 4.2 k. Journal of Applied Physics, 
100:114321.

Clarke, J. and Braginski, A. I. (eds.). (2004). The SQUID Handbook: 
Volume 1: Fundamentals and Technology of SQUIDs and 
SQUID Systems. Wiley-VCH, Weinheim, Germany.

Cord, B., Dames, C., and Bergren, K. K. (2006). Robust shadow-
mask evaporation via lithographically defined undercut. 
Journal of Vacuum Science and Technology B, 24(6):3139.

Cottet, A., Steinbach, A., Joyez, P., Vion, D., and Pothier, H. (2001). 
Macroscopic Quantum Coherence and Quantum Computing, 
p. 111. Kluwer Academic, Plenum Publishers, New York.

Court, N. A., Ferguson, A. J., and Clark, R. G. (2008a). Energy 
gap measurement of nanostructured aluminium thin films 
for single cooper-pair devices. Superconductor Science and 
Technology, 21(1):015013.

Court, N. A., Ferguson, A. J., Lutchyn, R., and Clark, R. G. (2008b). 
Quantitative study of quasiparticle traps using the single-
cooper-pair transistor. Physical Review B, 77(10):100501.

Devoret, M. H. and Grabert, H. (1992). Introduction to sin-
gle-charge tunneling. Single Charge Tunneling: Coulomb 
Blockade Phenomena in Nanostructures (NATO Science 
Series: B), p. 1. Springer, New York.

Devoret, M. H., Esteve, D., Martinis, J. M., Cleland, A., and 
Clarke, J. (1987). Resonant activation of a brownian particle 
out of a potential well: Microwave-enhanced escape from 
the zero-voltage state of a Josephson junction. Physical 
Review B, 36(1):58.

Dolan, G. (1977). Offset masks for lift-off photoprocessing. 
Applied Physics Letters, 31(5):333.

Dolata, R., Scherer, H., Zorin, A., and Niemeyer, J. (2002). Single 
electron transistors with high-quality superconducting nio-
bium islands. Applied Physics Letters, 80(15):2776.

Dolata, R., Scherer, H., Zorin, A., and Niemeyer, J. (2005). Single-
charge devices with ultrasmall nb/alo/nb trilayer Josephson 
junctions. Journal of Applied Physics, 97:054501.

Duty, T., Johansson, G., Bladh, K., Gunnarsson, D., Wilson, C., 
and Delsing, P. (2005). Observation of quantum capaci-
tance in the cooper-pair transistor. Physical Review Letters, 
95(20):206807.

Ferguson, A. J., Court, N. A., Hudson, F. E., and Clark, R. G. 
(2006). Microsecond resolution of quasiparticle tunneling 
in the single-cooper-pair transistor. Physical Review Letters, 
97(10):106603.

Flees, D., Han, S., and Lukens, J. (1997). Interband transitions 
and band gap measurements in bloch transistors. Physical 
Review Letters, 78(25):4817.

Fulton, T. and Dunkleberger, L. (1974). Lifetime of the zero-volt-
age state in Josephson tunnel junctions. Physical Review B, 
9(11):4760.

Gunnarsson, D., Duty, T., Bladh, K., and Delsing, P. (2004). 
Tunability of a 2e periodic single cooper pair box. Physical 
Review B, 70(22):224523.

Josephson, B. (1962). Possible new effects in superconductive 
tunnelling. Physics Letters, 1(7):251.

Joyez, P. (1995). Le Transistor a une Paire de Cooper: un Systeme 
Quantique Macro-scopique. PhD thesis, L’Universite Paris, 
Paris, France.



The	Cooper-Pair	Transistor	 16-17

Joyez, P., Lafarge, P., Filipe, A., Esteve, D., and Devoret, M. H. 
(1994). Observation of parity-induced suppression of 
Josephson tunneling in the superconducting single…. 
Physical Review Letters, 72(15):2458.

Kautz, R. and Martinis, J. (1990). Noise-affected iv curves in 
small hysteretic Josephson junctions. Physical Review B, 
42(16):9903.

Koch, J., Yu, T. M., Gambetta, J. M., Houck, A. A., Schuster, 
D. I., Majer, J., Blais, A., Devoret, M. H., Girvin, S. M., and 
Schoelkopf, R. J. (2007). Charge insensitive qubit design 
from optimizing the cooper-pair box. Physical Review A, 
74(4):042319.

Lutchyn, R. M. and Glazman, L. I. (2007). Kinetics of quasi-
particle trapping in a cooper-pair box. Physical Review B, 
75(18):184520.

Mazin, B. A. (2004). Microwave kinetic inductance detectors. 
PhD thesis, California Institute of Technology, Pasadena, 
CA.

Naaman, O. and Aumentado, J. (2006a). Poisson transition rates 
from time-domain measurements with a finite bandwidth. 
Physical Review Letters, 96(10):100201.

Naaman, O. and Aumentado, J. (2006b). Time-domain mea-
surements of quasiparticle tunneling rates in a single-
cooper-pair transistor. Physical Review B, 73(17):172504.

Naaman, O. and Aumentado, J. (2007). Narrow-band micro-
wave radiation from a biased single-cooper-pair transistor. 
Physical Review Letters, 98(22):227001.

Naik, A., Buu, O., LaHaye, M. D., Armour, A. D., Clerk, A. A., 
Blencowe, M. P., and Schwab, K. C. (2006). Cooling a nano-
mechanical resonator with quantum back-action. Nature, 
443:193.

Nakamura, Y., Pashkin, Y. A., and Tsai, J. S. (1999). Coherent con-
trol of macroscopic quantum states in a single-cooper-pair 
box. Nature, 398:786.

Palmer, B. S., Sanchez, C. A., Naik, A., Manheimer, M. A., 
Schneiderman, J. F., Echternach, P. M., and Wellstood, F. C. 
(2007). Steady-state thermodynamics of nonequilibrium 
quasiparticles in a cooper-pair box. Physical Review B, 
76(5):054501.

Pozar, D. M. (2004). Microwave Engineering, 3rd edn. Wiley, 
New York.

Savin, A. M., Meschke, M., Pekola, J. P., Pashkin, Y. A., Li, T. F., 
Im, H., and Tsai, J. S. (2007). Parity effect in Al and Nb sin-
gle electron transistors in a tunable environment. Applied 
Physics Letters, 91:063512.

Schoelkopf, R. J., Wahlgren, P., Kozhevnikov, A. A., Delsing, P., 
and Prober, D. E. (1998). The radio-frequency single-
electron transistor (rf-set): A fast and ultrasensitive elec-
trometer. Science, 280:1238.

Schuster, D. I. (2007). Circuit quantum electrodynamics. PhD 
thesis, Yale University, New Haven, CT.

Shaw, M. D., Lutchyn, R. M., Delsing, P., and Echternach, P. M. 
(2008). Kinetics of nonequilibrium quasiparticle tunnel-
ing in superconducting charge qubits. Physical Review B, 
78(2):024503.

Sillanpää, M., Roschier, L., and Hakonen, P. (2004). Inductive 
single-electron transistor. Physical Review Letters, 
93(6):066805.

Tinkham, M. (2004). Introduction to Superconductivity, 2nd edn. 
Dover, New York.

Tinkham, M., Hergenrother, J. M., and Lu, J. G. (1995). 
Temperature dependence of even-odd electron-number 
effects in the single-electron transistor. Physical Review B, 
51(18):12649.

Townsend, P., Taylor, R., and Gregory, S. (1972). Superconducting 
behavior of thin-films and small particles of aluminum. 
Physical Review B, 5(1):54.

Tuominen, M. T., Hergenrother, J. M., Tighe, T. S., and 
Tinkham, M. (1992). Experimental evidence for parity-
based 2e periodicity in a superconducting single-electron 
tunneling transistor. Physical Review Letters, 69(13):1997.

Tuominen, M. T., Hergenrother, J. M., Tighe, T. S., and 
Tinkham, M. (1993). Even-odd electron number effects in a 
small superconducting island: Magnetic-field dependence. 
Physical Review B, 47(17):11599.

Vion, D., Aassime, A., Cottet, A., Joyez, P., Pothier, H., Urbina, C., 
Esteve, D., and Devoret, M. H. (2002). Manipulating the 
quantum state of an electrical circuit. Science, 296:886.

Wallraff, A., Schuster, D. I., Blais, A., Frunzio, L., Huang, R.-S., 
Majer, J., Kumar, S., Girvin, S. M., and Schoelkopf, R. J. 
(2004). Strong coupling of a single photon to a supercon-
ducting qubit using circuit quantum electrodynamics. 
Nature, 431:162.

Watanabe, M., Nakamura, Y., and Tsai, J. (2004). Circuit with 
small-capacitance high-quality Nb Josephson junctions. 
Applied Physics Letters, 84(3):410.

Yamamoto, T., Nakamura, Y., Pashkin, Y. A., Astafiev, O., and Tsai, 
J. S. (2006). Parity effect in superconducting aluminum sin-
gle electron transistors with spatial gap profile controlled by 
film thickness. Applied Physics Letters, 88(21):212509.





III-1

III
Nanolithography
 17 Multispacer Patterning: A Technology for the Nano Era Gianfranco Cerofolini, Elisabetta Romano, and 

Paolo Amato ...........................................................................................................................................................17-1
Introduction • The Crossbar Process • Nonlithographic Preparation of Nanowires • Multispacer Patterning 
Techniques • Influence of Technology on Architecture • Fractal Nanotechnology • Appendixes • Abstract 
Technology • Concrete Technology • References

 18 Patterning and Ordering with Nanoimprint Lithography Zhijun Hu and Alain M. Jonas ................................ 18-1
Introduction • Nanoimprint Lithography • Nanoshaping Functional Materials by Nanoimprint 
Lithography • Controlling Ordering and Assembly Processes by Nanoimprint Lithography • Conclusions 
and Perspectives • Acknowledgments • References

 19 Nanoelectronics Lithography Stephen Knight, Vivek M. Prabhu, John H. Burnett, James Alexander Liddle, 
Christopher L. Soles, and Alain C. Diebold ............................................................................................................... 19-1
Introduction • Photoresist Technology • Deep Ultraviolet Lithography • Electron-Beam Lithography • Nanoimprint 
Lithography • Metrology for Nanolithography • Abbreviations • References

 20 Extreme Ultraviolet Lithography Obert R. Wood II ............................................................................................ 20-1
Introduction • Historical Background • Current State of the Art • EUVL Infrastructure Status • Future 
Perspectives • Abbreviations • References





17-1

17.1 Introduction

The evolution of integrated circuits (ICs) has been dominated by 
the idea of scaling down its basic constituent—the metal-oxide-
semiconductor (MOS) field-effect transistor (FET). In turn, this 
has required the development of suitable lithographic tech-
niques for its definition on smaller and smaller length scales. 
There are several generations of lithographic techniques, usually 
classified according to the technology required for the definition 
of the wanted features on photo- or electro-sensitive materials 
(resists): standard photolithography (436 nm, Hg g-line; refrac-
tive optics), deep ultraviolet (DUV) photolithography (193 nm, 
ArF excimer laser; refractive optics), immersion DUV photoli-
thography (refractive optics), extreme ultraviolet (EUV) photo-
lithography (13.5 nm, plasma-light source; reflective optics), and 
electron beam (EB) lithography (electron wavelength controlled 
by the energy, typically in the interval 10−3 to 10−2 nm).

The industrial system has succeeded in that, but the cost of 
ownership has in the meanwhile dramatically increased, because 
of either the required investment per machine,

 DUV immersion  DUV EUV,� �

or the throughput,
 EB DUV.�

It is just the dramatic cost escalation that is necessary for the 
reduction of the feature size that casts doubts on the possibility 
of continuing the current increase of IC density beyond the next 
10 years.

Entirely new revolutionary technological device platforms, 
overcoming the complementary MOS (CMOS) paradigm, must 
likely be developed to enable the economical feasibility and scal-
ability of electronic circuits to the tera scale intergation (TSI).

On another side, the preparation of ICs with bit density as 
high as 1011 cm−2 seems now possible, with modest changes in 
the current production process and marginal investment for the 
fabrication facility, within a different paradigm. The new para-
digm is based on a structure, where a crossbar embodies in each 
of its cross-points a functional material able to perform by itself 
the functions of a memory cell [1].

The crossbar is indeed producible (via nonconventional lithog-
raphy or even without any lithographic method) with geometry 
on the 10 nm length scale. Although the crossbar is not yet a 
circuit, it may nonetheless become a circuit if each cross-point 
contains a memory cell and each of them can be addressed, writ-
ten, and read—that requires an external circuitry for addressing, 
power supply, and sensing. The best architecture for satisfying 
those functions is manifestly achieved embedding the crossbar 
in a CMOS circuitry [2]:

17
Multispacer Patterning: 

A Technology for the Nano Era

17.1 Introduction ........................................................................................................................... 17-1
17.2 The Crossbar Process ............................................................................................................ 17-2
17.3 Nonlithographic Preparation of Nanowires ...................................................................... 17-3

Imprint Lithography • Spacer Patterning Technique
17.4 Multispacer Patterning Techniques .................................................................................... 17-5

Additive Route—SnPT+ • Multiplicative Route—SnPT× • Three-Terminal Molecules
17.5 Influence of Technology on Architecture ........................................................................ 17-10

Addressing • Comparing Crossbars Prepared with Additive or Multiplicative 
Routes • Applications—Not Only Nanoelectronics

17.6 Fractal Nanotechnology ..................................................................................................... 17-12
Fractals in Nature • Producing Nanoscale Fractals via SnPT×

Appendixes ....................................................................................................................................... 17-14
17.A Abstract Technology ........................................................................................................... 17-14

Bodies and Surfaces • Conformal Deposition and Isotropic Etching • Directional 
Processes • Selective Processes

17.B Concrete Technology .......................................................................................................... 17-18
References ......................................................................................................................................... 17-19

Gianfranco Cerofolini
University	of	Milano-Bicocca

Elisabetta Romano
University	of	Milano-Bicocca

Paolo Amato
Numonyx	and	University	
of	Milano-Bicacca



17-2	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

 

TSI IC submicro CMOS IC
nano crossbar
nanoscopic cells.

= ∪
∪

This architecture reduces the problem of preparing TSI ICs to 
that of producing nanoscopic memory cells and inserting them 
into the cross-points of a crossbar structure. It would be a mere 
declaration of will were it not for the fact that molecules by 
themselves able to behave as memory cells have been not only 
designed [3–5] and synthesized [6,7], but also inserted in hybrid 
devices [8–12]. This fact opens immediately the possibility of a 
hybrid route to TSI ICs:

 

HybridTSI IC submicro CMOS IC
nano crossbar
grafted functional m

= ∪
∪

oolecules.  (17.1)

In this approach, the transport properties of programmable 
molecules are exploited for the preparation of externally acces-
sible circuits. Because of this, it is usually referred to as molecu-
lar electronics.

The hypothesized TSI IC has thus a hybrid structure, formed 
by a nanometer-sized kernel (the functionalized crossbar), 
linked to a conventional submicrometer-sized CMOS control 
circuitry (producible with currently achievable technologies) 
and hosting molecular devices (whose production is left to 
chemistry).

17.2 the Crossbar Process

That self-assembled monolayers on preformed gold contacts 
may behave as nanoscale memory elements was demonstrated 
for thiol-terminated π-conjugated molecules containing 
amino or nitro groups [9]. The first demonstration of nonvola-
tile molecular crossbar memories employed self-assembled 
monolayers of thiol-terminated rotaxanes as reprogrammable 
cells [10]. The molecules were embedded between the metal lay-
ers forming the crossbar via a process that can be summarized 
as follows:

XB1, deposition and definition of the first-level (“bottom”) 
wire array

XB2, deposition of the active reconfigurable molecules, work-
ing also as vertical spacer separating lower and upper 
arrays

XB3, deposition and definition of the second-level (“top”) 
wire array

Figure 17.1 sketches the XB process.
Although potentially revolutionary, the XB approach, with 

double metal strips, has been found to have serious limits:

• The organic active element is incompatible with high-
temperature processing, so that the top layer must be 
deposited in XB3 at room or slightly higher temperature. 
This need implies a preparation based on physical vapor 

deposition, where the metallic electrode results from the 
condensation of metal atoms on the outer surface of the 
deposited organic films. This process, however, poses 
severe problems of compatibility, because isolated metal 
atoms, quite irrespective of their chemical nature, are 
mobile and decorate the molecule, rather than being held 
as a film at its outer extremity [13–15].

• A safe determination of the conductance state of bistable 
molecules requires the application of a voltage V appre-
ciably larger than kBT/e (with kB being the Boltzmann 
constant, T the absolute temperature, and −e the electron 
charge), say V = 0.1–0.2 V. Applied to molecules with typi-
cal length around 3 nm, this potential sustains an electric 
field, of the order of 5 × 105 V cm−1, sufficiently high to 
produce metal electromigration along the molecules [16].

• The energy barrier for metal-to-molecule electron transfer 
is controlled by the polarity of the contact, in turn increas-
ing with the electronegativity difference along the bond 
linking metal and molecule [17]. The use of thiol termi-
nations for the molecule, as implicit in the XB approach, 
is expected to be responsible for high-energy barriers 
because of the relatively high electronegativity of sulfur.

Even though the first difficulty can in principle be removed 
by slight sophistication of the process (for instance, as follows: 
spin-coating the organic monolayer with a dispersion of metal 
nanoparticles in a volatile solvent, evaporating the solvent, 
forming a relatively compact layer via coalescence of the metal 
particles, and compacting the resulting film by means of an 
additional amount of PVD metal), other difficulties are more 
fundamental in nature and require different materials.

A solution to the electromigration problem can be achieved 
preparing the bottom electrodes in the form of silicon wires 

XB1

XB2

XB3

FIGURE 17.1 The first proposed crossbar-architecture fabrication 
steps. (Reprinted from Cerofolini, G., Nanoscale devices, Springer, Berlin, 
Germany, 2009. With permission.)
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(as done in [12]), and the top electrodes in the form conducting 
π-conjugated polymers (as suggested in [18]):

XB+
1 , deposition and definition of the bottom array of poly-
silicon wires

XB+
2 , deposition of the active (reconfigurable) element, work-
ing also as vertical spacer separating lower and upper 
arrays

XB+
3 , deposition and definition of the top array of conducting 
π-conjugated polymers

The use of poly-silicon as material for the top array too seems 
impossible because it is prepared almost uniquely via chemi-
cal vapor deposition at incompatible temperatures with organic 
molecules.* The only way to overcome this difficulty consists thus 
in a process, XB*, where the two poly-silicon arrays defining the 
crossbar matrix are prepared before the insertion of the organic 
element [11]. Preserving a constant separation on the nanometer 
length scale is possible only via the growth of a sacrificial thin film 
on the first array before the deposition of the second one [21]:

XB*
1 , preparation of a bottom array of poly-silicon wires

XB*
2, deposition of a sacrificial layer as vertical spacer sepa-
rating lower and upper arrays

* It is instead possible if the spacer is an inorganic film. This case, although 
not for molecular electronics, is interesting for memories based on phase-
change materials [19] or mimicking the memristor [20].

XB*
3, preparation of a top array of poly-silicon wires crossing 
the first-floor array

XB*
4 , selective chemical etching of the spacer

XB*
5 , insertion of the reprogrammable molecules in a way to 
link upper and lower wires in each cross-point

The basic idea of process XB*, of inserting the functional molecules 
after the preparation of the crossbar, is sketched in Figure 17.2.

Of the three considered processes (XB, XB+, and XB*), the 
one based on double-silicon strips is certainly the most conser-
vative one and is thus expected to be of easiest integration in 
IC processing. For this reason (and for the possibility of using 
three-terminal molecules, see Section 17.4.3), our attention will 
be concentrated on the XB* route.

17.3  Nonlithographic Preparation 
of Nanowires

The preparation of a crossbar requires the use of simple 
geometries—essentially arrays of dielectrically insulated con-
ductive wires. What is especially interesting is that wire arrays 
with pitch on the nanometer length scale are producible via 
nonlithographic techniques (NLTs). Not only is this prepara-
tion possible, but also the wire linear density already achieved 
with the NLTs described in the following is smaller than the 
one achievable via the most advanced EUV or EB lithographies. 
Such NLTs exploit the following features:

(V), the “vertical” control of film thickness, possible down 
to the subnanometer length scale provided that the film is 
sufficiently homogeneous.

(V-to-H), the transformation of films with “vertical” thick-
ness t into patterns with “horizontal” width w:

 t wNLT → .

These techniques are imprint lithography and two variants of the 
multispacer patterning technique.

17.3.1 Imprint Lithography

Imprint lithography (IL) is a contact lithography where properties 
(V) and (V-to-H) are exploited for the preparation of the mask. 
The process is essentially based on the sequential alternate depo-
sition of two films, A and B, characterized by the existence of 
a preferential etching for one (say A) of them. After cutting at 
90°, polishing, and controlled etching of A, one eventually gets 
a mask formed by nanometer-sized trenches running parallel to 
one another at a distance fixed by the thickness of B [22,23]. For 
instance, a contact mask for imprint lithography with pitch of 
16 nm was prepared by growing on a substrate a quantum well 
via molecular beam epitaxy, cutting the sample perpendicularly 
to the surface, polishing the newly exposed surface, and etching 
selectively the different strata of the well [23]. The potentials of 
the preparation method based on superlattice nanowire pattern 
transfer (SNAP) are reviewed in Ref. [24].

Field oxide

Field oxide

XB1
*

XB2
*

XB3
*

XB4
*

XB5
*

SiO2

SiO2

PolySi

PolySi

FIGURE 17.2 The basic idea of XB*: preparing the crossbar before its 
functionalization.
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Actually a number of variants for transferring the pattern 
to the surface have been developed: molding, embossing, and 
stamping are the ones most frequently considered [25]. In one 
of them (molding), after filling the trenches with a suitable poly-
mer, the mask is used as a stamp, pressing it onto the surface; 
if the polymer has a higher affinity for the surface than for the 
mask, the pattern is transferred to the surface when the mask 
is eventually removed [25]. The transfer of the polymer to the 
surface is possible without loss of geometry only if the trench 
is sufficiently shallow; this implies that the polymer must sus-
tain a subsequent process where it is used as mask for the defini-
tion (via directional etching) of the underlying structure with 
a high aspect ratio. Another method (embossing), sketched in 
the right-hand side of Figure 17.3, involves the pressure-induced 
transfer of the pattern from the mask to a plastic film and its 
subsequent polymerization.

Imprint lithography is generally believed to have potential 
advantages over conventional lithography because it can be car-
ried out in ordinary laboratory with no special equipments [26]. 
This situation is expected to make it easy to run along the learning 
curve to a mature technology. However, very little is known about 
the overall yield, eventually resulting in production cost, of this 
process (preparation of mask and stamp, imprint, etching) when 
the geometries are on the length scale of tens of nanometers.

Imprint lithography has been the matter of extended investi-
gation (see for instance, Refs. [25,26]) and will not be discussed 
here. Rather, this chapter is devoted to describe the multispacer 
patterning technique and to compare its two variants.

17.3.2 Spacer Patterning technique

The multispacer patterning technique (SnPT) is essentially based on 
the repetition of the spacer patterning technique (SPT). In turn, the 
SPT is an age-old technology originally developed for the dielectric 
insulation of metal electrodes contacting source and drain from 
the gate of metal-oxide-semiconductor (MOS) transistors.

The SPT involves the following steps:

SPT0, the lithographic definition of a seed with sharp edge and 
high aspect ratio

SPT1, the conformal deposition on this feature of a film of 
 uniform thickness

SPT2, the directional etching of the film until the original seed 
surface is exposed

If the process is stopped at this stage, it results in the formation 
of sidewalls of the original seed; otherwise, if

SPT3, the original seed is removed via a selective etching

what remains is constituted only by the walls of the seed edges. 
Figure 17.4 sketches the various stages of SPT.

This technique has been demonstrated to be suitable for the 
preparation of features with minimum size of 7 nm [27,28] and 
has already achieved a high level of maturity, succeeding in the 
definition, with yield very close to unity, of nanoscopic bars with 
high aspect ratio.

The SPT may be sophisticated via the deposition of a multi-
layered film; Figure 17.5 shows the sidewalls resulting from the 
deposition of a multilayer and compares it with what is really 
done in the original application of SPT—the insulation of the 
source and drain electrodes from the gate [29].

(a)

10 nm

Mold

SiO2-spacer

Resist

Nanoimprint lithography

Poly-silicon
Mold

Poly-Si-spacer

35 nm

(a)

(b)

(b)

(c)

FIGURE 17.3 Preparation of mold for imprint lithography (left) 
and its use as contact mask (right); the multilayer has been supposed 
to be produced with cycles of sequential depositions of silicon and 
SiO2. (Reprinted from Cerofolini, G., Nanoscale devices, Springer, Berlin, 
Germany, 2009. With permission.)

SPT0

SPT1

SPT2

SPT3

20 nm

100 nm×140,000

FIGURE 17.4 Up: The spacer patterning technique: SPT0, definition of 
a pattern with sharp edges; SPT1, conformal deposition of a uniform film; 
SPT2, directional etching of the deposited film up to the appearance of the 
original seed; and SPT3, selective etching of the original feature. Down: 
Cross-section of a wire produced via SPT. (Reprinted from Cerofolini, G., 
Nanoscale devices, Springer, Berlin, Germany, 2009. With permission.)
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17.4  Multispacer Patterning 
techniques

Two SnPT routes have been considered: the additive (SnPT+) and 
multiplicative (SnPT×) routes.

The SnPT+ is recent and was proposed having in mind the prep-
aration of crossbars for molecular electronics [30–32]. The SnPT× 
is instead much older: the first demonstrators were developed 
for the generation of gratings with sub-lithographic period [33]; 
recently, however, this technique has been used for the prepara-
tion of wire arrays in biochips also [28]. Since no detailed com-
parison of the limits and relative advantages of these techniques 
is known, the following part will try to provide an understand-
ing about them on the basis of fundamental considerations.

17.4.1 additive route—SnPt+

The SnPT+ is substantially based on n STP repetitions where 
the original seed is not removed and each free wall of newly 
grown bars is used as a seed for the subsequent STP. Each SPT+ 
cycle starts from an assigned seed and proceeds with the 
following steps:

S PTn
+
1, conformal deposition of a conductive material

S PTn
+
2, directional etching of this material up to the exposure of 

the original seed
S PTn

+
3, conformal deposition of an insulating material

S PTn
+
4, directional etching of this material up to the exposure 

of the original seed

The basic idea of the SnPT+ is shown in Figure 17.6: the upper 
part sketches the process; the lower part shows instead how 

poly-silicon arrays separated by SiO2 dielectrics with sub-
lithographic pitch (35 nm) can indeed be produced [30–32].

The sketch in Figure 17.6 shows a process in which lines are 
additively generated onto a progressively growing seed, preserv-
ing the original lithographic feature along the repetitions of the 
unit process. The unit process is based on two conformal deposi-
tions of uniform layers (poly-silicon and SiO2) each followed by 
a directional etching.

Figure 17.7 shows, however, that a similar structure could be 
obtained by a cycle formed by

S PTn
+′, conformal deposition of a bilayer film (formed by an 

insulating layer deposited before the conductive one—the 
order of deposition is fundamental)

S PTn
+′′, directional etching of this film up to the exposure of 

the original seed

Consider an array with pitch P of lithographic seeds, each with 
width W (and thus separated from one another by a distance 
P−W). Denote with the same symbols in lower case, p and w, 
the corresponding sub-lithographic quantities. Starting from the 
said array of lithographic seeds, after n repetitions of SPT+ any 
seed is surrounded by 2n lines (an example with n = 4 is shown 
in Figure 17.8), so that the corresponding effective linear density 
Kn of spacer bars is given by

50 nm

FIGURE 17.5 The original application of the SPT in microelectron-
ics—dielectric insulation of the gate from source and drain electrodes. 
(Reprinted from Cerofolini, G., Nanoscale devices, Springer, Berlin, 
Germany, 2009. With permission.)

S1PT1
+

S1PT2
+

S1PT3
+

S1PT4
+

200 nm

Poly-Si
OxidePoly-Si

S3 PT
+

S1 PT
+

S2 PT
+

FIGURE 17.6 Up: the additive multispacer patterning technique. 
Down an example of S3PT+ multispacer (with pitch of 35 nm and 
formed by a double layer poly-Si|SiO2) resulting after three repetitions 
of the SPT+. (Reprinted from Cerofolini, G., Nanoscale devices, Springer, 
Berlin, Germany, 2009. With permission.)
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K n

Pn = 2 .

The example of Figure 17.8 shows also that the process can be 
tuned to preserve the constancy with n of wire width wn, wn = w, and 
pitch pn, pn = p. On the contrary, the spacer heights sn decrease 
almost linearly with n,

 s s nn � 0 − τ  (17.2)

(with τ the spacer height loss per SPT cycle), at least for n lower 
than a characteristic value nmax.

This unavoidable decrease is ultimately due to the fact that the 
conformal coverage of a feature with high aspect ratio results 
necessarily in a rounding off of the edge shape with curvature 
radius equal the film thickness and that the subsequent direc-
tional etching produces a nonplanar surface. Figure 17.9 explains 
the reasons for the shape of the resulting bars: even assuming 
a perfect directional attack, the resulting spacer is not flat and 
there is a loss of height τ not smaller than t: τ ≥ t.

Figure 17.6 shows that the process can actually be controlled 
to have τ coinciding, within error, with its minimum theoretical 
value, τ = 1.0t. Figure 17.8 shows however that τ depends on the 
process, and this can be tuned to have τ = 3.2t.

Although the loss of height may seem a disadvantage, in 
Section 17.5.1 it will be shown how the controlled decrease of sn 
with n may be usefully exploited.

Assuming the validity of Equation 17.2 until sn vanishes, the 
maximum number nmax of SPT+ repetitions is given by nmax = s0/τ; 
after nmax SPT+ repetitions, the seed is lost and the process can-
not continue further. In view of the availability of techniques for 
the production of deep trenches with very high aspect ratios, in 
this analysis s0 (and hence nmax) may be regarded as almost a free 
parameter.

The optimum distance allowing the complete filling of the 
void regions separating the original lithographic seeds is there-
fore given by P − W = 2nmaxp. Hence, the maximum number of 
cross-points that can be arranged in any square of side P is given 

FIGURE 17.7 A variant of the additive multispacer patterning technique able to reduce the number of directional etching by a factor of 2 via 
sequential deposition of a bilayered film. Two possibilities are considered, consisting in the deposition first of either poly-silicon and then of SiO2 
(left), or the same layers in reverse order (right). (Reprinted from Cerofolini, G., Nanoscale devices, Springer, Berlin, Germany, 2009. With permission.)

SiO2

Poly-silicon

170 nm

Poly-silicon

Poly-silicon

CVD SiO2

FIGURE 17.8 An example of S4PT+, showing the construction of 
four silicon bars per side of the seed. (Reprinted from Cerofolini, G., 
Nanoscale devices, Springer, Berlin, Germany, 2009. With permission.)
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by (2nmax)2, and the maximum effective cross-point density δ+
max 

achievable with the SnPT+ is given by

 

δ+ =
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(17.3)

Equation 17.3 shows that δ+
max depends on the lithography 

(through W) and on the sub-lithographic technique SnPT+ 
(through nmax and p).

Just to give an idea of the maximum obtainable density, 
Figure 17.6 shows that p = 35 nm has already been achieved and 
nmax ≃ 10 is at the reach of the SnPT+; for W = 0.1 μm (charac-
teristic value for IC high volume production) and p = 30 nm, 

Equation 17.3 gives δ+
−×max � 8 1010 2cm . The comparison of this 

prediction with the lithographically achievable cross-point den-
sity (currently of about 2 × 109 cm−2), shows that SnPT+ allows 
the cross-point density to be magnified by a factor of about 40. 
This is however achieved only with the construction of 10 con-
secutive spacers per (bottom and top) layer. The spacer technol-
ogy is a mature technology with yields close to unity also when 
employed in more complex geometries than single lines. The 
increase of processing cost implied by its repeated application 
in IC processing has been discussed in Ref. [34]. Although this 
increase is moderate, the integration of so many SPT+ cycles 
may, however, be not trivial and passes through the development 
of dedicated cluster tools.

It is however noted that the basic idea sketched in Figure 17.7 
can be extended to remove this difficulty at least partially: the 
conformal deposition of a slab with n poly-silicon|insulator 
bilayers (the insulator being SiO2, Al2O3,…) followed by its 
directional etching would indeed result in the formation of 2n 
dielectrically insulated poly-silicon wires. Figure 17.10 sketches 
the process.

The figure however shows that this dramatic simplification of 
the process can be done only for the deposition of the bottom array; 
its use for the top array would result in a distance of the top wire 
from the lower one varying with the order of poly-silicon layer.

FIGURE 17.9 Shape of a sidewall resulting after ideal conformal 
deposition and directional etching (top; five sketches) and an image of 
how it results in practice (bottom; magnification of the spacers shown 
in Fig. 6). (Reprinted from Cerofolini, G., Nanoscale devices, Springer, 
Berlin, Germany, 2009. With permission.)

FIGURE 17.10 Structure resulting after the deposition of a slab of 
six poly-silicon|SiO2 bilayers (top) in one shot followed by the confor-
mal attack stopped with the exposure of the original lithographic seed, 
resulting in an array of 12 sub-lithographic wires (bottom). (Reprinted 
from Cerofolini, G., Nanoscale devices, Springer, Berlin, Germany, 2009. 
With permission.)
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17.4.2 Multiplicative route—SnPt×

The SPT allows, starting from one seed, the preparation of 
two spacers [27]; in principle, this fact allows another, multi-
plicative, growth technique—SnPT×. The multiplicative gen-
eration requires that both sides of each newly grown spacer 
are used as seeds for the subsequent growth—that is possible 
only if the original seed is etched away at the end of any cycle. 
In SnPT× each multiplicative SPT× cycle involves therefore the 
following steps:

S PTn
×
1, conformal deposition of a film on the seed

S PTn
×
2, directional etching of the newly deposited film up to 

the exposure of the seed
S PTn

×
3, selective etching of the original seed

Figure 17.11 sketches two SnPT× repetitions.
Assume that the process starts from a seed formed by an 

array with pitch P of lithographically defined seeds (lines) each 
of width W, the linear density K0 of lines being thus given by 
K0 = P −1. If lower and upper arrays have the same linear density 
K0, the lithographic cross-point density is K0

2 and the repetition 
of n (bottom) plus n (top) SnPT× results in a sub-lithographic 
cross-point density δ× given by

 δ× = 22
0

n K .  (17.4)

For any assigned n, this density is optimized maximizing K0, i.e., 
minimizing P. The minimum value of P is determined by the 
considered lithography, while W is adjusted to the wanted value 
controlling exposure, etching, etc. The appropriate ratio W/P is 
obtained with the following considerations.

Let the seeds be formed by a given material A (to be concrete 
we shall think of it as SiO2) and the SPT× be carried out depositing 
another material B (again for concreteness, we shall think of B as 
poly-silicon) forming a conformal layer of thickness t1 = �1W, with 
�

1 < 1. After completion of the multiplicative SPT cycle, the sur-
face will thus be covered by an array of 2K0 wires per unit length 
each of width w1 = t1 = �1W.

Let the process proceed with the deposition of a film of A 
with thickness t2 = �2w1 = �1�2W, with �2 < 1 (in the considered 
example, this process could be the oxidation of poly-silicon to an 
SiO2 thickness t2). After completion of the second SPT× cycle, the 
surface will be covered by a spacer array of linear density 22K0 
each of width w2 = t2 = �1

�
2W. It is noted that in SnPT× the seed 

material at the end of each SPT× is inverted from A to B or vice 
versa, so that the material of the original seed must be chosen in 
the relation to the parity (even or odd) of n.

In the following, the focus is on the search of the mask geom-
etry that maximizes the spacer density. After n reiterations of 
the SPT×, the spacers will extend both beyond and beneath the 
original lithographic feature. The zone containing the spacers 
extends from the edge of the original lithographic feature both 
into the region separating them and into the region beneath the 
original feature by amounts ln

out  and ln
in given by
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The estimate of ln
out  and ln

in  requires knowledge of various �k val-
ues; at this stage, it is impossible to state anything about them. 
Without pretending to describe the actual technology, but sim-
ply to have quantitative (although presumably correct at the 
order of magnitude) estimates, we assume �k independent of 
k, ∀k(�k = �). With this assumption Equations 17.5 and 17.6 
become
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P

W

w1

w2

S2PT×

S1PT× S1PT1
×

S1PT2
×

S1PT3
×

S2PT1
×

S2PT2
×

S2PT3
×

FIGURE 17.11 Two STP× steps for the formation of a sub-lithographic wire 
array starting from a lithographic seed array. (Reprinted from Cerofolini, G., 
Nanoscale devices, Springer, Berlin, Germany, 2009. With permission.)
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The least upper bounds of lout and lin are obtained taking the 
limit for n → +∞ in Equations 17.7 and 17.8: lout = �/(1 − �) and 
lin = �2/(1 − �); moreover, already for relatively low values of n 
both �n and �n−1 are negligible with respect to 1 so that we can 
reasonably assume

 l Wn
out � � �/( ),1 −  (17.9)

 l Wn
in � � �2 1/( ).−  (17.10)

For any W, the optimum � is obtained imposing the condition 
that all the region beneath the original lithographic feature is 
filled with nonoverlapping spacers: 2lin = W. Inserting this con-
dition into Equation 17.10 gives

 � � 1
2

.  (17.11)

Similarly, the optimum size of the outer region is given by the 
following condition: 2lout = P − W. Inserting this condition into 
Equation 17.9 gives

 P W� 3 .  (17.12)

Choi et al. [28] have demonstrated that three SPT× repetitions 
on a lithographically defined seed result in nanowire arrays of 
device quality and suggest that very long wires can indeed be 
produced with a high yield. However, even accepting that the 
process have a yield so high as to allow the preparation of non-
interrupted wires over a length (on the centimeter length scale) 
comparable with the chip size, if the lines are used as conductive 
wires of the crossbar its length is so high to have a series resis-
tance larger than the resistance of the molecules forming the 
memory cell. This problem was considered in Ref. [2], where it 
was shown that the crossbar memory can conveniently be orga-
nized in modules each hosting a sub-memory of size 1–4 kbits. 
This implies that each module must be framed in a region suffi-
ciently large to allow the addressing of the memory cells. In this 
way the density calculated with Equation 17.4 is an upper value 
to the exploitable density.

17.4.3 three-terminal Molecules

The use of molecules in molecular electronics is essentially due 
to the fact that they embody in themselves the electrical char-
acteristics of existing devices. The characteristics of nonlin-
ear resistors, diodes, and Schmitt triggers have been reported 
for two-terminal molecules; their use as nonvolatile memory 

cells is possible thanks to the stabilization of a metastable state 
excited by the application of a high voltage (thus behaving as a 
kind of virtual third terminal). Three-terminal molecules offer 
more application perspectives not only because they can mimic 
transistors but also because they could exploit genuine quantum 
phenomena like the Aharonov–Bohm effect [35].

The application potentials of three-terminal molecules can 
however be really exploited only if all terminals can be contacted 
singularly. This is manifestly impossible using the XB or XB+ 
routes, but is possible in the XB* framework. The major advan-
tage of poly-silicon in the XB* route is that it does not pose the 
problem of metal electromigration. However, the multispacer 
technology can also be adapted for the preparation of nanowire 
arrays of poly-silicon and metals in arrangements that

• Allow the use of three-terminal molecules
• Facilitate the self-assembly of functional molecules
• Avoid the problem of metal electromigration

Assume that the top array defining the crossbar is formed by 
poly-silicon nanowires whereas the bottom array has a more 
complicate structure. Assume, as sketched in Figure 17.12a, that 
each conformal deposition is formed by the following multilayer:

 SiO polysilicon SiO metal SiO polysilicon2 2 2| | | | | ,

where the metal might be, for instance, platinum obtained via 
CVD from PtF6 precursor.

After an SPT, one gets the structure sketched in Figure 17.12b; 
a subsequent time-controlled selective etch of the metal electrode 
will result in the formation of a recessed region, as sketched in 
Figure 17.12c.

(a) (b)

(c) (d)

FIGURE 17.12 The structure resulting after (a) conformal deposi-
tion of a multilayer, (b) its directional etching, (c) three repetitions of 
the above processes, and (d) the time-limited preferential attack of the 
metal. (Reprinted from Cerofolini, G., Nanoscale devices, Springer, Berlin, 
Germany, 2009. With permission.)
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Now, observe that thiol-terminated molecules self-assemble 
spontaneously on many metals (like platinum, gold, etc.) form-
ing closely packed monolayers. Therefore, if the considered 
three-terminal molecules contain two alkyne and one thiol ter-
minations, they can arrange in the cross-points in an ordered 
way, allowing their covalent grafting by simple heat treatment, 
as sketched in Figure 17.13. This figure also explains why the 
electric field at the metal–sulfur interface may be significantly 
lower than at the silicon–carbon interface.

17.5  Influence of technology 
on architecture

Device architecture and preparation procedure are strongly 
interlocked. This will become especially clear considering that 
crossbars obtained via SnPT+ may be linked to the external world 
via methods that cannot be extended to SnPT×.

17.5.1 addressing

If the availability of nanofabrication techniques is fundamental 
in establishing a nanotechnology, not less vital is the integra-
tion of the nanostructures with higher-level structures: once the 
crossbar structure is formed, it is necessary to link it to the con-
ventional silicon circuitry. This is especially difficult because the 
nanoworld is not directly accessible by means of standard litho-
graphic methods—“the difficulties in communication between 
the nanoworld and the macroworld represent a central issue in 
the development of nanotechnology” [36].

The importance of addressing nanoscale elements in arrays 
goes beyond the area of memories and will be critical to the 
realization of other integrated nanosystems such as chemical 
or biological sensors, electrically driven nanophotonics, or even 
quantum computers.

In the following the attention will however be limited to 
the problem of addressing cross-points in a nanoscopic cross-
bar structure by means of externally accessible lithographic 
contacts.

Several strategies have been adopted to attack this problem: 
many of them involve materials and methods quite far from, if 
not orthogonal to, those of the planar technology [37–43].

The consistent strategies with the planar technology are dis-
cussed in Ref. [2]. Of them, one can be applied to all crossbars 
irrespective of their preparation methods. According to this 
strategy, each line defining the crossbar extends beyond the 
crossing region and in this zone it is used for addressing. This 
region is then covered with a protecting cap, which is etched 
away along a narrow (sub-lithographic) line misoriented with 
respect to the array by a small angle α. In this way the zones 
where the bars are not covered are separated by a distance that 
diverges for α → 0; thus, if α is sufficiently small, the separation 
between the zones no longer protected makes them accessible to 
conventional lithography and suitable for contacting the CMOS 
circuitry. In this method, each line is linked separately from 
the others to the external circuitry—addressing n2 cross-points 
requires therefore 2n contacts.

The multispacer technique (in particular, the SnPT+) permits, 
however, novel strategies for the nano-to-litho link in addition 
to the ones suitable for crossbar prepared with other techniques.

In the first of such strategies, the original mask defining the 
seed is shaped with n indentations with size so scaled that (1) the 
first indentation is filled, with the fusion of the wires, after 
the first deposition; (2) the second indentation is filled, with the 
fusion of the wires, after the second deposition; (3)…; and (4) n, 
the nth indentation is filled, with the fusion of the wires, after the 
nth deposition.

Taking into account that the minimum distance between the 
centers of two adjacent fused layers is W + 3p (say 150 nm) and 
that each contact requires the definition of a hole in a region 
with side 2p (say 70 nm), this technique allows the nano-to-
litho link. Figure 17.14 shows the cross section demonstrating 

S

S

Si

S

Si

Au

n
m

FIGURE 17.13 The three-terminal molecule after the formation of a 
self-assembled monolayer on the metal and the grafting to the silicon. 
The larger separation between metal and top poly-silicon electrode 
than between top and bottom poly-silicon electrodes suggests that the 
metal surface is subjected to an electric stress much lower than that at 
the bottom silicon surface.

Field oxide

Y419182#07

Poly

Nitride

Multi-spacer

EHT = 5.00 kV Date: 5 Aug 2004
200 nm Mag = 101.72 K X

WD = 4 mm

FIGURE 17.14 Cross-section showing the fusion of the arms of the 
fourth wire grown on two sides of the indentation. (Reprinted from 
Cerofolini, G., Nanoscale devices, Springer, Berlin, Germany, 2009. 
With permission.)
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how filling indentation with the fusion of the central wires may 
render them accessible to lithography. Similarly to the strategy 
considered above, in this method, each line is linked separately 
from the others to the external circuitry, so that addressing n2 
cross-points requires therefore 2n contacts.

The SnPT+ technique results in wires with different heights. 
This fact can be exploited to inhibit or enable them by means 
of dielectrically insulated lithographically defined electrodes 
in the geometry described in Ref. [2]. A crossbar with n × n 
cross-points can therefore be addressed by controlling the 
conduction along the wires from one Ohmic contact to the 
other by means of 2 + 2 electrodes. Therefore, for the address-
ing of n2 cross-points, this method needs 3 + 3 electrodes only; 
however, as discussed in Ref. [2], this architecture requires a 
complex elaboration of the information involving analog-to-
digital conversion, with subsequent analysis and elaboration 
of data.

17.5.2  Comparing Crossbars Prepared with 
additive or Multiplicative routes

While the repetition in additive way of n SPTs per (bottom and 
top) layers magnifies the lithographically achievable cross-point 
density K0

2 by a factor of (2n)2, the repetition in multiplica-
tive way gives a magnification of 22n. The magnification factor 
increases quadratically for the additive way and exponentially 
with the multiplicative way.

To estimate numerically the process simplifications offered 
by SnPT× over SPT+, consider for instance the case of the 3 SPT× 
repetitions per layer. This would produce a magnification of the 
lithographic cross-point density by a factor of 23 × 23. Taking 
W = 0.1 μm, after 3 SPT× repetitions, the spacer width should 
be of 12.5 nm, with minimum separation of 25 nm. Taking into 
account Equation 17.12, the cross-point density achievable with 
the repetition of 2 × 3 SPT× would thus be almost the same as 
that obtainable with the repetition of 2 × 10 SPT+ (7 × 1010 cm−2 
vs. 8 × 1010 cm−2).

Figure 17.15 shows in plan view a comparison between the 
following crossbars:

(a) A 2 × 2 crossbar obtained by crossing lithographically 
defined lines.

(b) A 16 × 16 crossbar obtained via S8PT+ starting from litho-
graphically defined seeds separated by a distance allowing 
the optimal arrangement of the wire arrays.

(c) An 16 × 16 crossbar obtained via S3PT× starting from lith-
ographically defined seeds separated by a distance satisfy-
ing Equation 17.12.

The figure has been drawn in the following hypotheses:

• The lithographic lines in (a) and (b) have width at the cur-
rent limit for large-volume production, say W = 65 nm.

• The height loss τ is such that the maximum number of 
repetitions in the additive route is 8, and the sub-litho-
graphic pitch is the same as shown in Figure 17.6.

• The lithographic width of (c) is chosen to allow the mini-
mum pitch to be consistent with the one obtained with the 
additive route (W = 100 nm); in this way, producing sub-
lithographic wires with width (12.5 nm) has been proved 
to be producible [28].

For n ≥ 3, this comparison is so favorable to SnPT× to suggest 
its practical application. The following factors, however, would 
make SnPT+ preferable to SnPT×:

 1. If addressing the wires defining the crossbar are used also 
as addressing lines, they cannot run along the entire plane; 
their interruption for addressing reduces the available area.

 2. In SnPT× all wires are produced collectively and have the 
same height and material characteristics. On the contrary, 
in SnPT+ the wires are produced sequentially, each SPT+ rep-
etition produces wires of decreasing height, and the charac-
teristics of the material (or even the materials themselves) 
may vary in a controlled way from one cycle to another.

(a) (b)

(c)

FIGURE 17.15 Plan-view comparison of the crossbars obtained (a) 
crossing lithographically defined lines, (b) using the lithographically 
defined lines above as seeds for S8PT+, and (c) using the lithographi-
cally defined lines above as seeds for S3PT×. In each structure the square 
with dashed sides denotes a unit cell suitable for the complete surface til-
ing. (Reprinted from Cerofolini, G., Nanoscale devices, Springer, Berlin, 
Germany, 2009. With permission.)
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Whereas at the first glance all the SnPT+ features described the 
second item may seem detrimental, the analysis of Section 17.5.1 
has clarified that they may be usefully exploited for cross-point 
addressing.

Deciding which route, between the additive and multiplicative 
ones, is actually more convenient for the preparation of hybrid 
devices depends on the particular application and circuit archi-
tecture. In fact, the multiplicative route (certainly less demand-
ing for what concerns the preparation of the crossbar but more 
expensive for what concerns the nano-to-litho link) is presum-
ably suitable for random access memories; on the contrary, the 
additive route (more demanding for the crossbar preparation, 
but much heavier for the elaboration of the signal) seems consis-
tent with nonvolatile memories.

17.5.3 applications—Not Only Nanoelectronics

The proposal of the SnPT is quite recent [30,31], so that it has had 
only short time to be tested.

17.5.3.1 Electronics

Concerning the preparation of crossbars, the attention has 
mainly been concentrated on one side on the verification of the 
possibility of scaling the SnPT+ to large values of n (the produc-
tions of arrays with n = 3 [30,31], 4 [44], and 6 [45] have been 
reported) and on the other on the architectural impact of this 
technology [46–48]. In the middle, a demonstrator has been pre-
pared showing the feasibility, without stressing the technology, 
of crossbars with cross-point density of 1010 cm−2 [45].

The electrical characterization of silicon nanowires has been 
the subject of only a few studies: Ref. [24], addressed to the 
nanonowires produced via the SNAP technique and Ref. [45], 
devoted to nanowires built with the SnPT+. The latter paper dem-
onstrates that the SnPT+ is already suitable for the preparation of 
ultrahigh density memory.

The interest of a technology for the cheap production of 
nanowires is not limited to nanoelectronics but might extend to 
energetics.

17.5.3.2 Energetics

The large-scale availability of devices able to transform low-
enthalpy heat (which would otherwise be dispersed into the envi-
ronment) into electrical energy without complicate mechanical 
systems might impact the energy problem on a global scale. In 
principle the Seebeck effect provides a way for that. The ability 
of a material to operate as a Seebeck generator is contained in a 
parameter, ZT—a function of the Seebeck coefficient and of the 
electrical and thermal conductivities. The possibility of practical 
application is related to the occurrence of ZT �1.

From the technical point of view, Seebeck devices are already 
known, but materials with high Seebeck coefficient (multicom-
ponent nanostructured thermoelectrics, such as Bi2Te3/Sb2Te3 
thin-film superlattices, or embedded PbSeTe quantum dot super-
lattices) are expensive. This fact has allowed the application of 

direct thermoelectric generators only to situations (e.g., space) 
where cost is not important or due to other factors (e.g., weight in 
space application).

This state of affairs would significantly change only in the 
presence of highly efficient, low-cost materials. A new avenue to 
progress in such a direction has been the claim, by two indepen-
dent collaborations [49,50], that silicon nanowires with width of 
20–30 nm and rough surfaces having ZT _~ 1. Although silicon is 
certainly a cheap material and a lot of technologies are known 
for its controlled deposition, this result is of potential practical 
interest only if the production of nanowires does not involve 
electron beam or extreme ultraviolet lithographies—hence the 
relevance of SnPT.

It is also noted that the researchers of Refs. [49,50] employed 
wires with comparable height and width, thus characterized 
with a very high resistance. The SnPT allows the preparation 
of wires with much higher aspect ratio (same width and much 
higher height—actually nanosheets). If it were possible to impart 
a sufficient roughness to the sidewalls of these sheets, it would 
result in much more efficient Seebeck generators.

17.6 Fractal Nanotechnology

There is an application where the multiplicative route is mani-
festly superior: the preparation of fractal structures on the sub-
lithographic length scale.

17.6.1 Fractals in Nature

The volume V of any body with regular shape (spheric, cubic, …) 
varies with its area A as

 V g A= 3
3 2/ ,  (17.13)

with g3 being a coefficient related to the shape (for instance, 
g3 = (1/6)3/2 for cubes, g3 /= 1 6 π  for spheres, etc.; a well-known 
variational properties of the sphere guarantees that for all bod-
ies g3 1 6≤ / π ). For bodies with regular shape the ratio A/V 
diverges for small V and vanishes for large V.

Life can be preserved against the second law of thermodynamics 
only in the presence of a production of negative entropy in propor-
tion to the total mass of the organism. This is achieved via the estab-
lishment of a diffusion field sustained by the metabolism inside the 
organism [51]. Since the consumption of energy and neg-entropy of 
living systems increases in proportion to V whereas the exchange of 
matter increases A, small unicellular organisms (like bacteria) have 
no metabolic problem due to their shape and can grow satisfying 
Equation 17.13 preserving highly symmetric shapes (the smallest 
living bacterium, the pleuropneumonia like organism, with diam-
eter 0.1–0.2 μm, is spherical). On the contrary, larger organisms 
(even procaryotic, like the amoeba) may survive only adapting their 
shapes to have an energy uptake coinciding with what is required to 
preserve living functions [52,53]:
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 V g A= 2 ,  (17.14)

with g2 being a coefficient characteristic of two-dimensional 
growth. Moreover, the need to adapt itself to the variable environ-
mental conditions is satisfied only thanks to the existence of an 
inner organellum, the endoplasmatic reticulum [54], which can 
fuse to the external membrane, thus allowing an efficient change 
of area at constant volume [52,53]. This mechanism, however, can 
sustain the metabolism of unicellular organisms (like the amoeba) 
only for diameter of at most a few tens of micrometers.

Larger organisms require the organization of the constituting 
cells in tissues specialized to single functions. This specializa-
tion, however, requires the formation of a vascular network 
(to transport catabolites to, and anabolites from, each constitut-
ing cell) whose space-filling nature implies a fractal character 
[55]. Nature prefers to manifest itself with fractal shapes in other 
situations too, like for the mammalian lung (to allow a better 
O2–CO2 exchange) [56], the dendritic links of the neuron (to allow 
a high interconnection degree [57]).

That smoothness is not a mandatory feature of the way how 
nature expresses itself, but rather fractality is of ubiquitous 
occurrence in a large class of phenomena even in the mineral 
kingdom has become clear with Mandelbrot’s question about the 
length of the Great Britain coast [58].

The fractality of nature is manifestly approximate, the lowest 
length scale being ultimately limited by the atomic nature of mat-
ter. That surfaces may continue to have a scale invariance down to 
the atomic size became however clear only after Avnir, Farin, and 
Pfeifer’s study of the adsorption behavior of porous adsorbents 
[59–61].

Surprisingly enough, the artificial production of self-similar 
structures has remained largely unexplored. This is somewhat 
disappointing because the use of arrays or matrices with self-
similar structures is potentially interesting even for applications. 
For instance, a matrix formed by the Cartesian product of two 
Cantor sets would provide a way for sensing with infinite probes 
a surface, leaving it almost completely uncovered. Although the 
minimum length scale is actually larger than the atomic one, 
that ideal case suggests the usefulness of the idea.

The lowest length scale of biological fractals is determined by 
cell size, say 104 nm. The preparation of self-similar structures 
on length scales between 102 and 104 nm is relatively easy via 
photolithography, but this scale seems inadequate for interest-
ing applications like the highly parallel probing of single cells 
(as required, for instance, by the needs of systems biology [62]). 
Rather, for that application the appropriate length scale seems 
the one characteristic of nanotechnology, 1–102 nm.

17.6.2 Producing Nanoscale Fractals via SnPt×

Imagine for a moment that, in spite of the atomistic nature of 
matter and of the inherent technological difficulties, the multi-
plicative route can be repeated indefinitely. Remembering that 
the (n + 1)th step generates a set Sn+ −1 , which is, nothing but the 
one at the nth, Sn , at a lower scale, the sequence S S0, , ,… …n{ } 

defines a fractal. This fractal, referred to as multispacer fractal 
set, is self-similar only if the height of each spacer varies with 
n as 2−n, otherwise, the fractal is self-affine [63]. As mentioned 
above, the “spontaneous” decrease of height with n, Equation 
17.2 renders the fractal self-affine. A self-similar fractal can be 
obtained at the end of process planarizing the whole structure 
with a resist and sputter-etching in a nonselective way the com-
posite film until the thickness is reduced to s0/2n.

It is however noted that even assuming our ability to scale 
down the fabrication technology, the atomistic structure of mat-
ter limits anyway the above considerations to an interval of 1–2 
orders of magnitude, ranging from few atomic layers to the lower 
limits of standard lithography.

Having clarified in which limits the set Sn may be considered a 
fractal, it is interesting to compare it with other fractal sets. The 
prototype of such sets, and certainly the most interesting from 
the speculative point of view, is the Cantor middle-excluded set. 
Figure 17.16 compares sequences of three process steps  eventually 
leading to the multispacer fractal set S and to the Cantor set C. 
The comparison shows interesting analogies: consider a multipli-
cative multispacer with P = 2W; if wn = (1/3)wn−1, the measure at 
each step of multifractal set coincides with that of the Cantor set. 
This implies that the multispacer fractal set has null measure. 
Similarly, it can be argued that the multispacer set, considered 
as a subset of the unit interval, has the same fractal dimension 
as the Cantor middle-excluded set—ln(2)/ln(3) [63]. At each step, 
the multispacer fractal set is characterized by a more uniform dis-
tribution of single intervals than the Cantor set; this makes the 
former more interesting for potential applications than the latter.

Once one has one-dimensional fractal sets, two-dimensional 
fractal sets can be constructed taking their Cartesian products. 
Although the mixed product C S×  is possible, in the following, 
we concentrate on a comparison of the Cantor and multispacer 
fractal crossbars. Figure 17.17 compares their plan views showing

(A)  A 16 × 16 crossbar obtained via S3PT× starting from litho-
graphically defined seeds separated by a distance satisfy-
ing Equation 17.12

(B)  A 16 × 16 crossbar obtained via S3PT× starting from litho-
graphically defined seeds and arranging the process to 
generate the Cantor middle-excluded set

Although the potential applications of the Cantor set are quite 
far, trying to reproduce it on the nanometer length scale seems 
of a certain interest. This is compatible with existing technolo-
gies; a possible process would involve

FIGURE 17.16 Generation of the multispacer set (left) and of the 
Cantor middle-excluded set (right). (Reprinted from Cerofolini, G., 
Nanoscale devices, Springer, Berlin, Germany, 2009. With permission.)
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(C1) the lithographic definition of the seed (formed, for 
instance, by poly-silicon) generating the Cantor set

(C2) its planarization (for instance, via the deposition of a low 
viscosity glass and its reflow upon heating)

(C3) the etching of this film to a thickness controlled by the 
exposure of the original seed

(C4) the selective etching of the original film
(C5) the conformal deposition of a film of the same material as 

the original seed (poly-silicon, in the considered example) 
and of thickness equal to 1/3 of its width

(C6) its directional etching
(C7) the selective etching of the space seed (glass, in the con-

sidered example)

Figure 17.18 sketches the overall process [64].
The preparation of fractal structures may appear at a first sight 

nothing but a mere exercise of technology stressing. The following 
examples suggest however the usefulness of a fractal technology:

 1. The highly parallel and real-time sensing of single cells 
(as required, for instance, by the needs of systems biol-
ogy [62] of by label-free immunodetection [65]) could be 
done with a minimum of perturbation (i.e., leaving almost 
completely uncovered the cell surface) by a matrix formed 
by the Cartesian product of two Cantor sets [63].

 2. Superhydrophobic surfaces may be prepared controlling 
roughness and surface tension of nonwetting surfaces [66]. 
Whereas surface tension is a material property, roughness 
can be controlled by the preparation. For instance, rough-
ness may be achieved by imparting a suitable (fractal) 
relief on the surface.

 3. If the SnPT is used for the preparation of crossbar struc-
tures for molecular electronics, the functionalization with 
organic molecules of the cross-points can only be done 
after the preparation of the hosting structure. According 
to the analysis of Ref. [44], this requires an accurate 
control of the rheological and diffusion properties in a 
medium embedded in a domain of complex geometry. 
Understanding how such properties change when the size 
is scaled and clarifying to which extent the domain can 
indeed be viewed as a fractal (so allowing the analysis 
on fractals [67] to be used for their description) may be a 
key point for the actual exploitation of already producible 
nanometer-sized wire arrays in molecular electronics.

appendixes 

17.a abstract technology

The processes considered in this chapter (conformal deposition, 
directional etching, and selective etching) have been introduced 
without specifying exactly what they are and which materials 
they involve. Although the reader certainly has a built-in idea 
of them, we however believe useful to provide their rigorous 
definition.

Once defined in rigorous mathematical terms, the processes 
of interest for this work are the building blocks of a nano-
technology that may be seen as the equivalent of Euclid’s 

FIGURE 17.17 Plan-view comparison of the crossbars obtained via 
S3PT×, and a corresponding Cantor middle-excluded set; the width of 
the lithographic seed in S3PT× has been assumed to be at the technology 
forefront, whereas in the Cantor set it has been assumed sufficiently large 
to allow three reiterations of the process. (Reprinted from Cerofolini, G., 
Nanoscale devices, Springer, Berlin, Germany, 2009. With permission.)

FIGURE 17.18 A process for the generation of Cantor’s middle-
excluded set. (Reprinted from Cerofolini, G., Nanoscale devices, Springer, 
Berlin, Germany, 2009. With permission.)
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geometry, where the construction with straightedge and com-
pass is replaced by the construction via conformal, directional 
or selective, deposition or etchings. Of course, the properties 
of a figure built with any real straightedge and compass are not 
exactly the same as those of the same figure constructed with the 
ideal straightedge and compass. Similarly, the use of real mate-
rials and processes produces structures that differ from those 
achievable via the ideal materials and processes. Nonetheless, it 
is convenient to develop the theory in abstract terms.

17.a.1 Bodies and Surfaces

The minimal characterization of a body is in terms of its geom-
etry and constituting materials.

Definition 17.1 (Simple body) A simple body BX  is a three-
dimensional closed connected subset B of the Euclidean space 
E3 filled with a material X:

 BX B X= ( , ).

What is a material is considered here a primitive concept. It may 
be a substance, a mixture, a solution, or an alloy. The empha-
sis is on homogeneity—whichever region, however small, of B 
is considered, the constituting material is the same. When not 
necessary, the index denoting the constituting material will not 
be specified.

In view of the granular nature of matter, considering the limit 
for vanishing size is not relevant. Here and in the following 
when dealing with the concept of vanishing length (as it implic-
itly happens when considering the frontier B* of B) we mean that 
the property holds true on the ultimate length scale. Although 
the ultimate length scale is an operative concept related to the 
probe used for observing the body, we however have in mind the 
molecular one. Analogously, we consider a body as indefinitely 
extended when its size is much bigger than the size variations 
induced by the considered processes. In this sense, a wafer is a 
simple body indefinitely extended over two dimensions.

Definition 17.2 (Composite body) Consider the N-tuple of simple 
body ( , , , )B B BX X XN1 2 …  formed by nonoverlapping sets (B1, B2,…, BN), 
with

 ∀ ∩ = ∩I J B B B Bi j i j, ,( )* *

and let

 
B Bi

i

N

=
=

.
1

∪

If B is connected and the simple bodies ( , , , )B B BX X XN1 2 …  contain 
at least two different materials XI and XJ, then the N-tuple is a 
composite body.

Definition 17.3 (Interface) Let a composite body B be formed 
by simple bodies BX1 and BX2 with X1 ≠ X2; the region

 F B B1 2 1 2= ∩* *

defines the interface between BX1 and BX2.

For any x in F1|2 all neighborhoods, however small, contain 
materials X1 and X2.

Definition 17.4 (Total surface) The set

 S Btot = *

is the total surface of B.

Proposition 17.1 Let a composite body B be formed by the 
N-tuple of simple body ( , , , )B B BX X XN1 2 … . Then

 
S B Fi

i
j k

j k
tot = *∪ ∪\ /

,

.

Definition 17.5 (Surface) Let B  be a composite body, and B• be 
the smallest simply-connected (i.e., without holes) set containing B. 
Then

 S = •B*

is the outer surface (or simply surface) of B .

Definition 17.6 (Inner surface) Let B be a composite body. Then

 S S Sin tot=

is the inner surface of B.

17.a.2  Conformal Deposition 
and Isotropic Etching

Definition 17.7 (Delta coverage) For any body B ← with surface 
S, the additive delta coverage D+ δ of thickness δ is the set

 D S B S+ •= − ≤ ∧ ∈ ∧ ∉{ }δ δx x y y x:| | \ .

The delta coverage can be imagined to result from the applica-
tion of an operator aδ to B:

 D a B+ =δ δ( ).
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The delta coverage D+δ  is the “pod” of thickness δ covering the 
set B. The set obtained as union of B with its delta coverage is 
referred to a B+δ:

 B B a B+ = ∪δ δ( ).

This operation can be reiterated, and the final set obtained after 
n iteration is referred to as Bn

+δ :

 B B a Bn n n
+ +

−
+

−= ∪δ δ δ δ
1 1( ),

where B B+ +=δ δ
1  and B B+ =δ

0 .
The reiteration of aδ is the base for the following definition:

Definition 17.8 (Conformal coverage) A conformal coverage 
C+δ of thickness δ is the following limit*:

 
C a B

n
n

i

i

n

+
→+∞

+

=

−

= ( )δ δ δlim ./

0

1

∪

In other words, the conformal coverage process can be thought 
of as obtained by applying infinitely many delta coverages; one 
after another, and each one of infinitesimal thickness. As shown 
in Figure 17.19, in general conformal coverage and delta cover-
age of the same thickness can lead to different bodies. Moreover 
from the same figure it is clear that these transformations are not 
topological invariants.

Definition 17.9 (Conformal deposition) A conformal deposi-
tion of a film of material Z of thickness δ is the pair (C+δ, Z).

Note that the material Z may be different from the materials 
Xi forming the original body.

The following theorem is trivial:

Theorem 17.1 (Planarization) Let dS  the diameter of B. 
Irrespective of the shape of B  ← the conformal deposition of a 
layer for which δ >> dS  produces a body whose shape becomes 
progressively closer and closer to the spherical one as δ increases. 
If B  ← is indefinitely extended in two directions, it undergoes a 
progressive planarization.

Isotropic etching can be defined in a way similar to that used 
for conformal coverage by introducing an operator sδ, character-
ized by the following definitions:

* Such a limit is naively clear, but its rigorous specification should require 
to elaborate many technical details that we prefer to skip in this appen-
dix. The same considerations hold true anytime we introduce limits of 
this kind.

 

s B a B

B B s Bn n n

δ δ

δ δ δ δ

( ) ( \ ),

\ .

=

= ( )
•

− −
−

−
−

E3

1 1

In general, the operator sδ is not the inverse of aδ. In fact, sδ(B) = 
a−δ(B) only if B is a simply connected set. We refer to sδ as delta 
depletion.

Definition 17.10 (Conformal depletion) A conformal deple-
tion E−δ of thickness δ is the following limit:

 
E s B

n
n

i

i

n

−
→+∞

−

=

−

= ( )δ δ δlim ./

0

1

∪
Also in this case, it is true that in general the conformal deple-
tion and delta depletion sδ of the same thickness can lead to 
different bodies (see Figure 17.20).

Definition 17.11 (Isotropic etching) An isotropic (nonselec-
tive) etching is a conformal depletion of thickness δ applied to a 
body B ← regardless of its constituting materials.

The etching process just defined is nonselective. However the 
most part of etching are selective (see Section 17.A.4).

FIGURE 17.19 The different behavior of conformal coverage (left) 
and delta coverage (right). (Reprinted from Cerofolini, G., Nanoscale 
devices, Springer, Berlin, Germany, 2009. With permission.)
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17.a.3 Directional Processes

Definition 17.12 (Shadowed surface along d) Let d be a unit 
vector in E3. For any point s belonging to the surface S consider 
the straight line ls starting from s and oriented as d. If ls intersects 
S, then s is said to be shadowed along d. The set all shadowed 
points of S is referred to as the shadowed surface Sd along d of 
the body B .

Definition 17.13 (Directional delta coverage along d) The 
directional delta coverage along d is the set of points lying on the 
straight lines directed along d and going from the exposed surface 
to the same surface shifted along d by an amount δ:

 D+ + = ∧ ≤ ∧ ∈δ δ, { .d dx x y d y:  }= + a a S \ S

Figure 17.21 shows the results of applying to a given set the delta 
coverage and the directional delta coverage along d.

By using the directional delta coverage along δ instead of the 
delta coverage, it is possible to define the directional deposition.

Definition 17.14 (Directional deposition) A directional deposi-
tion C+δ,+d of thickness δ along d is the following limit:

 
C a B

n
n

i

i

n

+ +
→+∞

+ + +

=

−

= ( )δ δ δ, , / ,lim ,d d d

0

1
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where aδ,+d is the operator associated with the directional delta 
coverage and B B a Bn n n

+ + + +
−

+ + +
−= ∪δ δ δ δ, , , ,( )d d d d

1 1 .

Figure 17.22 shows an example of directional deposition. This 
process (as shown in the figure) can create holes inside the bodies.

Analogously, to define the directional depletion we introduce 
the directional delta depletion:

Definition 17.15 (Directional delta depletion along d)

 
D+ − = = − ∧ ≤ ∧ ∈{ }δ δ, .d dx x y d y: a a S \ S

δ1

δ2

δ3

FIGURE 17.20 The different behavior of conformal depletion (left) 
and delta depletion (right). (Reprinted from Cerofolini, G., Nanoscale 
devices, Springer, Berlin, Germany, 2009. With permission.)

d d

d

d

FIGURE 17.21 Comparison between delta coverage (left) and direc-
tional delta coverage along d (right) of the same thickness δ. (Reprinted 
from Cerofolini, G., Nanoscale devices, Springer, Berlin, Germany, 2009. 
With permission.)

FIGURE 17.22 An example of directional deposition. (Reprinted 
from Cerofolini, G., Nanoscale devices, Springer, Berlin, Germany, 
2009. With permission.)
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Definition 17.16 (Directional etching along d) A directional 
etching E−δ,−d of thickness δ is the following limit:
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where sδ,−d is the operator associated to the directional delta deple-
tion and B B s Bn n n

− + − −
−

− − −
−=δ δ δ δ, ,d d d d, ,\ ( )1 1 .

17.a.4 Selective Processes

No indication has hitherto been given about the dependence of 
the same unit process on the material to which it is applied. In 
general the effect depends on the material, and this difference is 
referred to in terms of selectivity.

Before introducing selectivity, we note that the surface S of 
a body B ← is, in general, composed by different materials. In 
particular, by using Proposition 1 it is possible to define Stot,X, the 
subset of Stot containing material X:

 
S B FX i j k

j kX Xi

tot,

=

= *\ |
,

,∪∪

and then the (outer) surface SX composed by material X:

 S S SX X= ∩tot, .

Definition 17.17 (Selective delta depletion) For any body 
B ← with surface S, the selective delta depletion sδ,X(B) of thick-
ness δ is the set

 s B S B SX X Xδ δ, ( ) :| | \ .= − ≤ ∧ ∈ ∧ ∉{ }•x x y y x

In other words, the selective delta depletion is a delta depletion 
that affects SX only, not the whole surface S. We remark that, in 
general, sδ,X(B) is not a connected set.

Definition 17.18 (Selectivity) Any process is said to be selec-
tive with respect to materials X when, applied to a composite 
body B with frontier S, affects SX only.

Definition 17.19 (Selective etching) A selective etching E−δ,X of 
thickness δ is the following limit (in a sense to be defined):

 
E s BX

n
X n X

i

i

n

−
→+∞

−

=

−

=δ δ δ, , / ,lim ,( )
0

1

∪

where

 

B B s B Bn X X j

X Xj

−

≠

= ( ) ∪










δ δ/ , ,\ ( ) ,∪

and the iterative process is defined as in the previous cases.

As example of selective etching is given in Figure 17.23.

17.B Concrete technology

Together with the above operations, one could certainly define 
other, more complicate (or perhaps even formally more interest-
ing), operations. What is of uppermost importance here is that 
there already exist combinations of materials and processes of the 
silicon technology mimicking the ideal behaviors described above.

The materials considered in this chapter are well known in 
the silicon technology: a practical model for wafer is any body 
extending in two directions exceedingly more than the change 
of thickness resulting from the considered processes and such 
that only the processes are actually carried out on only one of its 
major surfaces. Before undergoing any operations, such wafers 
have generally homogeneous chemical composition and high 
flatness and are referred to as substrates. In the typical situations 
considered herein the substrates are slices of single crystalline 
silicon. The other materials are polycrystalline silicon (poly-Si), 
SiO2, Si3N4, and various metals (Al, Ti, Pt, Au,…).

The typical processes involved in the silicon technology 
are lithography (for the definition of geometries), wet or 

FIGURE 17.23 An example of selective etching (“liftoff”). (Reprinted 
from Cerofolini, G., Nanoscale devices, Springer, Berlin, Germany, 2009. 
With permission.)
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gas-phase etchings, chemical or physical vapor deposition, 
planarization, doping (typically via ion implantation), and 
diffusion. A special class of materials is formed by resists, i.e., 
photoactive materials undergoing polymerization (or depo-
lymerization) under illumination. The processes of interest 
here are the following:

Lithography requires a preliminary planarization with a 
resist, its patterning (i.e., the definition of a geometry) via the 
exposure through a mask to light, the selective etching of the 
exposed (or unexposed) resist, the selective etching first of the 
region not protected by the patterned resist, and eventually of 
this material.

Wet etchings are usually isotropic and are used for their selectiv-
ity: HFaq etches isotropically SiO2 leaving unchanged silicon and 
Si3N4; H3PO4 etches isotropically Si3N4 leaving unchanged sili-
con and SiO2; HFaq + HNO3 aq etches Si leaving unchanged Si3N4 
(but has poor selectivity with respect to SiO2).

Sputter etching is produced by momentum transfer from a 
beam to a target and results typically in nonselective direc-
tional etching. Selectivity can be imparted exploiting reactive 
ion etching.

Plasma etching can be tuned to the situation: via a suitable 
choice of the atmosphere it can be used for the isotropic selective 
etching of Si, SiO2 or Si3N4; it becomes progressively more direc-
tional and less selective applying a bias to the body (“target”) 
with respect to the plasma.

Chemical vapor deposition is the typical way for the conformal 
deposition that occurs when the growth is controlled by reac-
tions occurring at the growing surface. Poly-Si grows well on 
SiO2 but requires an SiO2 buffer layer for the growth on Si3N4; 
conversely Si3N4 is easily deposited on SiO2. Silicon can be 
conformally covered by extremely uniform layers of SiO2 with 
controlled thickness on the subnanometer range via thermal 
oxidation.

Physical vapor deposition is the typical way for the deposition 
of metal films. The corresponding growth mode is the positive 
counterpart of directional etching. The conformal deposition of 
a metal layer can only be done via CVD from volatile precursors 
(like metal carbonyls or metalorganic monomers).

Table 17.1 summarizes the shape (conformal or directional) 
resulting from the above processes.
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18.1 Introduction

Photolithography, which consists of etching locally a photosen-
sitive polymer film spin-cast on a flat substrate (Figure 18.1, left 
column), is central to top-down micro- and nanofabrication 
methodologies. The image of a drawing is first projected on the 
film through a mask and possibly a set of lenses; subsequent devel-
opment of the exposed regions, that is, removal of the exposed 
regions when a positive tone resist is used, results in the etching 
of the drawing in the polymer film (Rai-Choudhury 1997). This 
topographically patterned film then serves for further operations 
such as localized deposition of metals, etching of the underlying 
substrate, or ion implantation, which are basic processes for the 
fabrication of integrated circuits (IC) (Campbell 2001).

The need to increase the density of integration has resulted 
in a continuously decreasing size of the features to be lithogra-
phied. It is well known that a wave of wavelength λ is diffracted 
when passing through an opening of size a, and that the width 
of the central diffraction lobe is proportional to λ/a in the far-
field limit (Born and Wolf 1980). Therefore, it does not come as a 
surprise that the resolution limit of photolithography is directly 
linked to the wavelength of the radiation used as well. Other fac-
tors also come into play (Campbell 2001) but need not interest 
us here. As a result, progress in downsizing photolithography 
led to a continuous decrease of λ, resulting simultaneously in 
rapidly rising costs (Resnick 2007). Starting from visible light, 
the trend thus went to deep UV, extreme UV (Wurm and Gwyn 
2007), and soft x-ray lithography (Ueno 2007). In parallel, elec-
tron beam lithography (EBL) was developed to benefit from the 
short wavelength of accelerated electrons (Owen 1985, Suzuki 
2007). However, EBL consists of scanning a beam of elec-
trons over a film of an electrosensitive resist, which is essentially 

a serial process much slower than the all-at-once projection 
of a drawing. Therefore, EBL is restricted to niche uses such as 
research, low-volume production, or the fabrication of masks for 
photolithography.

The photolithographic process is actually more related to the 
etching technique used by artists to reproduce drawings than 
to the original lithographic technique. In etching, a film of wax 
is deposited on the surface of a metal plate. The artist removes 
locally the wax using a sharp stylus, and the metal plate is subse-
quently etched with acid where the wax is missing. The resulting 
metal plate is then used to reprint the drawing (bottom-left of 
Figure 18.1). Historically, other methods have been devised by 
mankind to reproduce drawings. Probably the oldest method is 
stamping, which can be traced back to prehistoric times when 
men and women of all continents inked their hands to impress 
the walls of caves. Traditional ink seals such as used in East 
Asia, known as  in China, are remote descendants of this 
method. The stamping technique was also translated to micro- 
and nanotechnologies, in which it is currently known as micro-
contact printing (μCP) (Kumar and Whitesides 1993), the most 
prominent of the soft lithographic methods (Xia and Whitesides 
1998, Xia et al. 1999, Gates et al. 2005). In μCP, a soft elastomer 
stamp is inked with a solution of a molecule capable to chemi-
sorb on a substrate (Figure 18.1, central column). By pressing the 
stamp on the substrate, local grafting of the molecules ensues. 
The stamp softness is important to ensure conformal contact 
with the surface; however, it also results in undesirable sagging 
and deformation that usually limit μCP to the micrometer scale, 
even though higher resolutions were reported in favorable cir-
cumstances (Biebyuck et al. 1997, Odom et al. 2002). But more 
importantly, stamping methods only transfer a monolayer of 
ink on the surface of the substrate. The resulting drawing is thus 
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essentially two-dimensional, as opposed to the three-dimensional 
nature of the topographically patterned polymer films used for 
integration technology. Therefore, μCP is more suited to create 
micrometer-scale chemical patterns that are used as platforms 
for bottom-up assembly processes (Mahalingam et al. 2004) 
or for the fabrication of arrays of biosensors (Kane et al. 1999), 
rather than for nanolithography.

Another ancient method of reproducing drawings is the 
embossing of soft materials such as paper, clay, or wax by hard 
seals. Historical records trace back to the kingdoms of Ancient 
Egypt and Mesopotamia, and there is evidence that seals were 
used as signatures in official Chinese documents before 220 
BC. The method of embossing found its way in nanotechnol-
ogy 5000 years after its initial discovery, where it is currently 
known as nanoimprint lithography (NIL) (Chou et al. 1995), 
hot embossing (Heyderman et al. 2000), or nanoembossing 
(Studer et al. 2002). NIL is a newcomer in the lithography field, 
since it was initially proposed in the mid-1990s only by Chou 
and coworkers (Chou et al. 1995, 1996); however, the method 
has rapidly attracted strong interest and is currently considered 
as one of the possible industrial options for reaching feature 

sizes below 30 nm (ITRS 2007). An overview of the method 
that consists of transferring a drawing in a polymer film by 
pressing a topographically patterned hard mold into the film 
(Figure 18.1, right column) is given in Section 18.2. Because 
NIL as such has already been reviewed extensively (Torres 
2003, Guo 2004, Stewart and Willson 2005, Guo 2007, Resnick 
2007, Schift and Kristensen 2007, Schift 2008), this section con-
centrates only on the most important features of the method 
required to understand the rest of the chapter. Note that NIL, 
like all other techniques mentioned above, leaves aside the 
issue of the fabrication of the master mold (or stamp for μCP, 
or mask for photolithography). Actually, the idea behind most 
advanced lithographic techniques is to fabricate masters by a 
slow, expensive but efficient technique such as EBL, and to rep-
licate them in large numbers by a less expensive, more rapid 
method. This is not basically different from printing or stencil 
techniques, which also create one template from which many 
copies are produced. Obviously, the wear of the master is a 
potentially serious problem that is certainly more significant 
for methods involving a direct contact between the master and 
the film to be patterned, as in NIL or μCP.

Photolithography

1. Expose

2. Develop
2. Stamp

2. Cool and
     remove mold

Photoresist

Soft stamp

Substrate

Hard mold

Polymer film
SubstrateSubstrate

1. Ink stamp
1. Press mold
    in softened (heated) polymer

Micro-contact printing Nanoimprint lithography

FIGURE 18.1 Schematic presentation of photolithography, microcontact printing, and nanoimprint lithography. The art drawings obtained by 
the corresponding historical drawing method are shown at the bottom. (Left) Doctor Faust, etching from Rembrandt, 1652; (center) a paleo-Indian 
handprint from Pedra Pintada, Brazil; (right) a Mesopotamian seal and its printout, ca. 1720–1650 BC, Syria.
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The main advantages of NIL as a lithographic technique are 
the relatively limited cost of the method, its high throughput, 
and its capacity to reach very small feature sizes. But there is 
intrinsically more to NIL than simply the fabrication of three-
dimensionally patterned polymer films for integration technol-
ogy. NIL is basically a molding technique acting at the nanometer 
scale, which can thus be used to shape functional materials into 
nanowires, nanopillars, or other useful nanoobjects. This new 
trend is reviewed in Section 18.3. Even more interestingly, NIL 
can also be used as a way to control ordering processes (such as 
crystallization) at the nanometer scale. In this case, not only is 
the shape of the nanoobjects controlled during embossing but 
also their internal structure, which may give rise to enhanced 
performance compared with macroscopic materials. Recent 
examples of this promising emerging trend are given in Section 
18.4. NIL is thus progressively moving from a purely litho-
graphic method to a real polymer nanoprocessing tool, which 
might well be the niche where NIL will thrive in the future.

Before closing this section, it is useful to mention an inter-
esting parallelism between the historical development of 
microscopy and lithography. Microscopy began with optical 
microscopes that are limited by diffraction to a spatial resolution 
of about λ/2 (Bergmann and Schaefer 1999), except when spe-
cial setups are used in combination with fluorescent molecules 
(Klar et al. 2000). Higher resolutions are attained by decreasing 
the wavelength, leading to electron microscopes and soft x-ray 
microscopes (Chao et al. 2005). This clearly parallels the evolu-
tion of photolithography. However, the diffraction limit can also 
be beaten by changing entirely the principle of operation of the 
microscope. This is the case of scanning probe microscopes, in 
which a sharp tip is placed in contact or close to contact with 
a surface. In atomic force microscopy (AFM), for instance, the 
local force experienced by the tip is translated into an image in a 
way that depends on the specific mode of the operation selected 
(Kalinin and Gruverman 2007). The main point in the present 
context is that images of very high resolution can be obtained 
by switching from a wave-based imaging process to a contact-
mode imaging process. This is not unlike the switch from a 
photolithography-based process to an embossing-based process. 

The comparison is even stronger when one realizes that AFM 
tips can be used as mechanical tools to orient polymer molecules 
(Leung and Goh 1992), just as NIL is shown in Section 18.4.

18.2 Nanoimprint Lithography

Contrarily to photolithography and EBL, NIL replicates a relief 
pattern in a heated thermoplastic or in a thermosetting poly-
mer by mechanical deformation, rather than by a local photo- or 
electrochemical modification of the resist. The pattern is then 
frozen by cooling down or cross-linking the polymer. A sche-
matic drawing of the original NIL process that was proposed 
for thermoplastic polymers is shown in Figure 18.2a (Chou et al. 
1997). A thin film of an amorphous thermoplastic polymer is 
cast onto a rigid surface. The polymer film is softened by heat-
ing above its glass transition temperature. A rigid mold bearing 
nanoscale features is then pressed into the polymer film until 
the polymer flows into the recesses of the mold. The polymer 
film is finally hardened by decreasing the temperature below the 
glass transition, before the mold is removed. A thickness con-
trast is thus created in the polymer film after imprinting. A thin 
residual layer of polymer is most often intentionally left between 
the protrusions of the mold and the substrate in order to prevent 
direct impact of the hard mold on the substrate and thereby pro-
tect the fragile protrusions of the mold (Guo 2007). This residual 
layer is then removed by an anisotropic O2 plasma etching pro-
cess, which completes the pattern replication. However, Schulz 
et al. (2003) have concluded from a study of local mass transport 
and its effects on pattern replication that for optimal perfor-
mance, the initial film thickness should be selected so as to have 
less than 100% filling of the mold cavities, which corresponds to 
nearly zero residual layer thickness.

As can be realized, a very attractive aspect of NIL is its 
intrinsic simplicity: the basic elements needed for NIL are 
limited to (1) a mold with a relief comprising a large number 
of nanofeatures, (2) a suitable resist such as a thermoplastic 
polymer that can be softened during imprinting and hardened 
after imprinting, and (3) a printing equipment setup allowing 
some control of process parameters such as temperature and 

1. Imprint

2. Pattern transfer

Press mold

Mold

(a) (b) (c)

Resist

Substrate

10 nm 10 nm

60 nm

Remove mold

RIE

FIGURE 18.2 (a) Schematic drawing of the originally proposed NIL method. (b) SEM image of a mold with pillars of 10 nm lateral size and 60 nm 
height. (c) SEM image of the corresponding array of holes imprinted in a PMMA film. (Reprinted from Chou, S.Y. et al., J. Vac. Sci. Technol. B, 15, 
2897, 1997. With permission.)
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pressure. NIL is thus cost-efficient compared with other litho-
graphic methods, while at the same time offering a good per-
formance with respect to resolution and throughput. Unlike 
the development of photolithography and EBL, the lack of 
expensive optical components and light sources makes it much 
easier to construct an imprint setup. To meet the requirements 
of an NIL process, one needs only a well-controlled heating 
and cooling system and a setup for applying pressures. There 
are now many different companies selling NIL equipment, 
such as Obducat, EVGroup, or Süss MicroTec in the European 
Union, and Nanonex in the United States.

The mold used in NIL can essentially be any type of solid mate-
rial that has a good mechanical strength and reasonable durabil-
ity, and is usually made of silicon, dielectric materials such as 
silicon dioxide or silicon nitride, metals such as nickel, or even 
polymeric materials that are harder than the resist (Guo 2007). 
The desired nano- or microscale features defined on the molds 
are produced by any other lithographic processing such as photo-
lithography, EBL, or even NIL itself, followed by localized metal 
deposition, reactive ion etching of metal-uncovered regions, and 
metal removal. In order to facilitate the separation of the mold 
from the substrate after imprinting, an anti-adhesion layer is 
normally coated on the mold surface. The requirements for this 
layer are that its interfacial tension with the imprinted material 
be large, whereas its surface tension in air be low. This favors the 
separation of the mold and imprinted material for thermody-
namic reasons. Therefore, the most widely adopted approach is 
to form a self-assembled monolayer of a partially perfluorinated 
silane (e.g., 1H,1H,2H,2H-perfluorodecyltrichlorosilane) on the 
mold surface, preferably by a vapor-phase reaction (Jung et al. 
2005). Mixtures of mono- and trichloro-perfluorinated silanes 
were also proposed (Schift et al. 2005). Perfluorinated organic 
materials are interesting because of their low surface tension in 
air and known incompatibility with hydrocarbons that favors a 
high interfacial tension with most polymers.

The imprinting resists used in NIL are typically thermoplastic 
amorphous homopolymers such as poly(methyl methacrylate) 
(PMMA), polycarbonate (PC), and polystyrene (PS). One com-
mon feature of these thermoplastic materials is that their viscos-
ity and elastic modulus are significantly reduced by increasing 
the temperature above their glass transition temperature, Tg. 
Hence, the polymer viscoelastic fluid can be forced to flow into 
the recesses of the mold under a pressure of a few tens of bar and 
to conform exactly to the surface relief of the mold. As a rule 
of thumb, the pressure ranges usually from 10 to 100 bar and 
the imprint temperature is most often ~ 70°C–90°C above the 
Tg of the imprinted polymers. The polymer fluid can be easily 
hardened by cooling back to below Tg to freeze the imprinted 
nanostructures.

One key parameter for the selected polymer is its molar mass 
M that controls physical properties such as the glass transition 
temperature, the stiffness, the strength, and the viscosity (Gedde 
1995). For instance, the viscosity scales as M3.4 above some critical 
Me, below which entanglements between chains do not exist in 
the melt (Rubinstein and Colby 2003). The pressure, imprinting 

times, and/or imprinting temperatures have therefore to be signif-
icantly increased for polymers of higher molar mass. Both print-
ing temperature and pressure should be kept as low as possible in 
view of the time needed for temperature and pressure cycling. It 
is thus favorable to work with polymers of lower M, hence lower 
viscosity. However, because amorphous polymers of molar mass 
lower than Me are brittle, they are not suitable for nanoimprint-
ing. Typically, Me is in the 10,000 g mol−1 range for styrenic and 
methacrylate amorphous polymers (Rubinstein and Colby 2003). 
Note also that the distribution of molar mass and the topology of 
the polymer (e.g., presence of long chain branches or cyclic chains) 
are important parameters with respect to rheological properties; 
these may thus be tuned for optimal throughput.

One unique advantage of NIL is that its resolution is not lim-
ited by factors such as light diffraction, scattering, and interfer-
ence in the resist. The resolution limit of NIL can be smaller than 
the radius of gyration of polymer chains that is on the level of a 
few or a few tens of nanometers depending on molar mass. Figure 
18.2b and c shows scanning electron microscopy (SEM) images of 
a mold with 10 nm diameter pillars and the replicated 10 nm hole 
array in PMMA (Chou et al. 1997), showing that indeed NIL can 
be used as a high-resolution nanolithographic technique.

Since the first report on NIL, the method has attracted strong 
interest from both industry and academia due to its merits such as 
high-resolution, low-cost, and inherent high-throughput result-
ing from parallelized processing. For lithography purposes, how-
ever, one of the drawbacks of the originally proposed NIL process 
is the thermal cycle that limits the throughput for semiconductor 
IC manufacturing. A variation of the NIL technique that uses a 
transparent mold and low-viscosity UV-curable monomers that 
cross-link upon UV exposure (step and flash imprint lithography, 
SFIL) was developed soon after (Ruchhoeft et al. 1999), allowing 
the process to be carried out at lower pressures and room tem-
perature. Since the thermal cycle is avoided, SFIL is much faster 
than thermal NIL which makes it very attractive for the manu-
facturing of semiconductor IC devices (Resnick et al. 2003). Other 
variations include solvent-assisted NIL, in which the polymer is 
softened by a solvent vapor, and imprinting is performed at room 
temperature (Khang et al. 2001, Voicu et al. 2007).

In order to optimize the NIL process or widen its applications, 
understanding the cavity-filling process during imprinting is 
essential. At first sight, the initial step in the process of NIL is very 
similar to the technique of hot embossing, in which a polymer 
layer is thermally deformed using a rigid mold. However, with 
ever smaller feature sizes and increasingly complex mold geom-
etries, the behavior of the thin polymer film during both molding 
and demolding becomes more complicated. The cavity fill pro-
cess can be understood in first approximation as a squeeze flow, 
as shown in Figure 18.3a (Heyderman et al. 2000). Initially, the 
polymer flows on the cavity walls and wets them. The material 
in the center of the cavity is under compressive stress, causing a 
convex profile to form. The polymer surface thus raises and even-
tually touches the top of the cavity. Because squeeze flow, elec-
trostatic interactions between the mold and polymer, capillary 
forces, van der Waals forces between the mold and the substrate 
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across the polymer fluid, and surface tensions appear in the bal-
ance of forces (Schift et al. 2001), a variety of self-organization 
phenomena can be triggered during imprinting, resulting some-
times in the formation of different undesirable patterns such as 
pillars, fractal-like patterns, and viscous fingers. Rowland et al. 
(2005) have investigated by numerical simulation the impact of 
polymer properties, mold geometry, and process conditions on 
the cavity-filling process. When the polymer flows vertically into 
an open cavity during imprinting, the polymer can deform either 
as a single peak centered in the cavity or as a dual peak where 
each peak remains close to the vertical sidewalls, depending upon 
geometry, as shown in Figure 18.3b. The ratio of cavity width to 
film thickness determines single versus dual-peak cavity filling, 
regardless of the absolute size of the features and also of the pres-
sure or temperature applied during embossing.

18.3  Nanoshaping Functional Materials 
by Nanoimprint Lithography

It is important to note that the cavity fill process of NIL only 
moves the macromolecules of the imprinted resist from one place 
to another. The chemical properties of the imprinted resist are 
thus kept after imprinting, contrary to conventional lithography 
where a pattern is generally created by the irradiation-induced 
reaction of organic materials. Therefore, NIL can be adapted 
directly to pattern or shape of a wide range of relatively frag-
ile materials such as functional polymers and biological macro-
molecules instead of photo- or electroresists. In this respect, NIL 
is attracting increasing attention for its ability to shape directly 
functional materials into nanostructures. NIL can therefore be 
used as an efficient nanoprocessing tool to shape a material for 
applications, requiring a synergy between its topography and its 
functional properties. NIL was therefore used

 1. To generate nanopores in materials: The demand for low 
dielectric constant (low k) materials in the microelectron-
ics industry has recently led to considerable interest in 
porous materials, especially nanoporous materials (Maier 
2001). Imprinting can be used to create pores into a thin 
film of a dielectric material and therefore decreases its 
dielectric constant. For instance, Soles et al. demonstrated 
the direct patterning by NIL of sub-100 nm features into 
porous spin-on organosilicate glass materials (Ro et al. 
2007, 2008).

 2. To shape the interface between two functional materials: In 
organic heterojunction solar cells, the interface between 
donor and acceptor materials is crucial. This interface 
could be tailored by NIL. A thin film of conjugated poly-
mer (serving as acceptor) was first imprinted in a con-
trolled atmosphere (low vacuum or inert gas). Well-defined 
nanoscale structures were thus created in the acceptor 
layer. The other component (donor) of the system was then 
poured in the created trenches (Kim et al. 2007, Cheyns 
et al. 2008 and Aryal et al. 2008). The fill factor and power 
conversion efficiency were correspondingly increased.

 3. To create optical gratings in light-emitting materials: Within 
recent years, organic dye-doped or conjugated polymer 
laser devices have received much attention as convenient 
and compact light sources. One of the important issues to 
make polymer lasers is the fabrication of a periodic sur-
face relief in the conjugated or dye-doped polymers, with 
a period close to the wavelength of light. The periodic relief 
can modify the generation and propagation of light in these 
materials by interference effects. Chou et al. were the first 
to apply NIL to directly shape organic light-emitting mate-
rials, such as Alq3 (8-hydroxyquinoline aluminum) doped 
with DSMII dye molecules, or their blends with PMMA 
(Wang et al. 1999). Figure 18.4a shows AFM images of the 
resulting Alq3/DSMII gratings of 300 nm period. It was 
demonstrated that no degradation of the light emission 
efficiency is caused by the NIL process (Figure 18.4b). In 
addition, because the small dye molecules embedded in the 
PMMA matrix are slightly aligned by the imprinting pro-
cess (see Section 18.4), an anisotropic photoluminescence 
behavior was observed (Wang et al. 2000).

Subsequently, Guo et al. (2002) successfully imprinted 
two-dimensional photonic crystal nanostructures in non-
linear optical dye-doped polymers. Pisignano et al. (2003, 
2004) and Mele et al. (2005, 2006) showed that conju-
gated polymers and oligomers can be directly imprinted 
at room temperature under a very high pressure, based 
on the plastic deformation of the polymer. Figure 18.5a is 
an AFM image of a room temperature-imprinted organic 
semiconductor thin film. A study of the optical proper-
ties before and after imprinting (absorbance, lumines-
cence, and quantum yield) again ruled out the possible 
degradation of the active materials even when imprinting 
was performed in air (Figure 18.5b). The imprinting of 
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FIGURE 18.3 (a) Scheme of the forces acting on a polymer film during the filling of a cavity. (Reprinted from Heyderman, L.J. et al., Microelectron. 
Eng., 54, 229, 2000. With permission.) (b) Cavity fill process depending on the ratio of cavity width to film thickness. (Reprinted from Rowland, 
H.D. et al., J. Micromech. Microeng., 15, 2414, 2005. With permission.)
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a surface periodic grating with wavelength-scale peri-
odicity enhances the light emitted in specific directions 
due to interference effects (Figure 18.5c), and reduces the 
effective length covered by the photons in the material 
and thus the self-absorption inside the organic slab. These 
interference effects were subsequently used to build a dis-
tributed feedback (DFB) laser, wherein the surface grat-
ing serves to produce a narrow band of wavelengths by 
interference. Figure 18.6 displays the photoluminescence 
spectrum of such a DFB laser obtained by NIL using the 
conjugated light-emitting polymer (poly[2-methoxy-5-
(2-ethylhexyloxy)-1,4-phenylenevinylene]) (MEH-PPV), 
showing a narrow emission at about 630 nm wavelength.

 4. To create antireflective structures on the surface of opti-
cal materials: Two-dimensional antireflection sub-
wavelength structures were also created by NIL on the 
surface of thin films in order to suppress Fresnel reflec-
tion. Fresnel reflection is a drawback for many optical 

systems, since it reduces the fraction of transmitted 
light, deteriorates the contrast of displays, and generates 
ghost images in imaging systems (Ting et al. 2008a,b). 
Surface relief gratings with periods smaller than the 
wavelength of light, named subwavelength gratings, may 
behave as antireflection surfaces. Figure 18.7a is an SEM 
image of antireflective PMMA nanostructures fabricated 
by NIL. The optical properties of a plain PMMA sheet 
with the ones of a patterned PMMA sheet are shown in 
Figure 18.7b, showing a significant reduction of glare 
after imprinting.

 5. To shape biomaterials: Ohtake et al. (2004) reported that 
DNA can be directly patterned by NIL; interestingly, the 
patterned DNA retains its activity, showing that these 
biomacromolecules can withstand the relatively harsh 
processing conditions of NIL. Park et al. (2007) showed 
that chitosan, a derivative of a natural polysaccharide, 
can also be directly patterned by NIL at low temperature 
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and low pressure. The nanoimprinted chitosan pat-
terns contain a large amount of primary amino groups 
for further chemical modification, and can be used, for 
instance, to graft proteins and DNA strands for biosens-
ing purposes.

Interestingly, nanoshaping of functional inorganic materials is 
also possible by NIL. For instance, Grigoropoulos et al. (Ko et al. 
2007, Park et al. 2008) demonstrated the direct nanoimprinting 
of thin films of gold nanoparticles. Because of their small size 
(2–3 nm), the nanoparticles start to melt at ~130°C–140°C, well 
below the melting point of bulk gold. A variety of gold nano-
structures were fabricated, such as nanodots, nanowires, and 
serpentine nanowire arrays, showing the potential of the method 
for the direct fabrication of electrodes for nanoscopic devices. 
Imprinting of soft precursors of inorganic crystals and glasses 

was also reported, showing the possibility to use NIL to fabricate 
ceramic or inorganic glass nanostructures (Harnagea et al. 2003, 
Okinaka et al. 2006, Peroz et al. 2007). Finally, direct imprinting 
of silicon wafers was also achieved via laser-induced transient 
liquefaction of the imprinted material (Chou et al. 2002).

18.4  Controlling Ordering and 
assembly Processes by 
Nanoimprint Lithography

As mentioned in Section 18.1, the application of NIL to organic 
materials such as semicrystalline polymers or liquid crystalline 
oligomers is capable to control the internal structure of the result-
ing nanoobjects. Consider semicrystalline polymers as an exam-
ple. These materials crystallize in ~10 nm thick lamellar-shaped 
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the imprinted PMMA sheet, showing an obvious damping of backlight glare. (Reprinted from Ting, C.-J. et al., Nanotechnology, 19, 205301, 2008a. 
With permission.)
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crystals, in which the chains are perpendicular or slightly inclined 
to the lamellar surface, and when emerging from the crystal 
surface either fold back in the same lamella or reenter a neigh-
boring quasi-parallel lamella (Figure 18.8) (Gedde 1995, Reiter 
and Strobl 2006). The lateral sizes of polymer lamellae are in the 
micrometer range, and the lamellae are elongated in the preferred 
growth direction of the crystal. Successive lamellae are separated 
by amorphous interlayers, which accommodate the folds, loose 
loops, tie segments, and dangling ends of the chains (Mandelkern 
1979, Gautam et al. 2000). The crystallization process occurs 
through nucleation from a central seed, most often an impurity 
(Wunderlich 1976), from which a complex assembly of lamellae 
forms by crystal growth, branching, and splaying (Bassett 1984). 
The resulting so-called spherulite has a radius in the micrometer 
range, and the preferred growth direction of the lamellae is essen-
tially radial within the spherulites. Hence, at the supraspherulitic 
scale, semicrystalline polymers are isotropic, and consist of an 
intricate mixture of crystallized and amorphous nanoregions. 
Therefore, their properties are averages of different phases over all 
possible orientations, and include components resulting from the 
numerous crystal–amorphous interfaces present in a spherulite. 
This significantly reduces the performance of such materials.

Consider now the possible effects of NIL on such a complex 
morphology. Embossing is performed in the molten state, but the 
polymer crystallizes in the mold during cooling. First, the nucle-
ation process could be affected, because NIL splits the melt into a 
very large number of small cavities. Since the probability to find a 
heterogeneous nucleating seed in a cavity depends on the product 
between the volume of each nanocavity and the number density of 
nucleating seeds in the melt, this probability may be well below 1. 

If  so, crystallization in the nanocavity will either require the 
spontaneous formation of a nucleating germ in the melt, a pro-
cess called homogeneous nucleation rarely encountered in prac-
tice when crystallizing bulk polymers, or the propagation of a 
crystal from the outside into the nanocavity (if the cavity is not 
totally isolated), which will only be possible when a nearby crys-
tal grows in the proper orientation. The situation is similar to the 
one encountered when crystallizing polymers in microdroplets 
(Cormia et al. 1962, Massa and Dalnoki-Veress 2004), in microdo-
mains of phase-separated block copolymers (Reiter et al. 2001, Loo 
et al. 2002, Muller et al. 2002), or in the nanopores of membranes 
(Steinhart et al. 2006, Woo et al. 2007), cases for which retarded 
crystallization and preferred orientation are often reported. One 
can thus expect identical effects to occur in NIL as well.

Second, the crystal growth process might also be affected. It 
was demonstrated for the first time in Russia in 1972 (Sheftal and 
Bouzynin 1972), and rediscovered later in the United States (Smith 
and Flanders 1978), that topographically patterned amorphous 
surfaces may induce preferential orientation of growing crystals, 
provided the symmetry of the topography be adapted to the habit 
of the growing crystals. This phenomenon is known as “graphoepi-
taxy” or “artificial epitaxy” (Givargizov 1994, 2008), with reference 
to the epitaxy of crystals on crystalline substrates, where matching 
between the lattice planes of the growing crystal and of the substrate 
provides for preferential orientation. In graphoepitaxy, however, 
the matching occurs at a higher level and does not require a crys-
talline substrate. Key thermodynamic parameters are the shape of 
the growing entity and the symmetry of the substrate topography, 
as well as the surface tensions and surface tension anisotropies of 
the crystal–substrate and melt–substrate interfaces, which dictate 
the energy balance of the growing system (Mouthuy et al. 2007). 
On the kinetic side, the growth rates of the crystal along specific 
crystalline directions are also important parameters because they 
control the crystal shape, hence the graphoepitaxial matching. In 
the present context, the topography of the NIL mold may thus con-
trol graphoepitaxially the crystallization process of the polymer, 
resulting in a preferential alignment of specific crystallographic 
directions with respect to the nanofeatures of the mold.

A third factor that could affect the crystallization process in a NIL 
experiment is the degree of chain alignment that results from the 
melt embossing process. Polymers are viscoelastic fluids, which may 
keep for a long time a partial memory of the considerable squeeze 
flow experienced during the imprinting. In addition, polymer 
chains tend to align along flow lines during processing. This favors 
oriented crystallization (Miller 1979, Kumaraswamy et al. 1999, 
Somani et al. 2000) and the emergence of specific morphologies 
such as “shish-kebabs,” in which long crystalline nanofibers made 
of aligned chains (the “shishes”) serve as nuclei for oriented lamellar 
crystals (the “kebabs”) (Eder et al. 1989, Kimita et al. 2007). In NIL, 
the residual degree of chain alignment will depend on the molar 
mass of the polymer, on its previous processing history, and on its 
annealing time in the melt before crystallization. Note that chain 
orientation under flow is not easy to predict at the nanometer scale, 
since molecular confinement of the chains in a thin film leads to a 
substantially perturbed rheological behavior (Rowland et al. 2008).

~1–10 μm

~100 nm ~10 nm

~0.4 nm

FIGURE 18.8 Scheme of the morphology of semicrystalline polymers 
seen at different length scales, showing spherulites (top-left image), 
stacks of lamellae (bottom-left image), lamellar crystals and amorphous 
interlayers (bottom-right image), and crystalline stems (top-right image).
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A fourth factor is confinement itself. Most macromolecules 
have radii of gyration in the 10–50 nm range, close to the thick-
ness of films used in NIL and to mold feature sizes, resulting in 
strong confinement of the chains. There is currently an ongoing 
discussion in the literature regarding the way confinement affects 
polymer properties such as glass transition and segmental mobil-
ity (Ellison and Torkelson 2003, Alcoutlabi and McKenna 2005) 
or whole chain motion (Rowland et al. 2008). Conflicting results 
have been published, and it is not possible to review them fairly 
in the present chapter. Instead, one should keep in mind that the 
conformation and dynamic properties of confined polymers may 
be substantially different in a nanocavity than in the bulk, which 
is likely to modify their crystallization behavior as well. Think 
only of the need that chains fold back and forth to form lamellar 
crystals (Figure 18.8). If this occurs in a space only slightly larger 
than the intrinsic lamellar thickness, significant perturbations of 
the crystallization process are clearly to be expected.

What is true for polymer crystallization should also be valid 
for other supramolecular assembly processes, such as the for-
mation of liquid crystalline domains or the ordering of block 
copolymer mesophases. In the sequel, we will review the results 
obtained in this emerging field, for a range of systems such as 
amorphous rigid polymers, liquid crystalline polymers, semi-
crystalline polymers, and phase-separated block copolymers. 
NIL will be shown to be unique in its ability to orient crystals 
and chains in specific directions, resulting in favorable cases in 
a significant improvement of the performance of nanodevices. 
The results will be divided in two classes: NIL under either full 
or partial confinement. In the first case, the starting film thick-
ness and the height of the protrusions on the mold are such 
that the mold can touch the surface of the substrate if pressed 
strongly enough (Figure 18.9). For a mold having a protruding 
surface fraction σ, each protrusion being of height h, full con-
finement will only be possible when the starting film thickness 
d < (1 − σ)h. Under this circumstance, each recess of the mold 
will be effectively isolated from other recesses. In contrast, when 
d > (1 − σ)h, a continuous residual film always remains between 
the substrate and the protruding features of the mold, no matter 
how hard the mold is pressed in the film (Schift and Heyderman 

2003). In this case, information on the ordering process may 
propagate from recess to recess, which will have significant con-
sequences on the global ordering of the sample.

18.4.1 Ordering under Partial Confinement

The first experimental demonstration of molecular alignment 
by NIL was obtained for chromophores dissolved in a standard 
PMMA resist, using line gratings as molds (Wang et al. 2000). 
Polarized photoluminescence and absorption measurements 
indicated that the dye molecules are aligned after imprint with 
their long axis along the grating lines, most probably due to the 
effect of flow during processing. The fluorescence anisotropy, 
R = (I// − I⊥)/(I// + 2I⊥), quantifies the degree of alignment by com-
paring the fluorescence emission polarized parallel to the grating 
lines (I//) and perpendicular to them (I⊥). R values of 1 correspond 
to complete alignment, whereas R = 0 for isotropic systems. From 
the reported dichroic ratios DR = I// /I⊥, R values of 0.1–0.2 can be 
computed for this specific example, which shows that the poly-
mer flow is able to align the dye molecules only moderately.

For semicrystalline polymers crystallized in partial confine-
ment, no or limited preferential orientation of polymer crystals 
occurs when line gratings are used as molds (Hu et al. 2005, 
Okerberg et al. 2007). Thin films of poly(vinylidene fluoride) 
(PVDF, α-phase) crystallize in a normal spherulitic morphol-
ogy and appear to be insensitive to the presence of the grooves 
of the NIL mold (Hu et al. 2005). The crystalline lamellae 
propagate from groove to groove, and the electron diffrac-
tion patterns do not show preferred orientation relative to the 
line grating direction (Figure 18.10). This can be ascribed to 
fast crystal growth in the thin residual film below the protru-
sions of the mold, from which crystallization propagates into 
the linear grooves of the mold. The final morphology is thus 
not dictated by the mold, but mainly by the processes occur-
ring in the residual film. Similar results were obtained for 
poly(ethylene oxide) (PEO) (Okerberg et al. 2007), although 
partial elongation of the crystalline lamellae along the grooves 
of the mold was sometimes observed. As is readily apparent 
in Figure 18.11a, the global spherulitic shape is not affected by 

Partial
confinement

Full
confinement

Substrate

Polymer film

NIL mold

FIGURE 18.9 Two configurations of NIL leading to different microstructures after imprint. For clarity, the mold was placed at the bottom of the 
drawing.
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the NIL mold, and lamellae are found growing either perpen-
dicular to the grooves (zone 1 in Figure 18.11a and b) or paral-
lel to them (zone 2 in Figure 18.11a and c), depending on the 
orientation of the radius of the spherulite with respect to the 
line grating direction. These results clearly indicate that chain 

alignment by the flow is not sufficient to induce oriented crys-
tal growth and that graphoepitaxy of semicrystalline polymers 
does not occur in partial confinement.

The situation is somewhat different when imprinting a low 
molar mass liquid crystalline conjugated polymer, poly(9,9-dioc-
tylfluorene-co-benzothiadiazole) (F8BT), in its liquid crystalline 
nematic mesophase (Zheng et al. 2007, Schmid et al. 2008). This 
green-light-emitting polymer displayed after imprinting R values 
as large as 0.97, indicating that most polymer chains are aligned 
parallel to the line grating direction. The order parameter R was 
found to increase for thinner films, suggesting that the ordering 
starts from the surface of the mold and progressively vanishes 
when going down into the residual film. Polymer-light-emitting 
diodes (PLEDs) were successfully built based on nanoimprinted 
F8BT, giving rise to the emission of preferentially linearly polar-
ized light (Figure 18.12). A field-effect transistor was also real-
ized, and the hole mobility was 10–15 times larger parallel to the 
grating lines than perpendicular to them. These results directly 
illustrate the beneficial impact of aligning molecules, as far as 
charge mobility or emission polarization is concerned. It should, 
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FIGURE 18.11 Microstructure of PEO crystallized in NIL grating molds under partial confinement. Panel (a) is an optical micrograph displaying 
a spherulite; the vertical stripes indicate the direction of the lines of the grating used to imprint the sample. Panels (b) and (c) are AFM topographic 
images corresponding to the regions 1 and 2 of panel (a), respectively, and show different relative orientations of the lamellae compared with the line 
grating direction. (Reprinted from Okerberg, B.C. et al., Macromolecules, 40, 2968, 2007. With permission.)
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FIGURE 18.12 (a) Electroluminescence of a PLED made of F8BT imprinted in partial confinement with a line grating. The luminescence is 
measured through a polarizer parallel (circles) or perpendicular (triangles) to the grating lines. (b) Optical images of the electroluminescent 
device seen through a polarizer oriented with respect to the grating lines as indicated in the figure. (c) Schematic drawing of the PLED structure. 
(Reprinted from Zheng, Z. et al., Nano Lett., 7, 987, 2007. With permission.)
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FIGURE 18.10 Microstructure of PVDF (α-phase) crystallized in 
NIL line grating molds under partial confinement (left: transmission 
electron micrograph; right: atomic force microscopy topograph). No 
preferential alignment is obtained, as shown by the arrows that high-
light the direction of a few lamellar crystals. (Adapted from Hu, Z. 
et al., Nano Lett., 5, 1738, 2005.)
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however, be noted that NIL failed to align a similar light-emitting 
conjugated polymer, poly(9,9-dioctylfluorene) (F8) also display-
ing a liquid crystalline nematic mesophase (Song et al. 2008). 
This was tentatively ascribed to the higher molar mass (hence 
larger viscosity) of this polymer compared with F8BT. Clearly, 
NIL under partial confinement is able to align liquid crystalline 
polymers in favorable circumstances; however, further work is 
required to fully understand the factors which control this align-
ment that are probably similar to the ones driving the alignment 
of liquid crystals on buffing layers (Toney et al. 1995).

18.4.2 Ordering under Full Confinement

When the starting film thickness is small enough for the NIL mold 
to enter in contact with the substrate, full confinement arises (Figure 
18.9b). In this case, the propagation of information from groove to 
groove is suppressed, and complete graphoepitaxial alignment hap-
pens as is demonstrated below. It is critical to realize that grapho-
epitaxial alignment occurs at some stage during the formation of 
a structure, depending on the details of the processing history. It 
may thus orient a growing crystal, or a liquid crystalline domain, or 
even a single molecule, depending on the basic structural element 
that interacts with the mold. The notion of basic structural element 
is thus key to understand and reconcile the results published in the 
literature, and will serve us as guide in the sequel.

When a semicrystalline polymer crystallizes from the isotropic 
melt in a NIL line grating mold, the basic structural element to 
consider is the nascent crystal. Because polymer crystals are usu-
ally elongated along their fast growth axis direction, alignment 
of this crystal axis along the grating lines is favored for geomet-
rical reasons. This is, for instance, the case for PVDF crystal-
lized in complete confinement in its orthorhombic α-form (Hu 
et  al. 2005), whose fast b-axis is found by electron diffraction 
to align parallel to the grooves of the NIL mold (Figure 18.13a). 
Interestingly, when NIL molds containing curved grooves are 
used, the b-axis follows these curved tracks (Hu and Jonas, 
unpublished). This can only be possible if the resulting curved 
nanowires are polycrystalline. Note that graphoepitaxy in lin-
ear channels only aligns one crystal axis, leaving open the issue 
of the rotation of the crystal about this axis. It was found for 
NIL-imprinted α-PVDF that the chain c-axis is perpendicular 
to the substrate for films below about 100 nm (flat-on lamellae), 
whereas in thicker films, the crystals have their chain c-axis par-
allel to the substrate (edge-on lamellae) (Hu and Jonas, unpub-
lished). In both cases, however, the b-axis remains parallel to the 
grooves. The variation from a flat-on to an edge-on orientation 
upon increasing film thickness is frequent with polymers and 
was tentatively rationalized recently (Wang et al. 2008).

For polymers imprinted in a liquid crystalline phase, then 
cooled into their crystalline phase, the basic structural element 
to consider differs depending on the detailed microstructure of 
the liquid crystalline phase. Poly(9,9-dioctylfluorene) (F8) was 
imprinted in its nematic liquid crystalline phase, in which chain 
axes tend to orient parallel to a director with no other form of long-
range ordering (Hu et al. 2007). Thus, the basic structural element 

is simply a rod-like chain, which for entropic and geometrical rea-
sons aligns parallel to the grooves. After cooling and crystalliza-
tion, the preferential ordering is maintained, and the chain axis 
(which is the c-axis in the low-temperature crystal phase) remains 
parallel to the grooves, hence to the axis of the resulting nanowire 
(Figure 18.13b). The preferential alignment translates into polar-
ized light emission, with an R factor of 0.65–0.7 testifying for a 
high degree of ordering. This is in stark contrast with the absence 
of preferential ordering reported when F8 was imprinted in par-
tial confinement (Song et al. 2008), and shows the importance of 
full confinement for NIL-induced graphoepitaxy.

The semiconducting poly(3,3′″-didodecyl-quaterthiophene) 
(PQT) was also imprinted in its liquid crystalline phase under 
full confinement (Hu et al. 2007). PQT chains form in the liq-
uid crystalline phase supramolecular rod-like nanostructures, 
in which extended chains pack with their π-stacking direction 
along the rod axis. The basic structural element is thus the rod-
like nanostructure, whose long axis aligns parallel to the grooves 
of the mold. As a consequence, the π-stacking direction is paral-
lel to the axis of the imprinted nanowire, and this orientation 
is kept when the polymer crystallizes on cooling. Therefore, the 
b-axis of the crystal, which is the π-stacking direction, is simi-
larly aligned at the end of the process (Figure 18.13c), whereas the 
chain c-axis direction is perpendicular to the nanowire axis. The 
situation is therefore entirely different from F8, where the chain 
axis was aligned parallel to the nanowire axis. In the present case, 
this specific crystal setting is interesting for applications, because 
the PQT b-axis is the axis of high carrier mobility. A nanowire-
based field-effect transistor was thus realized by nanoimprint, 
and it was demonstrated that the hole mobility is increased by 
a factor of 1.7 along the nanowire axis compared with an isotro-
pic PQT film. Essentially identical results were reported later for 
nanoimprinted poly (3-hexylthiophene) (P3HT), which adopts a 
similar morphology as PQT (Aryal et al. 2009).

For rigid conjugated amorphous polymers, which cannot 
crystallize and do not adopt a liquid crystalline phase, the 
basic structural element to consider during imprinting is sim-
ply their Kuhn segment. The flexibility of a polymer is quanti-
fied by its persistence length Lp (Grosberg and Khokhlov 1994), 
which is the average distance over which the local orientation 
of the chain persists. Real chains can be modeled as equivalent 
freely jointed chains having rigid (Kuhn) segments of length 
bK = 2Lp connected by freely rotating junctions (Rubinstein 
and Colby 2003). Conjugated polymers have large persistence 
lengths, and therefore long Kuhn segments. These will tend to 
align parallel to the groove direction during imprinting. The 
resulting nanowire thus contains chains whose axes are paral-
lel to the nanowire axis, which is favorable for conductivity. For 
polypyrrole (PPy), for instance, the conductivity was improved 
by a factor of 1.7 in the imprinted nanowires compared with 
the isotropic film (Hu et al. 2007), and this was correlated to 
the preferential chain alignment observed by birefringence 
measurements (Figure 18.13d).

As a final example of graphoepitaxial alignment by NIL in full 
confinement, the supramolecular assembly of a phase-separated 
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FIGURE 18.13 Selected examples of functional polymers aligned preferentially by NIL in complete confinement. The left column contains 
transmission electron microscopy images of (a) nanowires of PVDF, (b) electroluminescent F8, (c) semiconducting PQT, and (d) a polarized 
microscopy image of birefringent arrays of nanowires of conducting PPy (the nanowire axes are at 45° with respect to the polarizer and analyzer 
directions). Insets in (a)–(c) are the corresponding electron diffraction, showing the crystallographic axis aligned parallel to the line grating 
direction of the mold. The right column presents schematic drawings of the basic structural elements aligned during imprinting (a nascent 
crystal for semicrystalline PVDF, rod-like chains of the nematic liquid crystalline phase of F8, a supramolecular rod of π-stacked chains in the 
liquid crystalline phase of PQT, and chain segments of the amorphous PPy). (Adapted from Hu, Z. et al., Nano Lett., 5, 1738, 2005; Hu, Z. et al., 
Nano Lett., 7, 3639, 2007.)
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block copolymer is presented (Li and Huck 2004). The selected 
poly(styrene)-block-poly(methyl methacrylate) (PS-b-PMMA) 
copolymer consists of flexible amorphous blocks, which do not 
align by themselves. However, due to the microphase separation 
of the two incompatible blocks, the PMMA regions form nanocyl-
inders located on the nodes of a hexagonal lattice, within a con-
tinuous PS matrix (Hamley 1998). Such microphase-separated 
copolymers are known to form graphoepitaxially oriented supra-
molecular crystals (Cheng et al. 2006, Bita et al. 2008). They should 
thus also align in NIL. Here, the proper structural element is the 
unit cell of the supramolecular crystal, whose unit cell parameters 
are in the 10 nm range and above. The axes of the block copolymer 
unit cell were indeed found to be parallel to the direction of the 
grooves of the mold (Figure 18.14), although which axis is paral-
lel to the grooves depends on the thickness of the starting block 
copolymer film (Li and Huck 2004). However, the regularity of the 
packing was limited, most probably because the dimensions of the 
grooves were not exactly adapted to the natural period of the block 
copolymer (Li and Huck 2004). Nevertheless, this example illus-
trates nicely how one can combine two lithographic techniques 
together, namely, NIL and block copolymer lithography, since the 
PMMA can be etched away with UV radiation after imprinting, 
giving rise to a second level of patterning.

So far, all examples given above referred to line gratings as 
molds. Other feature shapes can be selected, but the success or 
failure of graphoepitaxy will depend on the match between the 
intrinsic size of the basic structural element and the shape of the 
nanofeatures of the mold (Givargizov 1994). When square cavi-
ties are selected instead of grooves, it is obvious that one cannot 
expect anymore preferential alignment in the plane of the film. 
However, this does not preclude ordering effects from appearing. 
This was reported for a statistical copolymer poly(vinylidene fluo-
ride-stat-trifluoroethylene) [P(VDF-TrFE)], which was imprinted 
in its paraelectric liquid crystalline phase, then crystallized by 
cooling into the ferroelectric pseudohexagonal β-phase (Hu et al. 
2009). The mold consisted of square nanocavities about 100 nm 
in lateral size, allowing to shape the polymer film into a dense 
array of nanosquares (Figure 18.15a). As expected, there is no 
preferential orientation in the plane of the film after imprint; 
however, the polar b-axis is aligned almost vertically, and the 
crystalline perfection is improved. This results in a much lower 
voltage than usually required to switch the direction of the elec-
trical dipole moment. Figure 18.15b is a map of local polarization 
acquired by piezoresponse force microscopy (PFM), after writing 
the word “FeRAM” with a positive or negative bias (5 V) in the 
array of P(VDF-TrFE) imprinted nanostructures. Interestingly, 

200 nm

(a)

(b)

d2

d1

FIGURE 18.14 SEM images of a (PS-b-PMMA) diblock copolymer imprinted in full confinement in its hexagonal mesophase. The PMMA 
cylinders were etched away after mold removal, showing the graphoepitaxial alignment of the mesophase. (Reprinted from Li, H.-W. and Huck, 
W.T.S., Nano Lett., 4, 1633, 2004. With permission.)
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when nanoimprinting is performed with micro- instead of nano-
meter-sized cavities, no preferential orientation of the b-axis is 
noted, and the performance of the device is not improved com-
pared with the macroscopic film (Zhang et al. 2007). This under-
lines the importance of confining crystallization to dimensions 
comparable to the intrinsic crystal size for optimal results. This 
example also illustrates that the combination of shaping and 
crystalline improvement afforded by NIL is extremely useful for 
device development. Indeed, high-density arrays of ferroelectric 
polymer crystals exhibiting a low switching voltage are attrac-
tive for the development of cheap organic random-access memo-
ries. Such systems are considered to be superior to electrically 
erasable and programmable read-only memories and to Flash 
memories in terms of write-access time and power consumption 
(Sheikholeslami and Gulak 2000).

18.5 Conclusions and Perspectives

NIL is by now a well-established lithographic technique, expected 
to play a significant role in the development of semiconductor 
technology. Attractive features are the parallelism afforded by the 

methodology, its potential low-cost, its high resolution, its versa-
tility toward a large range of materials, the possibility to mix it 
with photoresist technology, and its compatibility with integra-
tion technology. However, the potential of NIL as a method to 
control the shape and internal order of functional materials is 
only being realized currently. NIL was shown in this chapter to 
be able to shape functional materials into gratings, arrays, nanow-
ires, and other interesting nanoobjects for applications in optics 
or microelectronics. Far from being limited to polymeric materi-
als, NIL is further opening its application range to biomacromol-
ecules, sol–gel precursors of inorganic ceramics and glasses, and 
even hard crystalline solids such as silicon. When applied to mate-
rials capable to self-organize or crystallize, NIL is also capable to 
orient graphoepitaxially the basic structural elements of the mate-
rial, provided it be performed under full confinement. In much 
rarer cases such as for liquid crystals of low molar mass, partial 
confinement may also lead to preferential orientation. The control 
over the internal structure of nanomolded materials translates 
into improved device performance. Thus, it was shown that NIL-
induced graphoepitaxy results in polarized light emission for elec-
troluminescent polymers, increased mobility of charge carriers in 
semiconducting polymers, increased conductivity for conjugated 
conducting polymers, or easier switching of electrical dipole 
moments for ferroelectric materials. It was also demonstrated in 
this chapter that the principles governing graphoepitaxial orienta-
tion can be rationalized based on the knowledge of the structure 
of the material and on the notion of basic structural element. This 
should help device designers to predict the effects of NIL on the 
microstructure of materials, and therefore to use fully the power 
of this promising nanoprocessing method.
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19.1 Introduction

The modern integrated circuit (IC), comprising memory, 
logic processors and analog function devices, are multicom-
ponent and multilevel nanostructures prepared by a series of 
patterning and pattern- transfer steps. Figure 19.1 shows the 
cross-sectional hierarchical structure that starts from the 
smallest feature, the transistor, to dielectrics and metal con-
tacts that are each well defined and must precisely overlay the 
previous layer. This three-dimensional nanoelectronics struc-
ture is manufactured by a rapid patterning process called 
lithography.

Since the invention of the transistor in 1947 by Bell Labs 
and Intel’s first microprocessor in 1971, modern lithog-
raphy has enabled the semiconductor industry to shrink 
device dimensions. The early progress was first quantified by 
Gordon Moore in 1965 and is now known as Moore’s law.1 
While progress in all process steps are required to achieve the 
continual shrinking of circuit elements, the advancements 
in lithography have been the overwhelming driving force. 
Figure 19.2 shows how Moore’s law has guided the industry’s 

systematic increase in the number of transistors per chip since 
the introduction of the IC. Indeed, now and in the future, the 
industry will achieve productivity improvement primarily by 
feature reduction.2

While a wide variety of lithography technologies have been 
developed, optical step and repeat lithography technologies 
are the predominant methods of printing features on the semi-
conductor surfaces and overlying the interconnect structures. 
A number of competing technologies have been explored, 
such as x-ray3,4 and flood electron beam (SCALPEL),5,6 but 
optical lithography has dominated through vigorous optical 
technology and tool developments that have left it the lowest 
cost solution with highest throughput. Direct-write electron-
beam technology provides the highest resolution and remains 
the leading technique for manufacturing the masks used by 
optical lithography. A novel way of comparing different lithog-
raphy strategies is by a plot of resolution versus throughput, 
also known as “Tennant’s Law,”7,8 as plotted in Figure 19.3. In 
this plot, direct-write approaches, such as single-atom place-
ment by scanning tunneling microscopy (STM), atomic-force 
microscopy (AFM) tip-induced oxidation, and electron-beam 
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lithography are compared with optical step and repeat lithog-
raphy that replicate the features of a mask. The continued 
advancements in optical lithography have pushed the resolu-
tion to smaller features at higher pixel throughput, as analyzed 
by Brunner.9

The fundamental guide for optical step and repeat lithogra-
phy is the Rayleigh equation, which provides the scaling criteria 
for predicting the smallest optically definable image2

 R k k
n

= =1 1
λ λ

θNA sin
;  (19.1)

where
λ is the source wavelength
n is the medium refractive index
n sin θ is the numerical aperture (NA) with the incidence 

angle (θ)
k1 is a process dependent factor

While the Rayleigh equation defines the resolution, the abil-
ity of the photoresist to replicate the mask features is of critical 
importance. All approaches and manufacturing tools have taken 
advantage of the Rayleigh equation to predict transitions from 
each manufacturing technology node (smallest feature size) up 
to the diffraction limit. Optical lithography started with the near 
ultraviolet (UV) g-line (436 nm) and i-lines (365 nm) of mercury-
arc lamps and made way for laser sources in the deep ultraviolet 
(DUV) from KrF (248 nm) and ArF (193 nm) excimers. A sig-
nificant extension, immersion lithography, decreases the 193 nm 
wavelength by using water as the immersion fluid and is on track 
to produce features down to 32 nm. The next-generation photo-
resist materials, described in Section 19.2, for sub 22 nm features 
expect to image 13.4 nm radiation in extreme ultraviolet (EUV) 
with all reflective lithography imaging tools.

While most of this chapter focuses on the leading-edge and 
next-generation technologies used for defining the finest fea-
tures in nanoelectronics, it is important to recognize that for 
most applications it is necessary to connect the nano-world 
(transistor) to the macro-world (a computer motherboard). 
Figure 19.1 shows the cross section of an IC. Note that the inter-
connect sizes  increase at subsequent higher levels. Therefore, 
the previous-generation tools continue to play crucial roles by 
migrating to the higher levels of interconnect.

Global
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FIGURE 19.1 Cross section of an integrated circuit, showing the active semiconductor and multilayer interconnect levels. (Reproduced from 
International Technology Roadmap for Semiconductors, 2007 edition, SEMATECH, Austin, TX, Figure INTC2, 2007. With permission.)
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Microelectronics and now nanoelectronics technology have 
become a collaborative and competitive worldwide effort, 
as exemplified by the International Technology Roadmap for 
Semiconductors (ITRS), available to the public at http://www.
itrs.net. The ITRS is updated every two years by subject matter 
experts from the semiconductor manufacturing industry, the 
tool and materials supplier industries, the factory automation 
infrastructure, academia, and government agencies. An impor-
tant guiding aspect of the ITRS roadmap is the identification of 
the status of the technology nodes and guidance of the phases 
of research, development, and pre-production. In particular, 
the 2007 edition identifies potential lithographic solutions out 
to 2022, with a predicted dynamic random access memory half 
pitch of 11 nm and FLASH memory half pitch of 9 nm as shown 
in Figure 19.4.

In this roadmap, several emerging lithography approaches 
are highlighted. Double patterning with 193 nm DUV water 
immersion is expected to extend to the 32 nm half pitch era with 
high-volume production in 2013. Alternatively, contending tech-
nologies for 22 nm half pitch are EUV Lithography, 193 nm DUV 
immersion with higher index fluid and lens materials, maskless 
lithography (ML2), and nanoimprint lithography (NIL).10,11 NIL 
is rapidly emerging as a low-cost, high-resolution, and versatile 
alternative to optical lithography. Below 22 nm half-pitch, the 
likely technology solutions are less clear. All the technologies 
mentioned above, along with new contenders, such as directed 
self assembly, have credible paths. However, each would have to 
surmount numerous technical difficulties while limiting exorbi-
tant cost and loss in throughput.

In the rest of this chapter, we describe some of the chal-
lenges facing the photoresist materials (Section 19.2) used in 
optical lithography including some crucial aspects facing these 
materials as the feature dimensions are reduced to the length 
scale of the basic photoresist polymers. In Section 19.3, DUV 
lithography, the basic optics, advancements in steppers, and 
approaches to extend to higher-resolution, denser features are 
described. In Section 19.4, electron-beam lithography is cov-
ered with respect to the metrics of resolution, throughput, 
overlay requirements, and cost. Section 19.5 highlights a non-
optical lithography approach, NIL. In this section, several vari-
ations of NIL for transferring mask features into a photoresist 
are described. Finally, in Section 19.6, we end with an overview 
of the metrology requirements for nanolithography. Figure 19.1 
is a reminder that one must print and measure a wide-range 
of feature dimensions, from the nanoscale to the macroscale. 
Lastly, a separate chapter in this handbook is dedicated to EUV 
lithography.

19.2 Photoresist technology

The optical image projected from a mask upon a thin film at 
the semiconductor wafer plane is the first step of photolithogra-
phy.10,12 The thin films that replicate the mask features are called 
photoresists with basic process as shown in Figure 19.5. The high 
sensitivity of photoresists to radiation have consistently met 
the challenges of smaller, high-fidelity features with increased 
throughput driven by memory and processor chip performance 
to feature size gains (Moore’s law). The etch resistance of the 
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photoresist allows pattern transfer into the underlying semicon-
ductor wafer.

Test structures, such as a line and space pattern as shown 
in Figure 19.6, must meet criteria as defined by the ITRS road-
map for critical dimension (CD). The CD is the feature size, 

for example, in a 32 nm half-pitch 1:1 dense line, a line with a 
width of 32 nm is followed by a space of equal size. The Rayleigh 
equation defines the resolution; however, the ability of the pho-
toresist to perfectly replicate the mask features is of critical 
importance. The line-width variations called line-width rough-
ness (LWR) and line-edge roughness (LER) must be reduced to 
less than 2 nm for 32 nm half pitch (HP) as they impact device 
performance.13,14 Therefore, the photoresist materials chemistry 
plays a substantial role for both resolution and LER. Methods 
to extend resist resolution by double patterning methods and 
new photoresist architectures must be leveraged against meet-
ing the LER requirements for sub-22 nm lithography.

19.2.1 Fundamentals

The requirements for advanced photoresists are discussed in the 
2007 ITRS roadmap.14 Specifically, the “Lithography” chapter 
highlights difficult challenges:

Resist materials at <32 nm indicates three issues (1) Resist 
and antireflective coating materials composed of alterna-
tives to PFAS [perfluoroalkysulfonate] compounds, (2) 
Limits of chemically amplified resist sensitivity for <32 nm 
half-pitch due to acid diffusion length, and (3) materials 
with improved dimensional and LWR control.

The details of the photoresist materials chemistry are at the heart 
of turning the optically defined patterns into three-dimensional 
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FIGURE 19.5 Schematic of the lithographic process for positive and 
negative tone resist.
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nanoscale features. Chemically amplified photoresists are for-
mulations of an acid-sensitive polymer film mixed with pho-
toacid generators (PAGs) and other additives, such as base 
quenchers. Upon exposure through a mask, strong acids are 
formed by photolysis of the molecularly mixed PAG within the 
thin film. A post-exposure bake is then applied and the acidic 
protons (photoacids) diffuse along with the counter-anions and 
catalyze a deprotection reaction on the acid-sensitive polymer 
to change the local solubility for development in an aqueous 
hydroxide solution as shown in Figure 19.7. The photoacids are 
true catalysts as they are regenerated by each deprotection reac-
tion;15 hence, the term chemical amplification refers to the cas-
cade of reactions that occur within the photoresist induced by a 
single photon. Therefore, these photoresists may be used at low 
exposure doses.

The chemical reaction-diffusion that forms the latent 
image and development must be understood and controlled 
at the nanometer length scale. Chemically amplified photo-
resists are also deposited onto bottom anti-ref lection coat-
ings (BARC) to eliminate the effects of standing waves. 
Interactions and component transport between the BARC 
and resist layer can lead to loss of profile control or pattern 
collapse and therefore must also be understood. Detailed 
studies of these interactions and transport mechanisms are 
needed to design materials for the successful fabrication of 
sub-32 nm structures.

As feature sizes are reduced to below 32 nm, a general problem 
of simultaneously minimizing dose sensitivity, CD, and LER was 
observed experimentally and theoretically. These observations 
suggest only two of these metrics may be met at the sacrifice of 
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the third. Several theoretical models16–18 have been proposed, 
such as those by Bristol (2007)

 LER
LILS

,≈ +
⋅

1 1 1 1
q Deα ε δ

 (19.2)

where
q is the number of photons/nm2

De is the dose at the line-edge (threshold for development)
α is the fraction of light absorbed
ε is the quantum efficiency defined by the (molecules of acids 

produced)/(number of absorbed photons)
δ is the effective photoacid diffusion length
LILS is the latent-image log slope

As shown in the schematic of Figure 19.7, the initial photoacid 
image is followed by a post-exposure bake step whereby the pho-
toacid diffuses and reacts. The extent of the reaction will define 
a chemical latent image in the photoresist. The local slope of the 
chemical transformation, or latent-image log slope (LILS), at 
the point of development is critical to maximize. Qualitatively, 
a large exposure dose leads to a lower LER at fixed LILS and δ. 
However, notice that once smaller features are desired (δ < CD), 
then the photoacid diffusion length should be reduced; hence 
at fixed De, a smaller δ may increase LER. The full problem is 
a nonlinear reaction-diffusion equation and typically requires 
additional parameterization to include the effects of  photoacid 
loss, photoacid trapping, and amine quenchers that react and 
diffuse. However, approaches such as Equation 19.2 provide 
qualitative insights into the resist problem. In cases when 
the material  specifics were not known, the form of material 
constant = (half-pitch)3 × (LER)2 × (Sensitivity) has been used.19

Such resolution limits are linked to the fundamentals of pho-
toacid generation (via De, α, ε) and chemical reaction-diffusion 
during the post-exposure bake that defines the LILS, choice of 
photoresist chemistry, PAG size, and processing time and the 
temperature that ultimately determines the photoacid diffu-
sion length and development step that resolves the final feature. 
Experimental methods have been developed to quantitatively 
measure many of these parameters. More recently, parameters 
such as the photoacid diffusion length were estimated by model-
ing of the lithographic feature power spectrum.16

The efficient generation of photoacids is also crucial to pho-
toresist technology. Analytical methods have been developed 
to measure photoacid generation and quantum efficiency.20–23 
Many of these techniques rely on a well-defined dose upon pho-
toresist thin films followed by analytical approaches to deter-
mine the acid concentration via titration with a standard base. 
More recently, quantifying the quantum efficiency and acid 
generation mechanisms in EUV photoresists has taken a more 
important role as increasing the acid concentration or efficiency 
(Equation 19.2) is a method for reducing LER. For 248 and 
193 nm lithography, photoresist polymers were designed for low 
absorbance, while the PAG absorbs strongly for photolysis. Since 

organic photoresist polymers absorb strongly in the EUV, the 
photolysis induced by the direct exposure of the 92 eV photon 
and secondary electrons are equally important. In fact, the ε for 
EUV exposure is greater than 1 due to the non-negligible con-
tribution from lower energy secondary electrons. In both DUV 
and EUV lithography, the photoacid image plays the important 
role of changing the local solubility of the photoresist polymer in 
the nominally exposed regions (Figure 19.7).

During the post-exposure bake, the latent image (Figure 
19.7) formed is a composition profile of the photoresist within 
the line:space feature. The true shape of this profile is due to 
the photoacid catalyzed reaction-diffusion process that cleaves 
(deprotection) a nonpolar side-group of the photoresist poly-
mer. The influence of the optical image quality on the final 
developed feature may be probed by varying the aerial image 
contrast. Hinsberg et al. elegantly showed that the initial pho-
toacid distribution, controlled through the exposure quality by 
interferometric lithography, significantly affects the printed fea-
ture quality.24 Furthermore, using an image-fading technique, 
Pawloski et al. identified an apparent resolution limit in the final 
feature of 193 nm resists as quantified by LER versus the image-
log slope (ILS).25 These changes in the feature quality are also 
controlled by the reaction-diffusion of the photoacid12 into the 
unexposed regions that leads to image spreading or blurring.26 
However, even with an ideal step-exposure condition, mimicked 
by forming a bilayer stack, the reaction-diffusion process induces 
an image blur. Controlling the photoacid reaction-diffusion (via 
LILS and δ) remains an important strategy for improving fea-
ture quality.

The transport properties of the photoacid are also influenced 
by the changes in the local chemical composition that occur dur-
ing the deprotection reaction.27 Houle et al. demonstrated that 
the evolving resist polymer chemistry plays a crucial role in lith-
ographic imaging.26 An increased photoacid size decreased the 
apparent diffusion length,28,29 but also quantitatively increased 
the LILS.30,31 However, the catalytic efficiency of the photoacid 
proton can dominate, such that by increasing the size of the pho-
toacid counter-anion, image blur occurs primarily due to the 
local proton mobility, not diffusion of the acid-counter-anion 
pair.32 Neutron reflectivity methods were developed to charac-
terize the shape of the reaction-diffusion front with nanometer 
resolution.14,30,31,33–37 In these studies, the influence of the evolv-
ing chemical composition on the spatial-extent of the reaction 
profile was directly measured.

Base quencher additives are also used in photoresist for-
mulations to limit the reaction and diffusion of the photoacid 
catalyst into unexposed regions.12,38 The influence of these neu-
tralizing species on the reaction-diffusion process is complex.39 
The simplistic view of the quenchers solely acting to neutralize 
photoacid, thus decreasing the acid concentration, is not always 
correct.40 The quencher appears to partially neutralize the pho-
toacid less than stoichiometrically, influence the dissolution 
either as promoters or inhibitors, and increase the development 
induction time.39 The partial neutralization initially reduces the 
amount of acid available after photolysis proportional to the 
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base concentration.40–42 The influence of quenchers on the chem-
ical gradients in the film were suspected to control LER.43 Direct 
measurements of the effect of amine quenchers on the reaction-
diffusion profile shape (LILS) and spatial extent (δ) were deter-
mined by neutron reflectivity.35

A central assumption in these resolution limit models is a 
direct transfer of the chemical deprotection reaction-diffusion 
heterogeneity on the feature quality; the details of the develop-
ment process are not considered. However, the bulk of photore-
sist thin films dissolve via reactive dissolution kinetics involving 
a well-defined steady-state swollen layer.44–46 This swollen layer 
must approach the nominally unreacted and unexposed zone as 
bulk development ceases.47 This crucial transition zone results 
from the initial deprotection latent image that can be controlled 
by aerial images, polymer chemistry, photoacid generators and 
base additives, and post-exposure bake conditions.30,35 The 
mechanism of how the advancing swelling dissolution front faces 
the transition of soluble to insoluble species (solubility switch) is 
crucial for the understanding of resist resolution limits. This was 
addressed by neutron reflectivity techniques that directly mea-
sured the developer penetration and extent of line-edge swell-
ing.48–50 The residual swelling fraction at the feature edge remains 
diffuse over length scales (>10 nm) far exceeding the polymer 
chain dimensions during hydroxide development and water 
rinse step; the swelling layer eventually collapses upon drying. 

Alternative development approaches to control this residual 
swelling fraction may be needed to smooth and reduce LER.

19.2.2 advances by Material Structure

In a typical polymer photoresist, the PAG is dissolved along 
with the photoresist polymer and spin cast to form a thin film 
mixture, or binary blend. Polymers provide flexible platforms to 
change functional groups in order to meet etch resistance, opti-
cal transparency, refractive index requirements, and a variety 
of acid-sensitive protecting groups. The high glass transition 
temperatures (typically, Tg > 140°C) provide dimensional sta-
bility and wide latitude in post-exposure bake temperature that 
increases the rates of reaction and photoacid diffusivity. Lastly, 
polymers have a large degree of lipophilicity in an aqueous base 
developer that provides a high-development contrast.12

Driven by the CD requirements, it was considered that reduc-
ing the photoacid diffusion length would enable smaller CD. The 
PAG and polymer blend approach may not be the most effective 
route, since the photoacid could diffuse to lengths longer than 
the CD. In order to address this viewpoint, an alternative resist 
structure was devised that covalently bonds the photoacid gen-
erator to the polymer as shown in Figure 19.8a.51–54 With this 
approach, after exposure, the photoacid counter-anion remains 
covalently bound to the polymer thereby restricting the acidic 
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FIGURE 19.8 Cartoons of photoresist architecture alternative to polymer and PAG blends: (a) Photoresist polymer bound to the PAG, (b) molec-
ular glass resist with variable core structure, (c) molecular glass resist bound to the PAG, and (d) PAG-core molecular resist.
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proton diffusion length. Such approaches remain promising 
especially to increase the dose sensitivity.

Since the CD and LER metrics are approaching the char-
acteristic dimensions of the photoresist polymers, alterna-
tive architectures were considered to extend photolithography 
by using lower molar mass molecules.55 These molecular glass 
(MG) resists, while smaller, may also improve the uniformity of 
blends with PAG and other additives since miscibility of poly-
mer blends decreases with increasing molar mass.56 In general, 
the molecular glass resist has a well-defined small-molecule 
core that bears protected base-soluble groups (such as hydroxyls 
and carboxyls) as shown in Figure 19.8b. With this approach, 
the core chemistry can vary from calix[4]resorcinarenes (ring-
like),57–59 branched phenolic groups,60,61 and hexaphenolic 
groups (disk-like).62,63 Early approaches with MG led to low glass 
transition temperatures, however, such problems were resolved 
by increased hydrogen bonding functionality and the design 
of the core structure. The MG resists may also benefit from a 
more uniform development due to the lack of chain entangle-
ments and reduced swelling, when compared with polymers; 
these are active areas of research. Experimental data using the 
quartz crystal microbalance method demonstrate that swelling 
appears during development even with molecular glass resists.64 
Most of these alternative resist structures adhere to the chemical 
amplification strategy. However, nonchemically amplified pho-
toresists are also being considered as they do not contain photo-
acid generators and hence do not suffer from photoacid diffusion 
length constraints.65

Two other novel MG variants are a PAG covalently bound to 
the molecular resist (Figure 19.8c) and the core of the  molecule 
serving as the PAG66 (Figure 19.8d). As designed, there would 
be no need for the blending of PAG with such resist systems. 
In the case of Figure 19.8d, photolysis produces a photoacid, 
which then would deprotect the unexposed acid-sensitive 
 protecting groups of the PAG-core molecular glass. These two 
approaches (Figure 19.8c and d) are smaller pixel sizes and true 
one- component systems that in principle eliminate surface seg-
regation and phase separation in cast films. These alternate resist 
structures, however, typically require additives such as amine 
base quenchers to limit the diffusion of the photoacid catalyst 
into unexposed regions.

19.2.3 Progress in resists for EUV

There has been progress in designing photoresists for EUV 
lithography in anticipation of the 22 nm nodes. The testing and 
development of new materials typically relies on direct litho-
graphic testing to screen formulations. However, due to the lack 
of widely available EUV exposure tools, micro-field exposure 
tools (MET), such as the 0.3 NA SEMATECH Berkeley MET 
have an important role for resist testing. Substantial progress67 
in reaching CD challenges with commercial chemically ampli-
fied photoresist were reported with 20 nm half-pitch with an 
EUV dose sensitivity of (12.7–15.2) mJ/cm2, which is near the 
theoretical Rayleigh resolution limit of the 0.3-NA system with 

a k1 of 0.45. While progress in resolution and sensitivity were 
observed, LER remains a challenge. In fact, the fidelity of the 
resist feature may have non-negligible LER contributions from 
the EUV mask and optical trains as ascertained by modeling. 
After subtracting an estimated mask contribution, resist LER 
values appear to approach the 2 nm level. Additionally, a pattern 
collapse of sub-20 nm dense features suggests the intrinsic reso-
lution could be better than expected. In fact, unoptimized model 
EUV polymers and MG photoresists clearly show 20 nm features 
as quantified by the latent image and developed image rough-
ness.68 Alternative development approaches69 may provide new 
directions to break the resolution limits (Equation 19.2), which 
currently do not directly consider development effects, such as 
swelling and swelling layer collapse.

19.2.4  Progress in resists for 193 nm 
Immersion Lithography

By inspection, the Rayleigh equation (Equation 19.1) directs 
that the smallest feature may be achieved by employing higher 
refractive index media (photoresist and immersion fluids). 
Currently, highly purified water with n = 1.44 is used as the 
immersion fluid and typical 193 nm polymers have n ≈ 1.7. The 
development of photoresists and immersion fluids with higher 
n are needed. A strategy to increase the refractive index is by 
incorporating more polarizable heteroatoms, such as sulfur,70–73 
into the polymer structure. Halides such as Cl, Br, and I would 
increase the refractive index at the expense of absorption and 
possible photo-induced side reactions. Developer-soluble top-
coat barriers74–77 or engineered surface-segregating barrier-
layer additives78–83 are typically used to reduce or mitigate the 
leaching of critical components (PAG and quenchers) into the 
immersion fluid.

19.2.5 Concluding remarks

Sub-32 nm critical dimensions come with many resist chal-
lenges. The challenges of reducing feature size and decreasing 
LER and sensitivity are inter-related. Current attempts to sur-
pass resolution challenges include novel resist process strategies 
such as double patterning and double exposure as well as novel 
architectures. However, it is clear that the quality of the final pat-
terned structures is inter-dependent upon the spatial distribu-
tion of the photoacid (optical image quality), the spatial extent 
of the reaction-diffusion process (latent image), and the develop-
ment mechanisms. The guidance of the resist resolution metrics 
in cooperation with improved materials fundamentals will help 
photoresist materials achieve ever smaller features as suggested 
by the Rayleigh equation.

19.3 Deep Ultraviolet Lithography

Deep ultraviolet (DUV) lithography, using KrF or ArF excimer 
lasers with illumination wavelengths of 248 or 193 nm, respec-
tively, is now the predominant technology for producing critical 
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layers of leading-edge, mass-market semiconductor logic and 
memory ICs. The technology is based on illuminating a pat-
terned fused silica mask with diffused excimer laser radiation 
and imaging the transmitted light patterns with 4:1 image 
reduction onto a photosensitive-resist-coated Si wafer, using a 
diffraction-limited optical system. The process is indicated sche-
matically in Figure 19.9a. The illuminated wafer is removed from 
the optical system for chemical processing steps to convert the 
exposed pattern (latent image) in the resist to a patterned struc-
ture on the wafer and put back into the optical system multiple 
times for further  exposure/ processing steps. State-of-the-art ICs 
are built up from about 20–30 layers, a  significant fraction of 
which involve DUV exposure steps. An illustration of a leading-
edge 193 nm immersion lithography exposure tool for volume 
production is shown in Figure 19.9b.

DUV lithography is an evolution of optical-projection lithog-
raphy developed in the late 1960s and the 1970s using the strong 
spectral lines from mercury discharge lamps to illuminate first 
at 436 nm (g-line) and later at 365 nm (i-line). In these early sys-
tems, the pattern on the mask for the entire circuit was illumi-
nated and imaged onto the wafer for a specified exposure time, 
and then the wafer was “stepped” to an adjacent unexposed posi-
tion for another imaging of the circuit pattern. This was repeated 
until the wafer was filled with as many identical exposures as the 
wafer size allowed. These wafer “step-and-repeat” systems were 
termed “steppers.”

In modern leading-edge DUV lithography systems, the full 
circuit illumination of the mask is replaced by a “scanned” illu-
mination. A fraction of the circuit pattern on the mask is illumi-
nated in a narrow strip across its width and the mask is scanned 
under this strip, while its image is projected with a 4:1 reduc-
tion ratio onto a wafer scanning in the opposite direction, at a 
speed relative to the mask reduced by the factor of 4. When the 
full circuit pattern has been exposed, the wafer is stepped to the 
next position and the process repeated. The exposure image is 

stepped-and-scanned across the wafer, producing typically over 
50 full chip exposures on a 300 mm diameter wafer at a rate giv-
ing about 100 wafers per hour. These wafer “step-and-scan” sys-
tems are referred to as “scanners,” though they are often referred 
to as “steppers” as well.

The first commercially available production optical-projection 
lithography system, the DSW4800, was introduced by GCA in 
1978. It achieved a minimum feature resolution of a little over 
1 μm and a slightly larger depth of focus.10 At the time, it was 
fully understood that the resolution of the optical-projection 
lithography approach was  fundamentally restricted by the dif-
fraction limit given roughly by the Rayleigh  resolution criterion 
in Equation 19.1. In DUV lithography, the  process-dependent 
factor k1 is of order 1 Ref. [10,84]. Actually, Equation 19.1 is 
intended to capture both the limiting effects of diffraction and 
the impact of the resist processing. Considering just the diffrac-
tion effects, Equation 19.1 would refer to the aerial image at the 
image plane, and k1 would be determined only by the profile 
of the light intensity. However, the actual size of a feature ulti-
mately created by the lithography process also depends on the 
chemical processing of the exposed resist as described in Section 
19.2. For an isolated feature, this size can be any value, i.e., k1 has 
no fundamental restrictions. On the other hand, for the dense 
structures of real circuits, e.g., modeled by a periodic structure, 
the separation between printed features (the pitch) is fundamen-
tally limited. With the minimum feature size in Equation 19.1 
defined as half the pitch for a single exposure, k1 can be rigor-
ously shown to have a minimum value of k1 = 0.25 Ref. [10,84]. 
This limit holds for any single-exposure process, as long as the 
process has a linear dose response.

Because a functional circuit must have some topology and 
because imaging control is imperfect, the resist exposure pro-
cess requires some finite depth of focus (DOF). This also has a 
diffraction and geometric limitation, which is characterized by 
Equation 19.3

Patterned
photomask

NA = nfluid sin θ

Optical system
4 :1 reduction ratio

(a) (b)
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Si wafer

Excimer laser
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FIGURE 19.9 (a) Schematic of the DUV photolithography exposure process. The numerical aperture is defined by NA = nfluid sin θ, where θ is 
the half angle of the marginal rays and nfluid is the index of the fluid (gas or liquid) between the final lens element and the resist. (b) Illustration of 
a commercial 193 nm immersion lithography system (ASML TWINSCAN XT:1950i), showing the cylindrical optics barrel in the center, the mask 
above the optics system, and an illuminated wafer below. (Courtesy of ASML, Veldhoven, the Netherlands. This illustration is based on an artist 
impression. No rights can be derived from it.)



19-10	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

 

Depthof focus
NA NA2 2SmallNA=

− −










 →

=

λ λ

λ

2 1 1 2

2

2

n
n

k n

k
nsinn

,2 θ
 (19.3)

where, for small NAs, a process-dependent prefactor k2 is con-
ventionally used.10,84 For large NAs, the exact form of the equa-
tion conventionally incorporates a different process-dependent 
prefactor k3 × 4.85

In the early 1980s, reasonable considerations about the pros-
pect of significantly altering the parameters in Equations 19.1 
and 19.3 to improve the resolution and DOF led to the con-
clusion that optical-projection lithography had an ultimate 
dense feature size resolution of about 0.5 μm. Consequently, 
it was assumed then that progress in high-volume-production 
ICs would require switching within a decade or so to alterna-
tive lithography techniques with more extendibility potential. 
These included electron-beam direct-write lithography (with 
multiple parallel beams), electron-projection lithography, ion-
projection lithography, x-ray-proximity lithography, extreme-
ultraviolet lithography, and nanoimprint lithography.10 Few 
people, if anyone, publicly predicted then that the factors in 
Equations 19.1 and 19.3 would be relentlessly driven to enable 
optical-projection lithography to out-complete all the alterna-
tive technologies mentioned above, in cost and performance 
capabilities for volume production, at least into the second 
decade of this century.

19.3.1 DUV Lithography Steppers

A primary driver for this progress has been the wavelength fac-
tor in Equation 19.1. This can be seen in Figure 19.10, which 
shows a log-linear plot of critical feature sizes of leading-edge 
ICs as a function of year introduced into large-scale produc-
tion, along with the illumination wavelength used. Wavelength 
reduction has been aggressively pursued in part because, as is 
clear from Equations 19.1 and 19.3, feature size reduction by 
decreasing wavelength reduces DOF less than that by increas-
ing the NA. However, the switch from Hg-arc lamp illumina-
tors with wavelengths at 436 and 365 nm to the DUV excimer 
laser sources with wavelengths at 248 nm (KrF) around 1995 and 
193 nm (ArF) around 2000 was a very challenging one. Hg-arc 
lamp sources are compact, relatively inexpensive, reliable, and 
operate continuously. KrF and ArF excimer lasers are much 
more complex, are substantially more expensive to purchase 
and operate reliably, have undesirable laser coherence proper-
ties, and the illumination is pulsed. This last characteristic has 
been particularly troublesome because obtaining the required 
exposure doses fast enough for acceptable wafer throughputs 
requires very high pulse peak intensities. This puts very strin-
gent requirements on the durability of lens and window materi-
als in the optical system. Further, the shorter UV wavelengths 

substantially limit material options for these optical elements. 
In particular, at the time of the introduction of 248 nm lithogra-
phy, UV-fused silica glass was the only UV-transmitting mate-
rial that could meet the tight optical properties specifications 
for the large lenses required. For 193 nm systems, in addition to 
UV-fused silica, a second high-quality material, crystalline cal-
cium fluoride (CaF2), had to be developed for lenses to correct 
for chromatic aberrations in the optical system due to the wave-
length dispersion of the index of fused silica (see Figure 19.10).

Fused silica glass is an amorphous form of SiO2, which mini-
mizes the large birefringence effects of the uniaxial crystal 
structure of crystalline SiO2 (quartz). However, the amorphous 
structure makes fused silica a thermodynamically metastable 
material and it suffers structural changes under exposure to 
high 193 nm laser intensities. These changes result in both vol-
ume compaction and rarefaction effects with different intensity 
dependencies.86 The resulting refractive index and lens geom-
etry changes can substantially degrade lens performance. To 
minimize these effects, maximum intensities have to be limited 
throughout the stepper optics, and the more durable CaF2 lens 
elements generally must be used in the positions with highest 
intensities, for example, at the final lens position.

For wavelengths much below 193 nm, UV-fused silica glass 
has poor transmission, leaving only the cubic structure Group 
II fluorides as practical lens materials. Of these, only CaF2 has 
been made with lithography-grade optical quality. Hence, wave-
length extension to 157 nm with F2 excimer lasers would require 
the lenses to be made only from CaF2, or possibly from other 
related fluorides, such as BaF2, if the optical quality could be 
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FIGURE 19.10 Plot of critical feature size (half pitch) of leading-edge 
semiconductor integrated circuits versus year of volume production, on 
a log-linear plot. Also included is the lithography wavelength used and 
the theoretical minimum half pitch for single exposures (0.25λ) for this 
wavelength. 157 nm technology has not been brought into production. 
Effective λ is λ/n for 193 nm immersion lithography. Optical materials 
used for lenses at each λ are also indicated.
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significantly improved.87 The availability of lithography-quality 
CaF2 for lens material has been a key issue for the development 
of both 193 and 157 nm lithography technologies, and building a 
CaF2 manufacturing infrastructure to support the needs of both 
of these technologies has been a major challenge. A principal dif-
ficulty with CaF2 production is that its relatively low thermal con-
ductivity and high thermal expansion coefficient requires it to be 
cooled very slowly from the melt in order to obtain low-strain, 
single-crystal material of the sufficiently large sizes needed for 
lenses. Even many weeks of controlled cooling in elaborate 
 temperature-controlled furnaces gives a low yield of lens blanks 
meeting specifications. One result is that 193 nm stepper systems 
have been designed to use the minimum number of CaF2 lens ele-
ments possible, though CaF2 has not been designed out entirely.

A further unexpected complication from the use of CaF2 
lens elements in 193 and 157 nm lithography systems resulted 
from a faulty assumption that the cubic crystalline structure 
of CaF2 would ensure isotropic- and polarization-independent 
optical properties (for high-quality crystals), as could be “dem-
onstrated” by naive symmetry arguments and measurements at 
longer wavelengths. In fact, CaF2 turned out to have substantial 
index anisotropy and birefringence at the short wavelengths of 
193 and 157 nm.88 This is due to the symmetry-breaking effects 
of the finite photon momentum at these wavelengths, giving rise 
to a “spatial-dispersion-induced” or “intrinsic” birefringence.89 
Fortunately, the symmetric nature of this effect has enabled it to 
be minimized by judiciously orienting the crystal axes of several 
lens elements to substantially cancel the effects.

Beyond 157 nm, a few shorter wavelengths have been consid-
ered for further resolution extension: 126 nm from Ar2 excimer 
lasers90 and 121.6 nm from hydrogen Lyman-α discharge 
sources.91 At these wavelengths, the only transmissive optical 
materials known are LiF, which has high extrinsic absorption 
and poor exposure durability, and MgF2, which has high natural 
birefringence due to its noncubic crystal structure. These shorter 
wavelength technologies have not been developed beyond feasi-
bility studies.90,91 Below about 100 nm, no practical material is 
transparent and refractive optics are not possible. For reasons 
primarily associated with the development of immersion lithog-
raphy discussed later, 157 nm lithography, though demonstrated 
to be technically feasible,87 has been dropped off of technology 
roadmaps.14 It now appears likely that the shortest wavelength 
that will be used for production lithography with refractive 
optics is 193 nm.

As of 2008, 193 nm steppers are the primary tools for produc-
ing critical layers of high-volume, leading-edge ICs. Their ArF 
excimer laser sources are pulsed (≈6 kHz, 10 mJ/pulse) and line 
narrowed (≤0.25 pm spectral bandwidth).92 The transmission 
photomasks are made from fused silica with Cr absorbing fea-
tures and have thin-membrane pellicles to keep uncontrolled 
particles from collecting on the mask and imaging onto the 
wafer. The stepper optics are made of fused silica spherical and 
aspheric lenses, calcium fluoride lenses with clocked crystal axes, 
mirror elements with aspheric surfaces, and immersion fluids 
between the last lens element and the wafer, as discussed below.

While the wavelength was progressing down to 193 nm, the 
other two factors in Equation 19.1, k1 and NA, were also being 
pushed towards their limits. A number of resolution enhance-
ment techniques have been used to drive the k1 factor down to 
achieve IC structures with half pitches corresponding to a value 
of k1 approaching the limiting value of k1 = 0.25.93 Nearly all of 
these have been taken over from established optical techniques 
in other fields such as microscopy. These have included (1) illu-
mination methods (off-axis illumination and partial-coherence 
control), (2) mask modifications to engineer desired wavefronts 
(phase shift masks, sub-resolution mask structures, and other 
optical proximity corrections), and (3) resist contrast improve-
ments. For the 45 nm technology node, logic manufacturers are 
expected to operate with k1 factors down to about 0.31,94 and 
further extension with k1 factors down to 0.29 is considered 
feasible.95 Unfortunately, accompanying these gains, process 
latitudes have been shrinking to marginally tolerable levels. 
Clearly, k1 factor improvements for single exposures are nearly 
tapped out.

The last factor left in Equation 19.1 is the numerical aperture, 
NA = n sin θ. For air between the final lens element and the 
wafer, the liming value is NA = 1. The GCA 4800 DSW stepper in 
1978 had an NA of 0.28.96 The NA has been increased steadily in 
newer designs by increasing the size and complexity, and conse-
quently the cost of the lens systems. To contain the number and 
size of lens elements as the NA was increased, the lens system 
designs had to incorporate aspheric lenses and off-axis mirror 
elements (catadioptric designs). Further, as the NAs approached 
0.9, the polarization effects could no longer be ignored and illu-
mination polarization control became an essential part of the 
lithography process, further complicating the lithography tools 
and processes.84,97 State-of-the-art dry 193 nm stepper optics 
have an NA of about 0.93, contain about 30 lenses, with a path 
length through lens material of about 1 m, and weigh 500 kg 
or more.10 With dry NA limit of 1.0, there is very little pos-
sible gain left to justify the vastly increased cost and complex-
ity needed for improvement—an exponential increase in cost 
for an asymptotic gain. The sin θ factor is now also essentially 
tapped out.

Figure 19.10 shows, along with the critical feature size (half 
pitch), the limiting value of 0.25λ for each wavelength. Clearly, 
by 2006, the critical feature size 65 nm had approached its limit 
for 193 or 157 nm. In the 1990s, this projection was the reason 
why it was nearly universally assumed that alternative technolo-
gies, such as EUV lithography, would have to take over below 
this feature size. This has turned out to be incorrect primarily 
for two reasons: the NA is not limited to 1 if immersion fluids 
are included and the effective k1 factor can be decreased below 
0.25 with multiple exposures and processing on the same layer.

19.3.2 193 nm Immersion Lithography

Equation 19.1 is valid at the image plane, which of course must 
be in the resist. In principle, the NA = n sin θ should be evalu-
ated in the resist, which typically has a 193 nm index in the range 
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n = 1.6–1.7. However, by Snell’s law (n1 sin θ1 = n2 sin θ2), NA = 
n sin θ can equally well be evaluated above the resist. Until the 
recent introduction of the immersion stepper, the space between 
the final lens element and the wafer was filled with air or N2 gas, 
with an index near n = 1.0. A consequence is that in spite of the 
much higher index of the resist, the NA has a maximum value 
of 1.0. However, as microscopists have known and exploited for 
centuries, adding a fluid between the image plane and the final 
lens element allows the maximum NA to be increased.98–100 For a 
planer final lens element, the NA can theoretically be increased 
up to the lowest index of the resist, the fluid, or the lens, as indi-
cated in Equation 19.4 and Figure 19.11:

 NAmax
resist fluid lens≤ ( , , )n n n  (19.4)

A nearly ideal immersion fluid for 193 nm lithography turned 
out to be purified water. It has sufficient transparency at this 
wavelength, is relatively innocuous to the resist and lens materi-
als, is compatible with resist processing, has low enough viscosity 
to enable rapid wafer scanning, and is inexpensive. These proper-
ties enabled remarkably rapid development and implementation 
of immersion technology.101 From the inception of substantial 
193 nm immersion lithography efforts in late 2002,102–105 it took 
only about 4 years for production-worthy water immersion 
systems to be built and the process brought into production. 
Immersion imaging does introduce some new issues, however, 
including bubble formation in the fluid, evaporation residue 
defects, resist-immersion fluid interactions, and fluid thermal 
effects. Polarization effects, already issues for dry systems, have 
been exacerbated at the extreme NAs of immersion lithography, 
requiring careful polarization control for differently oriented 
structures, which puts some restrictions on IC design.106

With water as the immersion fluid, having a 193 nm index 
of nwater = 1.437, the theoretical minimum half pitch (HPmin) 
for a 193 nm exposure tool decreases to HPmin = 0.25 × 
193.4 nm/1.437 = 33.6 nm. Furthermore, at HPs achievable for 
dry systems, Equations 19.1 and 19.3 show that for the same 

HP, the DOF is larger for the immersion approach. Note that 
the minimum HP for 157 nm dry systems is HPmin = 0.25 × 
157.6 nm/1.0 = 39.4 nm, higher than that for 193 nm immersion 
systems. Attempts were made to identify high-index 157 nm 
immersion fluids, but only relatively low-index (n [157 nm]  ≈ 
1.35) fluorocarbon liquids were found to have any practical 
transparency at 157 nm,107 and consequently 157 nm lithography 
technology was dropped from technology roadmaps. As of 2008, 
water-based 193 nm immersion lithography systems are being 
operated at an NA in the range of 1.30–1.35 to satisfy the 45 nm 
technology node with acceptable process latitudes.14

Approaches to extend 193 nm immersion lithography tech-
nology further with higher-index fluids have been pursued. 
Practical 193 nm transmitting organic fluids with 193 nm 
indices near n = 1.65 nm (second generation fluids) have been 
developed.108,109 However, the last stepper lens element is made 
of calcium fluoride with a 193 nm index of n = 1.50, or fused 
silica, with an index of n = 1.57. By Equation 19.4, these materi-
als are the bottlenecks for resolution extension. Thus, significant 
NA gain from higher-index fluids requires higher-index last lens 
materials as well. Higher-index UV lens materials have been 
explored for this purpose. Key practical materials identified 
include Lu3A5O12 (LuAG) [n = 2.21] and polycrystalline MgAl2O4 
(ceramic spinel) [n = 1.93].110 LuAG has the highest index, but 
efforts have not yet succeeded in improving the 193 nm trans-
mission to the specifications, which are stringent due to its high 
thermo-optic coefficient, dn/dT. Also, the large value of the 
intrinsic birefringence for this material is difficult to compensate 
for. Ceramic spinel solves this problem with its polycrystalline 
structure, but the polycrystalline nature also results in a high 
degree of scattering. A further possible high-index lens material 
being considered is α-Al2O3 (crystalline sapphire) [n = 1.92]. Its 
large natural birefringence due to its uniaxial crystal structure 
has limited its use in precision optics. However, with its crystal 
optic axis oriented along the optical axis of the system and with 
the polarization of all rays arranged to be oriented perpendicu-
lar to this axis, a sapphire last lens element could be manage-
able. As of this writing, LuAG is considered the most promising 
high-index lens material candidate,111 and the industry is still 
considering whether the practical NA gain to about 1.50 is worth 
the development effort.

If a third-generation immersion fluid with an index near or 
above n = 1.80 could be developed, then an NA increase to near 
NA ≈ 1.7 could provide enough incentive to justify the substan-
tial development effort required to implement it, because this 
would enable the 32 nm half-pitch technology node. Pure organic 
fluids with indices this high cannot have practical 193 nm trans-
missions. However, the indices of the fluids could in principle 
be increased to this level by loading the liquids with approxi-
mately (2–10) nanometer-size suspended particles of high-index 
oxide crystals, e.g., HfO2 or LuAG, while maintaining accept-
able transmission, scattering levels, and viscosities.112–114 This 
approach is being explored, but it is regarded at best as comple-
mentary to multiple patterning approaches to resolution exten-
sion discussed next.

Lens NA = nlens sin θ1

= nfluid sin θf

= nresist sin θr

Fluid

Resist
θr

nlens

nfluid

nresist

FIGURE 19.11 Schematic of an on-axis ray and a marginal ray 
through the last elements of an immersion lithography optical system. 
The angles θl, θf, and θr are the angles of the marginal ray with respect 
to the surface normal in the lens, fluid, and resist, respectively. For the 
case shown here, the refractive index of the fluid is less than that of 
the lens and resist, and nfluid is then the maximum possible NA of the 
system.
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19.3.3 Double Patterning

The process-dependent k1 factor has been driven down to near 
the hard limit of k1 = 0.25 for single exposures. However, for 
multiple exposures and processing steps on the same layer, 
structures with half pitches corresponding to lower effective 
k1 values are possible. A number of these multiple patterning 
approaches are now being pursued and these are expected to sat-
isfy the requirements for the 32 nm half-pitch technology node 
and possibly the 22 nm node and below. These approaches differ 
by the number and sequence of exposure and processing steps 
used to achieve the desired features. Four basic types are illus-
trated schematically in Figure 19.12.14 They all use the fact that 
while the structure pitch created by a single exposure is limited 
by diffraction, as characterized by Equation 19.1, processing can 
be used to tailor the line/space ratios in each period, and subse-
quent exposure and/or processing steps can interleave further 
structures to increase the structure density. In the Litho-Etch-
Litho-Etch process, Figure 19.12a, two Litho-Etch processes are 
done in sequence with the second process shifted by half the 
period to give a pitch doubling. This general process can be used 
to create arbitrary structures with the half pitch shrunk by a 
factor of 2 below the diffraction limit, though this scale shrink 
requires tighter tolerances on line edge control and overlay, 
among other issues.

A serious difficulty with this process is that it requires that 
the wafer be taken out of the stepper track for etching and then 
realigned before the second exposure, creating overlay chal-
lenges and decreasing the throughput for the layer by a factor of 
about 2. A preferred approach would have the two exposures done 
in sequence with just one etch step at the end: Litho-Litho-Etch, 
shown in Figure 19.12b. Unfortunately, it can be shown that for a 
resist system with a linear dose response, as has been universal in 
DUV lithography, two exposures cannot generate patterns with 
pitches below the diffraction limit. However, with a nonlinear dose 
response system, this is possible. A number of nonlinear response 
approaches are being pursued, including contrast enhancement 
layers, 2-photon resists, and positive-and negative-tone threshold 
response resists.115 One version, Litho-Freeze-Litho-Etch, shown 
in Figure 19.12c, is, particularly promising.116 In this approach, 
the latent image captured in the resist from the first exposure is 
“frozen” by chemical treatment. The first frozen image region is 
protected from any photo response to a second exposure, then a 
single etch step can create the pitch-doubled structures.

A different approach, known as side wall (or spacer assist) 
double patterning, requires only one exposure step to create pitch 
doubling.117 As illustrated in Figure 19.12d, the first exposure and 
development step is only to create sidewalls at the desired posi-
tions. A subsequent thin-film deposition on the sidewalls, chem-
ical-mechanical polishing (CMP) to split the deposited structure, 

(a)

(b)

(c)

(d)

Litho-Etch-Litho-Etch

Litho-Litho-Etch (double exposure)

Litho-Freeze-Litho-Etch

Side wall process (spacer assist)

Resist

Nonlinear
resist

1st Litho
(resist-expose-develop)

1st Litho
(resist-expose-develop)

1st Litho
(resist-expose-develop)

Side-wall deposition CMP

1st Litho
(nonlinear resist-expose)

2nd Litho
(expose-develop)

2nd Litho
(resist-expose-develop)
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Etch
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FIGURE 19.12 Double patterning approaches: (a) Litho-etch-litho-etch requires 2 exposures and 2 etch steps. (b) Litho-litho-etch (or double 
exposure) requires 2 exposures and only one etch step, but needs a resist process with a nonlinear dose response. (c) Litho-freeze-litho-etch has 
intermediate complexity, requiring 2 exposures, a chemical freezing process after the first exposure, and one etch step. (d) Side wall process (spacer 
assist) requires one exposure and one etch. It uses side wall deposition and chemical-mechanical polishing (CMP) to achieve doubled pitch.
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and elimination of the original pattern enables the desired 
pitch doubled structures. This approach takes advantage of the 
well-understood and highly controllable thin-film- deposition 
technology to obtain the desired linewidths, independent of dif-
fraction limits. Furthermore, the sidewall-derived structures are 
automatically self-aligned by the original structure. A difficulty 
with this approach is that restriction to patterning along side-
walls makes design layout much more difficult, and not all struc-
tures are topologically possible with single exposures. At least a 
further exposure/processing step is generally required for arbi-
trary structures. Still, this method is inherently extendable, and 
pitch quadrupling, etc. is possible in principle.

19.3.4  Ultimate resolution Limits 
of DUV Lithography

Double patterning methods are already being used in IC pro-
duction, and they are the declared technology solutions, using 
193 nm water immersion tools, for several volume semiconduc-
tor manufacturers for the 32 nm half-pitch technology node 
projected for about 2013.14 These approaches appear feasible for 
further resolution shrinking as well, e.g., the 22 nm half-pitch 
technology node. Redesign of 193 nm immersion steppers with 
high-index fluids and lens materials, in combination with double 
patterning techniques, offer the potential for further resolution 
extension and relaxation of the k1 factor for a given resolution. 
When double patterning becomes routine, consideration of tri-
ple patterning, quadruple patterning, etc. may become tempt-
ing. However, this would likely have to come at the cost of much 
tighter process control requirements, such as CD and overlay 
control, than is presently attainable. Improvements to meet the 
requirements, along with the increased complexity (more expo-
sures and processing steps per layer) will surely drive up costs 
substantially. There is little doubt that these DUV lithography 
extension approaches can be made to work technically. It is just a 
matter of whether they can operate at commercially viable costs 
and whether any reliable alternatives can be implemented at less 
cost. For example, rapidly increasing mask costs have made the 
numerous maskless technologies, such as multi electron–beam 
direct write schemes, very attractive, at least for low-volume 
production.

For high-volume leading-edge ICs, it is generally agreed that 
for the 22 nm half-pitch technology node and below, a reliable 
single-exposure EUV solution, with its larger depth of focus 
and more natural extendibility, would be preferred. However, 
formidable challenges, repeated introduction delays, and espe-
cially rapidly rising projected costs, have made this solution not 
so inevitable as it once seemed at the beginning of the decade. 
Cost is the ultimate driver. If or when DUV lithography is 
displaced, and what its ultimate practical resolution limits 
are, is now less clear than ever. The technology has thrived on 
remarkable innovativeness and resourcefulness and its devel-
opment history does not suggest that these will cease. Previous 
predictions of its limits and of its imminent replacement have 
always been wrong.

19.4 Electron-Beam Lithography

Electron-beam lithography has demonstrated its utility over 
several decades as both a primary pattern generation tool for 
the semiconductor industry and as the premiere means of pat-
terning small structures for advanced device development and 
research in myriad fields. Like any lithographic technology, its 
suitability for a given application depends on its performance 
with respect to the four metrics of resolution, throughput, pat-
tern placement, and cost-of-ownership. As we shall see in the 
following sections, electron-beam systems excel with respect to 
resolution and pattern placement, but suffer from fundamental 
limits in terms of throughput.

19.4.1 resolution

Resolution in a lithographic process is a rather ill-defined quan-
tity since, by virtue of the fact that it is a process involving many 
steps, a large number of variables are involved. These can fre-
quently be manipulated to produce isolated features far smaller 
than might, at first sight, be judged possible. The true test of the 
process is the minimum pitch of the features that can be fabri-
cated. In what follows, we will consider primarily those factors 
that are unique to electron-beam exposure and neglect those 
that are common across the various exposure techniques—those 
are covered elsewhere in this chapter.

The ultimate resolution that can be obtained using electron-
beam exposure is determined by the nature of the interactions 
of the electrons with the material being exposed. There are two 
parts to be considered: first, the trajectories that the incident, or 
primary, electrons follow within the material and second, the 
processes by which the energy deposited by the primary elec-
trons is translated into developable chemistry in the exposed 
material.

The electron trajectories are determined by the combination 
of incident electron energy and resist/substrate atomic num-
ber.118,119 At low energies/high atomic numbers, the electrons 
scatter strongly within the solid, which leads to substantial 
broadening of the beam as it penetrates the material. Since most 
resist materials are organic, their average atomic numbers are 
not dissimilar from that of carbon, so the beam broadening, or 
forward scattering in the resist, is determined principally by the 
electron energy. For this reason, most high-resolution systems 
operate at energies of 50–100 keV. In addition, because the beam 
broadening increases progressively as the electrons undergo 
additional elastic scattering events on their way through the 
resist, thin resists yield higher resolution images. Very low 
(<500 eV) incident energies have also been proposed as a means 
of generating high-resolution images.120–122 In this case, the beam 
broadening is on the order of and constrained by the very short 
total range of the electrons within the resist. The resist thick-
ness is therefore limited to that range, which may be insufficient 
for subsequent processing needs, and the resolution can only be 
improved by reducing the energy (and the resist thickness) to 
impractically small values.
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The incident electron energy, E0, has a dramatic impact on 
the dose needed to expose resist, which, for energies above about 
5 keV, varies linearly with E0. This is a reflection of how the inelas-
tic scattering cross section varies with electron energy. The effect 
is captured by the Bethe continuous slowing-down approxima-
tion123 that describes the average rate at which fast electrons lose 
energy along their trajectories. At high energies and resist thick-
nesses that are small relative to the electron range, the feature 
width is determined not by the deviations in the trajectories of 
the primary electrons due to elastic scattering, but by the volume 
in which they deposit energy. Although the primary electrons 
can cause chemical changes in the resist directly, it is normally 
assumed that the so-called fast secondary electrons generated by 
inelastic scattering of the primary beam are responsible for the 
majority of broken bonds in the resist.124 This is because the low-
energy secondary electrons have a much larger interaction cross 
section than those of the primary beam.118 Conceptually, each 
primary electron trajectory can be thought of as surrounded 
by a cylinder of material 10–20 nm in diameter exposed by the 
secondaries that it generates. At very low incident electron ener-
gies, the stopping power increases significantly and the electrons 
deposit all their energy efficiently in the resist film, rather than 
carrying on through to the substrate.125

The resolution that can be achieved in a resist can also be 
estimated by considering the impact parameter for energy-loss 
events for the primary electrons. An electron traveling with 
velocity v, interacting with a stationary electron at a distance 
b delivers an impulse having a duration of approximately b/v 
and contains frequency components, ω, up to v/b. These cor-
respond to a maximum energy transfer, ΔE, of hω/2π.126,127 
For 100 kV electrons and ΔEs of 5, 50, and 500 eV, b is 10, 1, 
and 0.1 nm, respectively. Normally, the energy scale relevant 
to resist exposure is on the order of a few electron volts (3.6 eV 
for the C–C bond), leading to an interaction distance of a 
few nanometers but in a few cases the energy needed is much 
higher, corresponding to a core-shell excitation, for example. 
In systems such as alkali metal halides, in which the exposure 
mechanism depends on the dissociation of the halide ions 
from the lattice, resolutions of 1–2 nm are achievable.128–130 
Unfortunately, the doses required are in the C/cm2 range, 
which is not practical for manufacturing. Currently, the high-
est resolution material that is suitable for nanofabrication is 
hydrogen silsesquioxane (HSQ), which has demonstrated fea-
ture sizes as small as 7 nm half-pitch.131 This is an inorganic, 
small-molecule resist that essentially forms silica upon expo-
sure and development. Its increased mechanical strength rela-
tive to organic resist materials is one reason for its ability to 
produce small features, while its higher average atomic num-
ber may help reduce the range of the fast secondaries, contrib-
uting to its high resolution.

Electron–solid interactions also affect the resolution in 
 electron-beam systems through the proximity effect. This is 
the additional exposure of the resist by electrons backscattered 
from the substrate and it leads to a loss in contrast and thus to a 
loss in resolution. At higher voltages and on low-atomic number 

substrates (e.g., Si or SiO2), the backscattered electrons have a 
relatively large range (∝V5/3) and the contribution of the forward 
and backscattered electron doses can be captured by the two-
Gaussian model132

 D D e ex x= +
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where
D0 is the incident dose
α is the width of the forward-scattering distribution
β is the width of the backscattered distribution
η is the effective dose contributed by the backscattered 

electrons

As we have discussed above, α is typically on the order of 
10 nm, while β is on the order of micrometers. η can be quite 
large, depending on the substrate’s atomic number and is 
approximately 0.5 for Si at 100 kV.133 This model is applicable if 
the forward and backscattered dose distributions can be readily 
separated. In this case, small, isolated features receive a dose of 
D0, the centers of large features receive a dose of D0(1 + η), and all 
other types of features receive a pattern-density dependent dose 
that varies between those values. As long as the feature size is 
small compared with β, this dose variation can be corrected for 
either by adjusting the dose delivered to individual features,134 
applying the inverse of the background dose to produce a flat 
background,135,136 or adjusting the size of the features137,138 by 
using a pattern density averaged over a length scale on the order 
of β. However, if either α or β approach the feature size, then 
much more computationally intensive techniques must be used 
to perform an iterative correction procedure, as the correction 
applied to each feature affects its neighbor and vice versa.139 At 
low energies and in high atomic number substrates such as GaAs 
or InP, the deposited energy distribution is more complex140,141 
and the proximity effect becomes much more difficult to correct. 
It is, however, important to point out that these phenomena are 
analogous to the flare and optical proximity effects encountered 
in advanced optical lithography, for which correction techniques 
are at an advanced stage of development.

So far in our discussion, we have implicitly assumed an 
ideal point source of electrons incident upon the resist. A close 
approximation can be achieved in practice with low-current, 
focused probes in electron microscopes. However, for practi-
cal applications, we need high beam currents, and this has a 
dramatic impact on the design and operation of electron-beam 
lithography tools and leads to systems in which the intrinsic 
resolution of the resist and process is often better than that of the 
electron optics.

19.4.2 throughput

In the design of most optical systems, including electron micro-
scopes, there is a trade-off between blur due to diffraction, 
which scales as 1/NA, where NA is the numerical aperture of 
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the system, and aberrations that generally scale as some power 
of NA (a spherical aberration is often a dominant term and var-
ies as NA3). In electron-beam lithography systems, through-
put is critical to their cost of ownership and ultimate utility. 
Unlike photons in a light-optical system, the electrons in an 
electron-optical system affect one another strongly through 
unscreened Coulomb repulsion. The interactions give rise to 
three principal effects: (1) the forces between electrons along 
the electron- optical axis lead to the speeding up or slowing 
down of individual electrons, which is equivalent to an energy 
spread in the beam, known as the Boersch effect; (2) the aver-
age force due to all the other electrons in the beam leads to 
deterministic changes in electron trajectories and leads, to first 
order, to an overall defocusing of the beam, known as the global 
space-charge effect; and (3) the interactions between individual 
electrons lead to random changes in individual electron trajec-
tories, known as the stochastic space-charge effect. The sever-
ity of the Boersch effect depends on the chromatic aberration 
in the system. The global space-charge effect can be thought of 
as creating a negative lens in the system whose effects can be 
compensated for by refocusing the beam. However, if the cur-
rent density is not uniform across the beam, that lens becomes 
highly aberrated and its effects cannot be compensated. The 
stochastic space-charge effect is not correctable. As might be 
expected, the space-charge effects are made worse when the 
electrons are forced closer together or can interact for longer 
periods and increase with beam current, I, and column length, 
L, and are mitigated when the electrons are spread farther 
apart or interact for shorter times and decrease with increasing 
numerical aperture α, the demagnification factor, M, and the 
accelerating voltage, V. The detailed dependence of beam blur 
on I, L, V, M, and α is particular to a given system and has been 
studied in depth for both single-column, probe-forming,142 
and projection systems.143,144 Note that improvements realized 
by increasing the voltage are offset by the need to increase the 
beam current to compensate for the linear decrease in resist 
sensitivity with voltage.

The net result of these effects is that rather than balancing 
diffraction and aberration blurs, the system optimization must 
be performed by balancing space-charge and aberration blurs. 
This means that for any given beam current in a system, there 
is an optimum numerical aperture that must be used and a cor-
responding minimum blur that can be achieved. Any attempt 
to increase the beam current leads to an increase in beam 
blur. Electron-beam lithography systems for nanofabrication 
research are generally designed to provide the optimum reso-
lution, with throughput as an important, but secondary goal. 
However, the semiconductor industry’s continuing demand 
for ever-smaller features and higher throughputs has resulted 
in the disappearance of electron-beam lithography from the 
direct IC fabrication process because of the conflict between 
the need for increased beam currents to increase throughput 
and the need for the decreased beam currents necessary for 
improving resolution cannot be resolved at the feature sizes 
now required.

In the future, the throughput of electron-beam lithography, 
even for mask making, is likely to become worse. To understand 
why this is the case, it is necessary to examine how resist sensi-
tivity scales with feature size.

If we consider a feature of CD L and allow it to vary by no 
more than L/10, then we can define an image pixel as L/10 × 
L/10. In order for each pixel to be faithfully reproduced, we need 
the resist to be able to clearly distinguish between exposed and 
unexposed pixels. Even if the dose over a large area is fixed at a 
precise value, the arrival of the electrons at any pixel is a statisti-
cal process, with the number of electrons delivered following a 
Poisson distribution. This effect is frequently referred to as shot 
noise and has been extensively studied.145–149 We can, therefore, 
define a minimum number, n, of electrons per pixel that is nec-
essary to ensure that the error rate of improperly exposed pixels 
is suitably small. The total dose needed per unit area therefore 
becomes 100n/L2, i.e., it scales as 1/L2, and the beam current 
necessary to maintain a given real exposure rate must therefore 
scale in the same fashion.

19.4.3 Overlay

The fact that magnetic and electric fields can deflect electrons 
precisely and at high speed is one of the great strengths of elec-
tron-beam systems. In optical lithography systems, accurate 
and precise registration and overlay can only be achieved by 
ensuring nanometer-scale mechanical alignment between mask 
and wafer stages—physically massive systems that can only be 
controlled with bandwidths of a few tens of Hz. In electron-
beam tools, it is not necessary to control the stage precisely 
(offsets of several micrometers between the actual and planned 
stage coordinates are common), because the position of the 
electron beam can be adjusted, at speeds of up to 100 kHz, to 
make up the difference, provided a suitable signal from the stage 
interferometers is available. There are generally differences in 
the coordinate system that are generated by the stage and the 
substrate. Normally, these are accounted for by periodically 
acquiring alignment mark information from the substrate. This 
procedure is susceptible to errors arising from drift occurring 
between mark measurements and schemes have been developed 
that enable registration data to be generated from the substrate 
continuously.150 The ability to adjust the position of the beam, as 
well as characteristics such as focus and stigmation, in real time, 
makes it possible to correct for a large variety of errors, such 
as those caused by variations in substrate height. Along with 
the benefits it brings, the sensitivity to fields is also a source of 
difficulty associated with electron-beam systems: interference 
from dynamic fields must be reduced as far as possible, while 
that from static ones, such as those due to the small magnetic 
inhomogeneities of the stage, must be carefully mapped and 
calibrated out.

Another source of error peculiar to electron-beam tools, 
particularly at high voltages, is substrate heating. The total 
amount of energy deposited in the substrate scales as the square 
of the accelerating voltage because of the combination of the 
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increasing energy per electron and the increasing resist dose 
required. The concomitant substrate heating can affect both 
pattern placement/overlay, as a result of thermal expansion,151 
and CD control, as resist sensitivity may vary with tempera-
ture.152 Temperature increases are more severe in SiO2 sub-
strates because of silica’s poor thermal conductivity, while Si 
substrates, with their higher coefficient of thermal expansion, 
are liable to greater placement errors.

19.4.4 Cost of Ownership

As we have seen, although electron-beam systems provided 
exceptional resolution, and are capable of precise pattern 
placement,153 they are fundamentally limited in throughput. 
Historically, for relatively large feature sizes, the limiting fac-
tor in throughput was the serial nature of the writing process 
in probe-forming, or Gaussian-beam, systems and this led to 
the development of schemes such as shaped-beam,154 cell-pro-
jection,155 large-area,6,156 and full-field projection157 that sought 
to deliver more than one pixel’s worth of information at a time. 
Unfortunately, as feature sizes decreased and the resolution 
requirements became more demanding, they all ran into space-
charge limits. This has relegated electron-beam systems for 
production purposes to the fabrication of small numbers of high-
value items such as photomasks, CD/DVD masters, and nano-
imprint templates. There are two routes out of this dilemma: the 
first is to accept the limited throughput, but use the essential 
addressability of electron beams to create flexible systems—
maskless lithography tools—that can create ICs without the 
need for masks and their associated costs;158,159 the second is to 
avoid the space-charge limits of single columns by dividing and 
conquering—using multiple small columns to keep the electrons 
far enough apart so that their interactions are insignificant.160,161 
In the first case, the cost of ownership is competitive with pho-
tolithography for short-production run devices where only a few 
wafers worth of devices are produced for each mask set. In the 
second case, providing that issues associated with source uni-
formity, control, and brightness can be overcome, then it may be 
possible to have the best of both worlds—flexibility in patterning 
together with high throughput—making it directly competitive 
with optical lithography. Research and development are active 
in both areas.

19.5 Nanoimprint Lithography

Nanoimprint lithography (NIL) is rapidly emerging as a low-cost, 
high-resolution, and versatile alternative to optical lithography 
as a patterning technology for semiconductor fabrication and 
other applications that incorporate nanoelectronic devices.162,163 
Optical lithographic techniques, including state-of-the-art tools 
based on 193 nm radiation98 or next-generation potential solu-
tions, including extreme ultraviolet (EUV, 13.5 nm radiation) 
lithography,164–166 rely upon selectively exposing a photoactive 
film to radiation via a photomask that defines the lithographic 
pattern of interest. A chemical reaction occurs in the exposed 

regions of the film that renders them soluble in an aqueous base, 
creating a physical pattern defined by the unexposed regions in 
the film. It is becoming increasingly difficult to control the reso-
lution of this patterning process.

NIL offers a potentially simplified alternative to chemically 
amplified resists. All NIL techniques rely on a simple squeeze-
flow mechanism whereby a resist flows into a well-defined 
physical cavity of nanoscale dimensions. It is a molding or 
replication technique where the ultimate resolution is defined 
by the physical dimensions of the imprint mold cavities.167–170 
If high-resolution masters can be created, high-resolution cop-
ies can be generated. It is also a repetitive stamping or replica-
tion technique. The well-defined patterns in the imprint master 
can be used to create thousands of replicas, analogous to how 
the metallic master for an LP record were used to stamp thou-
sands of inexpensive vinyl copies for consumer use. Compared 
with optical lithography for high-volume nanomanufacturing, 
there is an important distinction worth highlighting. With opti-
cal lithography, every printing or copy of the nanostructured 
surface requires extremely tight control of the environmental 
conditions to maintain the sensitive balance of the complicated 
reaction, diffusion, and dissolution process for the chemically 
amplified resists.171 This is precisely why state-of-the-art opti-
cal lithography tools cost upwards of $30 M apiece, providing 
a 65 nm patterning resolution, and semiconductor fabrication 
lines cost billions of dollars to construct.

The resolution of NIL is largely controlled by a simple squeeze-
flow process.167–170 As long as high-quality, high-resolution 
imprint masters can be fabricated, it is relatively easy to stamp 
out copies of the mold. In optical lithography, the ultimate pat-
terning resolution is intrinsically coupled with the high vol-
ume manufacturing process making process control measures 
extremely important. Every single copy manufactured requires 
stringent control over the reaction, diffusion, and dissolution 
processes. With NIL, the resolution is less coupled with the 
high-volume manufacturing process and more dependent on 
the mold or imprint master fabrication. For these reasons, NIL 
tools tend to be significantly less expensive. Research and devel-
opment grade imprint tools can be purchased for about $100 K, 
while manufacturing grade tools cost approximately $2 M, both 
with a sub 10 nm resolution.

Both optical and nanoimprint lithography are dependent on 
high-resolution masks or masters. In optical lithography, the 
mask sets required to fabricate a semiconductor device can cost 
several millions of dollars to produce, comprising a significant 
fraction of the manufacturing costs. These are phase-shifting 
optical masks in which blanket UV radiation is exposed to one 
side, generating selectively exposed regions in the resist film 
on the other side. This exposure is also done through a series 
of lenses where the features in the mask are approximately four 
times larger than the image at the wafer plane. In NIL, these 
mask costs are likely to increase. The squeeze-flow is a direct 
write process where the features in the mold are the same size as 
the features in the wafer plane; there is no longer this 4x reduc-
tion. This means that high-resolution and costly electron-beam 
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lithography is needed to fabricate the imprint masks, compared 
with optical lithography where the mask resolution require-
ments are somewhat reduced because of the lens system. There 
are no lenses in NIL and the imprint masks may very well be 
more costly to produce. Furthermore, these expensive NIL mask 
sets must be mechanically pressed into the resist film. In opti-
cal lithography, the masks are isolated from the resist behind a 
transparent and protective pellicle. There are no protective pel-
licles in NIL and one must make direct mechanical contact of 
the expensive mask with the resist film.

In this section, we provide a general overview of the NIL 
technology. Our discussion will be largely limited to the field of 
nanoelectronics, including complementary metal-oxide semi-
conductor (CMOS) devices, although NIL is also widely consid-
ered to be a manufacturing alternative for several other forms of 
nanotechnology. We will elaborate on the differences between 
NIL and existing optical lithography techniques and discuss 
some of the unique materials and metrology challenges that NIL 
processes introduce. We will also provide a brief overview of 
some of the recent developments in applying NIL to nanoelec-
tronics technologies.

19.5.1 Variations of NIL

19.5.1.1 thermal NIL

NIL generically refers to pressing a hard mold or template 
decorated with nanoscale patterns into a softer material to 
lithographically define well-controlled nanostructures.167–170 In 
most cases, pattern formation is accomplished by a squeeze-
flow mechanism whereby the material flows into the mold 
in a liquid-like state (Figure 19.13). Of course, this requires 

“setting” the pattern in the liquid material. In the thermal 
embossing form of NIL, the resist is typically a glassy poly-
mer.167,168 During the imprint process, the film and the imprint 
mold are heated to above the glass transition of the polymer 
while applying an external pressure. Under elevated pressure 
and temperature, the polymer flows into the cavities of the 
mold. The pattern is set by cooling the system to below the 
glass transition of the polymer, where the material vitrifies into 
a rigid glass. When the mold is separated from the substrate, 
the surface is left with nanoscale patterns that are relief images 
of the mold cavities. A cavity in the mold becomes a polymeric 
pattern on the surface.

The thermal embossing form of NIL is similar in concept to 
many of the bulk molding or forming processes used to manu-
facture large scale plastic components. High molecular mass 
polymers, even at temperatures far above their glass transition, 
tend to be high viscosity fluids. Flow does not always readily 
occur under quiescent conditions meaning that pressures must 
be applied to squeeze the material into the mold. Most NIL tools 
designed for thermal embossing are capable of applying pres-
sure as high as 5 MPa. This is combined with maximum temper-
atures of typically 200°C–300°C, which means that most tools 
are capable of exceeding the rubbery plateau modulus for most 
polymer melts and able to induce material flow.

There are several different options when it comes to apply-
ing the heat and pressure for thermal NIL. One class of tools 
is largely based on the photomask aligner and wafer bonding 
systems widely used in the semiconductor industry. In many 
instances, an imprint module can be purchased as an add-on 
for an existing tool. In these systems, mechanical platens with 
heating elements are used to apply the temperature and pressure 
to the imprint mold and substrate. Their advantages are that 
they provide uniform heating through the large thermal mass 
of the platens and they often have a built-in capability for optical 
overlay alignment between the imprint mold and the substrate. 
The primary disadvantage is that maintaining parallel contact 
between the platens can be difficult. Misalignment of just a few 
μm can prevent conformal contact, which makes it very difficult 
to imprint nanoscale features over large areas. To overcome the 
conformal contact issues, some imprint tools utilize hydrostatic 
gas pressure to squeeze the imprint mold into the resist film.172 
This pressure is applied through what is essentially a deformable 
gas bladder. Since the NIL molds or masters are usually etched 
into thin Si or quartz wafers and imprinted onto similar thin Si 
substrates, the molds and wafers are able to bend or flex to a cer-
tain extent and increase the degree of conformal contact. In some 
tools, the pressure is applied through the top through the gas 
bladder while the substrate rests on a rigid metallic platen that 
provides the heating. These systems provide an optimal balance 
between uniform heating and conformal contact. There are also 
tools that utilize an entirely soft press technology, where pressure 
is applied through both the top and bottom through deformable 
gas bladders. In these cases, the bladders are transparent and the 
heating of the substrate is provided through infrared heat lamps. 
This soft press technology maximizes the pressure uniformity 
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FIGURE 19.13 Schematic of the NIL process, showing both the ther-
mal and UV forms.
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across the mold and substrate while the reduced thermal mass 
(no platens) allows for rapid heating and cooling rates. However, 
the noncontact optical heating means that temperature unifor-
mity and stability are more difficult to achieve.

19.5.1.2 UV NIL

One disadvantage of thermal NIL is that it requires heating and 
applying pressure to the substrate. For certain applications, the 
patterned substrate may or may not be able to withstand the 
thermal budget associated with this process. Likewise, large 
temperature changes can induce thermal distortions, which 
make overlay and alignment difficult. UV NIL offers a low tem-
perature alternative to thermal NIL. In UV NIL, the resist is a 
liquid-like (or low viscosity) monomer that readily flows into 
the mold cavities at room temperature with no heating and very 
little pressure.169,170 In many instances, the liquid monomer is 
actually wicked into the mold via capillary forces, minimiz-
ing distortions of the substrate or the template (Figure 19.13). 
In the mold, the monomer undergoes a cross-linking reaction 
upon exposure to UV radiation, creating a hard glassy pattern 
that retains its shape after separating the mold from the sub-
strate. This means that either the NIL mold or the supporting 
substrate must be transparent to the appropriate UV radiation. 
For this reason, the molds are typically fabricated in quartz 
wafers, whereas silicon and nickel are more common materials 
in thermal NIL. An additional requirement is that UV NIL is 
limited to patterning materials that cross-link under UV radia-
tion. Thermal NIL can, in principle, be applied to any material in 
which flow can be induced.

19.5.1.3 transfer Printing

Both the thermal and UV forms of NIL described thus far are 
similar to optical lithography in that a pattern is created in a 
resist film that has been previously deposited on the substrate of 
interest. It is also possible to employ the NIL technologies in a 
material transfer mode that is similar to most industrial forms of 
printing. In transfer printing, the material that is to be patterned 
is first applied to a patterned stamp or mold and then transferred 
via mechanical contact to the target substrate. This requires tun-
ing of the differential adhesion between the pattern mold and 
the substrate such that the material adheres to the substrate 
more strongly than the patterned mold. There are two primary 
modes in which transfer printing can occur173 (Figure 19.14). 
The first is a whole layer transfer where a continuous film with 
a nanoscale texture defined by the mold topology is transferred 
to the substrate. The second is a discrete transfer or inking mode 
where material is selectively transferred to the substrate from the 
protrusions of the mold; any material in the cavities of the mold 
is not transferred over. Whole layer transfer is used primarily 
to create topological patterns of a given material on the target 
substrate. Examples of this technology are being used to create 
nano- or microfluidic channels or devices. The discrete transfer 
mode can also be used to create physical patterns, but it also has 
the ability to create chemical patterns of a given surface energy 
or chemical functionality by essentially inking monolayers of a 

chemical compound. In this last case, the pattern may, to a first 
approximation, lack topology and not alter the smooth surface 
of the substrate. Chemical patterns like these are commonly 
considered in sensor-type applications.

19.5.1.4 Functional Materials

One of the biggest distinctions between NIL and competing 
optical lithography methods is rooted in the generality of the 
patterning process. In nearly all forms, optical lithography 
focuses on creating high-resolution patterns in sacrificial pho-
toresist formulations. As mentioned previously, photoresists 
are highly complicated materials systems that balance chemical 
reactivity, acid diffusivity, and their dissolution behavior to opti-
mize their patterning resolution. Once the pattern is formed, the 
resist becomes a sacrificial component for subsequent additive 
or subtractive processes to transfer the pattern into the func-
tional materials of interest. On the contrary, the mechanical 
stamping and squeeze-flow processes used in NIL are generic 
mechanisms applicable to a wide range of materials. This means 
that a wide range of materials can be patterned directly by NIL, 
including functional materials. The resolution of NIL processes 
is controlled by the mold or mask fabrication process more so 
than optical lithography. The ability to directly stamp nanoscale 
structures into functional materials is a highly attractive way to 
simplify the number of parameters impacting patterning resolu-
tion, reduce the number of nanofabrication steps, and thereby 
reduce manufacturing costs.174

19.5.1.5 tool types

NIL is a low-cost nanopatterning alternative to optical lithog-
raphy with the potential for high-volume manufacturability. 
Mechanical stamping processes have a long history in manu-
facturing environments and the same appears to be bearing 
true for the emerging field of nanomanufacturing. Stamping 
processes are intrinsically compatible with manufacturing 
assembly lines. However, NIL is still in its infancy period and 
most of the tools that are commercially available today are 
geared for R&D or the technology development. There are 
examples of high-throughput tools in the market, but most of 
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FIGURE 19.14 Schematic of two modes of transfer printing: (a) 
whole-layer transfer and (b) inking.
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the activity is still in the lab as opposed to pre-production. In 
this section, we review the different types of tools with respect 
to patterning throughput.

The most versatile tools on the market today also have the 
lowest throughput and least applicability for high volume nano-
fabrication. These account for most of the imprint tools sold 
today from companies like Nanonex, Obducat, or Jenoptik that 
utilize gas pressure through some type of deformable bladder 
to apply a very uniform pressure to the mold and the substrate. 
Typically, these tools are very flexible and provide the user with 
a wide variety of process control, at the sacrifice of through-
put. The user has the freedom to place an arbitrary mold onto 
an arbitrary substrate, sandwiched between one or two sheets 
of deformable rubber or foil. This stack is then placed inside 
a movable gas chamber. The gas chamber closes down on the 
deformable bladders, creating pressure reservoirs on the top 
and/or bottom of the sample. A vacuum pumping system is 
also usually involved to evacuate the sample region between 
the bladders. Nitrogen or some other inert gas is then pumped 
into the chamber, generating pressures as high as approxi-
mately 5 MPa to press the mold into the substrate. Heat is then 
applied through either the optical heat lamps or thermal sample 
block to enable flow of the material into the mold cavity. After 
a prescribed heating cycle of a few minutes, the temperature is 
cooled back to room temperature and gas chambers are vented 
to release the pressure. The sample and the mold are then man-
ually removed from the chamber and manually separated to 
reveal the patterned substrate. This process obviously describes 
the thermal form of NIL. The same general process applies for 
UV NIL with these tools with the exception that lower pressure 
is required and UV radiation is applied instead of heat. In either 
case, UV or NIL, these single stamp tools are capable of gener-
ating one patterned substrate approximately every 10–15  min 
with manual input from the user. For most applications, this 
throughput is not suitable for manufacturing. Rather they are 
designed for flexibility and ease of use. The sample chambers 
typically vary from approximately 5–20 cm in diameter and 
allow arbitrary form factors or piece parts to be imprinted. This 
is primarily useful for technology development. One notable 
exception is a large area single imprint tool being developed 
at the Korean Institute of Machinery and Materials.175 This 
is a low pressure UV imprint tool capable of imprinting an 
entire 45 cm (diagonal) flat panel display uniformly in a single 
imprint. Cycle times of 4–5 min here would probably be more 
acceptable given the limited demand for such high-end dis-
plays. These cycle times would be totally unacceptable for the 
high volume demand of bit patterned magnetic media for data 
storage hard drives.

There are efforts to increase the throughput of imprinting 
tools. The next class of tools generically utilizes a stamp and 
repeat technology to generate multiple copies of a single pattern 
across a large substrate. This form of stamp or step and repeat 
technology is naturally compatible with the form factor of multi-
ple dies (or devices) per wafer that is currently used in semicon-
ductor fabrication.170 So these types of tools tend to be targeted 

for CMOS devices. Molecular Imprints, Inc. is the pioneer in 
developing step and repeat tools, although other companies 
including EV Group and Nanonex now offer tools with simi-
lar capabilities. Throughput or manufacturability tends to be 
the primary driver for going from a single imprint to a step and 
repeat tool. For this reason, most step and repeat tools are based 
on the UV NIL process, which is usually faster because it lacks 
the heating and cooling cycles associated with thermal NIL. 
Furthermore, locally heating a selected region for imprinting on 
a larger wafer or substrate is difficult. It is much easier and faster 
to locally expose the imprinted region to UV radiation. Lastly, 
these step and repeat tools are usually optimized for throughput 
that comes at the price of the flexibility in the patterning pro-
cesses or conditions. The general use single imprint tools typi-
cally offer greater flexibility. For example, single imprint tools 
are usually capable of performing either UV or thermal NIL on 
a variety of materials whereas step and repeat tools tend to be 
limited to UV NIL patterning of a given resist formulation that 
has been optimized for the system.

The NIL tools discussed thus far have largely been designed 
as drop-in replacement technologies for optical lithography, 
with the target applications in CMOS. However, there have 
been recent advances in building roll-to-roll NIL tools that are 
capable of patterning continuous sheets or strips of a nanopat-
terned substrate.176,177 Roll-to-roll processes are capable of 
generating patterned media at a rate at least several orders of 
magnitude faster than traditional optical lithography, enabling 
high volume nanofabrication. However, roll-to-roll processes 
tend to provide very poor overlay capabilities, practically lim-
iting the advantages to single-layer devices. For these reasons, 
the target applications migrate away from CMOS to emerging 
markets where nanopatterning has yet to be realized. Examples 
might include antifouling biological films, polarizing or anti-
reflective optical coatings,178 brightness enhancing films for 
large area displays, or flexible electronic devices like radio 
frequency ID tags.179 In the roll-to-roll form of NIL, the mold 
cavities are fabricated onto either a circular drum or a tractor 
tread-like device. A continuous film is fed in between a pair 
of rollers that rotate in opposite directions, squeezing their 
textured surface(s) into the film. Roll-to-roll processes can be 
implemented in many different forms. The thermal form of 
NIL can be used to emboss nanoscale topology on the film or 
substrate by using heated rollers. Likewise, there are examples 
of UV NIL being implemented to create textured surfaces with 
roll-to-roll devices. The traditional forms of gravure or flexog-
raphy can also be adapted to create roll-to-roll NIL transfer 
printing processes.

19.5.2 Fundamental Issues

There are a few commercial products being made with imprint 
today, proof that the technology is inherently manufacturable. 
Some of the companies operating in this space include Nano 
Opto, Heptagon, Omron, OVD Kingram, LG Electronics, 
Reflexite, MacDermid, Wavefront Technologies, and Spectratek. 
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Dr. Michael P.C. Watts is the founder and president of Impattern 
Solutions, an independent consulting company in the field of 
NIL. The company’s website tracks the progress and commer-
cialization of imprint-related technologies and provides updates 
at www.impattern.com. Most of the commercial success stories 
in the imprint field have thus far been related to optics or light. 
These include, in order of decreasing critical dimensions, refrac-
tive, diffractive, and sub-wavelength optical devices. However, 
even with the sub-wavelength devices, the minimum dimen-
sions of the structures being fabricated commercially are typi-
cally on the order of 100 nm or larger, which by many definitions, 
is not within the nanoscale domain. The community has yet to 
see the realization of devices fabricated by NIL with dimensions 
strongly into the sub-100 nm regime. There are many examples 
of nanoelectronic technologies in the R&D phase that appear 
to have strong potential with respect to NIL, but several funda-
mental issues need to be resolved before these ideas can success-
fully make the transition from the lab to manufacturing. In this 
section, we briefly summarize some of the remaining technical 
roadblocks to the commercialization of nanoelectronics via NIL 
techniques.

19.5.2.1 Nanoimprint Materials Development

There are several examples of high resolution patterning being 
achieved with NIL. For years, Professor Chou’s fabrication of 
10 nm vias was the ultimate demonstration of high resolution 
pattering with NIL.168 More recently, Professor John Roger’s 
group demonstrated that the fabrication of 2 nm replicas of car-
bon nanotubes randomly distributed across a rigid substrate 
could be created within a polydimethylsiloxane (PDMS) resin 
using NIL processes.180 Professor Chou’s group has gone on to 
report the patterning periodic line-space patterns with a 6 nm 
half-pitch,181 indicating that NIL has the potential resolution and 
patterning control that is commensurate with nanoelectronics 
(Figure 19.15).

However, there is still a need for improving NIL materials or 
resists. Resolution is only part of the picture and a NIL resist 
must also satisfy a number of different properties. First, the 
material must be able to readily flow into the imprint mold. If 
harsh conditions that plastically deform the patterned mate-
rial are required, the NIL processes may induce residual stress 
into the patterns.182–184 It is desirable that the patterned media 
readily flows into the imprint mold. Likewise, the imprinted 
patterns must have the mechanical strength to resist pat-
tern collapse. There are several examples of the critical aspect 
ratio for pattern collapse with decreasing feature size.185 NIL 
is capable of generating very small patterns that make pattern 
collapse a significant concern. Furthermore, it is critical that 
the mold separates easily from the imprinted structure without 
destroying the sample. This requires both low surface energy 
mold treatment strategies that minimize adhesion between the 
imprint and the substrate as well as imprint materials with the 
cohesive strength to withstand the shear stress generated dur-
ing mold separation.186 Since external forces are required to pry 
the mold from the substrate, a mechanical load is placed on the 

patterns. It is a significant materials science challenge to maxi-
mize these properties simultaneously especially with functional 
nanoimprint materials.

19.5.2.2 template Fabrication and availability

The fabrication and availability of high quality templates or 
molds are crucial for NIL patterning technologies. With 
an ultimate resolution approaching just a few nm, even the 
slightest flaw in the master has the potential to be replicated 
into hundreds or thousands of imprinted copies. This means 
that significant efforts must be made to produce high qual-
ity imprint masters. Electron-beam (e-beam) lithography is 
the industry standard for producing high-resolution patterns 
with a resolution on the order of 10–20 nm. However, e-beam 
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FIGURE 19.15 Examples of high resolution patterning with NIL. 
Panels (a) shows a few carbon nanotubes with a diameter of 2 nm on a 
flat surface that served as the model imprint mold while panel (b) shows 
the resulting patterns that were replicated in PDMS. (Reprinted from 
Hua, F. et al., Nano Lett., 4(12), 2467, 2004. With permission. © 2004, 
American Chemical Society.) Panel (c) shows well regular line-space pat-
terns that have been imprinted with critical dimension to a 6 nm half-
pitch. (Reprinted from Austin, M.D. et al., Nanotechnology, 16(8), 1058, 
2005. With permission.)
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lithography is not practical for manufacturing since it is a slow, 
serial writing process and is very costly. One of the greatest 
attributes of NIL is that it can be considered as an e-beam 
replication technique. Once a costly pattern is fabricated by 
e-beam lithography into a mold or master material, thousands 
of high-resolution copies of the pattern can be replicated via 
NIL processes at a fraction of the initial cost.187 This is a very 
attractive proposition, but it also means that a high quality 
imprint master is critical. Any mistake will be easily propa-
gated through all of the copies.

19.5.2.3  Defect Inspection and Dimensional 
Metrology

The need to have high quality imprint templates has been 
articulated in the preceding section. Hand-in-hand with this 
requirement is the need to evaluate, quantify, and certify the 
pattern quality in both the imprint master and the resulting 
imprints. High-resolution patterning demands high-resolution 
pattern metrology. We have already mentioned the excessive 
costs for fabricating a NIL master or mold with large areas pat-
terned with nanoscale features. Quantitative measurements to 
qualify that the imprint master meets the design specifications 
in terms of pattern shape are absolutely critical for making this 
investment. Likewise, fast and efficient high-resolution pat-
tern metrology methods are also needed to monitor the high 
volume manufacturing processes. It is critical to have quan-
titative measures in place to determine if the manufacturing 
processes drift out of tolerance. For high-resolution pattern-
ing, this means high-resolution metrology. Even at the current 
65 nm technology node, the “Metrology” chapter of the ITRS 
Roadmap contains roadblocks in terms of high-resolution CD 
metrologies.188 The leap from 65 nm optical lithography to NIL 
processes that offer better than a 5 nm resolution raise signifi-
cant concerns regarding our ability to quantitatively evaluate 
the patterns that we fabricate. This is not that big of an issue in 
the R&D phase of technology development, where one usually 
deals with highly optimized prototypes. However, high volume 
manufacturing processes demand quantitative process moni-
toring capabilities. With respect to pattern shape metrology, 
the ability to pattern with NIL greatly exceeds the limits of the 
current inspection tools.

NIL is essentially a direct pattern transfer process whereby 
the patterns in the imprint have the potential to be a mirror 
image of the patterns in the mold. This brings up the fidelity 
of the pattern transfer concept—how closely do the imprinted 
features resemble the mold. To achieve the greatest fidelity of 
pattern transfer, one must be able to minimize the shrinkage 
of the imprinted material in the mold (either up cross-linking or 
cooling) or any distortions of the pattern after imprinting. The 
fidelity of the pattern transfer concept is fundamentally unique 
to NIL. However, in NIL one can directly compare the dimen-
sions of the mold cavity to the pattern to quantify the fidelity 
of the pattern transfer. This means that dimensional metrolo-
gies must be able to quantify both the mold and the imprinted 
patterns.189

19.5.2.4 residual Layer Control

The objective in most imprint processes is typically to create iso-
lated patterns on the substrate. However, there is always a con-
tinuous residual layer of resist material between the substrate 
and the patterns that needs to be removed. Simple volume filling 
arguments dictate the thickness of the residual layer, comparing 
the volume of material per unit area in the smooth film to the 
volume of the cavities in the mold. Even if there is less material in 
the film than there is in the mold cavities, the protrusions of the 
mold cannot be completely pressed into direct contact with the 
substrate; there is always a finite residual layer on the order of a 
few nanometers thick. While this residual layer is easily removed 
through reactive ion etching (RIE) processes, it is critical to 
achieve both a minimized and uniform residual layer. The mini-
mized residual layer is important to maintain CD control. RIE 
processes are highly anisotropic, etching primarily vertically, 
however, there is a small amount of lateral trimming that occurs 
(Figure 19.16). If one has to etch through a thick residual layer, 
then the extent of lateral trimming can be significant; minimiz-
ing the residual layer minimizes the trimming. Furthermore, it 
is important to achieve a uniform residual layer across the entire 
field of the imprint. If there are thick and thin regions of residual 
layer, the RIE will break through to the substrate first in the thin-
ner regions. When this happens, a micro loading effect occurs 
in the etch process where the concentration of plasma increases 
upon breakthrough (the plasma etch chemistries are biased to 
consume resist over the substrate). The result of micro-loading 
is an increased lateral etch rate, i.e., a localized enhancement in 
the lateral trimming. This nonuniform lateral trimming leads to 
a distribution of the pattern dimensions (loss of CD control).

Underestimated
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OverestimatedResidual layer

Nonuniform trimming

RIE

RIE

FIGURE 19.16 A schematic illustrating how an accurate knowledge 
and control of the residual layer thickness is critical to controlling 
lateral trimming and critical dimension control. Overestimating the 
thickness of the residual layer can lead to excessive lateral trimming. A 
non-uniform residual layer can lead to a distribution of linewidths and 
a loss of CD control through a micro-loading effect.
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Controlling the residual layer thickness is straight forward for 
imprint molds with uniform pattern fields. Simple volume fill-
ing calculations can be used to adjust the thickness of the film to 
minimize the residual layer, assuming that a uniform pressure 
is applied.190 However, residual layer control becomes difficult 
when the pattern field contains a distribution of different pat-
terns with different sizes and density. In this case, the volume 
filling calculations are different for the different regions of the 
mold.191 Resist films are usually applied via spin coating tech-
niques, which leads to a film of uniform thickness. In these situ-
ations, it is difficult to control the residual layer. The Molecular 
Imprints series of tools use a GDS-based drop on demand tech-
nology to deposit an optimized amount of resist material in each 
location to properly fill the mold. This technique can be very 
effective for minimizing the residual layer.192,193

19.5.3 Overlay accuracy and Control

Depending on the application, it may or may not be important to 
align the imprint within the lateral directions with some features 
or fiduca markers on the substrate. There are many applications, 
such as anti-reflective optical coatings, where pattern overlay is 
not required. However, for nanoelectronic applications, one could 
imagine it being very important to align the imprint with circuit 
elements in the substrate. Most imprint tools offer some type of 
alignment capability. The alignment is usually achieved by fabri-
cating a series of vernier gratings in both the imprint mold and the 
patterning substrate and use interferometers to sense very small 
changes in the in-plane dimensions.194 Piezoelectric actuators can 
be incorporated into the imprint head to generate very small lat-
eral position corrections that help precisely align the mold with 
the substrate. Most general use imprint tools are designed for 
molds and substrates that are not transparent, meaning that the 
comparison of the interference pattern from the two verniers is 
achieved through a series of mirrors and reflective light. With 
these types of tools, one is able to achieve overlay accuracies on 
the order of ±200 nm in the in-plane directions. Given the 5 nm 
or better patterning resolution of NIL, the accuracy with which a 
feature can be placed within the plane of the film is significantly 
worse. There are tools with higher overlay accuracy. Molecular 
Imprints produces highly specialized tools that are optimized for 
patterning with UV radiation only, using quartz molds that are 
optically transparent.195 When it comes to overlay alignment, sys-
tems that are dedicated to patterning with transparent molds have 
a significant advantage because through wafer comparison of 
the optical verniers is possible. Eliminating the series of mirrors 
and reflective optics reduces the error in the overlay alignment, 
enabling sub-15 nm 3σ overlay accuracy. This is more commensu-
rate with the ultimate patterning resolution of a few nm.

19.5.4 technology Examples

There are a growing number of examples in the literature of 
nanoelectronic devices being fabricated by NIL processes, prov-
ing that the technique has potential (Figure 19.17). The most 

common examples are the cross-bar memory structures where 
a semiconducting material is sandwiched between orthogo-
nally situated parallel line-space electrodes to be used as either 
data storage or logic devices.196 Here, NIL processes are used to 
fabricate the parallel line-space electrode arrays. These devices 
can have half-pitch values as small as 17 nm for the electrode 
arrays and memory densities as high as 100 Gbit/cm2. On the 
CMOS front, a recent joint effort from Toshiba and Molecular 
Imprints have demonstrated the fabrication of a functional 
sub-32 nm logic circuit using NIL.197 Likewise, IBM and 
SEMATECH have reported the fabrication of 27 nm functional 
FINFET structures using NIL technologies.198 Another sector 
where NIL processes are being widely adapted is for magnetic 
data storage media. The equivalent Moore’s law for the hard 
disc industry is even more aggressive than that of the semi-
conductor industry, doubling in data storage capacity ever 12 
months. To keep pace with this trend, the industry is moving 
towards bit patterned media. NIL processes are being devel-
oped to fabricate 25 nm posts of magnetic media on a pitch of 
approximately 40 nm.199 These are just a few examples related to 
nanoelectronics where NIL technologies are being actively pur-
sued. There are also a number of other applications in the opti-
cal and biotechnology fields where NIL methods are poised to 
have an impact. Two of the most prominent examples include 
wire grid polarizer elements for screen and display technolo-
gies200,201 and photonic structures to facilitate light extraction 
in high brightness LEDs.187

19.5.5 Future Perspectives

In some respects, NIL is just one of a long list of next-
generation lithography techniques that has been developed 
as an alternative to deep UV optical lithography for the 
semiconductor industry. However, none of these alternate 
technologies have even come close to supplanting optical 
lithography as the high volume lithography of choice for the 
electronics industry. While a debate over the merits of NIL to 
replace optical lithography for CMOS fabrication is beyond 
the scope of this review, it is important to realize that NIL 
is the first next generation lithography candidate to have a 
viable life outside of CMOS, and there are already success 
stories for the patterning technology in non-CMOS tech-
nologies. This means that the success or failure of NIL is not 
tied to the semiconductor industry; it has already succeeded. 
As microelectronics moves beyond CMOS into nanoelec-
tronics with novel device architectures, dramatically dif-
ferent principals of operation, and the need for nanoscale 
patterning, NIL is on-pace to be a well-established generic 
nanoscale patterning technology of relevance. Next genera-
tion lithography techniques tied directly to the CMOS com-
munity (193 nm immersion, double patterning, EUV) are 
solely dependent on this community for success or failure. 
These patterning technologies will likely go away if they are 
not adapted by the semiconductor community. The same is 
not true for NIL.
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19.6 Metrology for Nanolithography

19.6.1 advanced Lithographic Processes

As optical lithography reaches its limits, new processes such as 
double patterning and double exposure are being explored as 
means of extending 193 nm immersion-based lithography. The 
goal of these patterning methods is patterning at dimensions 
that are less than those that can be printed in a single litho-
graphic exposure step. Each of these process-based methods 
poses a unique challenge to all aspects of process control includ-
ing metrology. These processes are summarized in Figures 19.18 
through 19.20.188

Double exposure uses two reticles that must be precisely 
aligned so that the pattern placement is one pitch across the 
printed area. One photoresist layer is exposed twice with spe-
cially designed reticles resulting in densely spaced lines. This 
pattern can then be etched into the underlying films patterning 
the wafer with features having a ½ pitch less than can be printed 
using one reticle. This process is shown in Figure 19.18.

Double patterning is also done using two reticles that must 
be aligned with accuracy, so that the pattern placement has one 
pitch and close to one linewidth across the printed area. The first 
photoresist layer is exposed and then the film stack is etched 
leaving the pattern in the hard mask layer. Then the wafer is 
coated with BARC and resist and the second set of lines is pat-
terned into the second BARC/resist layer. The resultant double 
pattern structure is etched into the poly silicon. Figure 19.19 
provides great detail for double patterning processes for lines. 
Similar process steps are used for contacts and trenches.

Spacer double patterning is believed to be already in use in man-
ufacturing. A slightly different film stack is used for spacer double 
patterning. First, a sacrificial poly silicon layer is patterned, spacer 
oxide is deposited, and the sacrificial poly silicon layer is removed 
resulting in a spacer pattern. This pattern is etched into the poly 
silicon layer. In Figure 19.20, this single reticle process is more fully 
described. The origin of the two sets of line shapes is due to the dif-
ferent shapes of each side of a spacer. The two sets of critical dimen-
sions are due to the nature of the spacer deposition process.

(a) (b)

(c) (d)

10.0 nm

17 nm

Acc.V Spot Magn Det WD 500 nm

49.6 nm

5.4 nm
5.8 nm

4.9 nm

5.7 nm

14.1 nm

20 nm
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2HU1D2OG
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FIGURE 19.17 Examples of several different technologies fabricated with NIL techniques: (a) a high-resolution image taken from the 17 nm half-pitch 
cross-bar nanowire circuit arrays made by SNAP. (Reprinted from Jung, G.Y. et al., Nano Lett., 6(3), 351, 2006. With permission. © 2006, American 
Chemical Society.) (b) Bit patterned magnetic media for high density data storage showing 25 nm magnetic posts fabricated by NIL. (Reprinted from 
Dobisz, E.A. et al., Proc. IEEE, 96(11), 1836, 2008. With permission. © 2008, IEEE.) (c) A cross-sectional view of a 27 nm FinFET structure whose critical 
dimension was patterned by Step-and-Flash Imprint Lithography at Molecular Imprints, Austin, TX. Nominally identical structures led to functional 
FinFET devices. (From IBM Almaden Research Center, San Jose, CA. With permission.) (d) An array of photonic devices patterned uniformly over an 
entire 6 nm wafer for high brightness LED devices. (Reprinted from Miller, M. et al., Proc. SPIE, 6883, 68830D, 2008. With permission.)
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FIGURE 19.19 The double patterning method of patterning lines is shown. Lines are patterned using positive resist. (a) shows the film stack, and 
(b) shows the patterning process.
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FIGURE 19.18 The double exposure method of patterning lines is shown. Lines are patterned using positive resist. (a) shows the film stack, and 
(b) shows the patterning process.
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FIGURE 19.20 The spacer double patterning method is shown. Lines are patterned using positive resist. (a) shows the film stack, and (b) shows 
the patterning process.
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Overlay plays an important role in double pattering, spacer 
patterning, and double exposure pattering of lines. Overlay must 
be near perfect to achieve a uniform pitch. If the second expo-
sure is shifted, every other space will be different. This impacts 
further processing, the measurement of CD and lineshape, and 
device performance. Etch is known to be sensitive to lineshape 
and the distance between lines. Etch uniformity can be reduced 
when the resist pattern is etched into the layer below.

19.6.2  Metrology for advanced 
Lithography Processes

Measurement needs start with control of feature shape and 
placement on the mask (reticle), and follow through until the 
features are etched into the active layer of the device or inter-
connect structure.188 Since optical masks are glass with chrome 
features, scanning electron microscope (SEM)-based measure-
ments must overcome the charging inherent in the measurement 
of an insulator. The chrome features must have the correct line-
width and shape and must be placed on the mask in the cor-
rect position relative to each other. The recent introduction of 
“environmental” SEM allows for charge neutralization during 
the SEM-based measurement of CD and line shape on the mask.

The advanced lithographic process challenge metrology mainly 
through the two distributions of critical dimensions and line 
shapes especially the side wall angles of the lines. Two methods 
of CD measurement are used during manufacturing, namely 
CD-scanning electron microscopy (CD-SEM) and scatterom-
etry. The term scatterometry typically refers to one of two opti-
cal methods of measuring critical dimensions using a grating test 
structure. One example of a grating test structure is an array of 
lines with a constant pitch and linewidth. Others include an array 
of contact holes. Scatterometry measurements can be done in a 
spectroscopic ellipsometer; the main challenge is analyzing the 
changes in the optical response that the grating structure imparts 
versus the response of an un-patterned film stack. The other 
approach to scatterometry is to measure the diffraction pattern 
from a single wavelength across a range of angles. Both methods 
of scatterometry require that an extensive database of simulated 
ellipsometric responses be placed into a library. Some libraries 
contain tens to hundreds of thousands of simulated structures for 
a single process step. Data from a sample is matched to this set of 
simulated responses. Accuracy requires that ellipsometry be sen-
sitive to the small differences in optical response.

Ellipsometry measures the change in polarization of light after 
reflection from the sample surface. Spectroscopic ellipsometry-
based scatterometry relies on the changes in polarization due to 
changes in the grating test structure as a function of wavelength. 
Advanced lithographic processes pose two challenges to scat-
terometry. One is shrinking feature size and the second is the 
two sets of distributions of CD and feature shape. Sensitivity to 
small changes in dimension is becoming increasingly difficult 
as feature size decreases below 50 nm for both CD-SEM and 
scatterometry. The previous method of single exposure and etch 
patterning required that scatterometry measure the average CD 

and line shape of a uniform grating structure. Double pattern-
ing and double exposure requires that scatterometry produce 
the average CD and line shape of two distributions of line shape. 
In situations where overlay errors result in a nonuniform pitch, 
the number of simulated data sets is greatly increased. Small dif-
ferences in optical response make it very difficult to distinguish 
changes in CD and line shape. Recent commercial instrumen-
tation extended the wavelength range of scatterometry further 
into the UV down to 150 nm. In general, UV wavelengths have 
improved the ability of scatterometry to measure CD and line 
shape for features with sub 50 nm dimensions.

The specifics of ellipsometry-based scatterometry are use-
ful in understanding how critical dimensions are determined 
from a method associated with the determination of film thick-
ness for unpatterned layers. The premise of ellipsometry is that 
light polarized in-plane of reflection (P) reflects differently 
than light polarized perpendicular to the plane of reflection (S). 
Ellipsometry determines the change in polarization of light in 
terms of Δ, which is the difference in phase change = ΔP − ΔS and 
Ψ, which is related to the ratio of the change in intensity upon 
reflection through tan−1 (|RP|/|RS|), where RP and RS are the com-
plex reflectivity’s parallel and perpendicular to the reflectance 
plane. The reflectivity is determined by the dielectric function 
of the film stack. Reflection from a single film on a substrate 
depends on the complex dielectric function (refractive index) of 
the materials and the Fresnel reflection coefficients r12 between 
(1) air and (2) the film and r23 between (2) film and (3) the sub-
strate. The reflection from an unpatterned film is determined by 
well-understood reflection coefficients202
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The film thickness dependence comes from the exponential term 
β where d is the film thickness, λ is the wavelength of the light, and 
N2 is the complex refractive index of the film. The measurement of 
a patterned film stack requires that Maxwell’s equations be solved. 
Typically, this is done using a rigorous coupled wave approxima-
tion (RCWA), and the RCWA equations must be solved at each 
wavelength for each structure. Changes in Ψ and Δ vs wavelength 
require solving the RCWA equations at enough wavelengths to 
observe subtle changes due to CD and line shape.202

The CD-SEM measurement of critical dimensions is 
also challenged by double patterning and double exposure. 
Measuring patterned photoresist requires the calibration of 
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the rate of shrinkage of the resist vs. electron beam exposure 
time. This calibration requires the collection of enough data to 
provide statistically significant shrinkage rates. This must be 
done for each resist material. It is important to note that dif-
ferent resists are used for the fabrication of line and vias. Many 
IC manufacturers hold the resist formulas to be proprietary 
meaning that each resist formula will have different responses 
to electron beam exposure. Recent unpublished studies show 
that resist lines with a CD less than 25 nm shrink more rapidly 
than lines with a greater CD. Scatterometry measurements may 
also impact resist lines especially when measurements are done 
in UV.

There are important differences between CD-SEM and scat-
terometry in terms of the nature of information each provides. 
Advanced CD-SEM is capable of measuring the CD of two or 
more lines simultaneously. Future CD-SEMs may be able to 
measure several lines in a test area providing the average CD as 
well as the range of the CD in the test area. Scatterometry pro-
vides the average CD in the test area.

The measurement of line edge roughness in resist is critical 
for the control of device performance including leakage current. 
Industry standards organizations such as SEMI have driven 
consensus documents describing measurement methods for 
quantifying line edge roughness.203 Line edge roughness on a 
nm scale produces gate CD width roughness that results in an 
increase in leakage current. Line edge roughness at longer scales 
produces an increase in carrier surface scattering that increases 
line resistivity. At this time, line edge roughness measurements 
can be done using CD-SEM or CD-AFM.

Overlay metrology is considerably more challenging for 
advanced lithography processes. Overlay measurements are 
typically done using specially designed optical microscopes 
and target structures that are patterned into both the upper and 
lower layers. Double patterning of trenches for interconnect 
lines have additional complications for metrology. If the over-
lay is shifted, then the trench CD also changes. Overlay mea-
surement precision for all double patterning methods becomes 
at best a factor of 0.7 of the overlay required for a single expo-
sure patterning of all the trenches. This has driven the devel-
opment of new overlay test structures that include scattering 
bars that diffract light. SEM may provide an alternate means of 
measuring overlay.

19.6.3 Proposed New CD Metrology Methods

Many have speculated about the demise of CD-SEM and scat-
terometry. Even optical microscopy-based CD measurement is 
still done for features have larger CDs such as microelectro-
mechanical systems (MEMS). It is possible that CD-SEM and 
scatterometry can not extend beyond the 22 nm half pitch. 
Two methods are being considered as potential replacements 
for scatterometry and CD-SEM. These are small angle x-ray 
scattering, which is known as CD-SAXS,204 and He ion micros-
copy.205 In CD-SAXS, a focused, monochromatic x-ray beam 
is transmitted through a grating test structure, as shown in 

Figure 19.21, that is similar to the ones used for scatterome-
try measurement. It is important to note that CD-SAXS can 
measure line edge roughness, average CD, individual CD, and 
line shape for the lines in the test structure.206–209 At this time 
(2009), evaluation of the capabilities of He ion microscopy are 
in the initial stages.

abbreviations

α  Fraction of light absorbed, when referring to resist 
technology

α  Width of the forward-scattering distribution, when 
referring to electron-beam lithography

β  Width of the backscattered distribution, when 
referring to electron-beam lithography

δ  Photoacid diffusion length, when referring to resist 
technology

ε  Photoacid generation efficiency, when referring to 
resist technology

η  The effective dose contributed by the backscattered 
electrons, when referring to electron-beam lithography

BARC Bottom anti-reflective coating
CD Critical dimension
CD-SEM Critical dimension scanning electron microscope
CD-SAXS Critical dimension small-angle x-ray scattering
CD-AFM Critical dimension atomic force microscopy
CMOS Complementary metal-oxide semiconductor
CMP Chemical mechanical polishing
De  Dose at line-edge, when referring to resist 

technology
D0  Incident dose, when referring to electron-beam 

lithography
DOF Depth of focus
DUV Deep-ultraviolet
E0  Incident electron energy, when referring to 

 electron-beam lithography
EUV Extreme-ultraviolet
FINFET  Nonplanar, double-gate field effect transistor, “fin” 

refers to shape of semiconductor
HP Half-pitch

Array of patterns

Sample
rotation

angle
2-D x-ray
detector

2θ

X-ray beam

FIGURE 19.21 CD SAXS schematic of using collimated x-ray beams 
with energy that are transmissive through a patterned silicon wafer 
resulting in scattering from an array of patterns.
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HSQ Hydrogen silsesquioxane
IC Integrated circuit
ITRS  International Technology Roadmap for 

Semiconductors
LILS Latent-image log slope
LED Light emitting diode
LER Line-edge roughness
LWR Line-width roughness
MEMS Microelectromechanical systems
MG Molecular glass
ML2 Maskless lithography
NA Numerical aperture
NIL Nanoimprint lithography
PAG Photoacid generator
PDMS Polydimethylsiloxane
q  Number of photons/nm2, when referring to resist 

technology
RIE Reactive ion etch
SCALPEL  Scattering with angular limitation in projection 

electron-beam lithography
STM Scanning tunneling microscopy
UV Ultraviolet

Official contribution of the National Institute of Standards and 
Technology; not subject to copyright in the United States.

Certain commercial equipment and materials are identified 
in this paper in order to specify adequately the experimental 
procedure. In no case does such identification imply recommen-
dations by the National Institute of Standards and Technology 
nor does it imply that the material or equipment identified is 
necessarily the best available for this purpose.
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20.1 Introduction

Extreme ultraviolet (EUV) lithography extends conventional 
optical lithography to higher resolution because it utilizes 
an exceedingly short imaging wavelength (λ = 13.5 nm) and 
provides a larger depth of focus because it employs a small 
numerical aperture (NA = 0.25) imaging system. Although 
it has a number of similarities with visible, deep ultraviolet 
(DUV), and 193 nm lithography, EUV lithography (EUVL) 
presents several unique technical challenges. For example, 
because EUV radiation is not transmitted through ambient 
air, an EUVL tool must be operated in a vacuum environ-
ment. Since all solid materials strongly absorb EUV radiation, 
conventional refractive optics is not an option and reflec-
tive reticles and optics must be employed. Since no naturally 
occurring material provides more than about 1% reflectivity 
at normal incidence in the EUV spectral region, EUV mirrors 
must be coated with special multilayer (ML) reflective coat-
ings. Since EUV sources are inefficient, a high-temperature 
plasma source requiring extremely high input power and 
careful management of waste heat must be used. Furthermore, 
because hydrocarbons and water vapor are cracked by EUV 
radiation, depositing carbon on mirror surfaces and oxidizing 
their reflective coatings, hydrocarbon and water vapor levels 
in an EUV exposure tool must be carefully controlled. While 
the development of EUVL has been and continues to be chal-
lenging, the successful insertion of EUVL into semiconductor 
manufacturing will bring many benefits, among which are a 
much wider process window and an ability to print linewidths 
at 22 nm and smaller.

The key components of a system for EUVL include (1) an illu-
mination system consisting of a plasma EUV radiation source, a 
condenser to collect the light, and an illuminator; (2) a patterned 
reflective mask; (3) a 4×-reduction reflective imaging system com-
prised of six or more highly precise ML-coated aspheric mirrors; 
and (4) an EUV-sensitive resist. A diagram illustrating the key 
components in an EUVL exposure tool is shown in Figure 20.1.

Although a variety of sources can generate EUV radiation, the 
source illustrated in Figure 20.1 is a high-temperature plasma of 
the kind that can be produced by focusing a high-power pulsed 
laser on a target of lithium, tin, or xenon. EUV radiation reflected 
from a patterned reticle located on the mask stage is imaged by 
4×-reduction projection optics onto a resist-coated silicon wafer 
located on the wafer stage. EUVL exposure tools use the same 
step and scan architecture employed in today’s DUV and 193 nm 
exposure tools and will ultimately operate at similar through-
puts, approximately 80–100 wafers/h.

The development of EUV imaging systems from the early 
1980s to the present is summarized in Section 20.2, which also 
describes the key technology developments that made EUVL 
possible: ML reflective coatings, highly precise aspheric mir-
rors, and phase-shifting point-diffraction interferometers. The 
current state of the art in EUVL is summarized in Section 20.3. 
The current status of EUVL infrastructure development in 
sources, masks, resists, mask handling, and optics and mask 
contamination is described in Section 20.4. The elements 
of EUV technology at highest risk of not being ready when 
needed and the timing of EUV insertion into manufacturing 
are discussed in Section 20.5, and an extensive list of references 
is given at the end.
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20.2 Historical Background

20.2.1 EUV Imaging System Development

The most important developments in EUV imaging systems that 
took place in Europe, Japan, and the United States from 1985 to 
the present are illustrated in Figure 20.2.

The surface of each optical element in an EUV imaging sys-
tem must be provided with a ML coating that reflects EUV 
radiation at near-normal angles of incidence. The use of nor-
mal-incidence reflective optics for x-ray microscopes and x-ray 
telescopes was proposed first in the early 1980s,1–3 but efficient 
ML reflective coatings were not sufficiently advanced at that 
time to be of much use and the results of the early soft x-ray 
imaging experiments were not very encouraging. The earliest 
EUV imaging experiments were carried out using projection 
optics consisting of two spherical mirrors, a convex primary, 
and a concave secondary, arranged in a Schwarzschild form. 
In fact, projection optics of this type were used by Hiroo 

Kinoshita of NTT in 1985 in the very first EUVL imaging 
experiments. Initially, the imaging system mirrors consisted of 
tungsten–carbon MLs deposited on SiC substrates.4 Later, an 
imaging system with reflective coatings designed to work near 
the absorption edge of Si was assembled at the High Energy 
Physics Laboratory in Tsukuba, Japan, but the alignment accu-
racy of the optics was poor and all of the replicated patterns 
were severely distorted. In 1984, an image of a 4 μm line and 
space pattern was finally produced and in 1986, at the Autumn 
Meeting of the Japan Society of Applied Physics, the results 
of the early imaging experiments were first made public.5 
Other early experiments that employed two-spherical-mirror 
projection optics were the demonstration by Bjorkholm et al. 
of AT&T in 1990 of diffraction-limited imaging near 14 nm 
wavelength using 20× reduction 0.08 NA Mo/Si ML-coated 
Schwarzschild optics to print features as small as 0.05 μm 
in poly (methyl metacrylate) resist,6 and the development by 
Tichenor et al. of Sandia National Laboratory (SNL) in 1995 
of the first EUVL laboratory tool capable of precise overlay 
combining 10× reduction, 0.088 NA Schwarzschild optics with 
accurate mask and wafer stages, and an integrated through-
the-lens alignment system.7

The second stage in the evolution of EUVL imaging systems 
involved the development of two-aspherical-mirror projection 
optics. In 1993, Kinoshita et al. of NTT fabricated a 5× reduc-
tion, 0.07 NA two-aspherical-mirror imaging system with a 
20 × 0.4 mm exposure area8 based on a design first described 
by Kurihara et al.9 and demonstrated the imaging of features 
as small as 0.25 μm across a 10 × 0.6 mm area and imaging of 
0.15 μm features over a portion of a 2 × 0.6 mm ring-shaped field. 
In 1996, Haga et al. succeeded in expanding the exposure area 
of the two-aspherical-mirror imaging system to 20 × 25 mm by 

6-Aspherical-mirror EUVL pre-production tool (ASML/Zeiss)15

6-Aspherical-mirror alpha demo tool (ASML/Zeiss)18

2-Aspherical-mirror 0.3NA MET (SEMATECH/Zeiss)11

3-Aspherical+1-spherical-mirror ETS scanner (VNL)15

3-Aspherical-mirror large-field replication (HIT)14

2-Mirror 10× micro strepper (SNL, AT&T )7

First diffraction-limited imaging (AT&T)6

EUV imaging system highlights

1985 1990 1995 2000 2005 2010

First EUVL imaging (NTT)5
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FIGURE 20.2 Major developments in EUVL imaging systems from 1985 to present.
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FIGURE 20.1 Sketch showing the major subsystems in an exposure 
tool for extreme ultraviolet lithography.
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utilizing new critical-illumination optics to illuminate a 20 × 
0.6 mm ring-shaped area of the mask and by scanning the mask 
and wafer stages in synchronism.10 In 2004, Naulleau et al. of 
Lawrence Berkeley National Laboratory (LBNL) demonstrated 
the printing capabilities of a 0.3 NA EUV micro-exposure tool 
(MET) at the Advanced Light Source in Berkeley.11 The MET’s 
0.3 NA 5×-reduction two-aspherical-mirror imaging system 
(with maximum aspheric departure of 3.82 μm on the primary 
and 5.61 μm on the secondary), manufactured by Carl Zeiss 
in Germany, had an annular pupil with a central obscuration 
radius equal to 30% of the full pupil, a 1 × 3 mm field of view at 
the reticle plane (200 × 600 μm at the wafer plane), and provided 
~22.5 nm resolution with conventional illumination (Rayleigh 
k1 = 0.5) and smaller than 16 nm resolution with dipole illumina-
tion (Rayleigh k1 = 0.35).12

The third stage in the evolution of EUV imaging systems 
involved the development of projection optics, which could sup-
port the larger exposure fields needed for device demonstra-
tions. In 1996, Murakami et al. of Nikon Corporation described 
the design of a three-aspherical-mirror ring-field imaging sys-
tem.13 In 1998, Kinoshita et al. of Himeji Institute of Technology 
(Hyogo University today) described a three-aspherical mirror 
system for EUVL that included illumination optics, a scanning 
and alignment mechanism, a 0.1 NA 5× reduction imaging sys-
tem that utilized three aspherical mirrors and one plane mirror, 
which supported 0.1 μm resolution printing by scanning a 1 mm 
wide by 30 mm long ring-shaped image field across a wafer, and a 
load-lock chamber for bringing wafers into and out of vacuum.14 
In 2001, Tichenor et al. of the Virtual National Laboratory, with 
personnel from LBNL, Lawrence Livermore National Laboratory 
(LLNL), and SNL, described system integration and perfor-
mance of the EUV Engineering Test Stand (ETS) developed for 
the EUVLLC,15 an Intel-led consortium of semiconductor man-
ufacturers formed in 1997 to accelerate the commercialization of 
EUVL. The ETS’s 0.1 NA 4× reduction projection optics, consist-
ing of three aspherical mirrors (with max aspheric departures 
less than 10 μm) and one spherical mirror, provided a ±0.5 μm 
depth of focus (DOF), a scanned field size of 24 × 32.8 mm, and 
100 nm resolution imaging. The extensive experimental work on 
the ETS and the involvement of personnel from six semiconduc-
tor companies in the EUVLLC project resulted in a high level of 
confidence that EUVL was ready for commercial development.

The most recent stage in the evolution of EUV imaging sys-
tems includes the development of six-aspherical-mirror ring-field 
projection optics by each of the three major suppliers of com-
mercial lithographic exposure tools. The 0.25 NA 4× reduction 
imaging system in ASML’s full-field scanning EUV Alpha Demo 
Tool (ADT), two of which were delivered to customers in 2007, is 
designed to print 40 nm dense lines and spaces over a 26 × 33 mm 
field and has recently been used to print 28 nm dense lines and 
spaces in a state-of-the-art resist.16 The 0.25 NA 4× reduction 
six-aspherical-mirror imaging system in Nikon’s EUV1 process 
development tool is designed to print 45 nm dense lines over a 26 × 
23 mm field, and a set of EUV1 projection optics has recently dem-
onstrated an extraordinarily low 0.4 nm root mean square (rms) 

wavefront error over a 26 × 2 mm static exposure field.17 ASML’s 
Model NXE: 3100 EUV preproduction tool, which is expected 
to be delivered to customers in 2010, will include a 0.25 NA six-
aspherical-mirror imaging system with even lower wavefront 
error and with reduced imaging system flare.16

20.2.2 EUVL-Enabling technologies

Four scientific and technical breakthroughs critical to the devel-
opment of EUVL occurred between 1981 and 1996. These four 
major advances were the first demonstrations of normal-inci-
dence imaging in the soft x-ray spectral region, the development 
of efficient ML reflective coatings, the fabrication and charac-
terization of precision aspheres, and the improvement of phase-
measuring interferometry (PMI).

20.2.2.1 Multilayer reflective Coatings

Below 30 nm wavelength, no naturally occurring material pro-
vides more than about 1% normal incidence reflectance because 
the index of refraction of all materials in this region is nearly 
unity (actually slightly less than one). In 1972, Eberhard Spiller 
of IBM showed that ML films composed of two materials that 
have nearly identical index of refraction, but that have widely 
different values of EUV absorption, can lead to constructive 
interference and, hence, enhanced reflection in a narrow wave-
length band peaked at the Bragg wavelength, λ = 2Λ sin(θ), 
where Λ is the ML period and θ is the angle of incidence.18 In 
1985, Barbee et al.19 demonstrated that the particular material 
combination of molybdenum and silicon results in an excep-
tionally high normal-incidence reflectivity at wavelengths just 
longer than the Si L absorption edge at 12.4 nm. Today, ML coat-
ings can provide a usable normal incidence reflectance in nar-
row bands of EUV wavelength from 4.5 to 30 nm.20 The normal 
incidence reflectance of the best modern Mo/Si ML, an example 
of which is shown in Figure 20.3, now approaches 70% in a 
narrow band of wavelengths near 13.5 nm.21
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FIGURE 20.3 Reflectance of a Mo/Si ML measured with a commercial 
EUV reflectometer. (Reprinted from Wood, O., AIP Conf. Proc., 931, 375, 
2007. With permission.)
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To maximize tool throughput, each of the mirrors in EUVL 
projection optics must have the highest possible reflectivity 
at 13.5 nm. To maximize imaging performance, the central 
wavelength of the reflectivity must be controlled to better than 
0.01 nm. To support diffraction-limited printing, the mirror 
surfaces must have surface figure errors of the order of about 
0.1 nm rms, and the ML coatings must not contribute more than 
approximately one-quarter of the total error, a requirement that 
leads to strict requirements on the thickness uniformity. The 
processing conditions for the deposition of Mo/Si ML coatings 
have now been optimized to obtain high reflectivity, low inter-
nal stress, and graded thickness simultaneously, and ML coat-
ings are now available commercially at a number of institutions 
around the globe. Nikon Corporation recently succeeded in fab-
ricating an aspheric mirror for an EUV imaging system with as 
little as 60 pm rms surface figure change before and after ML 
coating (small enough so that its effect on wavefront error can 
be ignored).17

20.2.2.2  Fabrication and Characterization 
of aspheric Mirrors

The progress that has taken place in the fabrication and 
characterization of aspheric mirrors since the early 1990s is 
impressive. In the beginning, only low-departure aspheres 
could be fabricated and these were found to be only margin-
ally usable in two-mirror EUV imaging systems. Polishing 
processes for aspheric mirrors have since been developed that 

can simultaneously reduce low spatial frequency roughness 
(LSFR), mid-spatial frequency roughness (MSFR), and high 
spatial frequency roughness (HSFR). Today, aspheres that meet 
the stringent requirements of a high-NA six-mirror EUV litho-
graphic imaging system, less than 0.1 nm rms for LSRF, MSFR, 
and HSFR, are available commercially. Figure 20.4 shows some 
recent data from Nikon Corporation from a polished aspheric 
mirror for its EUV1 projection optics on which Nikon achieved 
an LSFR of 38 pm rms, an MSFR of 80 nm rms, and a HSFR of 
68 nm rms.17

Surface figure data at low spatial frequencies, obtained from 
visible light interferometry, are needed to ensure diffraction-
limited imaging. Surface finish data at high- and mid-spatial 
frequencies, obtained with an atomic force microscope and 
a white-light interferometric microscope, are needed to pre-
dict the distribution of scattered radiation in the imaging 
system. Surface roughness at high-spatial frequencies results 
in a loss of EUV reflectivity and, hence, system throughput. 
Surface roughness at mid-spatial frequencies can scatter light 
into the image plane and result in a loss of image contrast. For 
this reason, MSFR and the imaging system flare it causes is a 
serious concern for EUVL even today. A complete set of power 
spectral density (PSD) surface height data from an asphere for 
Nikon’s EUV1 projection optics is also shown in Figure 20.4.17 
The smooth PSD curve shows that a high degree of precision 
has been successfully achieved in each of the important spatial 
wavelength regions.
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20.2.2.3  the Phase-Shifting Point- Diffraction 
Interferometer

To achieve the highest possible resolution (diffraction-limited 
printing), the wavefront error of an imaging system must be less 
than λ/14, where λ is the operating wavelength (less than 1 nm 
when λ = 13.5 nm). For a six-mirror imaging system, this means 
that the error contributions from each individual mirror can 
be no larger than about 0.1 nm rms (assuming that the errors 
are uncorrelated and taking into account the doubling of the 
error that occurs on reflection). Visible-light phase-measuring 
interferometry (PMI) is the metrology most commonly used to 
provide the feedback needed for figuring a mirror surface. Since 
PMI is a comparative technique, its accuracy is limited by the 
quality of the reference. Recognizing this, Gary Sommargren 
(LLNL) in 1996 developed a new type of PMI, called phase-shift-
ing diffraction interferometry (PSDI) that utilized a reference 
based on diffraction.22 An experimental arrangement for PSDI 
configured to measure the surface figure of a concave off-axis 
aspheric mirror is illustrated in Figure 20.5.

Light leaving the end of a single-mode optical fiber diffracts, 
forming a spherical wavefront. Part of this wavefront is incident on 
the mirror being tested and is reflected back toward the fiber. This 
aberrated wavefront reflects from a semitransparent metal film on 
the face of the fiber and interferes with part of the original spherical 
wavefront to produce an interference pattern on a charge-coupled-
device camera. Subsequent work has shown that PSDI can result in 
measurement accuracies approaching 0.10 nm rms.23

The total wavefront error of an EUV imaging system depends 
not only on the surface figure and alignment of each mirror 
but also on the spatially varying properties of their ML coat-
ings. EUV interferometry, with phase-shifting point-diffraction 
interferometry (PS/PDI) and various forms of lateral-shearing 
interferometry, has been used to test and align a number of EUV 
imaging systems.24 In fact, the 0.3 NA SEMATECH Berkeley 

MET was interferometrically aligned at EUV wavelengths using 
the PS/PDI technique and its wavefront error was shown to be 
about 0.8 nm rms in a 37-term annular Zernike polynomial 
dominated by higher order spherical aberration.25 Because the 
wavefront error measured with visible light is not exactly the 
same as that measured with EUV radiation due to the phase 
change in reflection that occurs at a ML, to ensure that the six-
mirror projection optics in future EUV exposure tools have 
wavefront errors below 1 nm, EUV interferometry has been or 
is being developed by each of the major suppliers of commercial 
lithography tools.

20.3 Current State of the art

EUVL development has accelerated significantly in the last few 
years. Alpha-class EUV exposure tools are now in operation in 
Europe, Japan, and the United States. Significant improvements 
in both line/space and contact-hole performance of EUV-resist 
materials have been made due in large part to the availability 
of EUV MET tools that provide high-quality and high-contrast 
aerial images. The first EUV device integration exercises have 
been carried out using full-field EUVL exposure tools in Albany, 
New York and in Leuven, Belgium. This section presents the cur-
rent state of the art in EUV exposure tools and a brief summary 
of the results of the device integrations exercise.

20.3.1 EUVL Exposure tools

Two full-field EUVL research and development exposure 
tools were delivered by ASML in 2006, one to the College of 
Nanoscale Science and Engineering in Albany, New York and 
the other to the IMEC microelectronics research laboratory 
in Leuven, Belgium.26 Another full-field EUVL R&D tool was 
delivered by Nikon Corporation to the Semiconductor Leading 
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Edge Technologies (Selete) consortium in Tsukuba, Japan in 
2007.27 An artist’s rendering of an ASML EUV ADT is shown 
in Figure 20.6a.

The EUV source for the ADT is a gas discharge–produced 
plasma fueled by Sn vapor. The ADT utilizes a reflective illu-
minator to supply partially coherent illumination (σ = 0.5) to a 
6″ × 6″ × 0.25″ patterned reflective mask. A 4× reduction 0.25 
NA reflective imaging system, comprised of six highly precise 
ML-coated aspheric mirrors, produces an image of the mask 
on resist-coated 300 mm diameter wafers. The ADT utilizes 
the same step and scan architecture employed in today’s DUV 
and 193 nm exposure tools, although its throughput is limited 
to a few wafers per hour by the available source power. The 
specifications for the ADT include 40 nm resolution for dense 
lines and spaces, 30 nm for isolated lines, and 55 nm for contact 
holes, a field size of 26 × 33 mm, an overlay error of 12 nm mean 
+3σ, and an imaging system flare of 16%.28 Nikon’s EUV1 expo-
sure tool includes a 4× reduction 0.25 NA six-mirror imaging 
system with about 10% flare and an illumination system that 
provides σ = 0.8 conventional illumination, and was designed 
for use in process development at the 45 nm half-pitch node. 
The specifications for the EUV1 include 45 nm resolution for 
dense lines and spaces and a field size of 26 × 33 mm.29 Using 
0.25 NA EUV ADTs, ASML recently demonstrated 28 nm reso-
lution for dense lines and spaces in a 50 nm thick layer of a 

state-of-the-art chemically amplified resist (CAR) (illustrated 
in Figure 20.6b).15 ASML in joint work with AMD, IBM, and 
Toshiba demonstrated 27 nm resolution for isolated lines at a 
DOF of 200 nm (illustrated in Figure 20.6c),30 and SEMATECH 
demonstrated 28 nm resolution for dense contact holes in 
80 nm thick films of resist at a DOF of 150 nm (illustrated in 
Figure 20.6d).31

Micro-field exposure tools have played and continue to play 
a key role in the development of EUV resists. This is because 
the relative simplicity of these tools enables them to provide a 
higher aerial image contrast than the early alpha-class EUVL 
exposure tools, since they utilize higher NA projection optics 
(0.3 NA instead of 0.25 NA) and support more sophisticated 
illumination modes, and their owners have been more willing 
to risk contaminating the projection optics by agreeing to print 
with resist materials that have high outgassing rates. Two MET 
tools, the Canon 0.3 NA small-field exposure tool at Selete in 
Tsukuba, Japan32 and the SEMATECH Berkeley MET at the 
Advanced Light Source in California11 use synchrotron radiation 
as their EUV source. The other two, an Exitech MS-13 at Intel 
Corporation in Oregon and another at the SEMATECH Resist 
Test Center in Albany, New York use a Xe discharge–produced 
plasma source. A CAD model of the SEMATECH Berkeley MET 
illustrating the major components of the exposure system as well 
as the EUV beam path33 is shown in Figure 20.7a.

(a)

(b)

(c)

(d)

FIGURE 20.6 (See color insert following page 21-4.) (a) Artist illustration of ASML’s EUV ADT showing a DPP EUV source on the left, illu-
mination optics in the middle, and mask, projection optics, and wafer on the right. (Courtesy of ASML, Veldhoven, the Netherlands.) (b) Image of 
28 nm lines and spaces printed in a 50 nm thick layer of a chemically amplified resist using an ASML ADT. (Reprinted from Meiling, H. et al., Proc. 
SPIE, 7271, 727102, 2009. With permission.) (c) Image of 27 nm isolated line in 80 nm thick EUV-65 resist printed with an ASML ADT. (Reprinted 
from Pierson, B. et al., EUV resist performance on the ASML ADT and LBNL MET, International EUVL Symposium, Lake Tahoe, CA, 2008. With 
permission.) (d) Image of 28 nm diameter contact holes in 80 nm thick film of a chemically amplified resist printed at 45 mJ/cm2 dose using an ASML 
ADT. (Reprinted from Koh, C. et al., Proc. SPIE, 7271, 727124, 2009. With permission.)
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As mentioned in Section 20.2.1, the 0.3 NA MET optics sup-
port a resolution of 22.5 nm at a Rayleigh k1 factor of 0.5 and a 
resolution of 16 nm at a Rayleigh k1 factor of 0.35. Although the 
SEMATECH Berkeley MET utilizes the same projection optics 
design as the commercial METs, its unique lossless programma-
ble-coherence illuminator allows it to print at considerably lower 
Rayleigh k1 factor (that is, it supports better resolution) than the 
other MET tools. Another significant benefit of the SEMATECH 
Berkeley MET is that it is the only MET to have been interfer-
ometry-aligned at EUV wavelengths after integration into the 
tool at the operational location. Impressive resist performance 
improvements have been demonstrated for both line/space and 
contact-hole printing during the last year using the SEMATECH 
Berkeley MET. Figure 20.7b shows the printing of 22 nm half-
pitch lines/spaces in a 50 nm thick resist film at about 20 mJ/cm2 
dose using 45° rotated dipole illumination33; Figure 20.7c shows 
the printing of 30 nm diameter contact holes at 48.6 mJ/cm2 dose 
using 0.35/0.55 annular illumination.33

EUV interference lithography (IL) tools, like the ones at Paul 
Scherrer Institute (PSI) in Switzerland and at the University of 
Wisconsin in Madison, are exploring the ultimate resolution lim-
its of resist materials and screening new candidate resist materi-
als for lithographic performance before subjecting the expensive 

projection optics in the full-field EUV exposure tools to the risk 
of contamination from resist outgas products. The EUV-IL tool at 
PSI uses a spatially coherent EUV beam from the XIL beamline at 
the Swiss Light Source, with a central wavelength of 13.4 nm and 
a spectral width of about 2%–3%, to illuminate a transmission-
diffraction-grating-based interferometer like the one illustrated in 
Figure 20.8a. The period of the interference fringes formed by this 
interferometer is equal to half the period of the diffraction grat-
ings, which are patterned on thin silicon nitride membranes using 
electron beam lithography. Although the image contrast of EUV-IL 
can be influenced by a number of factors (transverse coherence 
length of the source, a difference in intensity between the two 
interfering EUV beams, mechanical instabilities, etc.), EUV-IL 
offers the advantage of nearly perfect aerial image contrast, per-
formance that is difficult to achieve using projection or proximity 
lithography methods. EUV-IL at PSI has demonstrated resolution 
below 12.5 nm half-pitch in several electron beam resist materi-
als. For example, a cross-sectional scanning electron microscope 
(SEM) image of 16.25 nm half-pitch lines and spaces in a 25 nm 
thick film of calixarene resist (p-chloromethyl-methoxy-calix[4]
arene) is shown in Figure 20.8b34 and a cross-sectional SEM image 
of 20 nm half-pitch lines and spaces in a 35 nm thick film of HSQ 
resist (hydrogen silsesquioxane) is shown in Figure 20.8c.35

Scanner
module

From synchrotron

Reticle stage

0.3-NA MET
(Zeiss)

Wafer stage and
height sensor

(b)

(c)(a)

Pupil-fill monitor

22 nm HP

30 nm HP

548002.0 kV 3.4 mm ×200k

54800 5.0 kV 2.8mm ×400k SE(M) 9/18/2008 100 nm15:36

54800 5.0 kV 2.3mm ×400k SE(M) 9/16/2008 100 nm10:35

54800 2.0 kV 3.4mm ×250k 200 nm

200 nm

FIGURE 20.7 (a) CAD model of major exposure station components and beam path of the SEMATECH Berkeley MET. (b) Patterning of 1:1 
dense lines and spaces in a 50 nm thick film of a chemically amplified resist at a sizing dose of 15.2 mJ/cm2 using the SEMATECH Berkeley MET 
using rotated dipole illumination. (c) Patterning of 1:1 dense contact holes in a chemically amplified resist using the SEMATECH Berkeley 
MET using annular illumination. (Reprinted from Naulleau, P. et al., Proc. SPIE, 7271, 72710W, 2009. With permission.)
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20.3.2 EUV Device Integration

Now that the first generation of alpha-class EUVL exposure tools 
has been deployed and major exposure tool suppliers have estab-
lished detailed roadmaps for the ramp-up of EUVL technology, 
one of the main challenges facing the semiconductor industry is 
to begin integrating EUVL into the semiconductor fabrication 
process so the technology will be ready to support high-volume 
manufacturing (HVM) when needed. EUV device integration 

exercises not only provide a realistic test of technology readi-
ness but also highlight any remaining technical issues. Two EUV 
device integration exercises were carried out in 2008 and a num-
ber of others are currently underway. In 2008, the ASML EUV 
ADT in Albany was integrated into a standard semiconductor 
manufacturing flow by the AMD/IBM/Toshiba Alliance and used 
to pattern the first metal interconnect level of AMD test chips fab-
ricated using 45 nm logic design rules,36 and the ADT at IMEC 
in Belgium was used to pattern the contact hole level of a 32 nm 
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FIGURE 20.8 (a) Sketch of system for EUV interference lithography produced by EUV radiation from two transmission gratings illuminated 
with EUV radiation from an undulator beamline at a synchrotron light source. (b) Cross-sectional SEM image of HSQ resist patterns with half-
pitch of 20 nm produced by the EUV interference lithography at the PSI. (Reprinted from Ekinci, Y. et al., Microelectron. Eng., 84, 700, 2007. With 
permission from Elsevier.) (c) Cross-sectional SEM image of calixarene patterns with half-pitch of 16.25 nm produced by the EUV interference 
lithography at PSI. (Reprinted from Solak, H. et al., J. Vac. Sci. Technol. B, 25, 91, 2007. With permission.)
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FIGURE 20.9 (a) EUV resist image of an area of the mask containing SRAM patterns. The unit cell is defined by the dashed rectangle. Rohm and Haas 
resist XP4502J with a film thickness of 150 nm was used. (Reprinted from La Fontaine, B. et al., Proc. SPIE, 6921, 69210P, 2008. With permission from SPIE.) 
(b) Comparison of yield from a baseline 45 nm process and a process using EUVL to print the M1 level. Each point in the baseline statistics represents a full 
wafer, whereas each point in the EUV statistics represents a 256 kbit SRAM area. (Reprinted from La Fontaine, B. et al., The future of EUV lithography, in 
Yamamoto, N. (ed), Proceedings of SEMI Technology Symposium 2008, SEMI Japan, Chiba, Japan, 2008. With permission.)
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six-transistor SRAM cell based on FinFET technology.37 More 
recently, EUV Alpha Demo Tools were used by the IBM/AMD/
Toshiba Alliance in Albany to pattern two levels of a 22 nm test 
chip38 by Samsung to pattern a contract hole level at the 4× DRAM 
node,39 and by Hynix to compare the patterning fidelity of 193 nm 
immersion and EUVL at the 4×, 3×, and 2× DRAM nodes.40

Some results from the AMD/IBM/Toshiba Alliance EUV 
device integration exercise at the 45 nm logic node are shown 
in Figure 20.9. Figure 20.9a shows an EUVL image of memory 
structure (SRAM) patterns in a 150 nm thick film of Rohm and 
Haas XP4502J resist.41 The SRAM unit cell is defined by the 
dashed rectangle. Once EUVL of the M1 layer was completed, 
the patterns were transferred to the underlying dielectric layer 
using reactive ion etching. The resulting trenches were filled 
with Cu using a damascene process and then polished. Electrical 
tests at the M1 level showed that individual transistors con-
nected in this way had electrical characteristics very similar to 
those patterned using standard 193 nm immersion lithography. 
After further processing of the 45 nm node test chips to the fifth 
interconnect level, 256 kbit SRAMs were analyzed electrically 
for yield. The results in Figure 20.9b demonstrate the potential 
for EUVL to produce yield in extended devices when used to 
pattern one level. The yield data shown for the baseline process 
was calculated on full wafers, whereas the yield data for the 
EUV case was based on individual 256 kbit SRAM areas on five 
wafers.41 Some of the best yielding 26 Mbit SRAM blocks had 
nearly 100% yield but did contain two failing cells. The location 
of the failing cells coincided with the location of a hard defect 
on the mask discovered during subsequent wafer and reticle 
inspection.

20.4 EUVL Infrastructure Status

Even after more than two decades of development, a number 
of technical challenges still need to be met before EUVL can 
be used in HVM. The steering committee of the International 
EUVL Symposium, with representatives from leading semicon-
ductor manufacturers, EUVL Consortia in Europe, Japan, and 
the United States, and commercial EUVL exposure tool suppli-
ers, has identified and ranked the list of critical technical issues 
on a yearly basis since 2002. The current list of critical issues, 
which was last updated and re-ranked in October 2008, is shown 
in Table 20.1. Even though this year’s list is shorter than ever, the 

top three issues (focus areas, sources, masks, and resists) have 
remained at or near the top of each year’s critical issue list and 
must be completely resolved before EUVL can be used in HVM.

20.4.1 EUV Sources

The wavelength and spectral bandwidth of the source for an 
EUVL exposure tool, a 2% wavelength band around 13.5 nm, are 
set by the ML reflective coatings on the imaging system mirrors. 
The source power is set by the required exposure tool through-
put, which to first order is determined by the transmission of the 
optical train (collector efficiency and illuminator, reticle, and pro-
jection optic reflectivities) and the resist sensitivity. Lithography 
exposure tool manufacturers have agreed on the following top-
level specifications for an HVM EUV source: 115 W of collected 
source power at a plane behind the first source collector optic 
called the intermediate focus (IF), an etendue limit of 3 mm2 sr, 
and a repetition rate of 10 kHz or higher.42 The cost of ownership 
(COO) for an EUV source is likely to be determined by the life-
time of the source collector, which in turn will be limited by the 
effectiveness of the source debris mitigation system. The current 
EUV source requirements are very severe and significant progress 
needs to be made to achieve the performance required for HVM 
while still maintaining an acceptable COO. For the later stages 
of HVM, EUV sources with up to 400 W of IF power are likely to 
be needed. All sources under consideration for EUVL are based 
on hot plasmas created by an electrical discharge or by laser irra-
diation. The current status of the two leading EUV source tech-
nologies, discharge-produced plasma (DPP) and laser-produced 
plasma (LPP) are described in the next two sections.

20.4.1.1 Discharge-Produced Plasma EUV Sources

The major components of a DPP EUV source-collector module, 
the DPP source, the debris mitigation system, and the collector 
optic, are illustrated in Figure 20.10a.

A number of discharge configurations have been evaluated 
for use in a DPP EUV source. What these discharge configu-
rations have in common is the azimuthal magnetic field gener-
ated by the large axial discharge current between the discharge 
electrodes, which compresses the source fuel (typically Xe gas or 
Sn vapor) to the hot plasma (about 30 eV electron temperature) 
required for efficient generation of EUV radiation at 13.5 nm. 
The debris mitigation system for a DPP EUV source must pro-
tect the collector against (1) sputtering by high-energy ions and 
atoms, (2) contamination by tin fuel, and (3) contamination by 
electrode material. A reduction in the collector sputter rate by a 
factor of approximately 50,000 has been demonstrated through 
improvements in debris mitigation, and the lifetime of the col-
lector in a Sn DPP source today is limited only by contamina-
tion. When the limits of active protection of the collector against 
contamination are reached, in situ cleaning will be needed to 
further prolong the collector lifetime. The collector used with 
DPP sources usually consists of a number of nested shells (in a 
so-called Wolter design) that are fabricated using a nickel elec-
troforming process and coated with a thick layer of ruthenium 

TABLE 20.1 2008 EUV Focus Areas

Rank Key Focus Areas

1 Long-term source operation with 100 W at IF and delivery of 5 MJ/day
2 Defect-free masks through lifecycle and inspection/review 

infrastructure
3 Resist resolution, sensitivity, and LEF met simultaneously

Areas of Significant Concern
• Reticle protection during storage, handling, and use
• Projection/illuminator optics and mask lifetime
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to provide high grazing-incidence reflectance of EUV radiation. 
At SPIE Advanced Lithography 2009, Philips Extreme UV in a 
joint Philips/Xtreme solution reported achieving 8 W of in-band 
power at IF using 170 W/2πsr Sn DPP EUV source, a foil-trap-
based debris mitigation system, and a six-shell Ru-coated graz-
ing-incidence collector.43

The advantages of a DPP EUV source are its lower cost of 
manufacturing, its lower level of complexity, and its use of a 
lower cost grazing-incidence collector optic. DPP EUV source 
technology is more mature than LPP EUV source technology 
and DPP EUV sources are commercially available today. The 
disadvantages of DPP EUV sources are the large thermal load 
and short lifetime of the debris mitigation system and collector 
optic and the difficulty of scaling to higher powers without sac-
rificing component lifetime and reliability.

20.4.1.2 Laser-Produced Plasma EUV Sources

The major components of an LPP EUV source-collector module, 
an LPP source consisting of high-power pulsed laser, a droplet 
target generator, and a ML-coated normal-incidence collector, 
are shown in Figure 20.10b. In the early 1990s, a number of 
experimental and theoretical studies showed that LPP EUV 
sources could achieve conversion efficiencies from laser energy 
to EUV energy in a 2% bandwidth near a 13 nm wavelength 
of about 1%–2% depending on target material, laser inten-
sity, laser  pulse width, and laser wavelength. It was apparent 
from the very earliest experiments that debris ejected from the 
plasma posed a major threat to the lifetime of the collector due 
to (1) deposition of debris (particulates) from the source hard-
ware, (2) deposition of atomic vapor from the source plasma, 
and (3) erosion by high-energy ions. Since that time, a great 
deal of effort has been put into designing and testing a vari-
ety of debris-mitigation schemes (gas curtains, electrostatic 

repeller fields, etc.) for LPP EUV sources. The only alternative 
to debris mitigation is to minimize debris production using 
mass-limited targets that supply only the amount of target 
material needed for efficient production of EUV radiation. One 
of the most promising methods of producing a mass-limited 
target is to introduce a stream of tiny droplets of target mate-
rial into the laser focus, as shown in Figure 20.10b. At SPIE 
Advanced Lithography 2009, Cymer Inc. reported achieving 
about 45 W of EUV power at 50 kHz repetition rate in 400 ms-
long bursts from a LPP EUV source operating at 50 kHz repeti-
tion rate using an approximately 12 kW CO2 laser to ionize a 
succession of tiny Sn droplet targets.44 Cymer has recently been 
able to accumulate nearly 1 MJ of EUV dose by operating a LPP 
Sn droplet source over a 3 day period for about 8 h per day.44

The advantages of an LPP EUV source are a lower rate of 
debris production due to the use of a mass-limited target and 
a larger standoff distance between the hot plasma and the col-
lector optic, a higher radiation-collection efficiency and better 
thermal management due to the use of a normal-incidence col-
lector, and the possibility of power scaling through spatial, tem-
poral, and spectral multiplexing. The disadvantages of an LPP 
EUV source are its potentially higher capital cost and greater 
complexity (a high-power pulsed laser system, a droplet genera-
tor, and an ML-coated collector are required) and the relative 
immaturity of LPP technology (even after many years of devel-
opment, the measured power at IF from LPP EUV sources has 
only recently surpassed that from DPP EUV sources).

20.4.2 EUV Masks

The second most critical issue for EUVL is the inability to fabri-
cate a defect-free mask blank and the lack of the infrastructure 
needed for defect inspection and review. A reflective mask for 
EUVL consists of buffer and absorber (e.g., Cr or TaN) layers 
deposited on a ruthenium-capped Mo/Si ML-coated blank. The 
performance requirements for an EUV mask blank can be found 
in the SEMI P38-1103 Specification for Absorber Film Stacks 
and Multilayers on Extreme Ultraviolet Mask Blanks.45 EUV 
masks are similar to masks for conventional optical lithography, 
except they are coated with 40 layer pairs of Mo (2.8 nm thick) 
and Si (4.1 nm thick) instead of a single layer of chrome, and 
the 6″ × 6″ × 0.25″ mask substrate is a low thermal expansion 
material instead of quartz, as shown in Figure 20.11.46 The per-
formance specifications for EUV mask substrates can be found 
in the SEMI P27-1102 Specifications for Extreme Ultraviolet 
Lithography Mask Substrates.47 A patterned EUV mask, like the 
one shown in Figure 20.11, was fabricated from an ML-coated 
blank by selectively etching the absorber and buffer layers.

20.4.2.1 EUV Mask Blanks

Fabrication of a defect-free EUV mask blank is exceedingly dif-
ficult. First, it requires an almost perfectly flat (front-side flat-
ness no more than 32 nm peak to valley for the 32 nm technology 
node) and defect-free substrate with an extremely low coeffi-
cient of thermal expansion (0 ± 12 ppb/K in the temperature 
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FIGURE 20.10 (a) Schematic diagram of an EUV source-collector 
module containing an EUV Sn DPP source. (b) Schematic diagram of 
an EUV source-collector module for a Sn droplet source powered by a 
carbon dioxide laser.
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range from 12°C to 25°C). Then, it requires a coating technology 
that can deposit Mo/Si MLs with high reflectivity (65%–70%), 
good thickness uniformity, and nearly zero defect density (the 
defectivity specification for the 32 nm technology node is a 
defect density less than 0.003 defects/cm2 at defect sizes greater 
than 25 nm). EUV mask blanks meeting the SEMI P38-1103 
Class A production specifications for reflectance and unifor-
mity are available today; deposition technologies and processes 
for zero-added–defect Mo/Si ML deposition are not.

In an attempt to accelerate the development of the zero-
defect-adder Mo/Si deposition process needed to produce defect-
free mask blanks, SEMATECH established the Mask Blank 
Development Center (MBDC) in Albany, New York in 2003. 
During the MBDC ramp-up, SEMATECH, in partnership with 
Veeco Instruments, successfully transferred technology devel-
oped at LLNL specifically for depositing low-defect ML coating 
on EUV blanks. A record of the MBDC’s progress in reducing 
the defectivity on EUV blanks is shown in Figure 20.12.48

The champion plate from a recent deposition run exhibited 
only eight defects in the quality area of the plate (132 × 132 mm), 
corresponding to a defect density of 0.04 defects/cm2 at defect 
sizes greater than 53 nm (polystyrene latex sphere equivalent 
size). At the present time, the defect density on the best blanks 
are dominated by defects that originate from substrate pits and 
bumps. The rate of progress in blank defect reduction is currently 
limited by the performance of available defect inspection tools. 
According to recent data from Intel Corporation, the most sen-
sitive defect inspection tools have a 98% capture rate for 45 nm 
(SiO2 sphere equivalent) defects on quartz and for 50 nm defects 
on MLs.49 Further progress in defect-free EUVL mask develop-
ment will require defect inspection tools with sensitivities down 
to approximately 25 nm. Whether this level of performance can 
be achieved by incremental improvements to existing tools or 
will require the development of an entirely new defect inspec-
tion tool platform is still an open question.

20.4.2.2 EUV Mask Defectivity

As with chrome-on-quartz masks for optical lithography today, 
the absorbing pattern on an EUV mask can be inspected using a 
commercially available DUV mask inspection tool and repaired 
as needed using focused-ion or electron-beam techniques. 
While the repair of defects that occur during the absorber pat-
terning process is reasonably straightforward, repair of defects 
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in the ML coating or on the substrate below the reflective coating 
is problematic. Examples of these “phase defects” were noticed 
during the course of EUV printing experiments as early as 1992 
and were studied systematically by Nguyen et al. in 1994.50 The 
illustration in Figure 20.13 shows how a small height difference 
in a ML coating can lead to cancellation of the reflective waves 
and an unexpected, high-contrast feature in the aerial image.

Recent results on EUV mask defectivity, determined by print-
ing an EUV mask on resist-coated wafers and inspecting those 
wafers in a KLA-Tencor 2800 wafer inspection system operating in 
cell-to-cell mode, showed that only a few defects originated from 
the mask.46 The resulting mask blank defect density inferred from 
these measurements (about 1 defect/cm2) is approximately 30 times 
smaller than expected based on mask blank inspection statistics 
(30–60 defects/cm2) and masks fabricated from state-of-the-art 
mask blanks should provide even better defectivity performance.

20.4.3 EUV resists

The development of an EUV resist that can simultaneously meet the 
resolution, line-edge roughness (LER), and sensitivity requirements 
for insertion of EUVL into manufacturing is now ranked by the 
International EUVL Symposium Technical Steering Committee as 
the third highest risk to the commercialization of EUVL.

20.4.3.1 Current State of the art

Because of the limited power available from current EUV sources, 
state-of-the-art EUV resists must be chemically amplified. The 
important properties of a chemically amplified resist (CAR) 
are due mainly to its photo acid generator and its polymer type, 
which in most cases is the same as those used in resists for 248 and 
193 nm lithographies. The chief advantages of a CAR is its high 
sensitivity and resolution; its drawbacks are high LER, tendency 
towards pattern collapse, and high EUV light absorption. Pattern 
collapse depends on the aspect ratio of the resist pattern and, 
for features less than 30 nm in width, the critical aspect ratio is 

approximately 2. Assuming aspect ratio scaling continues to hold 
true, patterning for the 22 nm half-pitch node will require film 
thicknesses near 40 nm, although the situation can be improved 
somewhat using surfactant rinses, bilayer resist technologies, and 
supercritical CO2 drying. The mechanism responsible for EUV 
light absorption in EUV resists differs from that in optical resists 
because the absorption results from the atomic nature of the exci-
tation rather than from the making or breaking of molecular 
bonds. The high light absorption of all resist material in the EUV 
spectral region leads to resist patterns with sloping (non-vertical) 
sidewall profiles that, like pattern collapse, can be improved by 
using an ultrathin imaging layer over a hard mask in a bilayer or 
trilayer approach. The resolution performance of state-of-the-art 
EUV CAR resists printed with the SEMATECH Berkeley MET 
with 45° rotated dipole illumination is shown in Figure 20.7b, and 
with 0.35/0.55 annular illumination in Figure 20.7c.33

20.4.3.2 the rLS Challenge

The key lithographic performance parameters of CARs, resolu-
tion (R), line-edge roughness (L), and sensitivity (S), are highly 
interdependent—a fact that is often called the RLS challenge or 
the RLS trade-off. The correlation between resist sensitivity and 
resolution for a collection of EUV resists evaluated with the 
SEMATECH Berkeley MET in 200751 is shown in Figure 20.14a. 
Clearly, the materials that exhibit the highest resolution tend to 
be the least sensitive. The correlation between line edge rough-
ness and sensitivity for a large selection of EUV resists, also tested 
on the SEMATECH Berkeley MET,52 is shown in Figure 20.14b. 
Several attempts to model the interdependences among the per-
formance parameters R, L, and S have been made. Among these, 
the lithographic uncertainty principle (KLUP) described by van 
Steenwinckel et al.53 and the Z-constant proposed by Wallow 
et  al.51 where [Z ~ (half-pitch)3 . LER2 . sensitivity] have proven to 
be the most useful. While no single material simultaneously meets 
resolution, LER, and sensitivity targets for the 22 nm half-pitch 
node, a number of materials have been developed that meet both 
the resolution and sensitivity targets. LER remains the single most 
challenging performance parameter and, at this point, satisfac-
tory values can only be obtained with a high aerial image contrast 
imaging system and at an unacceptably high exposure dose. The 
curve in Figure 20.14b is the prediction of a simple model for the 
shot noise-limited LER. Because of its short exposure wavelength, 
it is possible that EUVL could have an additional contribution to 
LER due to shot noise; for the same exposure energy, a EUV image 
will have a smaller number of photons per pixel. For the most 
sensitive resist formulations shown in Figure 20.14b, LER tends 
to be dominated by shot noise, whereas the LER in slower resists 
appears to be dominated by other effects.

20.4.4 EUV Mask Handling

Because EUV radiation is highly absorbed by all materials, a mem-
brane pellicle for an EUVL mask is not generally considered to be 
practical and the current strategy for maintaining a defect-free 
EUV mask is to utilize a removable pellicle to protect the mask 
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Reflected
EUV

FIGURE 20.13 Illustration of a multilayer phase defect that could 
result from a growth discontinuity or replicated substrate imperfection, 
which leads to an abrupt phase shift and, if resolved, a printable defect.
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during shipping, handling, and storage and to remove the pellicle 
only when the mask is being inspected or when it is in the vacuum 
environment of an EUV exposure tool and is ready for exposure. 
An EUV-removable pellicle can be as simple as a protective, flat 
face plate that shields the patterned side of the mask from par-
ticulate contamination. Variants of the simple face plate are the 
Fala/Intel Bracket, which adds an additional level of protection 
by shielding the sides of the mask, the ASML frame, and storage 
box, which is used as the reticle carrier in their ADTs, and the 
Nikon, Canon, and Entegris inner pod, which includes a backside 
lid to form the enclosure shown in the inset of Figure 20.15. The 
results of four recent tests of a SEMI (draft) 4466-compliant inner 
pod fabricated by SEMATECH (a so-called S-pod) are shown in 
Figure 20.15. The data shows, on average, about 0.1 particle added 
per cycle of use, where cycle is defined as a round-trip shipment, 
vacuum pump vent, and accelerated storage test at 53 nm PSL 
equivalent inspection capability.54

20.4.5 EUV Optics and Mask Contamination

Another area of significant concern is the shortening of the life-
time of the projection and illuminator optics and the reflective 
mask due to surface contamination. Water vapor and hydro-
carbons are the two major contaminants present in the vacuum 
environment of an EUVL exposure tool that are known to reduce 

the lifetime of the reflecting surfaces. Of the two contaminants, 
carbon contamination is generally considered to be less dam-
aging to optics’ lifetimes because carbon films can be removed 
by hydrogen or oxygen cleaning. A particularly egregious 
example of carbon contamination is depicted in Figure 20.16, 
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which shows a photograph of the first illuminator mirror from 
the SEMATECH EUV MET in Albany with an annular-shaped 
zone of darkening where the EUV radiation impinged on the 
mirror surface.

Because an oxide layer strongly absorbs EUV radiation 
(a 0.3 nm increase in oxide thickness leads to a more than 1% 
EUV reflectance loss) and is more difficult to remove, oxida-
tion is viewed as a more serious threat to optics’ lifetimes. The 
vacuum environment in an EUVL exposure tool can be modi-
fied (by introducing the appropriate gases) to strike a balance 
between oxidation and carbon growth. This method of contami-
nation control was utilized in 2001 in the EUV Engineering Test 
Stand55 (discussed in Section 20.2.1). Oxidation control involv-
ing the use of long-life anti-oxidative capping layers comprised 
of the metal oxides of V, Cr, or W together with carbon-film sup-
pression and removal using EUV + O2 in situ cleaning is a con-
tamination-control strategy currently being explored in Japan.56 
At the 2008 EUVL Symposium, ASML presented data showing 
that the lifetime of the projection optics in both of its ADTs is 
at least 4.5 × 109 source pulses (about 1.5 years).57 For an accept-
able COO, the operational lifetime of the imaging system in an 
EUV exposure tool for HVM must be greater than 5 years (or 
30,000 light-on hours). Since the models that have been devel-
oped to predict how contamination scales with EUV power den-
sity and environmental conditions have not yet reached the level 
of sophistication needed to accurately predict what the lifetime 
will be in an HVM tool, the integration of a moderately high-
power EUV source with a full-field EUV scanner has become a 
critical need.

The masks in the EUV METs currently in operation around 
the world have now received a sufficiently large cumulative dose 
of EUV radiation that carbon contamination on their surfaces 
is becoming an issue. Attempts are being made to character-
ize mask contamination so the lifetime of an EUV mask can be 
predicted and a safe and effective mask-cleaning process can 

be developed. Preliminary results from Auger emission spec-
troscopy of the mask surface show clear signals of carbon and 
oxygen in the contaminated areas. Preliminary results from a 
print-based study of a contaminated mask showed that the pri-
mary effect of the contamination is an increase in dose to size 
with increasing contamination.41 An analysis of wafers printed 
with the same mask after cleaning show that the original dose 
to size was recovered with only a slight reduction in DOF. The 
results also suggest that the increase in dose to size could be used 
as a metric to trigger a mask clean.

20.5 Future Perspectives

The two EUVL technology elements that are at highest risk 
of not being ready when needed are source power at interme-
diate focus (IF) and mask blank defectivity. Source power at 
IF, which is critically important to exposure tool throughput, 
currently falls far short of what will be needed for an EUVL 
pilot production tool. However, according to Cymer Inc.’s 
LPP source roadmap, a LPP EUV source with beta-level per-
formance will be delivered to ASML in 1Q09 and a LPP EUV 
source with 100 W at IF will be available before the end of 
the 2009 calendar year.57 If Cymer’s LPP EUV source delivery 
schedule slips, ASML’s EUV preproduction tool schedule will 
also slip and—because of this—source power at IF is generally 
regarded as the technology element that will determine the 
date of EUVL manufacturing insertion. Mask blank defectiv-
ity, which is critically important to the yield of electrically 
functional devices, also falls far short of what will be needed 
for HVM, and given the current rate of progress in blank 
defectivity reduction, it now seems likely that completely 
defect-free blanks will not be available in the foreseeable 
future. However, several of the blank-defect workarounds that 
are now being actively pursued, such as defect compensation 
and fiducials for blank disposition, could allow functional 
devices to be manufactured even at current blank defect lev-
els. Most of the other EUVL technology elements are already 
able to satisfy 15 nm pilot line requirements. Mask handling, 
optics quality, resist resolution, and sensitivity are already 
in specification. The only other performance metric that is 
of concern is resist LER. The current best LER, about 3.0 nm 
(3σ) at 32 nm HP and 15 mJ/cm2 dose, is much higher than 
the International Technology Roadmap for Semiconductors 
specification for the 15 nm hp node, 1.1 nm (3σ)31; however, 
the use of smoothing under-layers, special rinse liquids, and/
or smoothing during etch transfer is expected to help close 
this gap.

EUVL provides a wider manufacturing process window, has 
a potentially higher throughput, and is the most easily extend-
ible of all the lithographic technologies that have been evaluated 
as possible replacements for optical projection lithography. The 
wider process window and easier extendibility for EUVL can be 
seen most clearly by rearranging the Rayleigh equation for reso-
lution (RES = k1λ/NA, where RES is resolution, λ is wavelength, 

X

Yopt

Xopt

Y

FIGURE 20.16 EUV illuminator mirror showing strong signs of con-
tamination. (Reprinted from La Fontaine, B. et al., J. Vac. Sci. Technol. 
B, 25, 2089, 2007. With permission.)
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NA is numerical aperture, and k1 is a process-dependent con-
stant) to give an expression for k1 in terms of resolution:

 
k1  NA NA  HP= 





= 



λ λ

RES
 

(20.1)

where resolution (RES) has been replaced with the period, or 
half-pitch, of dense line and space patterns. Plots of k1 versus 
HP (nm) for a 193 nm immersion exposure tool with a 1.30 NA 
imaging system and for EUV exposure tools with 0.25, 0.35, and 
0.45 NA imaging systems are shown in Figure 20.17.

Also shown in Figure 20.17 are some dates from the roadmaps 
of the most aggressive semiconductor chip makers for the pro-
duction ramps at the 32, 22, and 15 nm technology nodes (i.e., at 
which the logic HP is assumed to undergo an approximate 0.7 
shrink). In the not-too-distant past, k1 values of 0.6 and larger 
were needed for HVM. More recently, it has been found possible 

to work at lower values of k1, at the cost of tighter process con-
trol, by employing a variety of resolution enhancement tech-
niques such as off-axis illumination, phase-shifting masks, and 
application of optical proximity correction to the patterns on the 
mask. The limiting value for k1 is 0.25, below which the image 
contrast for periodic line and space patterns is zero. The calcu-
lated values plotted in Figure 20.17 show that EUVL, even with 
the smallest NA imaging system, will allow a return to manufac-
turing process windows that seems impossibly large by today’s 
standards. By utilizing EUV imaging systems with larger and 
larger NAs, the route to higher resolution that optical lithogra-
phy took in the past, EUVL should be able to print dense features 
at HP well below 20 nm. In contrast, the process window for 
single-exposure 193 nm immersion lithography, with water as 
the immersion fluid, will shrink to zero at an HP approximately 
equal to 39 nm (solid line at k1 = 0.25 in Figure 20.17). Even if 
major advances in high-index immersion fluids, high-index lens 
materials, and high-index resists are made, SE 193 nm immer-
sion lithography is unlikely to be extended much below 32 nm 
HP, and double-exposure double-etch (DE2) 193 nm immersion 
lithography is unlikely to be extended much below 22 nm HP 
(dashed line at k1 = 0.18 in Figure 20.17).

Several full-field EUVL pilot production tools will be avail-
able in 2011. According to ASML’s EUVL tool roadmap,15 two 
EUVL exposure tool models will be available in 2011: the NXE 
3100 preproduction tool (illustrated in Figure 20.18), which has a 
0.25 NA imaging system, will support 4 nm overlay, and provide 
a throughput of about 60 wafers per hour; and a first-generation 
HVM tool, which will have a 0.32 NA imaging system, will sup-
port 3 nm overlay, and provide a throughput of about 150 wafers 
per hour. According to Canon’s EUV tool development plan,58 a 
six-mirror 0.3 NA imaging system will be available in 2011 for in-
house testing purposes, but the first of Canon’s VS2 HVM EUV 
exposure tools will not be available until late in 2015. According 
to Nikon’s EUVL tool development scenario,56 a 0.25 NA EUV2 
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FIGURE 20.18 (See color insert following page 21-4.) Artist illustration of ASML NXE: 3100 preproduction EUV exposure tool showing the 
LPP EUV source on the right, the illuminator optics in the center, and the mask and the projection optics on the right. (Courtesy of ASML, 
Veldhoven, the Netherlands.)
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process development tool with lower wavefront error and lower 
flare imaging optics will be available at its factory early in 2011 
and a greater than 0.3 NA EUV3 HVM EUVL exposure tools 
will be available early in 2012.

abbreviations

ADT Alpha Demo Tool
CAR chemically amplified resist
COO cost of ownership
DOF depth of focus
DPP discharge-produced plasma
DRAM dynamic random access memory
DUV deep ultraviolet
ETS Engineering Test Stand
EUV extreme ultraviolet
EUVL extreme ultraviolet lithography
FET field-effect transistor
HP half-pitch
HSFR high-spatial frequency roughness
HVM high-volume manufacturing
IF intermediate focus
IL interference lithography
LBNL Lawrence Berkeley National Laboratory
LER line-edge roughness
LLNL Lawrence Livermore National Laboratory
LPP laser-produced plasma
LSRF low spatial frequency roughness
LSI lateral-shearing interferometry
MBDC Mask Blank Development Center
MET micro-exposure tool
ML multilayer
MSRF mid-spatial frequency roughness
NA numerical aperture
PMI phase-measuring interferometry
PSD power spectral density
PSDI phase-shifting diffraction interferometry
PSI Paul Scherrer Institute
PSL polystyrene latex (sphere)
PS/PDI phase-shifting point-diffraction interferometry
SEM scanning electron microscope
SNL Sandia National Laboratory
SRAM static random access memory
TEM transmission electron microscope
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21.1 Introduction

Dimensionality and size are two factors that introduce new 
properties into semiconductor materials and enable us to pro-
vide new functionality in semiconductor nanoelectrics and 
photonics. Semiconductor quantum wires have been intensively 
studied, on one hand, for the theoretical interest in physical 
properties due to quasi-one-dimensional quantum confinement 
of an electronic system (Sakaki, 1980; Ogawa and Takagahara, 
1991; Tanatar et al., 1998) and, on the other hand, for practical 
application to future optoelectronic devices such as low-threshold 
lasers (Arakawa and Sakaki, 1982) and polarization-sensitive 
devices (Wang et al. 2001). One-dimensional nanostructures 
have been primarily synthesized by lithography and an epitaxial 
technique on semiconductor substrates (Arakawa and Sakaki, 
1982; Ils et al., 1994; Someya et al., 1995). V- (Kapon et al., 1989) 
and T-shaped quantum wires (Pfeiffer et al., 1990) were fabri-
cated using epitaxial growth techniques (Wang and Voliotis, 
2006), namely, molecular beam epitaxy (MBE) and metalor-
ganic vapor phase epitaxy (MOVPE). However, excitons in the 
quantum wires were observed to be localized in monolayer 
step-induced islands at low temperatures (Guilet et al., 2003). 
The fluctuation of confinement potential along a quantum wire 
is a serious issue for realizing the characteristic property of a 
one-dimensional structure.

The free-standing nanowires of many semiconductors are 
recently produced by the growth technique using nanosized liq-
uid droplets of the metal solvent (Hiruma et al., 1995; Gudiksen 
et al., 2002; Wu et al., 2002). This technique has an advantage 

to produce heterogeneous structure along the wire such as p–n 
junctions (Gudiksen et al., 2002) and superlattices (Wu et al., 
2002). The optical properties of the nanowires have been studied 
by photoluminescence (PL) and absorption spectroscopy, which 
showed the blue shift of the peak energy due to the quantum 
confinement effect and giant polarization anisotropy in PL and 
optical absorption. Those properties will provide a potentiality 
for new application of the semiconductor nanowires. In spite of 
many works for synthesizing nanowires, there have been very few 
experimental works for studying the optical properties of self-
standing nanowires, especially for a single nanowire, because of 
the limitation in spatial resolution. An isolated single nanowire 
of InP was studied by PL (Wang et al., 2001), which showed giant 
polarization anisotropy in PL and photoconductivity measure-
ment. The giant polarization anisotropy is partly due to the exci-
tation process by light, because the electromagnetic field in the 
nanowire, which generates carriers, depends on the polarization 
direction of incident light. Polarization anisotropy can also be 
expected in the light emission process, as in the case of electro-
luminescence (EL) and cathodoluminescence (CL).

We studied the optical properties of semiconductor nanow-
ires, observing cathodoluminescence (CL) spectra and polarized 
monochromatic CL images of nanowires by using a transmis-
sion electron microscope (TEM) combined with a CL detection 
system (TEM-CL). The TEM-CL technique has an advantage 
in high spatial resolution and ability to characterize nanoscale 
structures (Yamamoto, 1984; Mitsui et al., 1996; Yamamoto 
et al., 2003, 2008; Ino and Yamamoto, 2008). In Section 21.2, 
a principle of TEM-CL technique is described based on the 
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fundamental knowledge of radiative recombination processes 
and property of exciton. Luminescence in semiconductor 
nanowires shows characteristic properties in emission energy 
and polarization, because the optical transition between elec-
tronic states is affected by the quantum confinement effect. For 
understanding these properties, the theory of the band struc-
ture in semiconductors and optical transitions are described 
in Section 21.3. Quantum confinement effect on the optical 
properties of semiconductor nanowires and dielectric effect on 
polarization properties are described in Section 21.4. Finally, the 
experimental results of the TEM-CL technique for the InP and 
GaAs nanowires, which show the quantum confinement effect, 
and for the ZnO nanowires, which show the dielectric effect, are 
described in Section 21.5.

21.2  Fundamentals 
of Cathodoluminescence

21.2.1 radiative recombination

Luminescence in semiconductors is light emission phenom-
enon due to the recombination of excited electrons in the con-
duction band with holes in the valence band (Voos et al., 1980). 
It is called photoluminescence (PL) when those electrons and 
holes, the carriers, are excited by light, and called cathodolumi-
nescence (CL) when they are excited by fast electrons. The band 
structures are classified into two types, direct gap type and indi-
rect gap type. In the former type, the conduction band mini-
mum is located at the Γ point (k = 0) in the k-space, whereas it 
is shifted from the Γ point in the latter type. The valence band 
maximum is located at the Γ point. Then in the case of the direct 
gap band structure, the radiative interband transition from the 
electron states in the conduction band to the hole states in the 
valence band occur at the Γ point accompanying with emission 
of photon at high recombination probability. GaAs and InP have 
band structure of this type. Whereas in the indirect gap type, 

the transition occurs with the association of phonon, and the 
recombination rate is rather small. Si and GaP have band struc-
ture of this type.

Typical recombination processes in semiconductors are 
depicted in Figure 21.1 (Pankove, 1971). First group is radia-
tive recombination processes, i.e., (a) interband transition from 
conduction band to valence band, (b)–(d) annihilation of free 
exciton (FX) composed of a pair of electron and hole, and related 
processes of bound excitons (BX), (e)–(g) transitions of carriers 
trapped by impurity states such as donor and acceptor states. 
Second group is nonradiative recombinations, i.e., (h) multi-
phonon scattering, and (i) Auger process.

Photon energies in the recombination processes in Figure 21.1 
are slightly lower than the band gap energy Eg, though their 
values are different from each other. The emission intensity by 
the interband transition from conduction band to valence band 
is generally small compared with the other processes. Photon 
energies in the impurity-associated recombination processes 
(Figure 21.1e and f) are given as follows:

 ( , ) :D h E E Eg D= −  (21.1)

 ( , ) : ,e A E E Eg A= −  (21.2)

where ED and EA are binding energies of the donor level and 
acceptor level, respectively. Photon energy associated with the 
donor–acceptor pair transition (D, A) is given by

 ( , ) : ,D A E E E E e
Rg D A= − − +

2

4πε
 (21.3)

where
R is a distance between donor and acceptor
ε is the dielectric constant of the material
e is the elemental charge

Auger
process

Excitation

Conduction band

Valence band

e–h pair
generation (a) (b)

FX (D0, X) (A0, X) (D, h) (e, A) (D, A)

(c) (d) (e) (f ) (g)

Phonon

D

A

(h) (i)

Eg

FIGURE 21.1 Recombination processes in semiconductors.
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The last term indicates the Coulomb energy of the electron and 
hole pair. The impurities locate at lattice sites and R takes many 
different values. Then the emission peak due to (D, A) is com-
posed of the multiple peaks to become a single broad peak, and 
dependence of the peak position on temperature and excitation 
rate is different from that of the other luminescence peaks of a 
single recombination process.

21.2.2 Exciton

An electron and a hole in semiconductors attract each other to 
form a FX. FX emission dominates in the radiative recombination 
process at low temperatures. The binding energy of exciton can be 
obtained by solving Schrödinger equation for electron and hole sys-
tem attracted by Coulomb potential (Basu, 1997; Yu and Cardona, 
1999). The binding energy of the lowest energy level and Bohr radius 
of FX in a bulk crystal are expressed by the hydrogen atom model as

 E
mX = 





13 6 1
0

2. [µ
ε

eV]  (21.4)

 
a m aX B=









ε

µ
0 ,

 
(21.5)

where
ε is a relative dielectric constant
m0 is the electron mass
μ is the reduced effective mass (( / ( / *) ( / *))1 1 1µ = +m me h

aB is Bohr radius (0.0529 nm), respectively

Photon energy of the FX emission is given by

 E E Eg X= − .  (21.6)

Some of excitons are trapped by impurities to form BX. The 
recombinations of excitons bounded by a neutral donor and 
ionized donor are expressed by (D0, X) and (D, X), respectively. 
Similarly those of excitons bounded by a neutral acceptor and 

ionized acceptor are expressed by (A0, X) and (A, X), respectively. 
The photon energy of the recombination is given by

 E E E Eg X b= − − ,  (21.7)

where Eb is a binding energy for trapping exciton at impurities. 
The magnitude of Eb is about 1/3 of ED and EA or less.

Basic parameters are listed in Table 21.1 for typical semicon-
ductors. The values of the band gap energy and exciton bind-
ing energy are taken after several literatures (Pankove, 1971; 
Vugaftman et al., 2001). Exciton radius in the last column is calcu-
lated by (21.4) and (21.5) using the relative dielectric constants and 
exciton binding energies listed in the table. The values give only a 
measure of the exciton radius, because the differences among the 
reported values for the listed parameters are fairly large.

21.2.3 tEM-Cathodoluminescence technique

TEM-cathodoluminescence (TEM-CL) is a technique to observe 
luminescence spectra and scanning images using a converged 
electron beam having a probe size of nm order (Yamamoto, 
2002, 2008). The characteristics of TEM-CL are as follows: (1) 
Inner structures can be observed by TEM using thin samples 
and comparison between TEM and CL images is possible and (2) 
high spatial resolution of about 100 nm can be achieved. In CL, 
incident electrons are scattered in a specimen from the incident 
beam direction, as shown in Figure 21.2. The scattered electrons 
produce secondary electrons and plasmons, which generate 
electron-hole pairs in the hatched region (generation region). 
The excited carriers diffuse into surroundings and some of 
them recombine radiatively in a surrounding region (diffusion 
region). The diffusion of the excess minority carriers is impor-
tant, because majority carriers exist everywhere. The resolution 
of CL is given by the diameter of the diffusion region, which is 
determined by the following factors: (1) the electron beam diam-
eter, (2) size of the generation region, and (3) the diffusion length 
of the minority carrier. The diameter of the electron beam is less 
than 10 nm, and is negligible compared with the other factors. 

TABLE 21.1 Basic Parameters on Exciton in Typical Semiconductors

Structure Band Type

Band Gap (eV)
Dielectric 
Constant Ex (meV)

FX Radius 
(nm)Eg (4 K) Eg (300 K)

Si Diamond Indirect 1.1698 1.11 11.4 14.7 403
Ge Diamond Indirect 0.7454 0.669 15.36 4.15 11
GaAs Zinc-blend Direct 1.519 1.43 13.1 4.21 13
InP Zinc-blend Direct 1.4236 1.34 12.61 5.12 11
GaN Wurtzite Direct 3.507 3.39 10.4 (||c)

9.5 (⊥c)
23 3

ZnO Wurtzite Direct 3.436 3.37 8.84 (||c)
8.47 (⊥c)

59 1.4

Note: The data were gathered from many literatures. The values of FX radius are calculated from 
the data in the other columns.
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The diameter of the beam spread due to elastic scattering in a 
thin specimen of thickness t (μm) is given by

 b Z
E A

t= 











6 25
1 2

3 2.
/

/ρ µ[ m],  (21.8)

where
Z is the atomic number
A is the atomic mass
E (keV) is an incident electron energy
ρ (g/cm3) is the density (Goldstein et al., 1977)

For example, assuming that for GaAs, Zav = 32, Aav = 72.3, ρ = 
5.3 g/cm3, and a specimen thickness is 0.5 μm, we obtain b = 
0.24 μm. However, Monte Carlo simulation of the electron 

scattering showed that the electron density is concentrated on 
the center of the beam, so the effective beam spread is smaller 
than that given by Equation 21.8 (see Figure 21.3).

Equation 21.8 indicates that the higher accelerating voltage and 
thinner specimen thickness are advantageous for realizing high 
spatial resolution. However, when the accelerating voltage exceeds 
100 kV, CL intensity starts to decrease because of the formation of 
specimen damage such as vacancies. TEM is typically operated at 
an accelerating voltage of 80 kV for CL measurements.

Diffusion length is an effective parameter for determining 
spatial resolution in CL of semiconductors. In insulators we can 
ignore carrier diffusion, but in semiconductors, carrier diffu-
sion occurs with diffusion length of about 100 nm for GaN and 
1 μm for GaAs. The diffusion length depends on dopant density 
and temperature, and reduces by surface recombination effect in 
thin specimens (Nakaji et al., 2005; Ino and Yamamoto, 2008). 
In quantum structures of semiconductors, carriers are confined 
in the localized structures smaller than the diffusion length, and 
individual nanostructures can be observed in CL images with 
high resolution as in the case of self-standing nanowires.

TEM-CL system based on a 200 kV transmission electron 
microscope (JEM-2000FX) is illustrated in Figure 21.4. Samples 

Diffusion

Incident beam

e–

b

CL

δe

Thin film

FIGURE 21.2 Carrier generation and light emission process in 
TEM-CL.

TEM
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CCD
camera
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FIGURE 21.4 TEM-CL system.

(a) (b)

FIGURE 21.3 Monte Carlo simulation of (a) carrier generation by 
incident electrons and (b) carrier diffusion.
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are examined in the TEM, both in the stationary beam illumi-
nation mode and the scanning beam illumination mode. The 
scanning electron microscopy (SEM) imaging using a second-
ary electron detector and the scanning transmission electron 
microscopy (STEM) imaging using a transmitted electron beam 
detector are both possible in the TEM. A beam size of 10 nm in 
diameter and a probe current of 1 nA was conventionally used. 
The temperature of a sample can be varied from 20 K to room 
temperature using a liquid-He cooling holder and liquid-N2 
cooling holder.

Light emitted from a sample is collected by an ellipsoidal mir-
ror or parabolic mirror, being guided through a polarizer and 
a monochromator, and is detected by a photomultiplier tube 
(PMT) with a GaAs photocathode for visible light and an InGaAs 
photocathode for infrared light. A CCD detector is also used for 
measuring spectra with high sensitivity. Monochromatic CL 
images can be obtained by scanning the electron beam in the 
SEM mode. This imaging technique is similar to SEM or EDX 
mapping, because we use the light intensity collected by the mir-
ror, instead of secondary electron yields or x-ray intensities, as 
in the case of the SEM. An image is composed of, for example, 
100 × 100 pixels, so that the focused electron beam is scanned 
across the specimen and stays 0.1 s for each pixel. Therefore, it 
takes 1,000 s to obtain one complete image. The CL images in 
this paper are shown with the absolute intensity.

In the CL detection system, a linear polarizer is located 
between the ellipsoidal mirror and monochrometer to select lin-
early polarized components of the emitted light; here p-polarized 
(s-polarized) light, which is detected with the polarization direc-
tion parallel (perpendicular) to the monochrometer slit, mainly 
involves linearly polarized light component parallel (perpen-
dicular) to the longer axis of the ellipsoidal mirror or the axis 
of the parabola. A mask with a small hole is set in front of the 
CCD detector for the angular resolved measurement using 
the parabolic mirror. The mask is movable using an X-Y stage in 
a plane normal to the light path and selects an emission angle.

21.3  Optical Properties 
of  Semiconductor Quantum 
Structures

21.3.1 Band Structure of Semiconductor

The wavefunction of a carrier in a semiconductor crystal of 
volume V is of a form of Bloch function,

 ψnk
i

nkV
e u= ⋅1 k r r( ),  (21.9)

which is a product of a periodic function unk(r) of the crystal 
lattice and a slowly varying function exp(ik · r). Subscripts n 
and k indicate a number of the Bloch band and wavevector, 
respectively. In many semiconductors of diamond and zinc-
blend structures, the carrier wavefunction at the bottom of the 
conduction band has the s-like orbital and that at the top of the 

valence band has the p-like orbital (Basu, 1997; Yu and Cardona, 
1999). The function un0(r) has a form of the atomic orbital in 
the vicinity of the atoms. The band structure of semiconductor 
has been treated by the k · p perturbation theory (Luttinger and 
Kohn, 1955). The wavefunctions of electron states at the Γ point 
in the conduction band are given by the product of the atomic 
s-orbital function and spin orbital function as

 
u s u sc c1

2
1
2

= ↑〉 −





= ↓ 〉| |and
 

(21.10)

Here, |↑〉 and |↓〉 are the spin orbital functions with up and down 
spins, respectively. The wavefunctions of the hole states at Γ 
point in the valence band are given by the k · p theory using the 
atomic p-orbital functions |X〉, |Y〉, and |Z〉. Assuming that k is 
parallel to the z direction, the following functions are used as the 
valence band wavefunctions,
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where subscripts j and mj in uj mj,  are quantum number of total 
angular momentum J and the z component Jz, respectively. The 
functions u3

2
3
2

,
 and u3

2
3
2

,−
 express the heavy hole (hh) wavefunc-

tions, u3
2

1
2

,
 and u3

2
1
2

,−
 the light hole (lh) wavefunctions, and u1

2
1
2

,
 

and u1
2

1
2

,−
 are those of the split-off band due to the spin–orbit 

interaction. Band structure, energy level, and dispersion can be 
calculated by orthogonalizing the Luttinger–Kohn Hamiltonian 
containing 2nd order k · p perturbation terms (Basu, 1997). The 
band structure of the direct gap type is schematically illustrated 
in Figure 21.5a. In the valence band of the zinc-blend structure, 
the hh and lh bands are degenerated at the Γ point, as seen in the 
figure, and the split-off band locates below them. Whereas in the 
wurtzite structure this degeneracy is dissolved, and the A, B, C 
bands exist separately (Figure 21.5b). The effective mass of hole 
is determined by the curvature of the dispersion curve at k = 0, 
i.e., the small curvature gives a large effective mass.

If the wavevector of hole kh is inclined from the z-axis, the hole 
wavefunctions of the valence band change from (21.11). Here we 
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take a z′ axis parallel to kh, and x′ and y′ axes to be normal to z′, 
as shown in Figure 21.6. The Cartesian coordinates (x, y, z) are 
fixed in space, and the coordinates (x′, y′, z′) are related to (x, y, z) 
by the rotation of angle θ around the y-axis and successive rota-
tion of angle ϕ around the z-axis. The conversion matrix between 
the wavefunctions in the two coordinates is expressed as

 
T =

−

−









cos cos sin sin cos
cos sin cos sin sin

sin cos

θ φ φ θ φ
θ φ φ θ φ

θ θ0









.
 

(21.12)

Namely, the wavefunction of the heavy hole is expressed in each 
coordinates as

 

− = −′ + ′( ) ↑〉 − 〉
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and that of the light hole is expressed as
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21.3.2 theory of Light Emission

Photon is emitted when an electron in the higher energy state 
transfers to the lower state. The transition probability can be 
given by the Fermi Golden rule,

 
W f H i E Ef i

f i

= ′ −∑∑2 2π δ
λ
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〈 〉
 

(21.15)

Here, H′ is the perturbation term due to the interaction between 
electron and photon appearing in the Hamiltonian, and is 
expressed as H′ = −(e/m)A · p using a vector potential A and 
momentum p. The wavefunctions of the initial and final states 
are denoted by |i〉 and |f 〉, which are given by a product of wave-
functions of electron and photon. The summation over λ in 
(21.15) is taken over modes of photons. Substituting the above 
expression for the perturbation term, (21.15) can be rewritten as
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where K is a wavevector of photon. The first term in (nλ + 1) 
expresses the stimulated emission and the second term expresses 
the spontaneous emission. In the following, we are only concerned 
with the spontaneous emission.

The rate of the spontaneous emission at a frequency ω in the 
transition from electron state in the conduction band to the hole 
state in the valence band is given by

R eA
m

M G f E f E E Ec c v v c v
c

( ) ( ) ( ) ( ) ( )ω π ω δ ω= 
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,,

.
v

∑
(21.17)

The summation over the photon modes is replaced by the optical 
density of states G, which is derived from the van Roosbroeck–
Shockly relation as
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(21.18)

(a) (b)

C.B.

V.B. hh

lh
so

E

k

Eg

C.B.

V.B.

E

k

A (Γ9)

B (Γ7)
C (Γ7)

Eg

Γ7
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where n is the refractive index of the material. fc(Ec) and fv(Ev) 
are Fermi distribution functions. It is noted that we should use 
the pseudo-Fermi energy instead of the equilibrium one, when 
carriers are excited by outer sources. The product of fc(1 − fv) in 
(21.17) produces a sharp peak near the band gap energy (Ec − Ev) 
in luminescence spectra. This is clear difference from the absorp-
tion spectrum which shows multiple peaks due to |M(ω)|2 above 
the band gap energy.

The term M is an optical transition matrix element, giving 
emission intensity of the transition, and is written as

 M ev
i

c= ⋅− ⋅〈   〉ψ ψK r e p( )  (21.19)

where e is a unit vector parallel to the electric field of light, 
i.e., the polarization direction. Using the momentum opera-
tor p = −iħ∇ and wavefunctions of the conduction and valence 
bands, (21.19) can be rewritten as

M i
V

e u u i u ui
v c c v c

c v= − ⋅ ∇ + ⋅{ }





− −( )⋅∫� k K k e e kr r*( ) * d
 

(21.20)

The second term is zero because of orthogonality of the wave-
functions. The following equation is valid for any periodic func-
tion of the lattice translation, f(r) = f(r + Rn),
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(21.21)

Using this, the integral in (21.20) is found to be non-zero only 
when kc = kv + K, indicating the conservation of wavevector in 
the transition. The wavelength of light with band gap energy is 
relatively long, i.e., K << kc, kv so we may approximate as kc ≈ kv . 
As a result we obtain

 M u uv c v c= ⋅〈   〉e p k kδ ,  (21.22)

Here the condition kc ≈ kv indicates the “vertical” interband 
transition.

21.3.3 Polarization

The vector e in the optical transition matrix element indicates 
polarization direction of the electric field of light. Thus, the 
polarization in luminescence derives from the property of the 
matrix element. Here we consider

 〈   〉u uv cp

as a momentum vector. The vector p reflects the polarization of 
the emitted light; when e is perpendicular to p, M is zero, which 
means that the polarization component perpendicular to p is 

zero. In other words, the x component of the electric field, Ex, 
is proportional to 〈uv|px|uc〉. From symmetry, only the following 
matrix elements of

 
〈   〉 〈   〉 〈   〉X p s Y p s Z p s i

m
P px y z cv= = = − =�

 
(21.23)

are non-zero, where P is the factor introduced by Kane (1957).
For example, in the transition from the electron state of |s ↑〉 

in the conduction band to the heavy hole state, the matrix ele-
ments can be written as

 

3
2

3
2

1
2

1
2

3
2

3
2 2 2

,

,

  〈   〉

  〈   〉

p s X p s p

p s i Y p s i p

x x cv

y y

↑ = − = −

↑ = − = − ccv

zp s3
2

3
2

0,   ↑ =
 

(21.24)

From these, the relation among the electric field components can 
be written as

 

E
E

e Ey

x

i
z= =

π
2 0,

 
(21.25)

This means that the light emitted toward the z direction has a 
right-handed circular polarization. This situation is illustrated in 
Figure 21.7, where we express |X〉 and |Y〉 in terms of pure angular 
momentum states. The wavevector kh of the heavy hole is pointing 
to the z direction. The wavefunction of the heavy hole is extended 
parallel to the x-y plane, and its momentum vector p rotates on the 
same plane. The wavevector ke of the electron in the conduction 
band is parallel to the z-axis, and the wavefunction has a spheri-
cal symmetry. In this recombination process of the electron and 
heavy hole, the angular momentum of the heavy hole is preserved 
as that of the circular polarized light.

X + iY

σ+

x

y

z

x

y

z

K || z

K    z

C.B.
2

S||

||

|

2|
V.B.

kh

ke

E

E

FIGURE 21.7 Wavefunctions of the electron in the conduction band 
and the heavy hole in the valence band. Circularly polarized and lin-
early polarized light are emitted by the optical transition between them.
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Similarly in the transition from the electron state |s ↑〉 in the 

conduction band to the light hole state 3
2

1
2

,− , the matrix ele-
ments can be written as

 

3
2

1
2

1
6

1
6

3
2

1
2 6 6

3
2

1
2

,

,

,

− ↑ = =

− ↑ = − = −

− ↑

p s X p s p

p s i Y p s i p

p s

x x cv

y y cv

z == 0
 

(21.26)

Then, light with a left-handed circular polarization is emitted. 
Whereas in the transition from the electron state |s ↓〉 to the light 

hole state 3
2

1
2

,− , the matrix elements are written as

 

3
2

1
2

0

3
2

1
2

0

3
2

1
2

2
3

2
3

,

,

,

− ↓ =

− ↓ =

− ↓ = =

p s

p s

p s Z p s p

x

y

z z cv  

(21.27)

In this case, light is linearly polarized parallel to the z-axis.
The emission intensity of CL is proportional to a mean square 

of the electric field vector. Therefore, in the transition from |s ↑〉 
in the conduction band to the heavy hole state in the valence 
band, the emission intensity of light polarized in each direction 
is expressed as

 I p I p Ix cv y cv z∝ ∝ ∝1
2

1
2

02 2, ,  (21.28)

Similarly in the transition from |s ↑〉 in conduction band to the 

light hole state 3
2

1
2

,−  in the valence band,

 I p I p Ix cv y cv z∝ ∝ ∝1
6

1
6

02 2, ,  (21.29)

And in the transition from |s ↓〉 in the conduction band to the 

light hole state 3
2

1
2

,−  in the valence band,

 I I I px y z cv∝ ∝ ∝0 0 2
3

2, ,  (21.30)

The relative intensity and polarization of the emission associ-
ated with the transition between the conduction band and the 
valence band states are schematically depicted in Figure 21.8.

The semiconductors of zinc-blend structure are crystallograph-
ically isotropic, and any direction can be taken as the z-axis. Thus, 

the luminescence from the bulk crystal is not polarized, because 
the polarization of each recombination process cancels out as a 
whole. Typical cases in which polarized emission occurs are lumi-
nescence from quantum structures and that from semiconductors 
of wurtzite structure. In the case of quantum well structures, a 
unique axis appears normal to the well, and the heavy and light 
hole states have anisotropic distribution which causes dissociation 
of the band degeneration (Yu and Cardona, 1999). Similarly in 
semiconductors of wurtzite structure, the c-axis is a unique axis, 
and the bands of the heavy and light hole states are dissolved into 
the A and B bands. If the highest energy state in the valence band 
is heavy hole as in the case of GaN, the optical transition to the 
heavy hole state mainly occurs, and the luminescence is polarized 
perpendicular to the c-axis. In addition, the polarization property 
of luminescence changes by a strain field in semiconductor crys-
tals, because a lattice strain causes an anisotropic deformation 
potential and reconstructs the band structure (Hensel and Feher, 
1963; Pollak and Cardona, 1968).

21.4 Quantum Structures

When carriers are confined in small-scaled semiconductor 
structures, carrier wavefunctions form standing waves and start 
to show quantum character. The wavelength and wave number 
of a carrier in a one-dimensional potential well of an infinite 
height with a width of L are given as

 λ π= =2L
n

k n
L

,  (21.31)

where n is an integer number. The wave number k can only take 
discrete values in this direction corresponding to n = 1, 2, 3, …, 
and has continuous value in the other direction. Kinetic energy 
in this direction takes discrete values given by

σ–
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σ–
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σz σz
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2 2

2

4 3

J =
hh
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mj
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1

4
3
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J = 1
2

3
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–1 0 1– 3
2

3
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2
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FIGURE 21.8 Relative intensity and polarization of the emission 
associated with the transition between the conduction band and the 
valence band states.
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(21.32)

This anisotropy in k gives rise to anisotropy in optical transi-
tion and polarization of luminescence. In the following section, 
we start with a quantum well structure because of simplicity in 
theoretical treatment and next move to a quantum wire struc-
ture which shows strong polarization property.

21.4.1 Quantum Well

We consider carriers confined in a thin semiconductor plate of a 
width Lz in the z direction. The wavefunction of electrons in the 
conduction band and holes in the valence band are expressed 
using the Bloch function uc,v(r) at k = 0 under the effective mass 
approximation as

 
Ψe c

z

i k x k y
c e

i k x k y
cV

n
L

z e u z e ux y x y( ) sin ( ) ( )( ) ( )r r= 





=+ +1 π φ (( )r
 

(21.33)

 
Ψv v

z

i k x k y
v h

i k x k y
vV

n
L

z e u z e ux y x y( ) sin ( ) ( )( ) ( )r r= 





=+ +1 π φ (( )r
 

(21.34)

where ϕe and ϕh are envelop functions of the electron and hole, 
respectively, showing standing waves in the confined direction. 
The energy of the electron and hole measured from the top of the 
valence band are given by

 E n
m

n
L m

k k Ee
e

c

z e
x y g( ) ( )= 





+ + +� �2 2 2
2 2

2 2
π  (21.35)

 
E n

m
n
L m

k kh
h

v

z h
x y( ) ( )= 





+ +
� �2 2 2

2 2

2 2
π

 
(21.36)

where
me and mh are the effective mass of electron and hole, 

respectively
nc and nv are their quantum numbers

Since wavevector components, kx and ky, take continuous values, 
mini bands are formed for each quantum number, as shown in 
Figure 21.9. It should be noted that (21.36) is a rough approxi-
mation because the band mixing should be considered for the 
valence band in the quantum structure, as shown in Figure 21.9. 
However, this gives a simple picture for the band splitting in the 
valence band. In the quantum well structure, the degenerated 
bands at the Γ point are dissolved, and the highest energy state 
is the heavy hole. Consequently, the transition from the electron 
state to the heavy hole state becomes dominant. Since the energy 

shift of the valence band is relatively small compared to that of 
the conduction band, the emission energy is roughly estimated 
from (21.35) and (21.36).

The probability of interband transition from the conduction 
band to the heavy hole state at the band edge (BE) is given by the 
following matrix element,

 
M z z u uv c

h e c= ⋅ = ⋅〈   〉 〈  〉  Ψ Ψe p e pφ φ( ) ( )
,3

2
3
2  

(21.37)

The product of the electron and hole envelop functions is 
non-zero only when

 n nc v=  (21.38)

If M is zero, the corresponding transition is inhibited. This gives 
the selection rule of the transition, and means that the optical 
interband transition only occurs between the electron and hole 
states of the same quantum number. The emission energy is 
given by

E n E n E n n
L

k k Ee h
c

z
x y g( ) ( ) ( ) ( )= − = 





+ + +
� �2 2 2

2 2

2 2µ
π

µ  (21.39)

where μ is the reduced effective mass. The lowest energy transi-
tion occurs for nc = nv = n = 1. However, if the barrier height is 
finite, other transitions become permitted.

The polarization of emission from the quantum well is 
deduced from (21.37). Here we take the z-axis normal to the well. 
In the transition between the lowest mini bands at the BE, the 
wavevector of carrier is kc = kv = (0, 0, π/Lz), which points to the z 
direction. Therefore, the result of (21.24) can be applied for this 
case, so the emission toward the z direction is a right-handed 
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Eg bulk

n = 1
n = 2
n = 3

E
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hhlh

E

ρ(E)
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FIGURE 21.9 Wave functions, band structure, and density of states 
in a quantum well.
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circular polarized light. Whereas light emitted along the well is 
linearly polarized parallel to the well.

In the interband transition between the electronic states 
with a finite k⊥ component normal to the z-axis, the wavevec-
tor of the carriers is inclined from the z-axis, and the wave-
function of the valence band changes according to (21.13). The 
emission energy increases according to (21.39). In order to find 
the polarization of emitted light with this energy, the transition 
matrix element should be integrated over equivalent transitions 
of the same energy. Firstly we consider the transition from the 
|s ↑〉 state in the conduction band to the heavy hole state in the 
valence band. The wavevector component parallel to the z-axis 
is π/Lz, and then k = (k sin θ cos ϕ, k sin θ sin ϕ, π/Lz). The wave-
function of the heavy hole is expressed by (21.13). The x and 
y directions are equivalent, so here we consider the emission 
propagating in the x direction with the electric field parallel to 
the y direction (TE wave in Figure 21.10). After integrating over 
the azimuth angle ϕ, the averaged transition matrix element is 
given as

〈  〉M p shh TE y
2

2

0

2

2 2 2

0

2

1
2

3
2

3
2

1
2

1
2

, ,

(cos sin cos )

=

= ⋅ +

∫π
φ

π
θ φ φ

π

π

d

∫∫ = +dφ θ1
4

12 2pcv ( cos )
 (21.40)

Similarly for the electric field parallel to the z direction (TM 
wave), the averaged transition matrix element is given as

 

〈  〉  M p s

p

hh TM z

cv

2
2

0

2

2

0

2
2

1
2

3
2

3
2

1
2

1
2

1
2

, ,

sin s

=

= ⋅ =

∫

∫

π
φ

π
θ φ

π

π

d

d iin2 θ
 

(21.41)

If the k⊥ component is zero (kx = ky = 0), i.e., θ = 0 at the mini-BE, 
the TM component is zero and the polarization of the emis-
sion is parallel to the well. As the tilted angle θ from the z-axis 
increases, the emission energy increases with increasing k and 
the polarization direction tilts from the well plane.

21.4.2 Quantum Wire

21.4.2.1 Energy Levels in Quantum Wire

A semiconductor quantum wire of an infinite length along the 
z-axis with a rectangular cross section of the widths of Lx and Ly 
confines a carrier in an infinite barrier height. Electron wavefunc-
tion in the quantum nanowire is expressed in the effective mass 
approximation by a product of the Bloch function at the BE and 
the envelop function in the x-y plane normal to the wire axis. For 
simplicity we consider the electron state at the BE of the conduc-
tion band in semiconductors with a cubic symmetry and a direct 
band structure. The electron wavefunction is expressed as

 Ψe c ik z
cx y e uz( ) ( , ) ( )r r= φ  (21.42)

The envelop function of the electron is written as

 
φ π πc

x y

c

x
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y
x y

L L
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1

 
(21.43)

where nc and mc are integer. The energy of the electron in the 
(nc, mc) band is given by

 
E n m
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L
m
L m

ke c c
e
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y e
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+

















+� �2 2 2 2

2 2
π π 22 + Eg

 
(21.44)

where me is the electron effective mass. The lowest energy band cor-
responds to the quantum numbers of nc = mc = 1. Mini bands are 
formed from (21.44) in the conduction band, as shown in Figure 
21.11. The density of states as a function of energy has sharp peaks 
at the mini-BE given by the first term, and shows a sawtooth shape.
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FIGURE 21.10 Wavevectors of the same energy states in the mini-
band. Light emission of both the TM mode and TE mode occurs from 
a quantum well.
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FIGURE 21.11 Wave functions, band structure, and density of states 
in a quantum wire with a square cross section.
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On the other hand, electrons in a quantum wire with a circu-
lar cross section of radius R has the following envelop functions 
expressed using the cylindrical coordinates (ρ, ϕ) as

 
φ ρ φ

ρ
φ

ρ
φe

n nJ
j
R

J
j
R

( , ) cos( ) sin( )∝












�
�

�
�� �or

 
(21.45)

where
Jl is the Bessel function of the ℓth order
jl,n is the 0 point value of nth order given by the condition that 

Jl(jl,n) = 0

The lowest values are given as j0,1 = 2.405, j1,1 = 3.832, and j0,2 = 5.520. 
A set of energy levels are derived as

 E n j
m R m

k Ee
n

e e
z g( , ) ,�

� ��= + +
2 2

2

2
2

2 2  (21.46)

All the energy states indicated by the quantum number (ℓ, n) are 
doubly degenerated, except for ℓ = 0.

Change in electron energy levels in the conduction band due 
to the quantum confinement effect is large, whereas those of 
holes in the valence band are relatively small because of small 
curvature of the bands or large effective mass of hole. However, 
the band mixing occurs, and then the hole wavefunctions are 
formed by a mixture of the bulk wavefunctions in (21.11). This 
affects the property of the optical transitions. The hole wave-
functions are expressed by a linear combination of the bulk 
wavefunctions as

 
Ψv ik z

j
v

j
j
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(21.47)

The envelop functions are written as
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(21.48)

Here, we ignore the contribution of the split-off band to the 
mixing. The wavefunctions and energies in the valence band 
of the quantum wire can be derived from the theoretical cal-
culation using the Luttinger–Kohn Hamiltonian in the effective 
mass approximation (Sercel and Vahala, 1990; Bockelmann and 
Bastard, 1992; McIntyre and Sham, 1992).

Theoretical treatments were firstly applied to the quantum 
wires manufactured from the quantum well structures, in 
which the wire has an axis parallel to the growth surface and 
rectangular shape in cross section (Tanaka and Sakaki, 1989; 
Tsuchiya et al., 1989). Because of the technological develop-
ment for the fabrication of self-standing nanowire, energy 
band calculations have been done for self-standing wires with 
circular and rectangular cross sections of Si (Zhao et al., 2004), 
GaAs (Persson and Xu, 2004, Redlinski and Peeters, 2008), 

and InP (Pellegrini et al., 2005). The band dispersion of camel 
back structure appears in some of the high energy bands of 
the valence band. The character of the band structure such as 
the sequence of the levels does not change with the diameter 
of the quantum wire. The highest energy band in the valence 
band has a character of the light hole, and the second highest 
energy band has a character of the heavy hole. The difference in 
band structure between the nanowires grown in the [100] and 
[111] directions was shown in the GaAs nanowires (Redlinski 
and Peeters, 2008).

The luminescence due to exciton is generally dominant at low 
temperatures. The emission energy of the FX is given by the band 
gap energy minus the exciton binding energy as in (21.6). If the 
carrier confinement in quantum wires is perfect, the exciton bind-
ing energy becomes infinite in the limit of small wire size (Basu, 
1997). A real nanowire has a finite size in diameter, the divergence 
can be avoided using a following potential for the Coulomb inter-
action between the electron-hole pair (Ando et al., 1991),

 
V z z e

z z
( , )0

2

04
1= −
+( )πε    

(21.49)

where z0 is a parameter for the size effect of nanowire. Quantum 
confinement effect is large enough to be detected, when the 
diameter of the wire becomes comparable to or less than the 
exciton radius. The size dependence of the emission energy is 
approximately proportional to R−2, as in (21.46). The theoreti-
cal calculations, including other effects, have been carried out 
for the size dependence of the emission energy; for example, 
the dielectric mismatch effect results in the R−1.8 dependence 
(Redlinski and Peeters, 2008).

The barrier height of the carrier confinement is finite in real 
when a quantum wire is surrounded by another semiconduc-
tor or even by air. In such cases, the energy levels decrease from 
those given by (21.44) and (21.46), and the distances between the 
energy levels decrease, because they must exist below the bar-
rier height level. When the diameter of wire decreases with the 
barrier height fixed, the energy levels move upward to gather 
near the barrier height level, and their total number decreases. 
However, at least one level is left at the barrier height in the sym-
metrical potential well in the limit of small size.

21.4.2.2 Luminescence from Quantum Wire

Luminescence from bulk crystals with cubic symmetry such as 
Si and GaAs is generally unpolarized, whereas that with hex-
agonal symmetry such as GaN and ZnO shows anisotropy in 
polarization because the c-axis is a unique axis. The lumines-
cence from nanowires has been frequently observed to be polar-
ized even for semiconductors with cubic symmetry. There are 
two reasons for the appearance of the polarization anisotropy 
in luminescence from nanowire; one is the anisotropy origi-
nated from the quantum effect, and another is the anisotropic 
response of nanowire to the electromagnetic fields parallel or 
perpendicular to the wire axis (Ruda and Shik, 2005, 2006). 
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The former effect appears when a diameter of nanowire becomes 
smaller than the exciton radius, which gives rise to the polariza-
tion anisotropy in the luminescence of excitons in the nanowire. 
The latter effect appears even in nanowires with diameter larger 
than the exciton radius.

21.4.2.2.1  Quantum Confinement Effect
The quantum confinement of carriers in thin nanowires affect 
on the polarization of luminescence. Here we treat a nanowire 
of a square cross section with a dimension of a and an infinite 
length. The wire is isotropic in the cross-sectional plane and 
the confinement potential has an infinite barrier height for 
carriers in the wire. At first we ignore the band mixing in the 
valence band, and use the wavefunctions of the one-band model 
expressed as follows:

 Ψv ik z
j
v

je x y uz( ) ( , ) ( )r r= φ  (21.50)

When we take the heavy hole state for j, the transition matrix 
element is written as

 
M e u uv

i
c j

v
e j i c

ki

= ⋅ = ⋅− ⋅ ∑〈   〉 〈  〉〈   〉ψ ψ φ φK r e p k e p( ) ( )
 

(21.51)

Electron wavefunctions of the lowest energy states in the conduc-
tion band are expressed by (21.42) and (21.43) with nc = mc = ±1. The 
transition occurs under the selection rule of nc = nv and mc = mv 
in (21.43) and (21.48). There are four corresponding heavy hole 
states of the same energy at the BE (kz = 0), having the following 
wavevectors:

 
ki = ± ±





=π π
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i, , : ~0 1 4
 

(21.52)

The wavefunctions of the heavy hole states with these wavevec-
tors are given by substituting θ = 90° in (21.13) as
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Four azimuth angles of
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correspond to the four wavevectors. Similarly, the wavefunc-
tions of the light hole states with the same wavevectors are 
written as
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(21.55)

If the transitions from the conduction band to those valence 
band states are assumed to occur independently, mean square of 
the transition matrix element is given as

 
   M u se hh i

ki
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2
1
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k e p
 

(21.56)

Here, the term from |s ↓〉 to u i3
2

,− 3
2

(k )  is ignored, because it 

gives the same value as above. If we take the z direction along 
the wire axis, it follows that e · p = pz for the polarization of emit-
ted light parallel to the wire axis and e · p = px for that normal to 
the wire axis. Then the square of the transition matrix element 
is calculated using (21.52), and the two components parallel and 
perpendicular to the z-axis are obtained as

    M p Me hh ev e hh
2 2 21

2
1
4− − ⊥= =� , pev

2
 (21.57)

The component parallel to the wire axis is larger than the per-
pendicular one because the transformed wavefunction in (21.52) 
involves a large |Z〉 component. When the polarization of light 
is inclined from the wire axis by an angle θ (Figure 21.12), the 
square of the transition matrix element can be written as

  M p pe hh ev ev− = +2 2 2 2 21
2

1
4

cos sinθ θ  (21.58)

The transition matrix element from the conduction band to the 
light hole state is calculated in the same way using (21.54),

  M p pe h ev ev− = +�
2 2 2 2 21

6
5

12
cos sinθ θ  (21.59)

In this transition, the component perpendicular to the wire axis 
is larger than the parallel one. The two hole states locate at dif-
ferent energy levels, so the emission energy of this transition is 
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θ=90° θ=0°

FIGURE 21.12 Light emissions from a nanowire polarized in direc-
tions inclined from the wire axis by angles of θ = 0° and 90°.
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also different. If we use the relation pcv
2  = 3M2 in which M is the 

averaged value in the isotropic bulk crystal, the ratio between 
these transition matrix elements can be written as
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(21.60)

This result was derived by several authors on the basis of the one-
band model (Tanaka and Sakaki, 1989; Tsuchiya et al., 1989), 
though this treatment was claimed to be too simple, and later 
more reliable one was proposed on the basis of band mixing in 
the valence band.

In the photoluminescence excitation (PLE) spectrum of 
the quantum wires formed in the GaAs quantum well struc-
ture, two peaks were observed to appear near the BE energy, 
as shown in Figure 21.13 (Tsuchiya et al., 1989). On the other 
hand in the PL spectrum, only the lower energy peak appeared. 
The lower energy peak was assigned to be due to the transition 
to the heavy hole state, and the higher peak due to the transi-
tion to the light hole state, respectively. It appeared to be con-
sistent with the result of (21.57). However, it was suggested that 
the one-band model cannot explain the polarization property 
correctly, and the theoretical treatment taking account of the 
band mixing in the valence band should be necessary. Sercel 
and Vahala (1990) showed that if the coherent combination of 
the hole states with the four wavevectors is considered in the 
one-band model, Equation 21.57 has a constant value (=1/3) 
independent of θ. They calculated the polarization dependence 
of the optical transition using the mixed states of the heavy 
and light holes in a cylindrical wire. As a result, the transition 

matrix elements associated with the two highest hole states 
were obtained as
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where I is an overlap integral. The optical transition of the low-
est energy is C–V(1/2). The V(1/2) state involves only 41% of the 
heavy hole state. The single peak in the PL spectrum is due to 
this transition. The polarization component parallel to the wire 
axis is dominant in the emission, and the polarization ratio 
deduced from (21.60) is 60%. The polarization ratio becomes 
smaller as the barrier height decreases. The optical transition of 
the next lowest energy is C–V(3/2), and the V(3/2) state involves 
67% of the heavy hole state. The polarization direction of the 
corresponding emission is perpendicular to the wire axis. The 
property of the polarization in these two transitions is well con-
sistent with those of the two emission peaks in the PLE spectrum 
in Figure 21.13.

Similar results were obtained in the calculation of optical 
absorption for self-standing GaAs nanowires (Redlinski and 
Peeters, 2008). The highest energy state in the valence band has 
a character of the light hole. The optical transition matrix ele-
ment associated with this hole state has both polarization com-
ponents parallel and perpendicular to the wire axis, and the 
former is much larger than the latter. The fine splitting of the low-
est energy peak in the absorption spectrum appears in the [111] 
wire because of the anisotropy in the cross-sectional plane. The 
next highest energy state in the valence band has a character of 
the heavy hole, and the absorption occurs only for the polariza-
tion direction perpendicular to the wire axis. Emission ener-
gies in these two transitions are slightly different, so in PL and 
CL, the transition to the band having the light hole character is 
predominant.

21.4.2.2.2  Dielectric Effect
The second factor to affect the polarization of luminescence from 
semiconductor nanowires is the dielectric effect (Ruda and Shik, 
2005). When a spatially homogeneous electric field is applied to 
a nanowire of cylindrical shape with the electric field vector par-
allel to the wire axis, magnitude and direction are the same both 
in and outside of the wire. Whereas the electric field is applied 
perpendicular to the wire axis, its magnitude is reduced by a fac-
tor of (2ε0/ε + ε0), where ε and ε0 are relative dielectric constants 
of semiconductor and surrounding material, respectively (Landau 
et al., 1984), i.e.,
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This is true for the oscillating electric field of light if the diameter 
of the wire is sufficiently smaller than the wavelength of light. 
From this, the polarization dependence of the optical absorption 
is expressed by
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k
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= +ε ε

ε
0

0

2

2  
(21.64)

This anisotropy appears in PL and light-induced current excited 
by polarized light.

As for the dielectric effect on the polarization of lumines-
cence, we consider an oscillating electric dipole with a frequency 
of ω and a dipole moment of d0 = (d0x, d0y, d0z) in a cylindrical 
nanowire. We take the z-axis parallel to the wire axis and the 
x-axis parallel to the propagating direction of emitted light 
which is normal to the wire axis. Here we consider an effec-
tive dipole moment d = (dx, dy, dz) of which the electric potential 
in a free space is equivalent to that produced by d0 outside the 
nanowire. The relation between d and d0 can be written as

 d d d dx y x y z z, , ,=
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=2 0

0
0 0
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ε ε  (21.65)

The magnitude of the pointing vector of light at the position far 
from the center of wire by x0 is given by
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for the components parallel and perpendicular to the wire axis, 
respectively. Here, c is the speed of light and a is a radius of the 
wire. Therefore, when the semiconductor is isotropic and d0x = 
d0y = d0z, the ratio of intensity between the emissions polarized 
parallel and perpendicular to the wire axis is given as
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The polarization ratio is given by

 
P

I I
I I

=
−
+

= + −
+ +

⊥

⊥

�

�

( )
( )
ε ε ε
ε ε ε

0
2

0
2

0
2

0
2

4
8  

(21.68)

This indicates that P does not depend on the wire size. Since the 
dielectric constants of semiconductors are much larger than 1, 
the dielectric effect affects seriously on the polarization anisot-
ropy. In case that the internal emission is not isotropic such as 
in the case of the wurtzite-type semiconductors and quantum 
wires, we have to consider that d0x = d0y ≠ d0z. In such cases, 
(21.68) changes to
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where we define

 
p d

d
M
M

z

x
= =

⊥

0
2

0
2

2

2
 
 

�

 
(21.70)

as a measure of the anisotropic internal emission.
For large nanowires, the above treatment becomes invalid 

when the diameter of the wire is comparable with the wave-
length of emitted light, and the polarization depends on wire 
size. In this case, the retardation effect should be involved, and 
we have to solve the Helmholtz equation to find the electro-
magnetic field in the nanowires instead of the Laplace equation 
(Ruda and Shik, 2006). Consequently, the following equations 
are derived corresponding to (21.65)
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where J and H are the Bessel and first-kind Hankel functions

 
k c= ε ω

 
k c0 0= ε ω

The coefficient A expresses the effect of image force. It is noted 
that ε0 and ε are the relative dielectric constants at the frequency 
ω, and different from the static values listed in Table 21.1. The 
relation of the wave numbers of light in the nanowire and sur-
rounding material is written as k k nk= =0 0 0ε ε/ , using the 
refractive index n of the material of the wire. The polarization 
ratio is given as
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Figure 21.14 shows polarization ratio P as a function of 
k0a(=(ω/c)a), calculated for various values of ε and p. The polariza-
tion is seen to strongly oscillate with k0a. In the case that ε = 4 and 
p = 1, the points where P = 0 are given by k0a = 1.21, 1.91, 2.72, 
3.5, . . . . It is found that the polarization ratio has a value calcu-
lated from (21.68), when the radius a is sufficiently smaller than 
the wavelength of light, λ0. Then, the polarization ratio P decreases 
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with increasing a, and is equal to zero at a1 = 0.193λ0. With further 
increasing a, P gradually approaches zero with oscillation. If p is not 
equal to 1, the asymptotic value of P is to be given by (21.69) for 
k0a = 0 and (p − 1)/(p + 2) in the limit of k0a → ∞.

21.5 application of tEM-CL

21.5.1 InP Nanowires

InP has a direct band gap structure with a gap energy of 1.42 eV 
at 4 K. Exciton Bohr radius is about 11 nm, so the quantum con-
finement effects, energy shift of the near-edge emission, and 
polarization characteristics are expected to appear for nanow-
ires with a diameter smaller than this radius. Exciton binding 
energy is 5 meV. The emission intensity of exciton in the bulk 
crystal is weak at higher temperatures, but it can be observed 
even at room temperature if the quantum effect is strong enough. 
The size dependence of emission energy by quantum confine-
ment effect has been measured in PL and absorption spectros-
copy (Yu et al., 2003), and theoretically treated for cylindrical 
nanowires (Pellegrini et al., 2005). The PL study by Wang et al. 
(2001) using a polarized light excitation showed extremely large 
degree of polarization (P = 0.96) along the wire axis in the lumi-
nescence from single InP nanowires. The peak shift in PL was 
small, and the anisotropic polarization was considered to be due 
to the dielectric effect. Mishra et al. (2007) showed that the PL 
emission from the InP nanowires of 80 nm in diameter having 
zinc-blend and wurtzite structures are polarized parallel and 
perpendicular to the wire axis, respectively.

InP nanowires were grown on InP substrates by the metal-
organic vapor phase epitaxy (MOCVPE) technique with gold 
nanoparticles as the catalyst (Figure 21.15). From the TEM 
observation, the InP nanowire has the zinc-blend structure of 
cubic lattice. The wire axis is parallel to the [111] axis, and the 
nanowire contains many twin boundaries normal to the wire 
axis (Bhunia et al., 2003). The diameter of the nanowire is dis-
tributed in the range from 5 to 30 nm, and the most frequently 
observed size is 20 nm. The length can be controlled by the 

growth conditions such as group-III source gas flow rate and 
total growth time, and that of the present sample is 700 nm. 
Cross-sectional samples were made by cleaving the sample crys-
tal normal to the (111) substrate surface, and were examined by 
TEM-CL (Yamamoto et al., 2006).

Figure 21.15a shows a SEM image of InP nanowires stand-
ing straight on the InP substrate with various diameters. The 
image was taken at a tilt angle of 40°. Figure 21.16a shows a 
SEM image of a cross-sectional sample where the InP nanow-
ires are standing perpendicular to the incident electron beam. 
The CL spectra from the nanowires and a substrate region are 
shown in Figure 21.16b with a common vertical scale, which 
were taken at room temperature with an electron beam scan-
ning over an 0.5 μm × 0.5 μm area in each region. A broad 
peak appears in the CL spectrum from the nanowire region 
at peak energy of 1.50 eV. The band gap energy of the bulk 
InP is 1.34 eV at room temperature, and this peak energy is 
much higher than that expected from the quantum confine-
ment effect for the nanowire of 20 nm in diameter. The inten-
sity of the nanowire emission is one order stronger than that 
of the InP substrate. A monochromatic CL image in Figure 
21.16c clearly shows that an intense emission comes from the 

200 nm

FIGURE 21.15 A SEM image of InP nanowires grown on InP.
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nanowires rather than from the substrate at room tempera-
ture. Individual nanowire can be resolved in the CL image, 
as indicated by an arrow. The broad emission peak from the 
nanowires is considered to be due to the size distribution in 
wire diameter because the electron confinement energy of 
nanowire changes with wire diameter. Then the emissions of 
different energies are expected to come from the nanowires 
with different diameters. Figure 21.16c and d shows mono-
chromatic CL images taken at photon energies of 1.419 and 
1.473 eV, respectively. The images should reveal the distribu-
tion of nanowires which produce the emissions of these ener-
gies. However, the intensity distribution is almost the same 
in those images, and the nanowires with different diameters 
cannot be distinguished. This fact indicates that each nanow-
ire gives the broad peak in the emission spectrum.

The temperature dependence of the emission spectrum from 
the nanowire is shown in Figure 21.17. The emission intensity 
of the broad peak does not increase with decreasing tempera-
ture from room temperature to 40 K, while that from the InP 
substrate strongly increases with cooling. The broad peak blue-
shifts with decreasing temperature and the behavior of the 
shift follows the Varshni’s law. The deviation of the broad peak 
from the exciton peak in the bulk InP is about 170 meV. For the 
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FIGURE 21.16 (a) A SEM image of a cross-sectional sample, (b) room temperature CL spectra from the nanowires (NWRs) and substrate region 
with a common vertical scale. (c) and (d) are monochromatic CL images taken at photon energies of 1.419 and 1.473 eV, respectively.
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recombination of carriers in the ground states (l = 0 and n = 1), 
the emission energy shift from the bulk one is roughly esti-
mated from (21.46) to be ΔE0,1 = 31 meV for the InP wire of 
R = 10 nm with μ = 0.071 m and j0,1 = 2.405. From the compari-
son, the observed value is much larger than the value expected 
from the average diameter of 20 nm. The diameter of the InP 
quantum wire with the energy shift of 170 meV is estimated 
to be about 5 nm from the previous data by (Yu et al., 2003). It 
can be considered that there exists a depletion region near the 
surface or an oxide layer on the nanowire sidewalls (Dionizio 
et al., 2008), which decreases a practical size of carrier confine-
ment region.

Figure 21.18a shows CL spectra from the nanowire region 
and substrate region taken at 80 K, with an electron beam scan-
ning over an 0.5 μm × 0.5 μm area. The emission peak at 1.412 eV 
comes from the InP substrate with a strong intensity, and the 
emission from the nanowires shows a strong peak at 1.417 eV. 
The deviation from the InP peak is 5 meV. This peak shift is much 
smaller than the value estimated from the quantum confine-
ment effect. It is more likely to be considered that the emission 
comes from the strained InP substrate region near the surface, 
because a part of the carriers generated in the nanowires can 
drift into the substrate.

Figure 21.18b shows CL spectra in the wide energy range 
extended to more than 1.5 eV. In this spectral range, the CL 
intensity from the nanowire region is much stronger than that from 
the InP substrate. A broad peak appears in the spectrum from the 
nanowire region at 1.60 eV with a full-width half-maximum 
(FWHM) of 150 meV. Figure 21.18c is a SEM image of the 
nanowire region, and a corresponding panchromatic CL image 
taken at 80 K is shown in Figure 21.18d. The InP substrate shows 
a brighter contrast than the nanowires in this image. On the 
other hand, in monochromatic CL images taken at the photon 
energy of 1.55 and 1.632 eV (Figure 21.18e and f), the nanow-
ires show much brighter contrast than the InP substrate. It is 
noticed that the intensity distributions in Figure 21.18e and f are 
similar to each other in spite of the existence of the size distribu-
tion in the nanowires. This means that the emission peak from 
each nanowire is sufficiently broad, even at low temperatures. If 
the broadening of the emission peak due to the phonon scatter-
ing process is dominant, the FWHM of the peak should become 
narrow with decreasing sample temperature, and split peaks 
from the nanowires with different diameters are expected to be 
observed. However, any split from the broad peak has not been 
observed, even for the measurement under a converged elec-
tron beam illumination at the nanowire region. One possible 
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explanation is that the broadening of the luminescence peak 
occurs due to carrier scattering by the impurities or defects 
such as twin boundaries involved in the nanowire during the 
growth. In such case, the FWHM is independent of temperature. 
However, the origin of the broadening is not yet clear.

The polarization dependence of the CL spectrum was mea-
sured, as shown in Figure 21.19, where p(s) polarization corre-
sponds to the electric field oscillation of light parallel (normal) 
to the nanowire direction. It is found that the luminescent light 
emitted from the nanowires is highly polarized parallel to the 
wire direction, while that from the substrate is not polarized. The 
polarization ratio at the peak energy of 1.6 eV is 0.50. The value 
expected from the dielectric effect is P = 0.93 calculated in (21.68) 
with ε = 12.0, where the size dependence of the dielectric effect is 
neglected. In addition, the quantum confinement effect should be 
involved, i.e., (21.69) is used with p(>1), the expected value must 
be larger than 0.93. The observed value is much smaller than 
the expected one. This is partly because the polarization mixing 
occurs due to reflection by the ellipsoidal mirror which corrects 
light emitted to a large solid angle. Wang et al. (2001) reported a 
large degree of polarization (P = 0.96) in the photoluminescence 
from InP nanowires. The PL was excited by a polarized light, so 
the polarization anisotropy is enhanced in the absorption process. 
Whereas in the CL experiment, the excitation is performed by the 
incident electrons, there is no anisotropy in excitation of carri-
ers. Thus, the degree of polarization in the CL measurement is 
smaller than that in the polarized PL. The CL detection is recently 
improved by introducing the angler-resolved measurement sys-
tem, as shown in the later section of ZnO nanowires.

21.5.2 Gaas Nanowire

Gallium arsenide (GaAs) has a zinc-blend structure, with a 
direct band gap of 1.519 eV at 0 K. Exciton radius is rather large, 

about 15 nm, so the quantum confinement effect on photon 
energy and polarization of the FX emission is expected for thin 
nanowires. The binding energy of FX in the bulk is about 4 meV, 
and the emission intensity of FX becomes weak at higher tem-
peratures above 200 K, even in thin nanowires. Recently, self-
standing nanowires of many semiconductors are produced by 
a growth technique using nanosized liquid droplets of a metal 
solvent (Hiruma et al., 1995; Gudiksen et al., 2002; Wu et al., 
2002), and optical properties were theoretically studied (Persson 
and Xu, 2004; Redlinski and Peeters, 2008).

Figure 21.20a shows a SEM image of a GaAs nanowire sample 
covered by an Al0.4Ga0.6As layer, self-standing on a Si(111) sub-
strate. The average outer dimensions of the nanowires are 80 nm 
in diameter and 700 nm in height, and the average density of 
the nanowires is about 10 μm−2. The sample was fabricated by 
a metalorganic chemical vapor phase epitaxy (MOCVPE) tech-
nique using Au nanoparticles as the catalyst (Bhunia et al., 2003; 
Tateno et al., 2004). First, an Al0.3Ga0.7As nanowire was grown 
to 100 nm in height on the Si substrate, and then GaAs nanow-
ire and Al0.3Ga0.7As nanowires were successively grown to 100 
and 180 nm, respectively. Finally, Al0.4Ga0.6As was deposited as 
a capping layer, with a thickness of 100 nm to reduce the non-
radiative recombination on the nanowire surface. Au dots with 
a radius of about 20 nm can be observed on top of the nanow-
ires in Figure. 21.20a. Figure 21.20b schematically represents a 
diagram of the sample structure. The materials are direct-gap 

S-5200 15.0 kV × 80.0 k  SE  04/02/10  20:42 500 nm

(a)

Au dot

Al0.4Ga0.6As

Al0.3Ga0.7As

180 nm

100 nm

100 nm

(b)

Si (111)

GaAs

FIGURE 21.20 (a) A SEM image of GaAs/AlGaAs nanowires with a 
core-shell structure, and (b) schematic diagram of the sample structure.
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semiconductors, with energy gaps of 1.52 eV for GaAs, 1.96 eV 
for Al0.3Ga0.7As, and 2.11 eV for Al0.4Ga0.6As at 0 K (Pavesi and 
Guzzi, 1994). The Al0.4Ga0.6As capping layer acts as a potential 
barrier, so a stronger (weaker) confinement structure is formed 
in the GaAs (Al0.3Ga0.7As) wire region. Carriers excited in the 
wire by an electron beam are expected to flow into the GaAs wire 
region, and recombine at the bottom of the band. Therefore, CL 
only from GaAs nanowires is expected to have sharp emission 
peaks in the CL spectrum corresponding to their diameters.

Figure 21.21a shows a SEM image of the sample observed from 
the direction normal to the surface. The image was observed in 
the SEM mode using the TEM operated at an accelerating volt-
age of 80 kV with a scanning area of 1 μm2 (Ishikawa et al., 2008). 
Figure 21.21b shows a panchromatic CL image of the same area 
as that shown in Figure 21.20a taken at 60 K. The localized CL 
intensity is distributed at the nanowires, and we can specify the 
emission of each nanowire from the comparison between the CL 
image and the SEM image. A spectrum from this area is shown 

in Figure 21.21c, where two broad peaks with a complex shape 
appear, reflecting the size distribution of the nanowires exist-
ing in this area. The emission spectra of similar shapes were 
frequently observed when the scanning area is of the order of 
1 μm2, although the peak energies are different. The spectrum 
taken from the wider area becomes a single broad peak extend-
ing over the energy range from 1.7 to 2.0 eV. The broadening of 
the CL peak is due to the superposition of many CL peaks from 
the nanowires of different diameters. To determine the effect of 
size distribution, we used a focused electron beam illuminating 
individual nanowires, A, B, and C indicated by circles in Figure 
21.21a. As shown in Figure 21.21d, sharp peaks were observed to 
appear at different energies because of the difference in diameter 
of the wire. It is noted that some nanowires such as A and C 
show double emission peaks.

As for the diameters of the nanowires, it is difficult to deter-
mine them from the SEM image since the wires are covered by 
the AlGaAs layer with outer diameters of about 100 nm. The 
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FIGURE 21.21 (a) A SEM image of the GaAs/AlGaAs nanowires, and (b) a panchromatic CL image taken at 130 K. A scan area is 1 μm × 1 μm. 
(c) A CL spectrum taken from the 1 μm × 1 μm area in (b). (d) CL spectra taken from the individual nanowires marked A, B, and C in (a) and (b).
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energy levels were previously theoretically studied by Persson 
and Xu (2004) for GaAs nanowhisker grown in the [111] direc-
tion, on the basis of a tight binding approach. According to 
the calculation of the transition at the Γ point, the peak ener-
gies from 1.7 to 2.0 eV in the CL spectrum from the wide area 
correspond to the diameters from 5 to 2 nm. These values are 
much smaller than that expected from a Au particle size of 
20 nm. This has been similarly observed in InP self-standing 
nanowires (Yamamoto et al., 2006), where the peak shift is 
much larger than that expected from the outer dimensions of 
the wire. This means that a practical size of carrier confine-
ment region is much smaller than the apparent diameter. Such 
narrowing of the confinement region may result from the inner 
stress near the GaAs/AlGaAs interface and interdiffusion of Al 
into the wire.

The temperature dependence of the CL spectra from the 
single nanowire A shown in Figure 21.21a is shown in Figure 
21.22a. The lower energy peak (P1) appears below 140 K and 
the higher energy peak (P2) appears below 100 K. Their inten-
sities increase with decreasing temperature. The intensity 
of the P2 peak increases rapidly at lower temperatures, and 
exceeds the P1 peak intensity at about 60 K. As shown in Figure 
21.22b, the P1 peak energy shows a blue shift as temperature 
decreases, following the band gap shift described by Varshni’s 
law (solid lines). The P1 emission can be attributed to the radia-
tive recombination of excitons at the ground state of the GaAs 
wire because the emission peak predominates at low tempera-
tures. The luminescence of excitons remains at rather high 

temperatures compared with that in bulk GaAs because the 
binding energy of excitons becomes large in nanowires owing 
to the quantum confinement effect (Basu, 1997). The appear-
ance of the two peaks can be explained, assuming that the 
two parts having different energy states coexist along a single 
nanowire. The inhomogeneous intensity distribution was fre-
quently observed along the tilted wires in the CL images and 
the polarization of the emitted light was randomly distributed 
with respect to the wire axis (Ishikawa et al., 2008). These 
facts indicate that the quantum-dot-like potential structure is 
formed along the wire, which does not emit a polarized light 
parallel to the wire axis.

Figure 21.23a shows a SEM image of a GaAs/AlGaAs nanow-
ire with a core-shell structure, as illustrated in Figure 21.20, 
and Figure 21.23b shows a corresponding panchromatic CL 
image taken at 130 K. In the CL image, discontinuous contrast 
is seen to appear along the wire, which suggests the existence 
of a quantum dot-like structure in the GaAs core. Figure 21.23c 
is a spectrum image taken with the electron beam scanning 
along the wire axis. A peak line at a wavelength of 830 nm is 
attributed to the bulk luminescence of GaAs. This indicates 
that the carriers excited in the wire diffuse into the GaAs sub-
strate because this peak vanishes for the nanowire separated 
from the substrate. It is noted that the emissions from those 
dots have a common spectral shape in the wavelength range 
from 700 to 800 nm, and the anisotropy in polarization is very 
small. We still need more consideration about the property of 
this luminescence.
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21.5.3 ZnO Nanowires

Zinc oxide (ZnO) is a wide gap semiconductor of wurtzite 
structure, with a gap energy of 3.44 eV at 4 K. The valence band 
structure of bulk ZnO near the BE is composed of three bands 
(A, B, and C band), and the character of the band has been 
controversy for many years. The highest energy band (the A 
band) of many wurtzite-type semiconductors such as GaN and 
CdSe has a character of heavy hole (the Γ9 symmetry, as shown 
in Figure 21.5b), whereas many authors assume the Γ7 sym-
metry character for ZnO (Meyer et al., 2004). The polarization 
studies showed that the inner emission due to the transition 
from the conduction band to the A band contain both polar-
ization components parallel and perpendicular to the c-axis. 
The energy difference between the A and B band was reported 
to be very small, 4.9 meV. The exciton binding energy is about 
60 meV which is much larger than the thermal energy at room 
temperature (kBT = 25 meV), so the band-edge emission can 
be observed even at room temperature. However, the exciton 
radius is very small (aX = 1.3 nm), and it is difficult to fabricate 
a ZnO quantum wire of such a small diameter. The quantum 
effect of ZnO nanowires has rarely been reported so far.

Recently, the optical properties of ZnO nanowires have been 
studied using self-standing nanowires grown parallel to the 
c-axis by MOCVD technique. Hsu et al. (2004) measured PL 
from narrow nanowires at room temperature and observed 
BE emission and green emission originated from defects. They 
showed that the BE emission is polarized parallel to the c-axis 
with the intensity ratio of I|| : I⊥ = 1 : 0.7, whereas the green emis-
sion is polarized perpendicular to the c-axis with the ratio of 
I|| : I⊥ = 0.85:1. The polarization dependence of photoconductivity 
was studied by Fan et al. (2004) using nanowires of 30–150 nm 
in diameter. The photoconductivity had a maximum value for 
polarization direction parallel to the c-axis. Yu et al. (2003) 
measured temperature dependence of PL spectrum from ZnO 
nanowires, showing peaks of BX emission, the P emission, and 
their phonon replica. The nanowires of wurtzite-type semicon-
ductors such as GaN (Zhang and Xia, 2006; Chen et al., 2008) 
and CdSe (Lan et al., 2008) have also been studied. Chen et al. 
(2008) measured the size dependence in polarization of the BE 
emission from GaN nanowires, and explained the results from 

the dielectric effect and the anisotropy in the inner emission. 
The polarization ratio changed with temperature; the BE emis-
sion is polarized parallel to the c-axis at room temperature, and 
is unpolarized at 20 K. They explained this from the change in 
anisotropy of the internal emission.

In the TEM-CL study, ZnO smoke particles were made by 
burning a Zn wire in air, and were collected by a copper mesh 
coated by a carbon film with micrometer-size holes. The smoke 
particle has a tetrapod-like shape, with four legs growing along 
the c-axis. Figure 21.24 shows CL spectra taken from a thick leg 
of the ZnO smoke particle at various temperatures. Two peaks at 
wavelengths of 368 nm (3.370 eV) and 375 nm (3.307 eV) appear 
in the spectrum at 20 K. The peak at 368 nm can be attributed to 
the ionized donor BX emission (Meyer et al., 2004), and the peak 
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at 375 nm is due to the P emission, which is generated by Auger-
like process associated with two excitons (Hvam, 1973; Li et al., 
2008). A small peak at 393 nm (3.155 eV) is a phonon replica of 
the P emission. The photon energies of those peaks shift to lower 
energies with temperature, following the Varshni’s law. A broad 
single peak (a BE emission) at room temperature can be recog-
nized as a mixed peak composed of the BX emission, P emission, 
and their phonon replica.

Figure 21.25a shows a SEM image of a ZnO smoke particle 
with thick legs, and Figure 21.25b and c are monochromatic CL 
images taken at the peak wavelength at room temperature for 
the p and s polarizations, respectively. The BE emission from a 
leg marked A extending along the y direction is strong in the p 
polarization, whereas that from a leg marked B extending along 

the x direction is strong in the s polarization. These facts indicate 
that the BE emission is polarized perpendicular to the c-axis. 
The central part of the particle shows a dark contrast because 
the emission peak from this part is slightly shifted to the lon-
ger wavelength. The central part showed a bright contrast in 
the monochromatic CL image taken at 395 nm (Figure 21.25d). 
This peak shift may be caused by the band gap narrowing due to 
strain in the multiple twin structure at the central part.

The polarization of the BE emission from ZnO nanowires 
depends on the diameter of the wire. CL light emitted from a 
single wire with a large diameter (300 nm) elongating perpen-
dicular to the axis of the parabolic mirror was measured with 
changing polarization angle θ defined in Figure 21.12. The CL 
intensity as a function of θ is shown in Figure 21.26a. The light 
was emitted in a direction perpendicular to the thick wire axis. 
The solid angle of the detection is about 0.05 str. The intensity of 
the BE emission at 383 nm has a minimum at θ = 0°, and shows 
cos2 θ-dependence. Polarization ratio is estimated to be −0.43 
from the intensity ratio of I||c  /I⊥ c = 0.40, which is deduced using 
the fitting function of

 I I I I( ) ( )cosθ θ= − +⊥ ⊥�
2  (21.73)

Whereas the BE emission from a thin nanowire with a diam-
eter of 60 nm presented an opposite behavior in polarization, as 
shown in Figure 21.26b; the intensity has a maximum at θ = 0°. 
The polarization ratio is estimated to be 0.31 from the intensity 
ratio of I||c /I⊥ c = 1.9.

The quantum confinement effect cannot affect the polar-
ization property of the CL emission from the ZnO nanowires 
because the diameters of those wires are much larger than the 
exciton radius. Therefore, the parameter p related to the aniso-
tropic internal emission is fixed regardless of the diameter of the 
nanowires, and should be given by the character of the optical 
transition in the bulk crystal. If the intensity ratio I||c  /I⊥ c = 0.40 
is considered as a bulk one, the parameter p can be calculated 
from (21.67) and (21.70) as follows:
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legs, and (b) and (c) are monochromatic CL images taken at the peak 
wavelength (383 nm) at room temperature for the p and s polarizations, 
respectively. (d) A monochromatic CL image taken at 395 nm.
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If the highest energy state in the valence band has a character 
of the light hole, p = 4 is expected from (21.58) for the transi-
tion from the conduction band to valence band. The above value 
is too small compared to the expected one. In other words, the 
emission due to the transition to the light hole state should be 
mainly polarized parallel to the c-axis, but the observed one is 
rather polarized perpendicular to the c-axis. This fact indicates 
that the transition to the heavy hole state component in the A 
band considerably contributes to the CL emission. It was also 

observed that the polarization ratio does not change with tem-
perature from 20 to 300 K.

The CL emission from the thick nanowire is polarized per-
pendicular to the wire axis (the c-axis), whereas that from the 
thin nanowire is polarized parallel to the wire axis. We should 
consider the dielectric effect for explaining this size dependence 
of the polarization. Figure 21.27 shows the dependence of the 
polarization ratio on nanowire diameter calculated from (21.71) 
and (21.72) with the dielectric constant at the peak wavelength 
to be 4.0 and with p = 0.25. This result well explains the behavior 
that the polarization ratio P is positive for thin nanowires, and 
turns to be negative for thick nanowires. The experimental values 
measured from ZnO nanowires with different diameters are plot-
ted in Figure 21.27. The polarization ratio changes sign around a 
diameter of 100 nm, being fitted with the calculated curve.

The spatial variation of polarization can be measured from 
spectral images taken with scanning electron beam. Figure 
21.28a and b shows a SEM image of a ZnO smoke particle with 
thick legs and a panchromatic CL image, respectively. Change 
in CL intensity appears along the leg. Figure 21.28c and d are 
p- and s-polarized spectral images taken with scanning electron 
beam along the line A-B in Figure 21.28a. The peak wavelength 
is 383 nm at room temperature. Polarization ratio calculated 
from the division of the peak intensities in the images of Figure 
21.28c and d is shown in Figure 21.28e. The polarization ratio 
is seen to be −0.45 at a thinner part (D = 150 nm) and −0.25 at 
a thicker part along the line. One of the legs is standing verti-
cally near the position B, and the polarization is vanished there. 
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This behavior is qualitatively explained by the theoretical curve 
in Figure 21.27.

Other types of emission appear under a high excitation con-
dition, when a thin nanowire is illuminated by a strong elec-
tron beam. The P emission is one of such types. Emission peak 
due to the exciton molecules appears near the BE peak, and 
shifts to the lower energies with increasing electron beam den-
sity. The emission peak due to the electron-hole plasma also 
appears at the lower energy side of the BE peak, and becomes 
predominant under the high excitation rate. The effect of shape 
and size of nanowires on the property of these emissions such 
as threshold condition of lasing has been studied recently 
(Johnson et al., 2003).
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22.1 Introduction

Over the past two decades, there have been extensive studies 
on the optical properties of semiconductor nanomaterials from 
the fundamental physics viewpoint and from the interest in the 
application to functional devices, because they exhibit unique 
size-dependent quantum properties [1–11]. In this chapter, 
we discuss optical properties of semiconductor nanomateri-
als of zero-dimensional (0D) nanoparticle quantum dots and 
one-dimensional (1D) carbon nanotubes. In optical studies of 
nanoparticle quantum dots and carbon nanotubes, we would 
like to point out two important reports opening new active 
fields: the discovery of room-temperature-visible luminescence 
from porous silicon in 1990 [12] and the discovery of efficient 
luminescence from isolated carbon nanotubes in 2002 [13]. 
These observations of efficient luminescence clearly show that 
nanoparticles and carbon nanotubes are high-quality crystal-
line semiconductors. Many different fabrication methods have 
been developed to obtain stable and efficient luminescence from 
nanoparticles and carbon nanotubes, e.g., core/shell nanopar-
ticles, suspended isolated nanotubes, and so on [14–20]. These 
nanomaterials become new materials for optoelectronic devices 
such as wavelength-tunable light-emitting diodes and lasers, 
quantum light sources, and solar cell applications.

When semiconductor nanoparticles of sizes are comparable 
to or smaller than the exciton Bohr radius in bulk crystals, the 
excited state energies and optical properties are very sensitive to 
their sizes [1,21,22]. Usually, nanoparticle samples are an inho-
mogeneous system in the sense that they have a distribution of 
size and shape, and variations of surface structures and sur-
rounding environments [2]. A large nanoparticle has small band-
gap energy and a small nanoparticle has large band-gap energy. 
Furthermore, the nanoparticles have large surface-to-volume 

ratios, and then the optical properties of nanoparticles are also 
sensitive to surrounding environments. The exciton band-gap 
energy of semiconducting carbon nanotubes is also sensitive to 
the nanotube diameter and the chiral index. Then, we need to 
study the intrinsic optical processes in nanoparticle quantum 
dots and carbon nanotubes hidden by sample inhomogeneity 
using sophisticated optical spectroscopy.

If the laser light excites all nanoparticles or all nanotubes in the 
sample, the sample shows broad luminescence, reflecting size or 
diameter distributions. This “global” photoluminescence (PL) or 
nonresonantly excited luminescence contains contributions from 
all nanoparticles or all nanotubes in the sample, and the PL spec-
trum is inhomogeneously broadened, as shown in Figure 22.1a. 
These sample inhomogeneities are the origin of nonexponential 
PL decay. In inhomogeneously broadened systems, resonant 
excitation spectroscopy is a powerful method to obtain intrin-
sic information from broadened optical spectra. Under resonant 
excitation at energies within the global PL band, we can observe 
fine structures in PL spectra at low temperatures, as shown in 
Figure 22.1b. Resonant excitation at energies within the lumi-
nescence band results in a single zero-phonon PL line or a well-
resolved phonon progression in PL spectra at low temperatures. 
In this case, we suppress the inhomogeneous broadening of the 
luminescence by selectively exciting a narrow subset of nanopar-
ticles. Resonant excitation results in fluorescence line narrowing 
(FLN) in nanoparticle samples [23–27]. The resonantly excited 
PL spectra are sensitive to the nature of the band-edge struc-
ture and the surface structure [27–29]. Moreover, luminescence 
hole-burning (LHB) spectroscopy is another resonant excitation 
spectroscopy. In the LHB experiments, the sample is excited by 
intense laser at the energy within the PL band [30–32]. After 
prolonged laser irradiation (burning laser excitation), a spectral 
hole is formed near the burning laser energy in the luminescence 
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band. We obtain similar optical information from the FLN and 
LHB experiments. However, in the resonantly excited PL or FLN 
spectra, it is difficult to obtain the detailed spectrum near the 
excitation energy because of the scattering of the excitation laser 
light. In the LHB experiment, it is comparatively easy to observe 
the spectral change just at the excitation energy [32].

Single molecule (or nanomaterial) spectroscopy is the most 
powerful tool for understanding intrinsic optical properties of 
isolated molecules and nanomaterials [5,33]. Single nanoparticle 
spectroscopy makes it possible to probe inherent and novel opti-
cal properties in nondoped and impurity-doped semiconductor 
nanoparticles hidden by inhomogeneity, such as size distribu-
tions and surrounding environment variations [34–37]. As 
an example of unique optical phenomena, PL blinking (or PL 
intermittency) is revealed by single nanoparticle spectroscopy 
[35]. We have developed many different types of luminescence 
imaging microscopes. Our systems cover a wide spectral region 
and wide response times. The spatial resolution is typically 
about 1 μm in our confocal microscopes and about 50–100 nm 
in home-built near-field optical microscopes. In these space-
resolved optical measurements, the most important point is 
the fabrication of stable and isolated nanomaterial samples. The 
nanomaterials should be isolated from each other, and the num-
ber density is dilute (about 1/μm2 or less). The sample should 
be stable against oxidation and strong light illumination. Then, 
chemically synthesized materials are good samples for our opti-
cal studies. Here, we discuss the luminescence properties and 
the mechanism of spectral diffusion and PL blinking of single 
carbon nanotubes and nanoparticle quantum dots.

22.2 Carbon Nanotubes

A single-walled carbon nanotube (SWNT) with about 1 nm diam-
eter and a length greater than several hundred nanometers is a 
prototype of 1D structures. The recent discovery of efficient PL 
from semiconducting SWNTs [13,38] has stimulated consider-
able efforts in understanding optical properties of SWNTs. The 

semiconducting SWNTs are 1D direct-gap band structures [8]. 
Because of the extremely strong electron–hole interactions (exci-
tonic effects) in 1D materials, unique optical properties of SWNTs 
are determined by the dynamics of 1D excitons [8,39]. In addition, 
the electronic structure and the PL energy of SWNTs strongly 
depend on the diameter and the chiral index [38]. The SWNT sam-
ples are also inhomogeneous systems, similar to the nanoparticle 
samples, because many different species of nanotubes exist in the 
sample. The inhomogeneous broadening and the spectral overlap-
ping of PL spectra cause the complicated PL dynamics of SWNTs. 
Single nanotube spectroscopy reveals the intrinsic excitonic prop-
erties of SWNTs [40–46], such as exciton energy, bright and dark 
exciton structures, exciton–phonon interaction, and so on.

For single nanotube spectroscopy, we synthesized spatially 
isolated carbon nanotubes on Si substrates using an alcohol 
catalytic chemical vapor deposition method [45,46]. In our 
experiments, the Si or SiO2 substrates were patterned with par-
allel grooves, typically 500 nm wide and 500 nm deep using an 
electron-beam lithography technique. The isolated SWNTs grow 
from one side toward the opposite side of the groove. We used 
these SWNT samples without matrix and surfactant around the 
nanotubes to reduce the local environmental fluctuation effect. 
We show a typical PL spectrum of a single carbon nanotube 
suspended on the groove [assigned chiral index: (7,6)] at about 
40 K in Figure 22.2a [46]. Very broad PL bands are observed in 
the ensemble-averaged spectrum of micelle-wrapped SWNTs 
dispersed in gelatin. The PL spectral shape of a single carbon 
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FIGURE 22.1 Luminescence spectra of semiconductor nanopar-
ticles: (a) global luminescence spectrum, (b) resonantly excited lumi-
nescence spectrum, (c) LHB spectrum, and (d) single nanoparticle 
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[assigned chiral index (7,6)] in comparison with the ensemble-averaged 
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plot of the PL intensity of a typical single SWNT versus the polarized 
direction of the excitation laser. The PL data (circle) were fitted using 
cos2 θ (solid line). (Reprinted from Matsunaga, R. et al., Phys. Rev. Lett., 101, 
147404, 2008. With permission.)



Optical	Spectroscopy	of	Nanomaterials	 22-3

nanotube is given by a Lorentzian function, and its linewidth of 
a few meV reflects homogeneous broadening. Figure 22.2b shows 
a polar plot of the PL intensity of a typical single carbon nano-
tube versus the polarization direction of the excitation laser light 
[46]. Since a 1D dipole moment exists, strong optical absorption 
occurs when the polarization of the excitation light parallels 
the nanotube axis. This PL anisotropy is useful for determining 
the direction of the observed nanotube axis for single nanotube 
spectroscopy and modulation spectroscopy.

The sharp luminescence spectra provide detailed information 
on the exciton fine structures. We studied the PL fine structure 
of single SWNTs under magnetic fields at low temperatures. A 
single sharp PL spectrum arising from bright exciton recom-
bination is observed at zero magnetic field, as shown in Figure 
22.2a. When the magnetic field is parallel to the nanotube axis, 
a new peak appears below the bright exciton peak. Figure 22.3a 
shows PL spectra of a single carbon nanotube under magnetic 
fields [46]. These PL spectra are fit well by two Lorentzian func-
tions. With the magnetic field, the lower energy peak shows a 
redshift and the lower-energy peak intensity increases. We can-
not observe these changes when the magnetic field is perpen-
dicular to a single nanotube axis, as shown in Figure 22.3b [46]. 
The splitting of the PL peak occurs due to the magnetic flux 
parallel to the nanotube axis. These splitting and magnetic field 
dependence can be explained by the Aharonov–Bohm splitting 
of excitons based on the Ajiki and Ando model [8,47]. The singlet 

exciton states split into the bonding and antibonding exciton 
states, and this due to the short-range Coulomb interaction. 
The bonding state is odd parity (bright) and the antibonding is 
even (dark). The energy difference between the bright and dark 
exciton states also depends on the diameter of SWNTs. These 
experimental observations are consistent with the theoretical 
calculation. The dark exciton state exists about several meV 
below the bright exciton state. Studies of 1D dark excitons influ-
encing optical responses of carbon nanotubes [48–52] are very 
important for optical device applications.

The diameter dependence of the exciton energy in single car-
bon nanotubes is also revealed by single nanotube spectroscopy. 
At room temperature, the experimentally obtained PL spectra 
can be approximately reproduced by single Lorentzian functions. 
The observed PL peaks correspond to the zero-phonon lines of 
free excitons, and the spectral linewidth of the PL spectra is deter-
mined by the homogeneous broadening. We obtained PL spectra 
from many different isolated SWNTs with a variety of chiral 
indices. Figure 22.4a shows a distribution of the PL peak energies 
for the single SWNTs, indicated by diamonds [45]. In Figure 
22.4b, we show some of the PL spectra from isolated SWNTs with 
various emission energies [45]. Only a single sharp peak can be 
seen in each spectrum. The PL linewidth clearly becomes broader 
as the diameter decreases. This shows that the exciton–phonon 
interaction is stronger in smaller diameter tubes.

The lowest exciton has fine structures (bright and dark exci-
tons), and the fine structures will determine optical responses 
and cause unique phenomena. At low temperatures, we observe 
an interesting phenomenon, spectral diffusion. A few ten percents 
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of the nanotubes show spectral diffusion. We consider that 
spectral diffusion is related to the exciton fine structure, bright 
and dark excitons. The PL fluctuation due to spectral diffusion 
is clearly observed at low temperatures. Spectral fluctuation 
occurs very slowly, the order of several seconds. Figure  22.5a 
shows a typical temporal evolution of the PL spectrum of SWNT 
showing spectral fluctuations at 40 K [53]. During spectral dif-
fusion, the PL spectra clearly show two peaks. The lower energy 
is fitted by Gaussian and the higher energy is Lorentzian. From 
spectral fitting, we can determine the peak positions and line-
width of both peaks of the PL spectra. Temporal changes in 
two PL peak energies and linewidths of the lower energy PL 
band are shown in Figure 22.5b [53]. The higher energy peak 
is almost constant, but the lower energy peak fluctuates. We 
find a good correlation between the PL peak energy and the PL 
linewidth of the lower energy band. When the PL peak shows a 
low energy, the linewidth becomes wider. To clarify the origin 

of the spectral diffusion in the lower energy peak, the PL line-
width of the lower energy peaks is plotted as a function of the 
emission energy. We obtain the square root dependence of the 
linewidth on the emission energy [53]. This dependence sug-
gests the quantum-confined Stark effect [54]. The spectral dif-
fusion can be explained by the fluctuation of local electric field. 
The Stark effect causes a redshift in the exciton energy. A small, 
fast, local electric field fluctuation results from surface charge 
oscillations. These observations show that the energy splitting 
between the bright and the dark exciton states is estimated to 
be about a few meV [53]. This conclusion is well consistent with 
the magneto-optic results as mentioned before. Detailed under-
standing of fine structures of the lowest excitons is important for 
the optoelectronic applications of carbon nanotubes.

22.3 Nanoparticle Quantum Dots

Similar spectral diffusion and PL blinking phenomena are also 
observed in nanoparticle quantum dots. PL blinking phenom-
enon is quite enhanced in 0D nanoparticles rather than 1D car-
bon nanotubes. PL blinking in single nanoparticles is caused by 
a random switching between light-emitting “on” and non-light-
emitting “off” states under continuous-wave (cw) laser excita-
tion. Since the first blinking observation in nanoparticles [35], 
the mechanism of nanoparticles PL blinking has been extensively 
discussed [55–70]. Ionization of nanoparticles due to nonradia-
tive Auger recombination plays an essential role in PL blinking 
of single nanoparticles [55]. It is well accepted in this field that PL 
blinking originates from the photoionization and neutralization 
of nanocrystals under cw light illumination. In CdSe nanocrys-
tals, for example, the non-light-emitting off-time state is due to 
positively charged nanoparticles, and the light-emitting on-time 
state is due to the neutral nanoparticle [55,70]. Spectral fluctua-
tions during on-time suggest that both electrons and holes trapped 
on the nanoparticle surface cause transient and local electric field 
fluctuations in the light-emitting neutral nanoparticle. In neu-
tral nanoparticles, excitons recombine radiatively. In ionized (or 
charged) nanoparticles, the photogenerated excitons and excess 
holes recombine nonradiatively through fast three-body Auger 
recombination. The PL blinking means that a nanoparticle repeats 
the neutralization and ionization under cw laser excitation.

PL blinking behavior is very sensitive to the local surround-
ing environments. Figure 22.6 shows the PL intensity time 
traces of a single CdSe nanoparticle on different substrates: 
glass, rough, and flat Au surfaces [66]. The samples are excited 
by cw laser at room temperature. The on-off PL blinking behav-
ior is clearly observed on the glass substrate. The time distri-
bution of the on and off states can be characterized by power 
law functions [57]. The power law distributions suggest that the 
PL blinking is caused by a very complicated process. On the 
metal surfaces, on the other hand, the PL off-time is drasti-
cally suppressed. The PL blinking suppression indicates that 
the very rapid neutralization of ionized nanoparticles occurs 
through the fast energy transfer. However, the enhancement 
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and quenching of the PL intensity depend on the roughness 
of the metal surface. On the rough surface, the PL intensity 
increases. In this experiment, rough Au surfaces are composed 
of an assembly of hemispherical particles with lateral sizes of 
20–50 nm and peaks and valleys of roughly 15 nm. On the flat 
surface, however, the PL intensity decreases. The enhancement 
of the PL intensity depends on the excitation laser wavelength. 
The enhancement spectrum agrees well with the absorption 
spectrum for localized plasmon resonance [66].

Even on rough Au surfaces, we can observe both enhancement 
and quenching phenomena of the PL intensity. PL intensity on a 
rough Au surface depends on the polarization angle of the excita-
tion laser [71]. Electric field enhancement depends on the polariza-
tion direction. The PL intensity of a single nanoparticle on glass 
does not change with the polarization angle. We obtain the micro-
scopic structure of semiconductor nanoparticles and rough sur-
faces from the polarization and wavelength dependences. Thus, we 
conclude that the PL intensity enhancement is related to the electric 
field enhancement due to localized plasmon excitation. Studying 
PL blinking behaviors is a way to understand energy transfer pro-
cesses between nanoparticles and surrounding environments.

Close-packed nanoparticle films or nanoparticle arrays show 
unique exciton energy transfer and charge carrier transport 
beyond isolated nanoparticles [72–79]. Many different types of 
closely packed nanoparticle films, arrayed nanoparticle solids, 
and nanoparticle suprasolids have been prepared [72–79]. In 
order to control energy transfer between excitons in semiconduc-
tors and plasmons in metals, we fabricate metal-semiconductor 
hetero-nanostructures and their PL spectrum and dynamics. 
We fabricated two types of semiconductor-metal nanoparticle 
heterostructures using the Langmuir–Blodgett technique: close-
packed CdSe nanoparticle monolayers on Au substrates [80] 

and mixed CdSe and Au nanoparticle monolayers [81]. In close-
packed CdSe nanoparticle monolayers on Au surfaces, the inert 
polymer thin film was inserted between the nanoparticle mono-
layer and the Au substrate. The distance between the excitons 
and plasmons, Δ, is controlled by the polymer thickness. Figure 
22.7 summarizes the distance dependence of the PL lifetime and 
the time-integrated PL intensity [80]. There is a good correlation 
between the PL decay rate and the PL intensity. PL quenching 
only occurs when the distance between excitons and plasmons is 
less than 30 nm. In large distance samples, the PL decay rates in 
close-packed monolayers are much larger than those in isolated 
nanoparticles in solutions. The PL lifetime in the CdSe mono-
layers on the glass is governed by the nonradiative recombina-
tion of excitons in nanoparticles and the energy transfer from 
small to large CdSe nanoparticles, which have lower exciton 
energies. Furthermore, the PL decay increases with a decrease 
of the distance between the Au surface and the CdSe nanopar-
ticle monolayer. This can be attributed to energy transfer from 
nanoparticles to surface plasmons of the Au surfaces. The reduc-
tion of both the PL lifetime and the PL intensity simultaneously 
occurs. PL quenching only occurs in the CdSe nanoparticle 
monolayer in close proximity to the Au films [80].

Close-packed monolayer films composed of CdSe and Au 
nanoparticles have simple two-dimensional hexagonal lattices 
[81]. The PL and optical density of the sample films depend on 
the Au nanoparticle concentration in the film, because of the 
spectral overlap between the exciton luminescence of CdSe 
nanoparticles and the plasmon absorption in Au nanoparticle. In 
the CdSe and Au nanoparticle mixed monolayer samples, the PL 
decay curves can be reproduced successfully using three expo-
nential decay components. Three kinds of decay channel of 
excited states exist in the close-packed CdSe and Au nanoparti-
cle monolayer. In mixed monolayer samples, the decay times are 
classified into three components: 0.2, 1, and 10 ns, as summarized 
in Figure 22.8a [81]. These decay times are almost independent of 

exexexexexex

100

I P
L (

a.
u.

)10

1

0.1
0.01

Δ–1 (nm–1)

τ P
L–1

 (n
s–1

)

0.1

FIGURE 22.7 PL lifetime and PL intensity as a function of the dis-
tance between the CdSe nanoparticles monolayer and the Au film. 
(Reprinted from Ueda, A. et al., Appl. Phys. Lett., 92, 133118, 2008. 
With permission.)

150 (a)

(b)

(c)

100

50

0

600

300

0

40

Co
un

ts
/5

0 
m

s

20

0
0 10 20

RT 100
λex = 488 nm  λem = 620 nm

Time bins (s)

P 
(t)

10110010–110–4

10–2

30 40 50
Time (s)

FIGURE 22.6 PL intensity time-traces of single CdSe/ZnS nanopar-
ticles on the glass (a), the rough Au surface (b), and the flat Au surface (c). 
The inset of (a) is the histogram of the on-time (solid circles) and off-
time (open circles) duration of the PL intensity time trace on the glass. 
(Reprinted from Matsunaga, R. et al., Phys. Rev. Lett., 101, 147404, 2008. 
With permission.)



22-6	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

the Au nanoparticle mixing ratio in the film. The 10-ns decay time 
originates from radiative recombination within CdSe nanopar-
ticles in the films. As the Au nanoparticle fraction increases, the 
amplitudes of two 1- and 10-ns components decrease. The ampli-
tude of the fast 0.2-ns decay component becomes dominant. 
These results indicate that the fast PL quenching is caused by the 
energy transfer to Au nanoparticles for the CdSe nanoparticles 
in contact with Au nanoparticles. Here, note that the decay com-
ponent of about 1 ns is a unique characteristic of close-packed 
mixed nanoparticles solids. Energy transfer between the nearest-
neighbor CdSe nanoparticles takes part in the slow PL quench-
ing process of 1 ns in the mixed film. The 1-ns PL quenching 
process is the stepwise energy transfer from a CdSe nanopar-
ticle to a CdSe nanoparticle to a Au nanoparticle, as illustrated 
in Figure 22.8b [81]. Therefore, we conclude that the PL dynam-
ics are explained by three kinds of decay channel. The energy 
relaxation rate in semiconductor nanoparticles is controlled by 
changing local surrounding environments. These close-packed 
nanoparticle heterostructures will show unique exciton energy 
transfer, and charge carrier transport beyond isolated nanopar-
ticles opens new application fields.

22.4 Multiexciton Generation

Finally, we discuss unique exciton–exciton interactions in 
nanoparticles and nanotubes. Nanoparticle quantum dots and car-
bon nanotubes provide an excellent stage for experimental studies 
of many-body effects of excitons or electrons on optical processes 
in semiconductors [82–84]. The reduced dielectric screening and 
the relaxation of the energy–momentum conservation rule in 
nanostructures enhance the Coulomb carrier–carrier interactions, 

leading to multi-carrier processes such as the quantized Auger 
recombination, multiple exciton generation (MEG), carrier multi-
plication (CM), and so on [7,85]. The achievement of efficient CM 
in semiconductors makes it possible to produce highly efficient 
solar cells with conversion efficiencies that exceed the Shockley–
Queisser limit of 32% [86]. Strongly confined electrons and exci-
tons in nanomaterials show unique nonlinear optical properties, 
compared to semiconductor bulk crystals.

Strong interactions between carriers or between excitons 
cause fast nonradiative Auger recombination of multiple exci-
tons or carriers [82]. Intense interest in Auger recombination in 
nanoparticles has been stimulated by investigations and searches 
for new laser and solar cell materials [87–89]. In laser and solar 
cell applications, nonradiative Auger recombination dominates 
both the carrier density and the carrier lifetime, determining the 
device performance. Moreover, in transient absorption, PL, and 
terahertz conductivity experiments, fast Auger recombination 
has also been used as a probe in MEG and CM processes [89–96]. 
The CM efficiencies of nanoparticles are not clear, and the CM 
mechanism is under discussion. In SWNTs, for example, strong 
Coulomb interactions enhance the many-body effects of excitons. 
The fast Auger recombination of excitons has been observed by 
means of exciton homogeneous linewidth [97] and pump-probe 
measurements [98–100]. We studied MEG processes in SWNTs 
at room temperature by temporal change in the carrier density 
[101]. The fast-decay component grows at increasing excitation 
intensity. When the photon energy is three times larger than the 
band-gap energy, Auger recombination occurs efficiently even in 
the weak intensity region. In our experiment, CM is estimated to 
be about 1.3 under 4.65 eV excitation [101]. We pointed out that 
a possible mechanism of CM in carbon nanotubes is the impact 
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ionization. Strong interactions between carriers or between exci-
tons cause unique optical processes in semiconductor nanoma-
terials. Highly excited semiconductor nanomaterials show new 
optical functionalities.

22.5 Summary

We briefly discussed luminescence properties of carbon nano-
tubes and nanoparticle quantum dots by means of single molec-
ular spectroscopy and time-resolved optical spectroscopy. These 
semiconductor nanomaterials show unique luminescence prop-
erties such as spectral diffusion and luminescence blinking. 
Energy transfer between nanomaterials and surrounding envi-
ronments affects the PL spectra and dynamics of nanomaterials. 
Although this chapter is written as a review-type survey of our 
recent studies, we hope that discussions and many references 
cited are useful for the readers.
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23.1  Introduction to Nanoscale Excitons

The optical properties of nanoscale excitons are of interest to 
researchers because their size tunability makes them of practi-
cal use; however, understanding the nature of these delocalized 
electronic states is a challenge (Scholes and Rumbles 2006, 2008). 
Nanoscale excitons are the electronic excited states formed by 
the absorption of light by nanoscale systems. A nanoscale system 
is any chemical or physical system that is in the nanometer-size 
regime. The kinds of systems that are the subject of this chapter 
tend to have properties lying between those of molecules and 
those of bulk semiconductors. Unlike excitons in bulk semicon-
ductors, the energies of nanoscale excitons can often be changed 
by the size of the system. That property is envisioned, for exam-
ple, to allow the color of solid-state lasers to be tuned.

Well-studied examples of nanoscale systems include semicon-
ductor nanocrystals, carbon nanotubes (CNTs), organic conju-
gated polymers, and molecular aggregates, shown in Figure 23.1. 
The excitons in quantum dots and CNTs are closely related to 
molecular excited states; however, the size of the nanoscale sys-
tems has forced researchers to make severe approximations in 
their quantum-mechanical descriptions. Nonetheless, the excited 
states of nanoscale systems tend to be more amenable to approxi-
mate descriptions than molecules because the wavefunction 
delocalization reduces the importance of the electron correlation 
for an accurate calculation of the energies of electronic states. 
Such electronic excited states are often described as Wannier–
Mott excitons (Banyai and Koch 1993; Basu 1997; Gaponenko 
1998; Jorio et al. 2008). Other systems, like molecular aggregates, 
crystals, and certain proteins—namely, those involved in photo-
synthetic energy transduction—have optical properties that are 
better described with reference to the molecular building blocks 
of the aggregate. The lowest electronic excited states of these 

aggregates are called Frenkel excitons (Kasha 1976). Conjugated 
polymers, now used in organic light-emitting diodes and dis-
plays (OLEDs), have excited states somewhere between these 
limits (Sariciftci 1997; Hadziioannou and Malliaras 2006). This 
relationship is illustrated in Figure 23.2.

In the limiting case of Wannier–Mott excitons, it is 
assumed that the electronic interaction between the building 
blocks of the system—the atoms or unit cells—is large, akin 
to a chemical bond. In this case, orbitals that are delocalized 
over an entire system are a good starting point for describing 
one-electron states. Photoexcitation introduces an electron 
into the conduction orbitals, leaving a “hole” in the valence 
orbitals. The Wannier–Mott description assumes that there 
are many electrons in the system, so the atomic centers are 
highly screened from the outermost electrons, that is, the 
dielectric constant is high. In that case, it is considered rea-
sonable to assume that the electron and the hole move freely in 
the background dielectric continuum and are weakly bound. 
The strength of this electron–hole attraction determines the 
“binding” of the lower energy, optically allowed states com-
pared to the dense manifold of charge carrier states that lie 
higher in energy. In this model, the electron and the hole move 
under their mutual attraction in a dielectric continuum, and 
then the exciton energy levels are found as a series analogous 
to the states of the hydrogen atom. Note that this model can 
be useful, but it must be realized that it is highly approximate 
(Scholes 2008b), and it is only able to give limited insights. The 
conceptual advantage of this model is that it converges to the 
free carrier limit where the electron-hole attraction is negli-
gible compared to the thermal energies. It can thereby be seen 
how the photoexcitation of a bulk semiconductor exciton effi-
ciently produces charge carriers, which is how a typical semi-
conductor solar cell works.

23
Nanoscale Excitons and 

Semiconductor Quantum Dots

23.1 Introduction to Nanoscale Excitons ...................................................................................23-1
23.2 Nonlinear Optical Properties of Semiconductor Quantum Dots ..................................23-5
23.3 Two-Photon Absorption in Semiconductor Quantum Dots ......................................... 23-6

Biological Imaging • Amplified Stimulated Emission and Lasing • Optical Power 
Limiting • Two-Photon Sensitizer

23.4 Conclusion ..............................................................................................................................23-8
References ...........................................................................................................................................23-8

Vanessa M. Huxter
University	of	Toronto

Jun He
University	of	Toronto

Gregory D. Scholes
University	of	Toronto



23-2	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

In order to further understand the formation of excitons in 
nanoscale systems, we will examine the case of semiconduc-
tors as a model system. The optical properties of semiconduc-
tor nanostructures lie in an intermediate regime between a 
molecular and a bulk description. In a bulk semiconductor, the 
dimensions of the system are practically infinite compared to 
the dimensions of the carriers (electrons and holes). In this case, 

the wavefunctions, which are standing waves in the material, 
are spread over an infinite number of unit cells (the repeat unit 
in a crystal), and the carriers (electrons and holes) are free par-
ticles. The density of states for the bulk material is continuous, 
as shown in Figure 23.3a. Note that in the case of a bulk semi-
conductor, the density of states for both the hole and the electron 
are continuous. These two continuous regions are separated by 
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FIGURE 23.1 (See color insert following page 21-4.) Excitons and structural size variations on the nanometer length scale. (a) The photosyn-
thetic antenna of purple bacteria, LH2, is an example of a molecular exciton. The absorption spectrum clearly shows the dramatic distinction 
between the B800 absorption band, arising from essentially “monomeric” bacteriochlorophyll-a (Bchl) molecules, and the redshifted B850 band 
that is attributed to the optically bright lower exciton states of the 18 electronically coupled Bchl molecules. (b) The size-scaling of polyene proper-
ties, for example, oligophenylenevinylene oligomers, derives from the size-limited delocalization of the molecular orbitals. However, as the length 
of the chains increases, disorder in the chain conformation impacts the picture for exciton dynamics. Absorption and fluorescence spectra are 
shown as a function of the number of repeat units. (c) SWCNT size and “wrapping” determine the exciton energies. Samples contain many differ-
ent kinds of tubes, therefore optical spectra are markedly inhomogeneously broadened. By scanning excitation wavelengths and recording a map 
of fluorescence spectra, the emission bands from various different CNTs can be discerned, as shown. (Courtesy of Dr. M. Jones). (d) Rather than 
thinking in terms of delocalizing the wavefunction of a semiconductor through interactions between the unit cells, the small size of the nanocrys-
tal confines the exciton relative to the bulk. Size-dependent absorption spectra of PbS quantum dots are shown. (Adapted from Scholes, G. D. and 
Rumbles, G., Nat. Mater., 5, 683, 2006.)
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FIGURE 23.3 Idealized representation of the density of electron states for (a) a bulk semiconductor system (3D) and a semiconductor system 
confined in (b) one dimension (a 2D system), (c) confined in two dimensions (a 1D system) and (d) confined in all three dimensions (a 0D system). 
In the bulk case, the energy levels form a continuous band. With increasing confinement, the density of states becomes more discrete, resulting in 
the delta functional form of the density of states in the 0D case.
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the bandgap in which the density of states goes to zero for an 
ideal system. The bulk system is infinite in all three dimensions. 
The effect of spatially confining the electrons and holes in one, 
two, or three of those dimensions is to change the density of 
states. The spatial confinement of the electrons and holes in one 
dimension means that the wavefunctions of those particles are 
quantized in that same one dimension. However, the electrons 
and holes are not confined and can move freely in the other two 
dimensions. This is similar to the concept of a plane as a two-
dimensional object in a three-dimensional space. Examples of 
these two-dimensional systems with a spatial confinement in 
one dimension are nanometer-height thin films and quantum 
wells. The quantization of the electrons and holes in one dimen-
sion changes the density of states from the bulk continuum to a 
step-type function, as shown in Figure 23.3b. Similarly, spatial 
confinement of the electrons and holes in two dimensions results 
in the quantization of the particles in those same two dimen-
sions. In these systems, called quantum wires, the electrons and 
the holes can only move freely in one dimension. The quantiza-
tion in two of three dimensions results in a further change in the 
density of states, which becomes more discrete with individual 
peaks as shown in Figure 23.3c. Finally, the spatial confinement 
of the electron and the hole in all three dimensions results in 
quantization in all three dimensions. In this case, the density of 
states is discrete and takes the form of delta functions, as shown 
in Figure 23.3d. These systems are called quantum dots and are 
discussed in more detail later in this chapter.

The physical confinement in one, two, or three dimensions 
changes the boundary conditions imposed on the wavefunctions 
and quantizes the behavior of the electrons and holes in one, two, 
or three dimensions. The boundary conditions associated with 
the spatial confinement of the wavefunctions, in turn, modify 
the density of states. The resulting change in the density of states 
from a continuous band in the bulk to discrete levels in a quan-
tum dot is analogous to the particle in a box model in quantum 
mechanics. The physical dimensions required to spatially con-
fine the electron or the hole depend on the size of the electron 
and hole wavefunctions. These are determined by the physical 
properties of the specific material and are usually on the order of 
one to tens of nanometers.

The quantum confinement of the electron and the hole wave-
functions modifies their interaction. The spatially overlapped 
electron and hole wavefunctions can associate through an energy-
lowering Coulomb interaction due to their relative negative and 
positive charges, forming an exciton. This association can be 
described in analogy to a hydrogen atom and, as such, the size of 
the exciton is described using a Bohr radius. Just like the hydrogen 
atom, the lowest energy set of states is comprised of closely bound 
electron-hole pair configurations. These are the bound exciton 
states, which are the optically active states of the system (those 
that absorb and emit light). They tend to be clearly distinguished 
from a band of many higher energy states, which do not absorb 
light, but are the nanoscale-free carrier states (Scholes 2008b).

The energy separation between the lowest energy-exciton states 
and the onset of the carrier states is called the exciton-binding 

energy. We can think of the exciton-binding energy as the 
energy required to ionize an exciton. Notably, this ionization 
energy is significantly reduced compared to small, molecular 
systems because of the many different ways that the electron and 
the hole can be separated. The exciton-binding energy, medi-
tated by an attractive Coulomb interaction, can also be thought 
of as the energy reduction associated with forming an exciton 
as compared to the energies of the free electron and hole con-
fined in the three-dimensional potential. This exciton-binding 
energy shifts the positions of the energy levels. The exciton in a 
three-dimensional potential and the associated exciton levels are 
shown in Figure 23.4.

The binding energy of excitons is a topic of widespread inter-
est, especially because of its relevance to photovoltaic science. 
In high dielectric constant bulk-semiconductor materials the 
exciton-binding energy is typically small: 27 meV for CdS, 
15 meV for CdSe, 5.1 meV for InP, and 4.9 meV for GaAs. The 
small exciton-binding energies of these materials make them 
well-suited for photovoltaic applications because the optically 
active exciton states absorb light, then the ambient thermal 
energy (∼25 meV) is sufficient to convert the exciton to free 
carriers. Thus, the potential energy of the absorbed photon 
is converted to an electrical potential. On the other hand, in 
molecular materials, the electron-hole Coulomb interaction is 
substantial—usually a few eV. In nanoscale materials, we find a 
middle ground where exciton-binding energies are significant 
in magnitude—that is, excitons are important.

As an example, the valence and the conduction orbitals of a 
single-wall carbon nanotube (SWCNT) are shown in Figure 23.5. 
These are typical 1D densities-of-states as were introduced in 
Figure 23.3. If the electrons were non-interacting, then the lowest 
excitation energy of a SWCNT would be the same as the energy 
gap between the highest valence orbital and the lowest conduc-
tion orbital. In fact, this is the energy corresponding to the onset 
of carrier formation. Suitable quantum-chemical calculations 
introduce interactions between the electrons in these various 
orbitals, which captures the electron-hole attraction and thus 
leads to a significant stabilization of the excited states relative to 
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FIGURE 23.4 Confining the electron and the hole in a potential 
results in the formation of a hydrogen-like exciton and bound exciton 
states. The binding of the exciton is mediated through the Coulomb 
interaction.
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those estimated with the more primitive model of orbital energy 
differences. That gives the correct energy of the optical absorp-
tion bands. The energy difference between the orbital energy 
difference and the optical gap is the exciton-binding energy. It 
has been predicted for SWCNTs to be ∼0.3–0.5 eV (Zhao and 
Mazumdar 2004), which was later confirmed by an experiment 
(Ma et al. 2005; Wang et al. 2005).

As a result of the nature of excitons, the optical properties of 
nanoscale systems provide an interesting link between the prop-
erties of extended “bulk” systems and those of molecules. The 
study of excitons provides the opportunity for new insights into 
the behavior of nanoscale systems. For the rest of this chapter, 
we will focus on the properties of a particular nanoscale system: 
semiconductor quantum dots.

23.2  Nonlinear Optical Properties 
of Semiconductor Quantum Dots

Quantum-confined semiconductor nanocrystals, or quantum 
dots, have been the focus of intense study over the past three 
decades due to their size-tunable optical properties and unique 
physical characteristics. This area of research was founded in the 
early 1980s when researchers at Bell Laboratories (Rossetti et al. 
1983) in the United States and the Yoffe Institute (Ekimov et al. 
1980, Ekimov and Onushchenko 1982; Efros and Efros 1982) in 
Russia (then the U.S.S.R) independently described the proper-
ties of nanometer-sized semiconductor quantum dots. This work 
was quickly followed by studies on colloidal samples (Spanhel 
et al. 1987), leading to a further understanding of the optical and 

physical properties of quantum dots. Within less than a decade, 
a basic theoretical framework to describe the observed proper-
ties had been proposed and work was underway to explore the 
fundamental physics of these materials.

Much of the early work on quantum dots focused on semi-
conductor-doped glasses. These materials are characterized by 
broad size distributions and offer no possibility of control over 
the shape or the interface characteristics of the particles. The 
limitations of these doped glasses, particularly the broad size 
distribution that results in a large static inhomogeneity, masked 
many of the fundamental physical processes that were occur-
ring in the quantum dots. However, the study of quantum dot 
systems underwent a revolution in 1993 when it was discovered 
that nucleation and a controlled growth of colloidal semicon-
ductors could be achieved by injecting highly reactive organo-
metallic precursors into a solvent system that coordinates to the 
colloid surface (Murray et al. 1993). This coordinating solvent, 
trioctylphosphine oxide, was an important discovery because 
it serves to arrest growth and stabilize the nanocrystals. This 
method allowed a simple and reproducible synthesis of high 
quality, nearly monodisperse cadmium chalcogenide nanocrys-
tal samples. This development led to an explosion in the field 
and opened new avenues for research and technology including 
increased processibility, the possibility of mass production, and 
chemical manipulation for tailored shape control. In particular, 
this reliable method of making high-quality samples allowed 
the exploration of phenomena that had been previously unob-
servable due to static inhomogeneity associated with broad size 
distributions.

In addition to doped glasses and colloidal samples, there are 
epitaxially grown quantum dots. While colloidal nanocrystals 
tend to be sized in the range of 1–10 nm in diameter, epitaxial 
dots, which are grown on solid substrates, may be a couple of 
nanometers in height but with lateral dimensions of tens of 
nanometers. The physics of these materials differ from colloidal 
samples in some fundamental ways; however, the basic proper-
ties associated with quantum-confined nanocrystals apply to all 
three types of quantum dots. Different aspects of these proper-
ties have been explored in many comprehensive reviews. For 
instance, a review of the electronic properties was presented by 
Yoffe (1993, 2001). The optical nonlinearities of semiconductor 
nanocrystals were reviewed by Banfi’s group (Banfi et al. 1998). 
Research on semiconductor quantum dots has evolved from 
fundamental science (Alivisatos 1996; Empedocles and Bawendi 
1997; Klimov 2000; Klimov et al. 2000a,b) to lasing and ampli-
fication (Klimov 2006; Klimov et al. 2007), optical power limit-
ing (He et al. 2007a,b), biological imaging (Bruchez et al. 1998; 
Dubertret et al. 2002; Larson et al. 2003; Michalet et al. 2005) and 
labeling (Seydack 2005), sensitization (Dayal and Burda 2008), 
and optical switching (Etienne et al. 2005; He et al. 2005a).

One of the defining features of a semiconductor is the band-
gap, which separates the conduction band and the valence band. 
When a semiconductor material absorbs light, an electron is 
promoted from the valence to the conduction band. The wave-
length of light absorbed and emitted from a semiconductor 
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FIGURE 23.5 The attractive interaction of electrons and holes in a 
CNT (represented by the model at the top of the figure) results in the 
formation of excitons. This stabilizes the excited states relative to the 
orbital energy difference, lowering the energy of the optical gap.
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material is determined by the width of the bandgap. In semi-
conductors, when an electron moves from the valence to the 
conduction band, the resulting gap left in the valence band is 
called a hole. An exciton can be formed through an energy-
lowering Coulomb interaction between the negative electron 
and the positive hole. In analogy with the hydrogen atom, the 
spatial extent of the exciton wavefunction is described by a 
quantity called the exciton Bohr radius. As a result of the three-
dimensional spatial confinement of the exciton wavefunction, 
the density of states becomes discrete, as described earlier in the 
chapter. The position of these states, and therefore the energy 
of the gap, depends on the spatial confinement of the exciton, 
which is determined by the physical size of the nanocrystal. To 
a first approximation, this quantum-confinement effect can be 
described using the particle in a box or a simple quantum box 
model (Efros and Efros 1982; Brus 1984), in which the electron 
motion is restricted in all three dimensions by impenetrable 
walls. For a spherical nanocrystal with radius R, the quantum 
box model predicts that the size-dependence of the energy gap 
is proportional to 1/R2, indicating that the energy of the low-
est transition increases as the nanocrystal size decreases. In 
addition, as described above, quantum confinement changes 
the continuous energy bands of a bulk semiconductor into dis-
crete exciton energy levels. The exciton energy levels produce 
peaks in the absorption spectrum of quantum dots, which is 
in contrast to the continuous absorption spectrum of a bulk 
semiconductor (Alivisatos 1996).

The colloidal quantum dots discussed here are composed of 
a semiconductor core surrounded by a shell of organic ligand 
molecules (Murray et al. 1993). The organic capping prevents 
the uncontrolled growth and agglomeration of the nanoparti-
cles. It also allows quantum dots to be chemically manipulated 
as if they were large molecules, with solubility and chemical 
reactivity determined by the identity of the organic molecules. 
The capping also provides an electronic passivation of the nano-
crystals by terminating the dangling bonds on the surface. The 
unterminated dangling bonds can affect the emission efficiency 
of the quantum dots because they lead to a loss mechanism 
where electrons are rapidly trapped at the semiconductor sur-
face before they have a chance to emit photons. Using colloidal 
chemical synthesis, one can prepare nanocrystals with nearly 
atomic precision with diameters ranging from nanometers to 
tens of nanometers and a size dispersion as narrow as 5% stan-
dard deviation. Because of the quantum-confinement effect, the 
ability to tune the size or shape of the nanocrystals translates 
into a means of controlling their optical properties, such as the 
absorption and emission wavelengths (Scholes and Rumbles 
2006; Scholes 2008a).

In a quantum dot system, the three-dimensional confinement 
modifies the Hamiltonian, adding a potential that restricts how 
far apart the electron and the hole can be. This forced spatial 
overlap changes the density of states as described earlier in the 
chapter. The interaction between the confined electron and the 
hole, mediated by a Coulomb potential, leads to the formation 
of an exciton, which can be described in analogy to a hydrogen 

atom where an electron interacts with a nucleus. As a result of 
the discrete character of the density of states in quantum dots, 
as shown in Figure 23.3d, the oscillator strength is concen-
trated into those few transitions instead of being spread over a 
continuum of states. This means that the oscillator strength of 
the states in quantum dots is significantly enhanced. The con-
centration of the oscillator strength into a few transitions also 
enhances the nonlinear optical properties of quantum dots as 
compared to the bulk (Shalaev et al. 1996). As a result of their 
enhanced nonlinear optical properties, synthetically control-
lable size tunability and photostability, quantum dots continue 
to be of great interest both for fundamental research and device 
applications. One of these areas of research involves nonlinear 
two-photon absorption (2PA).

23.3  two-Photon absorption 
in Semiconductor Quantum Dots

Two-photon absorption in semiconductors is the simultane-
ous absorption of two photons of identical or different fre-
quencies required to move an electron from the valence to the 
conduction band. As opposed to the linear intensity depen-
dence of one-photon absorption (1PA), 2PA depends on the 
square of the light intensity. Therefore, 2PA is a third-order 
nonlinear optical process and many orders of magnitude 
weaker than 1PA. The 2PA coefficient, β, is directly related to 
the imaginary part of the third-order nonlinear susceptibility, 
χ(3), by β π χ λ ε= 3 3

0
2

0Im ( )( )/ n c , where n0 is the linear refractive 
index, ε0 is the dielectric constant in vacuum, λ the laser wave-
length, and c the speed of light in vacuum (Sutherland 2003). 
Compared to 1PA, 2PA is associated with different selection 
rules for dipole transitions. For example, in CdSe quantum 
dots, one-photon transitions satisfy selection rules ΔL = 0, ±2 
and ΔF = 0, ±1 while two-photon transitions satisfy ΔL = ±1, 
±3 and ΔF = 0, ±1, ±2, where L is the orbital angular momen-
tum of the envelope wavefunction and F is the total angular 
momentum (Schmidt et al. 1996). Therefore, the comparison 
between 1PA and 2PA spectra allows a more detailed optical 
analysis of electronic states in semiconductor quantum dots 
(Schmidt et al. 1996). For direct bandgap semiconductor quan-
tum dots, a simple theory based on the effective mass approxi-
mation was proposed for both 1PA and 2PA (Fedorov et al. 
1996). Although this simple model does not consider the mix-
ing between the heavy and light holes bands, it works quite 
well for describing degenerate 2PA. Recently, this theory has 
been extended to obtain the analytical expressions for both 
degenerate and nondegenerate 2PA spectra of semiconductor 
quantum dots with the parabolic band approximation and 
k⃗ . p⃗ theory (Padilha et al. 2007).

As the incident laser intensity increases, the 2PA in semicon-
ductor quantum dots will be saturated due to the limited density 
of  states of the quantized energy levels (He et al. 2005b). If the 
allowed 2PA transitions are assumed to occur between the one 
atomic-like energy level in the conduction band and the other in the 
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valence band, the ensemble of quantum dots can be approximately 
treated as a two-level system. Since the semiconductor quantum 
dots are not uniform in size, the saturation of 2PA for such an 

inhomogeneous system may be derived as β β( ) / ,I I I= +1 0
2

2
2/ s PA  

(Sutherland 2003). The saturation intensity, Is,2PA, in quantum dots 
can be described quantitatively by an inhomogeneously broad-
ened, saturated 2PA model as (He et al. 2005b)
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where
gk(gn) is the electronic degeneracy of the upper (lower) state
τp is the half width at the maximum of the femtosecond laser 

pulse
ħω is the photon energy
N0 is the number density of the quantum dots in the sample 

material
p(2ω) is the probability of a homogeneous class of absorbers 

with a central frequency of 2ω

The quantity Δω is related to the dephasing time (T2) of the exci-
tation, i.e., the width of the homogeneous line shape.

Two-photon transition does not involve a real intermediate 
state. The single photon energy is less than that of the quantum 
dots bandgap. So 2PA is a non-resonant optical nonlinearity. The 
2PA coefficients, β, can be determined by two-photon excited 
fluorescence, nonlinear transmission, Z scan, and pump-probe 
techniques (Sutherland 2003). For example, the differential equa-
tion describing the intensity change in a one-photon transparent 
but two-photon absorbing material is given by dI dz I0 0

2/ = −β , 
where I0 is the peak intensity of the input laser beam inside the 
sample. The nonlinear transmission in such a material, excited 
by a focused continuous-wave (cw) Gaussian beam, can be 
expressed as follows (Sutherland 2003):

 T I
lI

lI
(

β
(β0

0

0

1
)

( )
)

=
+ ln

 (23.2)

where l is the thickness of the quantum dot sample. A compari-
son of the expressions for the energy transmittance of a cw top-
hat, pulsed Gaussian and sech2 beam are available in Sutherland 
(2003). From Equation 23.2 one can see that at a given input inten-
sity (I0) level, if the nonlinear transmission value is measured, 
the β value can be readily determined. The 2PA coefficient β is a 
macroscopic parameter characterizing the quantum dot compos-
ite material. The intrinsic 2PA coefficient of quantum dots, βQD, 
can be derived as β βQD composite composite QD v/= n n f f0

2
0
2 4

, ,( ), where 
fv  is the volume fraction of the quantum dots in the matrix and 
f n n n= +3 20

2
0
2

0
2

, , ,( )matrix QD matrix/  is the local field correction that 
depends on the dielectric constant of the quantum dots and the 
matrix material. In addition, the 2PA cross section can be calcu-
lated by the use of the definition: σ2 = βħω/N0.

Two-photon absorption in semiconductor quantum dots has 
many important potential applications, some of which are dis-
cussed in more detail below.

23.3.1 Biological Imaging

Using quantum dot labeling, 2PA provides a possible way of per-
forming biological imaging that is not possible by traditional 
one-photon methods as visible wavelengths cannot penetrate 
human tissue. As tagging materials, semiconductor quantum 
dots have advantages over fluorescent dyes, such as broad excita-
tion and narrow emission bands, emission wavelength tunabil-
ity, photostability, and enhanced brightness. The 2PA in robust 
water-soluble CdSe/ZnS core-shell quantum dots was found to be 
well-suited for use as fluorescent labels in multiphoton micros-
copy for biological imaging (Larson et al. 2003). The near-infrared 
two-photon excitation of such quantum dots in the “tissue opti-
cal window” (0.7–1.1 μm), in which water and hemoglobin absorb 
very little light, allows the extensive imaging of living systems, 
making further developments in medical diagnostics possible.

23.3.2  amplified Stimulated 
Emission and Lasing

Quantum dot lasers have potential advantages, such as a 
 temperature-insensitive lasing threshold and wide-range color 
tunability. Due to the quantum-size confinement, the 2PA cross-
sections in semiconductor quantum dots are enhanced com-
pared to the corresponding bulk material. This allows for a lower 
lasing threshold with a 2PA pumping mechanism. In addition, 
quantum dot lasers with 2PA excitation in the “tissue optical 
window” have important application prospects on laser-assisted 
biological-medical diagnostics and therapy. Recently, upcon-
verted laser emission from a solution-processed CdSe/CdS/ZnS 
quantum dot waveguide-resonant cavity has been successfully 
demonstrated with femtosecond excitation at a wavelength of 
800 nm (Zhang et al. 2008).

23.3.3 Optical Power Limiting

Optical power limiting and stabilization can be used to protect 
sensitive equipment or to control noise in laser beams (He et al. 
2008). In this case, the output laser intensity approaches a con-
stant value when the input intensity increases beyond a cer-
tain threshold, limiting the amount of optical power entering 
a system. Compared to optical-limiting materials based on 
organic chromophores, crystals, and polymers, semiconduc-
tor quantum dots have a large 2PA cross section and better 
photostability.

23.3.4 two-Photon Sensitizer

Semiconductor quantum dots are excellent sensitizers for near-
infrared 2PA due to their large and size-tunable 2PA cross sec-
tions. For example, quantum dots linked to phthalocyanines 
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(Pcs) can be excited using the 2PA of the quantum dots without 
any significant direct excitation of Pc molecules. In this case, 
Pcs are electron acceptor molecules, and a near-infrared excita-
tion of the Pc molecules within the spectral therapeutic window 
(0.7–1.2 μm) can be realized via a two-photon sensitization of 
the quantum dot followed by an energy transfer to the Pc (Dayal 
and Burda 2008).

23.4 Conclusion

Excitons in nanoscale systems, particularly in semiconductor 
quantum dots, provide a link between the bulk and the molecular 
regimes. In quantum dots, the discrete density of states associated 
with the exciton results in an increased oscillator strength in the 
optically active levels and an increased nonlinear cross section. 
The increased nonlinear optical properties of quantum dots pro-
vide an opportunity for novel devices and experimental applica-
tions including those associated with 2PA. The unique properties 
of nanoscale excitons and the materials associated with them will 
provide inspiration and direction to future research.

references

Alivisatos, A. P. 1996. Science 271: 933.
Banfi, G. P., Degiorgio, V., and Ricard, D. 1998. Adv. Phys. 47: 447.
Banyai, L. and Koch, S. W. 1993. Semiconductor Quantum Dots. 

River Edge, NJ: World Scientific.
Basu, P. K. 1997. Theory of Optical Processes in Semiconductors: Bulk 

and Microstructures. New York: Oxford University Press.
Bruchez, M., Moronne, M., Gin, P., Weiss, S., and Alivisatos, A. P. 

1998. Science 281: 2013.
Brus, L. E. 1984. J. Chem. Phys. 80: 4403.
Dayal, S. and Burda, C. 2008. J. Am. Chem. Soc. 130: 2890.
Dubertret, B., Skourides, P., Norris, D. J. et al. 2002. Science 298: 

1759.
Efros, Al. L. and Efros, A. L. 1982. Semiconductors 16: 1209–1214.
Ekimov, A. I. and Onushchenko, A. A. 1982. Semiconductors 16: 

1215–1219.
Ekimov, A. I., Onushchenko, A. A., and Tsekhomskii, V. A. 1980. 

Sov. Glass Phys. Chem. 6: 511–512.
Empedocles, S. A. and Bawendi, M. G. 1997. Science 278: 2114.
Etienne, M., Biney, A., Walser, A. D. et al. 2005. Appl. Phys. Lett. 

87: 181913.
Fedorov, A. V., Baranv, A. V., and Inoue, K. 1996. Phys. Rev. B 54: 

8627.
Gaponenko, S. V. 1998. Optical Properties of Semiconductor 

Nanocrystals. New York: Cambridge University Press.
Hadziioannou, G. and Malliaras, G. G. eds. 2006. Semiconducting 

Polymers: Chemistry, Physics and Engineering, Weinheim, 
Germany: Wiley-VCH.

He, J., Ji, W., Ma, G. H. et al. 2005a. J. Phys. Chem. B 109: 4373.
He, J., Mi, J., Li, H. P., and Ji, W. 2005b. J. Phys. Chem. B 109: 

19184.
He, G. S., Yong, K. T., Zheng, Q. et al. 2007a. Opt. Express 15: 12818.

He, G. S., Zheng, Q., Yong, K. T. et al. 2007b. Appl. Phys. Lett. 90: 
181108.

He, G. S., Tan, L., Zheng, Q., and Prasad, P. N. 2008. Chem. Rev. 
108: 1245.

Jorio, A., Dresselhaus, M. S., and Dresselhaus, G. 2008. Carbon 
Nanotubes: Advanced Topics in Synthesis, Structure, 
Properties and Applications. New York: Springer.

Kasha, M. 1976. Molecular excitons in small aggregates. In 
Spectroscopy of the Excited State, ed. B. DiBartolo. New York: 
Plenum Press.

Klimov, V. I. 2000. J. Phys. Chem. B 104: 6112.
Klimov, V. I. 2006. J. Phys. Chem. B 110: 16827.
Klimov, V. I., Mikhailovsky, A. A., McBranch, D. W., Leatherdale, 

C. A., and Bawendi, M. G. 2000a. Science 287: 1011.
Klimov, V. I., Mikhailovsky, A. A., Xu, S. et al. 2000b. Science 290: 

314.
Klimov, V. I., Ivanov, S. A., Nanda, J. et al. 2007. Nature 447: 441.
Larson, D. R., Zipfel, W. R., Williams, R. M. et al. 2003. Science 

300: 1434.
Ma, Y. Z., Valkunas, L., Bachilo, S. M., and Fleming, G. R. 2005. 

J. Phys. Chem. B 109: 15671–15674.
Michalet, X., Pinaud, F. F., Bentolila, L. A. et al. 2005. Science 307: 

538.
Murray, C. B., Norris, D. J., and Bawendi, M. G. 1993. J. Am. 

Chem. Soc. 115: 8706–8715.
Padilha, L. A., Fu, J., Hagan, D. J. et al. 2007. Phys. Rev. B 75: 

075325.
Rossetti, R., Nakahara, S., and Brus, L. E. 1983. J. Chem. Phys. 79: 

1086–1088.
Sariciftci, N. S. 1997. Primary Photoexcitations in Conjugated 

Polymers: Molecular Exciton versus Semiconductor Band 
Model. Singapore: World Scientific.

Schmidt, M. E., Blanton, S. A., Hines, M. A., and Guyot-Sionnest, P. 
1996. Phys. Rev. B 53: 12629.

Scholes, G. D. 2008a. Adv. Funct. Mater. 18: 1157.
Scholes, G. D. 2008b. ACS Nano 2: 523–537.
Scholes, G. D. and Rumbles, G. 2006. Nat. Mater. 5: 683.
Scholes, G. D. and Rumbles, G. 2008. Excitons in nanoscale sys-

tems: Fundamentals and applications. In Annual Review of 
Nano Research, eds. G. Cao and C. J. Brinker. Hackensack, 
NJ: World Scientific.

Seydack, M. 2005. Biosens. Bioelectron. 20: 2454.
Shalaev, V. M., Poliakov, E. Y., and Markel, V. A. 1996. Phys. Rev. 

B 53: 2437.
Spanhel, L., Haase, M., Weller, H., and Henglein, A. 1987. J. Am. 

Chem. Soc. 109: 5649–5655.
Sutherland, R. L. 2003. Handbook of Nonlinear Optics. New York: 

Marcel Dekker.
Wang, F., Dukovic, G., Brus, L. E., and Heinz, T. F. 2005. Science 

308: 838–841.
Yoffe, A. D. 1993. Adv. Phys. 42: 173.
Yoffe, A. D. 2001. Adv. Phys. 50: 208.
Zhang, C. F., Zhang, F., Zhu, T. et al. 2008. Opt. Lett. 33: 2437.
Zhao, H. B. and Mazumdar, S. 2004. Phys. Rev. Lett. 93: 157402.



24-1

24.1 Introduction

The discovery of fullerenes (Kroto et al. 1985) and the experi-
mental evidence of the so-called magic cluster sizes (Knight et al. 
1984, de Heer 1993), more than 25 years ago, were at the origin 
of unceasing investigations on small clusters and nanoparticles 
and have contributed to the emergence of nanosciences, at the 
crossing point of several branches such as physics, chemistry, 
or even biology. In view of their high surface-to-volume ratio, 
clusters possess properties, different from those of bulk matter, 
that are very sensitive to their size and shape, rendering them 
very attractive from both the fundamental and technological 
points of view. In particular, the metallic species of a few nano-
meters in diameter disclose electronic properties intermediate 
between those of molecular systems and those of bulk matter. 
Whereas the sparse energy levels are quantized in atoms and 
molecules and continuously distributed in the energy bands 
of the crystal (Ashcroft and Mermin 1976), they tend to bunch 
together in metallic clusters and thus pattern the so-called elec-
tronic shells. This shell structure was evidenced experimentally 
(magic sizes) in the early 1980s in several metals (de Heer 1993) 
and nicely interpreted in the frame of the jellium model (Brack 
1993). However, it was shown that magic sizes can also be cor-
related with atomic shell closures (Martin 1996) and even that 
both electronic and geometric structures may compete with 
each other, depending on the temperature (Martin et al. 1990).

The optical properties of metallic clusters being directly 
underlain by their electronic structure, their optical study is, in 
this respect, of fundamental interest. For the rest, the fascinating 
colors of glasses doped with metallic powders have been known 
for ages even if their origin long remained mysterious. The 

synthesis of such materials is utilized since antiquity in the art 
of making jewels, ornamental glassware, or stained glass in the 
Middle Ages. One can quote the famous cup of Licurgus (Barber 
and Freestone 1990) from the fourth century AC (appearing 
red in transmission and green in reflection) or the stained-
glass windows of the Chartres Cathedral in France. The color-
ful shade of these materials (such as glass ruby) was discovered 
empirically and various colors were obtained during the seven-
teenth century by alchemists, metallurgists, or glassworkers. For 
instance, Glauber mentions that purple can be obtained by pre-
cipitating gold from its solution in aqua regia with a solution of tin 
compound (Hunt 1976). It was however only in the nineteenth 
century that their optical properties started to become more sys-
tematically studied by Faraday who succeeded in producing gold 
colloids by reducing gold salts (Faraday 1857b) and showed that 
color effects are intimately correlated to the size and morphol-
ogy of colloids. In the Bakerian lecture (Faraday 1857a), Faraday 
spoke about the experimental relations of gold to light in the fol-
lowing terms: “Light has a relation to the matter which it meets 
with in its course, and is affected by it, being reflected, deflected, 
transmitted, refracted, absorbed, &c. by particles very minute in 
their dimensions.” In the lineage of Faraday, Zsigmondy worked 
on colloidal suspensions and set up the ultra-microscope based 
on the scattering of particles observed in dark field by illuminat-
ing the material to be viewed with a light source placed at right 
angle to the plane of the objective (Zsigmondy 1926). In 1925, 
Zsigmondy was awarded the Nobel Prize for Chemistry for his 
work on the heterogeneous nature of colloidal solutions.

On a theoretical point of view, the pioneering experiments by 
Faraday have been interpreted later by Mie (1908) who solved 
Maxwell’s equations of a metallic sphere in a homogeneous 
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medium submitted to an external electromagnetic field (plane 
wave). Mie showed that the original properties of metallic 
nanoparticles are a consequence of the “dielectric confinement” 
(limited volume of the material) of particles whose sizes are 
smaller or of the same order as the wavelength of the excitation 
field. At the same time, Maxwell-Garnett developed an effec-
tive field model (Maxwell-Garnett 1904) in order to describe 
the optical properties of a medium containing “minute metal 
spheres.” The main feature in the optical extinction spectra of 
small metallic clusters is the emergence of a giant resonance in 
the near UV–visible range, called surface plasmon resonance 
(SPR) that is related to the collective motion of the conduction 
electrons induced by the applied field. This resonance is clearly 
noticeable only in the case of simple metal (alkali, trivalent) and 
noble metal (gold, silver, and copper) clusters. Its spectral posi-
tion and width depend on the morphology of the particles (size, 
shape, and internal structure for alloyed systems), but also on 
their dielectric environment (medium in which the particles are 
embedded, local neighborhood) (Kreibig and Vollmer 1995). The 
development of numerous cluster sources (Sattler et al. 1980, 
Smalley 1983, Milani and de Heer 1990, Siekmann et al. 1991) in 
the 1980s enabled to probe the intrinsic properties of the clusters 
of very small size for which quantum size effects were expected. 
From a fundamental point of view, alkali clusters constitute a 
perfect model owing to their simple electronic structure and 
have been widely studied in the gas phase (Pedersen et al. 1991, 
Blanc et al. 1992, Bréchignac et al. 1992, de Heer 1993). However, 
they are immediately oxidized in contact with air once deposited 
on a surface, and thus are not suitable for applications. In spite 
of their more complex electronic structure, noble metal clusters 
in solution or embedded in a transparent matrix are more prom-
ising for potential applications because they are more robust 
toward oxidization. By varying the morphology, structure, or 
environment of these clusters, their optical response may be 
more or less controlled, making them attractive in several areas 
(linear and nonlinear optics [Kreibig and Genzel 1985], nano-
materials, nano-photonics, plasmonics, biosensors [Raschke 
et al. 2003]). Conversely, as the optical response is closely linked 
with the electronic structure, the SPR can also be used as a 
probe of the structure of metallic clusters, especially bimetallic 
systems or nanoalloys. Furthermore, the exaltation of the elec-
tromagnetic field in the vicinity of the particle can be exploited 
to increase the coupling of molecules with light, for developing 
biological markers for instance (McFarland and Duyne 2003).

Until the past few years, most of the experiments in this field 
were performed on cluster assemblies, and except the inves-
tigation of size-selected clusters in the gas phase, the results 
are blurred by averaging effects due to the unavoidable cluster 
size and shape dispersions in samples (Kreibig and Vollmer 
1995, Cottancin et al. 2006). To overcome this drawback, new 
methods of spectroscopy have been developed within the past 
10 years, in order to study a single nanoparticle (Tamaru et al. 
2002, Raschke et al. 2003, Arbouet et al. 2004, Dijk et al. 2006, 
Billaud et al. 2007). This has opened up a new field of research, 
allowing for instance to investigate reliably more complex 

nano-objects or to study in detail shape effects on the optical 
response best than ever.

The aim of this chapter is to give some keys to understand the 
linear optical properties (absorption, scattering, and extinction) 
of metallic clusters and nanoparticles,* and to present the state 
of the art of the research in this field. Section 24.2 deals with 
the theoretical description of the optical response of a metallic 
particle submitted to an external field. After a brief focus on the 
optical response of a bulk metal, particular attention is paid to 
the dipolar approximation that is appropriate for clusters sizes 
much smaller than the wavelength of excitation. Size, shape, and 
structural effects that can be expected are then fully discussed. 
The case of small clusters, for which quantum finite size effects 
are expected, is concisely sketched, disregarding the case of very 
small clusters (below 100 atoms per cluster) for which ab initio 
calculations are necessary (Rubio et al. 1997, Bonacic-Koutecky 
et al. 2001, Harb et al. 2008). Finally, the broad outlines of the 
Mie theory required to describe the optical response of larger 
nanoparticles are given.

Section 24.3 is divided into three subsections. The first one 
briefly sets out various methods for producing clusters together 
with spectroscopic techniques for probing their optical prop-
erties. The second one gives an overview of the major results 
obtained on simple and noble metal clusters concerning size, 
shape, and multipolar effects in clusters and nanoparticles. 
Illustrations are taken equally from results obtained for cluster 
assemblies or single nanoparticles. Finally, the case of bimetallic 
clusters is described to illustrate the possibility of using the SPR 
as a structural probe.

24.2 theoretical Description

24.2.1 General Considerations on Bulk Metals

In the bulk phase, the close packing of atoms involves an overlap 
of their outer atomic orbitals that strongly interact. This leads to 
a broadening of the discrete levels of the free atoms into bands 
(a continuum of electronic states), of very high density of states 
in metals. In this last case, the highest occupied energy band is 
called the conduction band and is filled with electrons originat-
ing from the outermost atomic orbitals. These electrons weakly 
interact with the ionic cores, and can be considered as quasi-free 
particles. They are delocalized in the metal and responsible for 
most of electrical and thermal transport properties. The highest 
occupied energy level in the conduction band (not completely 
filled in metals) is the Fermi level εF for which the electron veloc-
ity is the Fermi velocity vF. Lower-energy atomic orbitals will 
give rise to deeper energy bands (valence bands) in the solid. 
In noble metals for instance, the highest of these bands origi-
nates from the nd atomic orbitals (n = 3, 4, 5 for Cu, Ag, and Au, 
respectively). It is narrow owing to its weak hybridization with 

* The term “cluster” is generally reserved for sizes lower than a few nano-
meters in diameter, whereas the term “nanoparticle” is used in the range 
between a few nanometers to a few hundreds of nanometers.
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the conduction band (Figure 24.1). When a metal interacts with 
light, it may absorb a photon of energy hν promoting an electron 
from an occupied state to an unoccupied state, the latter being 
located in the incompletely filled conduction band. As for the 
occupied state, it belongs either to the conduction band or to the 
valence band. In the first case, the corresponding transition is 
called “intraband” transition and occurs in the infrared (IR)–
visible range. The second case corresponds to “interband” tran-
sitions that can occur only if the photon energy is larger than 
the limiting value ћΩib corresponding to the energy threshold 
required for reaching the Fermi level from the top of the valence 
band (see Figure 24.1). In simple metals like alkali or trivalents, 
this threshold is out of the optical domain (near UV–visible–
near IR). Thus, only optical transitions within the conduction 
band may occur. For noble metals, it lies in the UV–visible range 
and interband transitions may happen in the visible-UV range 
(see Figure 24.1). The energy threshold occurs in the UV range for 
silver (ћΩib ∼ 4 eV, λib ∼ 310 nm) and in the visible range for gold 
and copper (ћΩib ∼ 1.9 eV, λib ∼ 650 nm).

The optical response of the metal can be described entirely by 
its dielectric function ε(ω), which reflects its electronic struc-
ture. If a metal is submitted to an external electromagnetic 
(EM) field E⃗  = E⃗o cos(ωt) = ℜ(E⃗oe−iωt), it is polarized such that 
its polarization (defined as the dipolar moment per volume unit) 
is ⃗P = εoχE⃗ , where εo is the vacuum permittivity and χ the dielec-
tric susceptibility. The displacement vector can then be written 
as D⃗ = εoE⃗  + P⃗ = εoε(ω)E⃗ , where ε(ω) = 1 + χ(ω) denotes the 
relative dielectric function which is characteristic of the metal. 
A part of the response may be in phase with the exciting field 
(α cos(ωt) ), whereas the absorption effects induce a response in 
quadrature phase (α sin(ωt)). Therefore, the dielectric function 
can be decomposed into a complex form ε = ε1 + iε2. Let us recall 
that it is directly correlated to the optical index of the medium, 
n n iopt = + =κ ε , in which n is the refractive index and κ the 
extinction coefficient (Fox 2001). nopt is real if the medium is 
non-absorbing.

In the case of simple metals, the Drude model (Drude 1900a,b, 
Ashcroft and Mermin 1976), developed originally to explain why 
metals are good conductors of heat and electricity, remains suc-
cessful to interpret their optical properties (such as the fact that 
metals are good reflectors for frequencies lower than a thresh-
old frequency, called plasma frequency [Fox 2001]). This model 
makes the basic assumption that most of the metal properties can 
be explained in first approximation by those of the conduction 
electrons if they are considered as independent and quasi-free. In 
this frame, when an oscillating electric field is applied, the free 
electrons oscillate and undergo collisions with other particles 
(electrons, ions, defects) with a characteristic scattering time 
τ = (1/γo), where γo is the average collision rate of electrons. Since 
the electrons are independent, their global response is the sum of 
all individual responses. By applying the principle of dynamics 
for an electron of effective mass me and charge −e, one obtains:

 m d r
dt

m dr
dt

eE ee o e o
i t

2

2

� � �
= − − −γ ω ,  (24.1)

where ⃗r is the complex position vector of the electron. One can 
easily solve this equation and deduce the polarization in the 
metal:
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where ρ is the number of electrons per volume unit (electronic 
density) and

 ω ρ
εP

e o

e
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=
2

 (24.3)

the plasma angular frequency that is introduced to inter-
pret the high ref lectivity of metals (Fox 2001) for frequencies 
lower than ωP.
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FIGURE 24.1 (Left) Schematic diagram of the transition from discrete electronic levels in atoms to electronic bands in the solid for noble met-
als. (Right) Schematic density of states for the (n − 1)d and ns–p bands (left) of a noble metal. The ns–p band corresponding to quasi-free electrons 
in the metal is almost parabolic. As the atoms are brought closer together, their outer orbitals begin to overlap with each other and their strong 
interaction involves the formation of energy bands. Optical transitions inside the s–p band take place in the IR–visible range whereas interband 
transitions between the d-band and the conduction band may occur in the visible–near UV range.
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The so-called Drude dielectric function can then be written as 
(see also Figure 24.2)
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This model is well suited to reproduce the dielectric function of 
simple metals, but in the case of noble metals, another term has 
to be added to the dielectric function in order to account for the 
polarization of the core electrons. The dielectric function then 
takes the following form:

 ε χ χ ε ε= + + = + −1 1D IB D IB ,  (24.5)

where εD denotes the component of the dielectric function asso-
ciated with the conduction electrons and well described by the 
Drude model (D). It is related to the electron excitations inside 
the conduction band. εIB is related to interband (IB) transitions 
and depicts the contribution of the core electrons (d-electrons 
mainly) to the metal polarizability (Ashcroft and Mermin 1976). 
Figure 24.2 displays a comparison between the dielectric func-
tion calculated with the Drude model and the measured one, for 
gold and silver. If an almost clear agreement is observed in the IR 
range (below 1–1.5 eV), the experimental values distinctly deviate 

from the calculated ones in the visible-UV range, because of the 
interband transition contribution. The steep increase in ε2 cor-
responds to the interband transition threshold ћΩib. In the case 
of copper (not shown here) the increase is steeper than in gold. 
It occurs at slightly higher wavelengths and is at the origin of the 
difference of the color of these two metals. As ε1(ω) and ε2(ω) are 
connected to each other with the Kramers–Kronig relationship 
(Ashcroft and Mermin 1976), the influence of interband transi-
tions also explains the disagreement observed in the real part of 
ε(ω) between the Drude model and the experiment, the difference 
being larger in gold because of the proximity of the IB transitions.

24.2.2  Optical Properties of Confined 
Metallic Systems

24.2.2.1 Scattering, absorption, and Extinction

In general, light is absorbed and scattered by a particle (see 
Figure 24.3). Absorption corresponds to the energy dissipation 
(heating) in the particle, whereas scattering is an elastic interac-
tion of the wave with the particle. The EM field is reradiated by 
the particle in the whole space without a change of wavelength 
(Rayleigh scattering). If one assumes a particle in a homoge-
neous transparent medium (of dielectric function εm) submit-
ted to an incoming plane wave 

� � ��
E E ei o

i kr t= −( )ω  of average intensity 
I c Eo o m o= ⋅ −( / ) ( )1 2 2 2ε ε units: W m , the absorption and scatter-
ing cross sections (units: m2) are defined as the ratio between 
the absorbed power Wabs (unit: W) (respectively the scattered 
power Wsca) and the intensity Io: σabs = Wabs/Io and σsca = Wsca/Io. 

0

2

4

6
ε 2

ε 1

8

10

Silver

0 1 2 3 4 5 6
–150

–100

–50

0

Energy (eV)

ћΩib~ 4 eV

ε 2
ε 1

0

2

4

6

8

10

Gold

0 1 2 3 4 5 6
–150

–100

–50

Energy (eV)

0

ћΩib~ 1.9 eV

FIGURE 24.2 Real and imaginary parts ε1 and ε2 of the dielectric function of silver (left) and gold (right). Comparison between the Drude model 
(gray lines) and the experimental measurements of Johnson and Christy (1972) (squares). The influence of d-core electrons is patent in the imagi-
nary part of ε where an increase of ε2 appears around 1.9 eV for gold and 4 eV for silver corresponding to the interband transition threshold ћΩib.



Optical	Properties	of	Metal	Clusters	and	Nanoparticles	 24-5

The extinction cross section, related to the total power lost in 
the  propagation direction of the incident plane wave far away 
from the particle, is defined as the sum of both absorption and 
scattering cross sections: σext = σabs + σsca. This can be viewed 
naively in terms of perfectly opaque transverse areas shadowing 
the incoming plane wave (see Figure 24.3). It should be empha-
sized that, depending on the wavelength, σext may be different 
from the mere geometrical apparent area of the particle (see 
Figure 24.3).

In the case of metals, in particular simple and noble metals, 
the dielectric confinement gives rise to a giant resonance (called 
SPR or Mie resonance) in the UV–visible range due to collective 
electronic excitations. It will be shown that the dielectric con-
finement refers to as classical size effects.

24.2.2.2 Dipolar or Quasi-Static approximation

Let us consider a spherical metallic particle of radius R embed-
ded in a transparent medium of real dielectric function εm 
submitted to an incident EM field 

� � ��
E E ei o

i kr t= −( )ω , whose diam-
eter is very small as compared to the wavelength of excitation 
(diameter ϕ << λ). In this approximation, called quasi-static 
approximation, the spatial variations of the field inside the 

particle can be ignored and the field can be written as E⃗ i(t) = E⃗oe−iωt 
(see the smaller particle in Figure 24.4). Moreover, as will be 
shown below, the scattering is negligible as compared to absorp-
tion for diameters below 20–40 nm (depending on the element) 
and σext −∼ σabs.

In the presence of the EM field, the small metallic sphere 
is polarized (see Figure 24.4). By solving the Poisson equa-
tion in the absence of free charges (ΔV( ⃗r) = 0) inside and out-
side the particle, and considering the boundary conditions 
at the interface, the internal field is shown to be as follows 
(Bohren and Huffman 1983, Berthier 1993): E⃗ int = 3εm/(ε + 2εm)
E⃗ i(t), and the external field can be viewed as the sum of the 
incident field and the one created by a fictitious point dipole � � �
p t R E t E to m m m( , ) (( )/( )) ( ) ( ) ( )ω πε ε ε ε ε ε α ω= − + =4 23

i i , where 
α(ω) is the dynamical polarizability (it is the reason why 
the  quasi-static approximation is also called dipolar approxi-
mation). The mean power dissipated inside the particle can be 
expressed in terms of the imaginary part of the dynamic polariz-
ability (component in quadrature phase with the incident field):

 P j t E t d E mo
mean = = ℑ∫∫∫

� �
( ) ( ) ( )int τ ω α
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2
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Ei = Eoei(kr–ωt)

FIGURE 24.3 Schematic view of light absorption, scattering, and extinction of a particle. (Top) A particle excited by an incident plane wave 
reemits a part of the incident power by scattering (Wsca) and absorbs the power Wa. An in-axis sensor placed far away from the particle detects the 
incident power minus the lost power related to extinction. The detector is far enough for neglecting a direct collection of the forward scattered light. 
(Bottom) Naive picture of the extinction cross section σext corresponding to the loss induced by the presence of a spherical particle in the course of 
the plane wave. σext may be smaller or larger than the apparent surface of the particle πR2.
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displayed quadrupolar mode (see Mie theory Section 24.2.2.5).
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where 
� �

�

j t ev P
t

( ) = − = ∂
∂

ρ  and finally the absorption cross section 

takes the following form:
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where c denotes the velocity of light.
In general ε2(ω) is relatively small in the case of simple and 

silver metals in the UV–visible range and σabs(ω) is strongly 
enhanced when

 ε ω ε1 2 0( ) + =m  (24.7)

This condition named resonance condition may be fulfilled for 
metals for which the real part of the dielectric function ε1(ω) is 
negative (see Figure 24.2). The correlative resonance phenom-
enon is known as the SPR or Mie resonance and corresponds 
to the collective oscillation of the conduction electrons relative 
to the ionic background. By using Equations 24.4 and 24.5, the 
spectral position of the SPR can be approximately deduced from 
the resonance condition Equation 24.7. One obtains

 ω ω
ε ω ε

SPR
P

IB
RPS m

�
1 2( )

.
+

 (24.8)

This equation indicates that the frequency resonance depends 
both on the material through ωP and ε1

IB , and on the medium in 
which the particle is embedded through εm. In alkali metals, as 
the IB transitions are negligible, one gets in vacuum (εm = 1) the 
simple relation ω ωSPR P= / 3 , which generally holds for a per-
fectly conducting metallic sphere.

It can be underlined that, in the frame of the quasi-static 
approximation, the extinction and scattering cross sections can 
be deduced directly from the Mie theory in the small-size range 
(Bohren and Huffman 1983). They take the following form at the 
lowest order:
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σsca varies with λ as 1/λ4 (Rayleigh-scattering) (λ = (2πc/ω) being 
the wavelength in vacuum) and exhibits the same resonance con-
dition as the absorption cross section. For a given nanoparticle 
of diameter R, (σsca/σext) ∝ (R/λ)3. In the dipolar approximation 
(ϕ << λ) the extinction is clearly dominated by absorption (σsca << 
σabs = σext [comparison of Equations 24.6 and 24.9]).

24.2.2.3 Intrinsic Size Effects

24.2.2.3.1  Dielectric Function of a Confined Metal
Except a mere volume factor, it is clear from Equation 24.6 
that no size effects are predicted in the dipolar approximation. 

However, in this description, the dielectric function of the parti-
cle was assumed to be the one of the bulk. Actually, some modi-
fications of the metallic dielectric function are expected because 
of confinement. Indeed, in a confined system, the collision 
rate of electrons is modified because of surface scattering that 
reduces the mean free path of electrons (Kreibig and Fragstein 
1969, Kreibig and Genzel 1985, Kreibig and Vollmer 1995). The 
extra-scattering rate scales at vF/ℓ, where vF is the Fermi electron 
velocity and ℓ the limited mean free path for electron motion (of 
the order of the particle radius). For a spherical particle of radius 
R, the collision rate can be written as

 γ γ( ) ,R g v
Ro

F= +  (24.11)

where g is the surface-scattering coefficient whose value is about 
unity (Kreibig and Vollmer 1995). The modification of the col-
lision rate with size induces a modification of εD(ω, R). The 
dielectric function is then ε(ω, R) = εD(ω, R) + εIB(ω, ∞) − 1, where 
εIB(ω, ∞) refers to as the interband dielectric function.

In the dipolar approximation, this size dependence of the 
dielectric function induces a size variation of the absorption 
cross section, as illustrated Figure 24.5 in the case of copper, sil-
ver, and gold clusters embedded in alumina. The main features 
in the spectra are a damping and broadening of the SPR with 
decreasing size. For gold and copper, a slight red-shift of the res-
onance is expected within the frame of this model, which is not 
observed experimentally due to quantum size effects (Cottancin 
et al. 2006) as will be shown in the following section.

This phenomenological size evolution of ε(ω, R) may be recov-
ered from a simple quantum approach of confined electrons in 
an infinite potential well (Kubo model [Kawabata and Kubo 
1966]). Nevertheless this simple model is too crude to give an 
interpretation of the size effects observed in small alkali and 
noble metal clusters (except silver) because an infinite potential 
well cannot lead to the well-known spillout of electrons beyond 
the classical radius of clusters.

24.2.2.3.2  Quantum Size Effects
In the classical Mie theory, the electronic density ρe(r) perfectly 
matches the positive ionic charge, but quantum calculations 
(Brack 1993) predict a significant overflow of electrons beyond 
the classical radius* of the cluster R r NC S e= 1 3/ . Because of  the 
finite depth of the potential well, the electronic density does not 
vanish beyond the cluster radius RC (exponential decay). This 
spillout corresponds to an increase of a few angstroms of the 
effective cluster radius (conduction electron cloud) that becomes 
significant in small clusters (ϕ < 5 nm). In particular, it has a 
great influence on the optical properties of metallic clusters, 
especially on the size evolution of the SPR spectral position.

* Keeping in mind that the Wigner–Seitz radius rS is correlated with the 
volume occupied by a conduction electron ( ( / ) )V re s= 4 3 3π  in the bulk, 
one can easily deduce that the classical radius of a cluster containing Ne 
conduction electrons is: R r NC S e= 1 3/ .
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On a quantum basis, the metallic clusters of a few nanometers 
in diameter are usually described by the standard jellium model 
(Brack 1993) in which the conduction electrons of a spherical 
cluster in vacuum are quantum mechanically treated, whereas 
the granular ionic structure is replaced by a spherical, homoge-
neous, positive-charge distribution: the jellium (of total positive 
charge Q). The problem to be solved is then the one of Ne elec-
trons interacting together and with the potential created by the 
positively charged jellium. For r RNe< , the interaction potential 
energy between an electron and the jellium is equal to

 V r m r qQ
RRPS

cl

o C
RPS
cl P

jel where( ) ( )= − =1
2

3
8 3

2 2ω
πε

ω ω

The first term corresponds to the potential of a harmonic oscil-
lator of angular frequency ωRPS

cl  (the SPR frequency in vacuum) 
in the case of simple metals for which εIB = 0 (see Equation 24.8).

The resolution of the problem may be achieved in the frame 
of the density functional theory (DFT) by solving self-consis-
tently the Kohn–Sham equations (Hohenberg and Kohn 1964, 

Kohn and Sham 1965). When convergence is reached, the sys-
tem can be considered formally as equivalent to a system of 
Ne-independent electrons moving in an effective central poten-
tial Veff(r) of finite depth. The most relevant results obtained in 
this framework are the electronic shell and supershell struc-
tures explaining the famous magic sizes, the beating patterns 
(Pedersen et al. 1991, Pellarin et al. 1995) and the rise of the 
spillout (see Figure 24.6) whose profile is almost independent of 
cluster size (Brack 1993). The interaction of a cluster with light 
may be investigated in the frame of the random phase approxi-
mation (Yannouleas et al. 1989) (RPA) or in the frame of the 
time-dependent local-density approximation (Eckardt 1985) 
(TD LDA), both using the jellium model. These formalisms 
account for the quantum size effects ignored in the classical 
approach. Figure 24.7 shows for instance results obtained with 
the TD LDA for the magic sizes of sodium clusters in vacuum. 
For small clusters (N < 100), the absorption spectrum is broad 
and highly structured. This fragmentation of the plasmon band 
is due to a phenomenon known as Landau damping and can be 
explained in a simple manner in terms of a discrete state (the 
plasmon) coupled to a continuum (Cohen-Tannoudji et al. 1996) 
(one-electron excitations). When the cluster size increases, the 
fragmentation persists, but the oscillator strength is concen-
trated in an ever-narrower spectral range around the plasmon 
frequency, adopting a quasi-Lorentzian distribution. A red-shift 
of the SPR with decreasing size is also observed, in qualitative 
agreement with experimental spectra obtained for alkali clus-
ters as will be shown in the following section.

This red-shift of the resonance obtained through quan-
tum calculations is intimately linked to the increasing spillout 
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FIGURE 24.5 Size evolution of the theoretical absorption cross sec-
tion σabs versus energy within the classical Mie theory in the dipolar 
approximation, taking into account the reduction of the mean free path 
in the particle, for copper, silver, and gold clusters embedded in porous 
alumina (εm ≃ 2.7). (From Cottancin, E. et al., Theor. Chem. Acc., 116, 
514, 2006.)

ρ(r)

Radius, r

RNe
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FIGURE 24.6 Schematic view of the jellium model: the ionic back-
ground is replaced by a homogeneous positive charge distribution 
with which the conduction electrons interact. (Right, top) Geometrical 
aspect of the jellium (dark gray) and the electron spillout (light gray). 
(Bottom) Corresponding evolution of both ionic (black line) and elec-
tronic (gray line) densities versus r. The electronic density overflows 
beyond the classical cluster radius: this is the so-called spillout.
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influence. This correlation may also be viewed through a simple 
classical argument by considering the expression of the Plasmon 
angular frequency in vacuum ω ωRPS

cl
P= ( / )3 .

Recall that ω ρ εP e oe m= 2/( )  and let δso be the spillout 
parameter. The effective electronic cluster radius can be written 
as R R r Ne C so s e so= + = +δ δ1 3/ . As the electronic density is the ratio 
between the number of electrons and their occupied volume in 
the cluster (( / ) )4 3 3πRe , the angular frequency is approximately

 ω ω δ
SPR

P so
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The profile of the spillout being almost constant with the size, 
this relation shows that the SPR frequency shifts toward lower 

energies with decreasing size. The increasing influence of the 
spillout with decreasing size is pertinent to explain the red-shift 
of the SPR in alkali clusters. In the case of noble metal clusters, 
the screening of the core electrons (especially the d-electrons) 
and its modification near the cluster surface plays also a key role 
(see Section 24.3) that induces a blue-shift in copper and gold 
and a quenching of the resonance shift in silver (Lermé et al. 
1998b, Palpant et al. 1998, Celep et al. 2004).

Let us recall that the case of very small clusters (a few tens 
of atoms per cluster) requires ab initio calculations (Bonacic-
Koutecky et al. 1991, Rubio et al. 1997, Bonacic-Koutecky et al. 
2001, Harb et al. 2008) and would demand a large development 
that is not the subject of this chapter.

24.2.2.4 Shape and Structure Effects

24.2.2.4.1   Influence of the Shape on the Optical 
Properties of Clusters

The optical response of clusters is noticeably modified by their 
shape when they deviate from a perfect sphere. For instance, 
in the case of ellipsoids, the degenerate SPR splits into as many 
SPRs  as the different principal axes of deformation (three in 
general and two for spheroids). Although quantum calcula-
tions account well for these shape effects (Clemenger), they can 
be more easily understood in a classical approach assuming a 
quasi-static approximation. If the system exhibits a sufficient 
symmetry, like an ellipsoid, the problem can be solved analyti-
cally. Consider an ellipsoid of a metal of complex dielectric func-
tion ε(ω) in a medium of dielectric constant εm. In the frame of 
the quasi-static approximation, the Maxwell equations can be 
solved in ellipsoidal coordinates (Bohren and Huffman 1983). 
Taking into account the boundary conditions at the metal–
external-medium interface, the absorption cross section for a 
light polarization along the principal axes i = x, y, z (correlated 
to the semi-axes a, b, c of the ellipsoid [see Figure 24.7]) can be 
expressed as (Bohren and Huffman 1983)
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where Vell = (4/3)πabc is the volume of the ellipsoid. The relation 
is similar to the one obtained for a sphere except for the addi-
tional geometrical factor:
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The sum Lx + Ly + Lz = 1 and for a sphere Li = (1/3).
The optical response exhibits three resonances associated 

with the three principal axes of the ellipsoid if the excited 
light is not polarized. For a light polarization directed along 
the axis i, the resonance condition is in a first approximation: 
L Li SPR
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FIGURE 24.7 Absorption cross sections of sodium clusters  calculated 
using the quantum TDLDA formalism within the framework of 
the  jellium model. The gray line curve is the classical result obtained 
with the sodium dielectric function calculated with the Drude model 
(rs = 0.208 nm). Spectra with thin lines for N = 58,138,1284 were calcu-
lated using a smoothing parameter 10 times smaller (Perez et al. 2007). 
The spectra are highly structured at small sizes and red-shifted as com-
pared to classical predictions. They gradually converge toward the clas-
sical predictions (gray dotted line) as the size increases. (From Perez, A. 
et al., Nanoscience, Clusters and Colloids, Springer Verlag, Berlin/
Heidelberg, Germany, 2007.)
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In the case of a spheroid for which two semi-axes are equal 
(b = c < a: prolate or a < b = c: oblate), the geometrical factors 
are analytically correlated to the aspect ratio (see Figure 24.8) 
of the spheroid (Bohren and Huffman 1983).

The influence of the shape on the optical extinction cross 
section is displayed in Figure 24.8 for silver prolate and oblate 

nanospheroids. In both cases, two resonance modes appear on 
each side of the resonance of the sphere of equivalent volume, 
the difference between both modes being all the more important 
as the aspect ratio is small. The resonances, red- or blue-shifted 
as compared to the resonance of the sphere, are correlated to the 
electronic motion along the large axis or the small axis of the 
particle. Experimentally, if the measurements are performed 
on non-oriented cluster assemblies all the resonance modes are 
observed and the resulting optical response is the sum of the 
responses along each axis. Actually, the shape influence is easier 
to investigate experimentally on single nanoparticles.
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24.2.2.4.2  Influence of Chemical Structure
The optical response of metallic nanoparticles not only depends 
on their size and shape but also on their internal structure that 
can be heterogeneous. This is, for example, the case of mixed 
clusters made of several species (two for simplicity) in various 
proportions. Consider two chemical structures: a more or less 
homogeneous bimetallic alloying or a full spatial segregation 
of both metals (core/shell structure for instance). In the case of 
alloyed structures, the main difficulty is the knowledge of an 
effective dielectric function to use as an input for calculating 
the optical response. If the dielectric function has not been pre-
viously determined on corresponding alloys in the bulk phase 
(by optical measurements for instance), it is usually taken as 
the weighted average of the dielectric function of each constit-
uent. But this hypothesis is crude because it assumes that the 
constituents are randomly segregated in nanodomains, each of 
them being described by a dielectric function taken as the one 
of the bulk phase. For alloyed structures at an atomic level, this 
approach may fail because the effective dielectric function of the 
alloy may be very different from those of each component.

The only structure for which calculations are currently feasible 
is the segregated core/shell structure that may develop in some 
particular systems. The problem can be solved exactly in the dipo-
lar approximation for spherical or ellipsoidal shapes, and may be 
generalized to multi-shell structures. By solving Maxwell’s equa-
tions and applying the successive boundary conditions on each 
interface, one can deduce the extinction and scattering cross sec-
tions. For a spherical core/shell cluster of core radius Rcore and 
total radius R composed of two materials (with core and shell 
complex dielectric functions εc and εsh, respectively), the cross 
sections take the following form (Bohren and Huffman 1983):
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where fv = (Rcore/R)3 is the volume ratio between the core and 
the cluster.

Such calculations can be performed on various bimetallic 
clusters or in the case of nanohybrid systems (dielectric–metal 
or semiconductor–metal). The reduction of the mean free path 
in the core and in the shell may be also taken into account 
(Granqvist and Hunderi 1978). As an illustration the opti-
cal response of a nanoshell containing a water core and a sil-
ver or copper shell embedded in water is displayed in Figure 
24.9 for various shell thicknesses. This calculation, made in the 
frame of the dipolar approximation, is valid only for relatively 
small particles (Bohren and Huffman 1983). The most impor-
tant feature in the spectra is a large red-shift of the resonance 
when the thickness of the metal decreases. In the case of cop-
per, the SPR, damped and broadened in the full metal cluster, 
is progressively uncoupled from interband transitions (and thus 
enhanced) when the ratio between the thickness and the total 

radius decreases. A very similar evolution is expected for a gold 
nanoshell (Jain and El-Sayed 2007). One can also notice that for 
small shell thicknesses the resonance occurs at the same spec-
tral range independently of the material (silver, copper, or gold). 
Such systems are very interesting because the position of the 
plasmon resonance can be easily tuned in the visible range by 
adjusting the shell thickness, which is very convenient for poten-
tial applications in medicine (Weissleder 2001).

24.2.2.5  Beyond the Dipolar approximation: 
the Mie theory

As emphasized before, when the size of the particle is very small 
compared to the wavelength of the exciting field, light scatter-
ing is negligible and the absorption cross section can be appro-
priately calculated by assuming the quasi-static (or dipolar) 
approximation. On the contrary, for large sizes as compared to 
the wavelength, the spatial distribution of the field amplitude in 
the particle volume cannot be disregarded (see the larger particle 
in Figure 24.4). One has to resort to the Mie theory for calcu-
lating the optical properties of particles subject to an incoming 
plane wave of angular frequency ω. This theory allows to deter-
mine the absorption and scattering cross sections, as well as the 
angular scattering pattern, of homogeneous spherical particles, 
of any radius, embedded in a homogeneous non-absorbing 
medium of dielectric function εm.

The theory (Bohren and Huffman 1983, Lermé et al. 2008) 
may be shortly sketched as follows. In a homogeneous medium 
the electric and magnetic field, E⃗  and   ⃗H respectively, both satisfy 
the equations ∇V⃗ = 0 (zero divergence) and ∇2V⃗  + k2V⃗  = 0 (vec-
tor Helmholtz wave equation), where k = [ωε(ω)μ0]1/2 is the wave 
vector in the medium and V⃗  stands for E⃗  or  ⃗H (ε(ω) = εmetal(ω) in 
the particle and ε(ω) = εm outside the particle). In the Mie theory 
the incident, internal and scattered fields are expanded on the 
two sets of appropriate vector functions   M⃗nm and   N⃗nm (referred 
to as “the vector spherical harmonics”) satisfying both previous 
Maxwell equations in the relevant homogeneous medium. These 
vector functions can be expressed in spherical coordinates (the 
origin being the particle center), and written as follows:
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zn(kr) are either spherical Bessel functions of the first kind 
jn(kr) (involved in the incident and internal electromag-
netic field expansions), or spherical Hankel functions of 
the first kind h krn

+( )  (involved in the scattered field expan-
sion, for ensuring the outgoing wave radiation condition,  
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The three involved fields (incident, scattering, and internal 
fields) can then be expressed as follows:
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Owing to the orthogonality properties of the vector spheri-
cal harmonics, the four boundary conditions expressing the 
tangential continuity of the electric and magnetic fields at the 
surface of the sphere lead to a one-to-one relationship between 
the six various expansion coefficients corresponding to a given 
(n, m)-index set. For a given index set, they result in four linear 
algebraic equations allowing the expansion coefficients of the 
internal and scattered fields to be determined as a function of 
those characterizing the incident field. A mere proportionality 

relationship is obtained first between pnm, anm, and cnm, and sec-
ond between qnm, bnm, and dnm, the coefficients depending on 
ε(ω), εm, R, jn(x), and h xn

+( )  (and their derivatives) for x = kR or 
x = kmR. Finally, the integration of the flux of the Poynting vec-
tor over a sphere enclosing the particle allows one to obtain the 
energy dissipated per second by scattering and absorption and 
thus extinction, and consequently the cross sections. All these 
observables can be expressed in terms of the expansion coeffi-
cients of the three involved fields:
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The vector spherical harmonics are defined according to 
Appendix A in reference Lermé et al. (2008).
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FIGURE 24.9 (See color insert following page 21-4.) Evolution of the absorption cross section of a nanoshell of silver (top) or copper (bottom) 
in the dipolar approximation versus energy (left) or versus wavelength (right) for various thicknesses of the shell. The core is filled with water and 
the external medium is also water (n = 1.33). The dielectric functions of copper and silver have been extracted from Palik (1985–1991). The cor-
respondence between the energy in eV and the wavelength in nm is E (eV) = 1239.85/λ (nm). The total radius of the cluster is always 15 nm and the 
thickness takes the following values: e = R − Rc = 5; 4; 3; 2; 1 nm corresponding to ratios between the shell thickness and the total cluster radius: 
(e/R) = 0.33; 0.27; 0.2; 0.13; 0.07. The spectra in black correspond to the fully homogeneous cluster.
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Figure 24.10 gives the results of the Mie theory for silver 
nanoparticles of various sizes embedded in water (n = 1.33). 
A red-shift of the resonance with increasing size, which is corre-
lated to multipolar effects, is clearly evidenced. Such size effects 
are sometimes referred to as extrinsic size effects (Kreibig and 
Vollmer 1995). The resonance is very different from the one 
expected in the quasi-static approximation and scattering is 
seen to be fastly dominant in the optical response for larger sizes. 
Notice that the spectra for smaller sizes do not involve surface 
effects and are thinner than the ones obtained previously since 
the modification of the collision rate at the cluster surface has not 
been included here (Section 24.2.2.3). For larger sizes, a shoulder 
appears at about 375 nm, which corresponds to the quadrupolar 
mode. This quadrupolar mode only appears in the absorption 
cross section for a diameter of about 60 nm. Experimentally, it 
has been observed in silver nanoparticles embedded in silica 
glass (p. 289 from reference Kreibig and Vollmer (1995) ), but it 
is easier to observe on single nanoparticles (Billaud et al. 2007).

The Mie theory can be generalized to spherical core/shell 
structures and extended to several interacting spherical 
nanoparticles excited by an incident plane wave. In this latter 
case, the field felt by the particle is then the sum of the applied 
field and the fields scattered by the other particles. The optical 
response can be auto-coherently resolved. It should be empha-
sized that in addition to the analytical approaches, numerous 
numerical methods exist to deal with the particles of any shape 
or size (Kahnert 2003) or with pairs of nanoparticles in interac-
tion (Romero, 2006). This subject arouses a large interest but is 
out of the range of this chapter.

24.3  Experimental results: 
State of the art

This section gives a brief outline of the main results obtained 
in this field of investigation through some illustrations on size, 
shape, and multipolar effects observed in simple and noble metal 
clusters. But first, the most common methods for producing 
clusters and some techniques for performing their optical spec-
troscopy are described.

24.3.1 Nanoparticle Synthesis

Clusters and nanoparticles can be synthesized either by chemi-
cal or physical processes. The former have been known for a long 
time and allow producing clusters in solution, in matrices or 
deposited on various substrates. The latter have been developed 
for almost 30 years.

24.3.1.1 Chemical Methods

Chemical methods can be classified into two main routes: 
the formation of clusters in glasses or the colloidal synthe-
sis. The former has been worked out from antiquity and con-
sists in including metallic powders and some reducing agent 
in a melting glass, which is then fastly cooled down in order to 
obtain a homogeneous glass doped with metal in an oxidized 
or ionic state (Doremus et al. 1992, Kreibig and Vollmer 1995, 
Shiomi and Umehara 2000). Various thermal or irradiation 
treatments are further applied to induce metallic reduction and 
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the growth of metallic nanoparticles embedded in a transparent 
glass. This technique is nevertheless limited to noble metals with 
a low concentration (10−6 to 10−3), but this is the only one giving 
volumic nanostructured glasses. The solgel technique (Brinker 
and Scherer 1990) is an alternative to elaborate such composite 
materials but only in the form of thin films. It consists in trans-
forming a solution of precursors (solid particles in suspension: 
the sol) into a polymerized gel containing metallic ions on vari-
ous substrates (by dip-coating, spin-coating, or pulverization). 
After drying, the films are thermally treated (annealed under 
reducing atmosphere, UV, or laser irradiation) allowing the 
reduction in metallic nanoparticles. This technique enables to 
prepare noble and transition metal clusters (Nogami et al. 1995, 
De et al. 1996, Canut et al. 2007) of sizes between a few nanome-
ters to a few tens of nanometers embedded in various matrices 
with concentration ranging from 10−3 to 10−1.

The second route is the colloidal technique (Link and 
El-Sayed 1999), which has known a large development within 
the past decades for elaborating self-organized nanostructures. 
The standard way consists in reducing metallic salts in aqueous 
solution at intermediate temperatures (300–400 K) thanks to 
reducing agents. The addition of organic compounds adsorb-
ing on cluster surfaces will stabilize and control the growth 
reaction. The final cluster diameter is controlled by the nature 
and the concentration of the reagents (organic compounds and 
reducing agents): it can vary from a few nanometers to a few 
hundreds of nanometers. By this way, bimetallic clusters can 
also be prepared in the form of alloyed or segregated struc-
tures (Papavassiliou 1976, Torigoe et al. 1993, Liz-Marzan 
and Philipse 1995, Link et al. 1999). The optical properties of 
colloids are investigated either in solution or once they have 
been deposited on a substrate. However, they can be also 
transferred into the gas phase, with an electrospray source for 
instance, and then analyzed through mass spectrometry. They 
can even be deposited after an accurate selection of their size 
(Rauschenbach et al. 2006, Böttger et al. 2007). More recently, 
new methods have emerged allowing a reduction of the size 
dispersion that is a prerequisite for cluster self-assembling. By 
those ways clusters are generally passivated with ligands or 
surface-active molecules having an hydrophilic head and an 
hydrophobic chain (surfactants). Depending on their shape, 
related to the ratio between the head size and chain length, 
these molecules may form direct or reverse dynamic micelles 
(Pileni 1989) that can be viewed as molds in which nanopar-
ticles can be chemically synthesized. For instance, the reverse 
micelles form aqueous droplets in nonaqueous solution that 
serve as nanoreactors for the cluster growth (Lisiecki and 
Pileni 1995, Lisiecki et al. 1996). By adding anions that adsorb 
on clusters, the final cluster size may be accurately controlled. 
Moreover, the shape may be also monitored by taking advan-
tage of a selective adsorption on the various faces of the cluster 
during the growth. The mean size of the so-produced clusters 
is of a few nanometers in diameter, and nanorods, nanodisks, 
or nanowires may be obtained as well. This process reduces 
considerably the size dispersion and is thus a suitable way to 

generate 2D or 3D superlattices (Schmitt et al. 1997, Courty 
et al. 2001) that are model systems for investigating the influ-
ence of the cluster interactions on their optical or magnetic 
properties.

24.3.1.2 Physical Methods

An alternative way to generate clusters is the physical route. 
Two main approaches are usually considered. The first starts 
with the production under vacuum of an atomic vapor (ther-
mal heating, laser ablation, etc.) that is further deposited on a 
suited substrate (de Heer 1993, Perez et al. 1997, 2001). Taking 
advantage of their diffusion on the surface, atoms can meet or 
be trapped on defects so as to form nucleation seeds that fur-
ther grow under the form of clusters by the subsequent capture 
of other mobile atoms. This gives rise to 2D assemblies of clus-
ter islands with size and shape dispersions that are generally 
difficult to control accurately. The atoms can also be depos-
ited simultaneously with a dielectric matrix in which they are 
trapped and isolated. A  further thermal treatment may then 
promote diffusion in the matrix volume so as to induce their 
grouping and the formation of embedded clusters. In this way, 
thin nanostructured films can be obtained (3D arrangement), 
but the cluster size and concentration are hardly controlled 
independently. It must be stressed that such samples can also be 
obtained, before annealing, by implanting high-energy metal-
lic ions in a preformed thin film. A second method allows an 
independent and easier control of the cluster size and volumic 
concentration. It consists in directly producing clusters in the 
gas phase and depositing them on a substrate simultaneously 
with an embedding matrix. The available sources generating 
cluster beams work generally on the following principle (de 
Heer 1993): a metallic vapor obtained for instance by heating a 
metal in an oven is mixed with an inert gas to induce the clus-
ter nucleation and growth. Then, the mixture undergoes an 
expansion through a nozzle giving birth to a continuous cluster 
beam. Depending on the temperature and pressure conditions 
in the source, the size range may strongly vary from a source 
to another one (seeded supersonic beam sources [Larsen et al. 
1974], Sattler sources [Sattler et al. 1980], etc.). Instead of a 
metallic vapor, a plasma can be produced by lasers (pulsed laser 
vaporization sources [Smalley 1983, Milani and de Heer 1990]), 
by an electric discharge (PACIS sources [Siekmann et al. 1991]), 
or by magnetron sputtering (Hahn and Averback 1990). Cluster 
growth takes place during the high cooling of the plasma with 
an inert gas and the so-formed clusters may be charged or neu-
tral. The main advantage is that clusters of refractory metals or 
alloys may be produced. Moreover, the cluster size distribution 
can be varied by controlling the inert gas pressure in the source 
(Richtsmeier et al. 1985).

The co-deposition technique of preformed clusters by the 
so-called low-energy cluster beam deposition (LECBD) has 
proven to be one of the most efficient technique for elaborat-
ing nanostructured thin films for optical as well as for other 
investigations. Here we mainly focus on the optical studies of 
supported nanoparticles, but it must be emphasized that many 
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experiments have been carried out on free cluster beams pro-
duced by sources such as those mentioned before. This will be 
outlined in the following.

24.3.2 techniques of Optical Spectroscopy

Metallic clusters may be optically investigated either in the gas 
phase or in nanostructured films. In the former, several meth-
ods are available to probe their optical response such as photo-
dissociation, multiphoton ionization (MPI) or photo-depletion 
spectroscopy (Kreibig and Vollmer 1995). They are of particular 
importance as they allow to get information about their elec-
tronic structure. The principle of such methods is the following: 
a cluster absorbs a given number of photons of known energy, 
and its desexcitation leads to the appearance of at least two reac-
tion products (electrons, ions, or neutral fragments) that are 
detected and counted by mass spectrometry. The nature of these 
products and the wavelength dependence of their counting rates 
give insight into the electronic structure of the primary cluster. 
MPI is rather devoted to very small clusters (of a few atoms), 
whereas beam depletion spectroscopy can be extended to larger 
clusters. By using size-selected cluster ion beams and detect-
ing the fragment-size distribution, it is also possible to deduce 
photo-absorption cross sections (Bréchignac et al. 1992, 1993).

Concerning embedded clusters (samples of nanostructured 
films or of colloids in solution), the general setup to investigate 
their optical properties is composed of a light source directed 
through the sample and detectors for the measurements of the 
incident, transmitted, reflected, and scattered light that may be 
analyzed with a grating monochromator (Fox 2001) (see Figure 
24.11). The transmittivity T yields the extinction of light corre-
lated to absorption and scattering losses.

For small clusters, the scattering being negligible with respect 
to absorption, the transmittivity directly reflects absorption 
(if  the thin film reflectivity R can be neglected) through the 
Beer–Lambert law: T I I et o

K e= = −( / ) obs , where Kabs = (4π/λ)
κ(ω), κ being the imaginary part of the effective optical index 
of the composite sample. This effective optical index may be 
estimated through effective medium theories, for instance the 

Maxwell–Garnett theory developed in the frame of the dipolar 
approximation for small embedded spheres and valid for low-
volumic particle concentrations (<10%). Note that the particles 
can be considered almost isolated from each other if the volu-
mic metal proportions are lower than a few percents. The optical 
response can then be compared to the expected response of a 
single cluster in a transparent medium. Of course, this requires 
an accurate characterization of the matrix in which the clusters 
are embedded. On the other hand, in the case of weakly absorb-
ing thin films, in particular when the resonance is strongly 
damped as is observed in small clusters), the reflectivity can no 
longer be neglected and multilayer effects (Fabry–Pérot fringes) 
may blur the intrinsic response of the embedded clusters. To 
get rid of this spurious effect, a simple trick consists in using 
p-polarized light under Brewster incidence when measuring 
transmission (Cottancin et al. 2003).

All these measurements are carried out on cluster assemblies 
and the optical response corresponds to the average response 
of all the probed clusters. The unavoidable geometry fluctua-
tions in the samples make delicate a precise determination of 
their specific properties. To overcome this difficulty the clusters 
may be size selected (Issendorff and Palmer 1999, Alayan et al. 
2004) before co-deposition, but shape and environment fluctua-
tions will persist. Another approach developed within the past 
10 years aims at investigating a single deposited or embedded 
metallic nanoparticle. It requires highly sensitive spectroscopic 
methods since the optical density of the sample is considerably 
lower than in conventional nanostrutured films. Such investiga-
tions may be achieved through near-field or far-field microscopy. 
Indeed, when a particle is excited by an incident field, the dif-
fracted field gives rise to evanescent waves in the vicinity of the 
particle and propagating waves far from the particle. In near-field 
microscopy an optical fiber tip is used as a probe of the field near 
the particle. By scanning the position of the tip on a sample, a 
map of the surface covered with deposited nanoparticles may be 
recorded, but the resolution is still limited by the tip size. In this 
way, gold nanoparticles of 20 nm in diameter have been detected 
(Klar et al. 1998). However, the interaction between the tip and 
the nanoparticles prevents a straightforward deduction of the 
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FIGURE 24.11 Schematic experimental setup for conventional scattering and extinction spectroscopy. Light sources and detectors may be com-
bined with monochromators.
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particle intrinsic properties. Far-field is more convenient as the 
obtained response is easier to compare with theory. To “bypass” 
the Rayleigh criterion, the basic idea is to isolate nanoparticles 
from each other by depositing them with very low concentration 
(less than one particle per square micrometer) to be sure that only 
one particle will be shined by a highly focused light beam. The 
most widespread technique is the dark-field confocal microscopy 
allowing the measurement of single-nanoparticle scattering and 
which can be viewed as an improvement of the ultramicroscope 
of Zsigmondy. The high sensitivity is obtained by using high 
numerical aperture refractive objectives with a mask (Dijk et al. 
2006) or reflective objectives, both generating a shadow cone in 
which the scattered light can be collected with a negligible back-
ground signal. Nevertheless, as the scattering varies as V2, such 
investigations remain restricted to particles larger than 20 nm in 
diameter (Tamaru et al. 2002, Raschke et al. 2003). On the other 
hand, interferometric methods have been also developed to detect 
smaller nanoparticles (Lindfors et al. 2004, Berciaud et al. 2005).

Besides scattering experiments, it is also possible to detect the 
overall extinction of light by a nanoparticle in a transmission 
measurement configuration, just as in conventional spectropho-
tometers. Using tightly focused light beams in a confocal geom-
etry, an increased sensitivity may be reached thanks to a spatial 
modulation of the sample and a lock-in detection (Arbouet et al. 
2004, Muskens et al. 2006, Billaud et al. 2007). The main advan-
tage of this technique is that it enables the absolute measurement 
of the extinction cross-section if the incident field distribution 
in the focal plane is accurately characterized. Finally, it should 
be noticed that scattering or extinction measurements on single 
nanoparticles may be correlated to their electron microscopy 
images by using substrates compatible with optical measurements 
and electron microscopy (Tamaru et al. 2002, Billaud et al. 2008).

24.3.3 Experimental results

This last section draws up some of the major experimental 
results relative to size and shape effects on the optical proper-
ties of metal clusters, emphasizing the role of the SPR as a probe 
of the internal structure of the cluster material. Because of the 
wealth of publications in this field for 20 years, the relevant state 
of the art will not be exhaustive. A more complete bibliography 
may be found in the appendix of Kreibig and Vollmer (1995) as 
well as in the references list cited below.

24.3.3.1  Size and Shape Effects in the Optical 
response of Metal Clusters

24.3.3.1.1  Alkali Clusters
Let us first examine the experimental results concerning the SPR 
in alkali clusters. As mentioned before, alkalis are the simplest 
metals and their clusters represent ideal model systems that were 
widely studied during the 1990s. Because of their high sensitivity 
toward oxidization, most of the corresponding experiments were 
usually performed on cluster beams in the gas phase through 
photo-evaporation or depletion spectroscopy (Bréchignac et al. 
1992, 1993, Borggreen et al. 1993, Pedersen et al. 1993). In all 

cases (lithium, sodium, potassium), the optical spectra are dom-
inated from very small sizes (∼8 atoms) by a broad absorption 
peak (the SPR) qualitatively similar to the classical predictions of 
the Drude model. Nevertheless, a red-shift of the resonance with 
decreasing size, correlated to the increasing spillout influence, is 
patent (see Figure 24.12a) whatever the element. The signature of 
the spillout effect has been also observed in the measurements of 
the static polarizability of sodium and lithium clusters (Knight 
et al. 1985, Bénichou et al. 1999). Indeed we have already under-
lined that because of the electronic spillout, the sphere containing 
the conduction electrons (of effective radius Re) is larger than the 
geometrical volume enclosing the ionic cores (sphere of radius 
RC). The main consequence is a correlated increase of the static 
cluster polarizability since it is proportional to the effective vol-
ume ( / )4 3 3πRe . The calculations in the frame of the time-depen-
dent local-density-approximation formalism (TDLDA) (within 
the simple jellium model) that have been shown in Figure 24.7 
reproduce qualitatively the experimental results, in particular 
the red-shift of the resonance with decreasing size. Nevertheless, 
it should be emphasized that these calculations slightly overes-
timate the absolute value of the SPR in sodium clusters (the SPR 
occurs generally around 2.5–2.8 eV for sizes smaller than 100 
atoms per cluster, whereas the calculations give values around 
3 eV). In lithium the disagreement is larger. These discrepancies 
show that various ingredients, not included in the standard jel-
lium model, have a noticeable influence. For instance the ionic-
core polarization, which is disregarded in this framework, may 
induce a shift of the resonance toward smaller energies. This 
shift can be viewed classically through Equation 24.8 in which 
ε1

IB would be chosen different from zero. Moreover, the profile of 
the effective potential confining the conduction s-electrons and 
hence also the electron density are known to be softened when 
electron–ion interaction pseudo-potentials (non-coulombic) are 
taken into consideration (Rubio et al. 1993, Lermé et al. 1995). 
The surface softness increases the electron spillout relative to the 
standard jellium model in which the electron–ion interaction 
is assumed to be coulombic. At last, the nonlocal character of 
the electron–ion pseudo-potential results in an increase of the 
effective conduction electron mass (for instance, in lithium the 
effective mass is meff = 1.4 me). Both these effects lead to a decrease 
of the bulk plasma angular frequency ωP , and hence of ωSPR. 
On the other hand, the Drude parametrization of the dielec-
tric function also leads to a larger value of the SPR frequency 
(∼3.5 eV) than that deduced from experimental measurements 
on thin alkali films (∼3.1 eV), showing similarly the crudeness 
of the model for the bulk phase. This shows that the conduction 
electrons do not really constitute a free electron gas in the bulk. 
If the details of the cluster electronic structure are obviously of 
great importance to obtain an accurate quantitative description 
of the optical properties of alkali clusters, the possible deviation 
of their shape from the ideal case of a sphere relative to the ideal 
case of a sphere deserves to be considered with care. The one-
peak resonance observed for Na21

+ and Na41
+ (see Figure 24.12b) 

indicates that these clusters adopt an almost spherical shape 
since these magic sizes correspond to exact electronic closures in 
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the spherical jellium model. For non-magic sizes, the resonance 
is asymmetric, reflecting the existence of at least two resonance 
modes corresponding to plasmon excitations along the different 
principal axes of deformation of the cluster (see Figure 24.12b). 
One can thus say that the profile of resonance is an efficient 
probe of the cluster shape. Nevertheless, for very small sizes the 
multi-peak absorption spectra also reflect the electronic-level 
quantization.

At last, potassium and sodium clusters have been also inves-
tigated once deposited under ultrahigh vacuum (UHV) and 
exposed to various gases (Iline et al. 1999). Since the gases mod-
ify their surface tension after being adsorbed, clusters may expe-
rience a change in shape that can be detected through variations 

in absorption spectra. Nevertheless, the influence of the gas is 
not so easy to interpret as the size was not well controlled.

24.3.3.1.2  Noble Metal Clusters
In noble metal clusters, as the valence d-band and the conduction 
s–p band are energetically close to each other, the SPR emerges 
more or less easily depending on the element and is strongly 
influenced by the d-electrons. The simplest metal is silver because 
the threshold for interband transitions in the bulk is quite high 
(around 4 eV). The SPR emerges for very small sizes, in the range 
of less than 20 atoms, and it was measured both for ionic clusters 
(Tiggesbäumker et al. 1993) and for size-selected neutral clusters 
deposited in a rare gas matrix (Fedrigo et al. 1993). Nevertheless, 
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the core electrons (d electrons mainly) play an important role. The 
screening they induce is responsible for a global red-shift of the 
SPR frequency as compared to the frequency expected from the 
standard jellium model (Pollack et al. 1991, de Heer 1993, Liebsch 
1993a,b, Rubio and Serra 1993, Kreibig and Vollmer 1995, Lermé 
et al. 1998a,b, Palpant et al. 1998). For gold, the threshold for 
interband transitions is much lower (of the order of 2 eV). This 
results in a stronger red-shift of the SPR frequency and, in addi-
tion, a strong damping and broadening of the resonance band, 
especially for small particles (Kreibig and Vollmer 1995, Alvarez 
et al. 1997, Palpant et al. 1998, Gaudry et al. 2001). For copper, the 
interband threshold is similar to that of gold, of the order of 2 eV. 
The SPR occurs in the same frequency range as gold, but experi-
ments show that the resonance band is much more damped and 
even disappears at low sizes for particles of typically 2–3 nm 
in diameter (few hundred of atoms) depending of the observa-
tion conditions (Lisiecki and Pileni 1995, Celep et al. 2004), e.g., 
on the dielectric constant of the matrix in which the particles 
are embedded. This specific behavior of copper clusters will be 
explained below.

Figure 24.13 illustrates the size evolution of the SPR in noble 
metal clusters in a size range below 10 nm in diameter for which 
quantum size effects are expected. The upper part of the figure 

displays experimental results on the size evolution of the SPR 
on the samples of noble metal clusters (copper, silver, and gold) 
embedded in alumina matrix (Lermé et al. 1998b, Palpant et al. 
1998, Lermé 2000, Celep et al. 2004, Cottancin et al. 2006) at 
low concentrations (the matrix and the cluster size distributions 
have been carefully characterized). As the samples were elabo-
rated with the same protocol and in the same matrix, a com-
parative study can be achieved. In gold clusters, the SPR band 
occurs around 2.3–2.4 eV in the same spectral region than the 
threshold of the interband transitions (2 eV), which continue, as 
for them, to induce adsorption in the UV range. Moreover, a 
blue shift and a damping of the resonance are observed when the 
cluster size decreases. In silver clusters, the SPR band peaks at 
about 2.9–3.0 eV, well below 4 eV the threshold of the interband 
transitions. Only a very small blue-shift of the resonance is mea-
sured when the cluster size decreases. For copper, the SPR band 
emerges hardly at about 2.15 eV from the steep increase of the 
interband transitions. Actually in copper the interband thresh-
old is close to 2 eV (as in gold), but the corresponding absorption 
increases much more rapidly above 2 eV. The damping and the 
broadening of the SPR band, with decreasing sizes, are the most 
important features of the experimental observations, rather 
than a clear blue-shift as in gold. At very small sizes, the SPR 
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band tends to vanish in the steep rising edge of the interband 
transitions, but in the present experiments, it was not possible to 
produce clusters as small as 2 nm.

In the present size range (2 nm < ϕ < 5 nm), the Mie theory 
is not suited to explain the size evolution of the SPR, even if a 
size dependence of the scattering rate is assumed (see Equation 
24.11). Indeed, the size evolution obtained from such calcula-
tions (Figure 24.5) shows a red-shift of the resonance in gold 
and copper in contradiction with experimental results. For a 
better interpretation of the experimental results, and as long as 
large particles are involved, a structureless jellium-type model 
approach seems quite appropriate and reasonable for investi-
gating mean-size trends over broad-size domains. The calcula-
tions are based on the TDLDA within a jellium model including 
phenomenologically the absorption and screening properties 
of both the ionic-core background and the surrounding matrix 
through their dielectric functions εIB(ω) and εm (Lermé 2000). 
A first ingredient added in the model, well established in surface 
physics and correlated to the spatial localization of d-electrons 
wavefunctions, is a skin of a vanishing polarizability of thick-
ness d of a few angstroms in which the polarization of the d-core 
electrons is ineffective (εIB = 1 in this shell). This skin of inef-
fective polarizability was firstly introduced by Liebsch for silver 
surfaces (Liebsch 1993a) and by Kresin for clusters (Kresin 1995). 
Moreover, a vacuum ring surrounding the particle, of thickness 
dm, is introduced in the model in order to mimic the local matrix 
porosity estimated experimentally (see Figure 24.14).

Figure 24.13 shows the comparison between experiment and 
this semi-quantal theory. The theoretical calculations well repro-
duce the experimental trends when the cluster size decreases, 
namely the strong blue-shift of the SPR for gold, the very small 
blue-shift for silver, and the gradual disappearance of the SPR 
in the rising edge of the interband transitions for copper. This 
blue-shift is mainly due to the skin of ineffective screening by 
the d-electrons, which results in an all the more important blue-
shift that the sizes are small. This blue-shift competes with the 
red-shift associated with the spillout of the s-electrons, that is a 

pure quantum effect. In gold, the blue-shift is predominant as 
compared to the red-shift. In silver, both are close to be compen-
sated, inducing a rough quenching of the size effects. This dif-
ferent behavior of gold and silver clusters is easy to understand 
because the real part of εIB (which quantifies the screening) is 
much smaller in silver than in gold (of the order of 4 and 11, 
respectively, in the spectral range of the SPR [Cottancin et al. 
2006]). The difference between gold and copper may be under-
stood with regard to their respective dielectric functions. The 
main difference lies in the steeper increase of the imaginary part 
of εIB for copper, just above the interband threshold, leading to 
a stronger damping of the resonance. Actually, the vanishing of 
the resonance in copper is a signature of a blue-shift of the SPR, 
resulting in an increasing coupling with IB transitions.

Finally, the semi-quantal calculations appear to be the best 
compromise between completely ab initio methods limited to 
relatively small sizes and completely classical calculations that 
disregard the quantum size effects. These semi-quantal calcula-
tions, with a very limited number of semiempirical parameters, 
are able to predict the optical properties of the three noble met-
als in a size range from 1.5 to 10 nm in diameter. Above 10 nm, 
the quantum size effects are negligible and the Mie theory is well 
adapted.

As for shape effects, experiments have been performed on 
small silver cluster beams showing similar results as in alka-
lis (Tiggesbaümker et al. 1992, Tiggesbäumker et al. 1993). 
However the shape influence on the optical response of noble 
metal clusters and nanoparticles (essentially gold and silver) 
has been mostly investigated within the past 10 years on single 
nanoparticles. Indeed, the tremendous advances in the syn-
thesis of various nano-objects (such as rods, prisms, chains, 
core/shell structures, pairs of nanoparticles, etc.) opened up a 
new field of investigations on their optical properties, in a size 
range where the multipolar effects are of major importance. For 
instance, silver nanoparticles of various shapes have been stud-
ied using dark-field optical microscopy and spectroscopy, in 
correlation with their electron microscopy images (Mock et al. 
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2002). The spectral position of the resonance is so much shape 
dependent that spheres appear blue, pentagons green, and tri-
angles mostly red (see Figure 24.15). A significant dispersion of 
the SPR peak position for triangular particles is observed. This 
phenomenon is probably due to the high sensitivity of the reso-
nance to the height, the edge length, and the apex shapes (sharp 
or truncated) of the triangles as has been evidenced through 
numerical calculations based on the discrete dipole approxima-
tion (Sherry et al. 2006).

The main conclusion concerning all the numerous studies for 
which the state of the art is out of the topic of this chapter is that 
the SPR may be tailored by varying the shape or the structure of 
the nano-objects. Consequently, the attachment of specific mol-
ecules (such as proteins or antibodies) on the nanoparticle sur-
face can be detected by an induced shift of the SPR (biosensors) 
(McFarland and Duyne 2003).

24.3.3.2  the SPr as a Probe of the Internal 
Structure of Bimetallic Clusters

Bimetallic particles are of double interest since they disclose 
size- and shape-dependent properties and mirror the original 
features of bulk alloys (a complete bibliography about nanoalloys 
can be found in Ferrando et al. (2008)). Depending on the ther-
modynamic properties of both components, mixed particles can 
form either homogeneous alloys or segregated core/shell struc-
tures. An insight into the bulk properties of both constituent 

materials (Wigner–Seitz radius (rS), surface energies) and their 
corresponding binary phase diagrams brings indications about 
the possible structure of the composite clusters. In general, one 
expects the metal component with the lower surface energy to 
accumulate preferentially at the surface. However, in the case 
of systems in solution like colloids, one has to be careful with 
such simple rules, because the kinetics of reduction as well as the 
surface-adsorbed ions and the surrounding medium also come 
into play. Thermodynamical equilibrium conditions are not 
necessary reached and such particle architectures may be only 
metastable in this respect.

The dielectric function of mixed clusters being governed by 
its overall electronic structure, the optical response of bimetallic 
systems will be modified by varying the relative proportion of 
both constituents (Kelly et al. 2003, Hubenthal et al. 2005). For 
instance, in the case of gold–silver nanoparticles, by far the most-
studied binary system (Morriss and Collins 1964, Papavassiliou 
1976, Teo et al. 1987, Mulvaney et al. 1993, Liz-Marzan and 
Philipse 1995, Link et al. 1999), the SPR falls between those of 
gold and silver for alloyed systems. On the contrary, in core/
shell geometries (that can be essentially obtained by chemical 
ways), the optical response displays two resonance peaks for suf-
ficiently large particles.

As an illustration, Figure 24.16 shows the evolution of the 
optical response with varying compositions of aqueous solutions 
of alloyed gold–silver nanoparticles of diameters ranging from 
15 to 50 nm (Russier-Antoine et al. 2008). The spectra exhibit a 
single SPR whose wavelength is found to move regularly, with 
increasing gold content, from the silver SPR to the gold one. This 
observation thus rules out the possibility of a core/shell struc-
ture for which two resonances would be expected.

However, the experimental spectra cannot be correctly 
reproduced by the Mie theory if the dielectric function of the 
alloy is taken as the volume-weighted average of the pure mate-
rial dielectric functions. Such an hypothesis is physically rel-
evant if the particle can be considered as built by the stacking of 
pure nanodomains that individually retain the electronic struc-
ture (dielectric function) of their corresponding bulk phase. Its 
failure indicates that the effective dielectric function is closely 
related to an alloying at a much lower scale (atomic level). It 
cannot be simply inferred from the dielectric function of each 
component but must be either obtained from available experi-
mental data on similar bulk alloys or calculated from solid-state 
theory assuming an alloying at an atomic scale. In this system, 
measurements on annealed alloys (Nilsson 1970) have been 
performed and the corresponding dielectric functions exhibit 
a regular shift of the interband transition threshold with the 
gold composition that is not reproduced in the average dielec-
tric function evoked just before. If this IB threshold is taken 
into account, i.e., if the dielectric function reproduces correctly 
the one measured experimentally, the optical spectra are in 
agreement with the theory, confirming thus that the nanopar-
ticles adopt an alloyed structure at an atomic level. Similar 
works on smaller bimetallic gold–silver clusters produced by 
laser vaporization and embedded in alumina had lead to the 

3 μm

FIGURE 24.15 (See color insert following page 21-4.) (Top) Color 
image of a typical sample of silver nanoparticles as viewed under the 
dark-field microscope. The brightness of the particles increases from blue 
to red due to both the intrinsic optical scattering cross section and the 
spectral output of the light source (the red particle is overexposed). This 
image is correlated to its electron microscopy image (Bottom). (Reprinted 
from Mock, J.J. et al., J. Chem. Phys., 116, 6755, 2002. With permission.)
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same conclusions about the internal structure of clusters, near 
from the one of annealed alloys (Gaudry 2001). Such a homo-
geneous alloyed structure is the likely one (for clusters pro-
duced by physical ways) in view of both their relative surface 
energies and Wigner–Seitz radii and regarding the bulk phase 
diagram of the Au–Ag system in which homogeneous solutions 
are thermodynamically possible for any relative composition 
(Massalski et al. 1986).

In the same way, the internal structure of mixed Ni–Ag 
and Pt–Ag clusters of a few nanometers in diameter, produced 
by laser vaporization and embedded in an alumina matrix 
(Cottancin et al. 2003), has been investigated. Concerning the 
bulk properties of these materials, the phase diagram of Ni–Ag 
shows that Ni and Ag are immiscible over the entire composition 
range (Massalski et al. 1986). One can suppose that the silver 
atoms will move onto the cluster surface for both systems since 
the surface energy of silver is the lowest one and that the result-
ing structure will be a core/shell one. As for the Pt–Ag phase 
diagram, several alloys are present (Massalski et al. 1986), so the 
assumption of a core/shell structure has to be taken with cau-
tion. Moreover, the atomic Wigner–Seitz radii of Ag and Ni are 
noticeably different (rs(Ag) = 3.02 a.u. and rs(Ni) = 2.6 a.u.) and 
a pronounced lattice mismatch is expected, whereas they are 
closer for Pt and Ag (rs(Pt) = 2.9 a.u.).

The experimental spectra of both systems are displayed 
in Figure 24.17. In the case of the Ni–Ag system, the optical 

properties are found to be intermediate between those of pure 
silver and pure nickel clusters, with an SPR enlarged and blue-
shifted compared to pure silver clusters. This feature can be 
understood within the classical Mie theory assuming a segrega-
tion between both metals in a core/shell geometry and including 
the reduction of the mean free path in the silver shell. Moreover, 
low energy ion scattering (LEIS) measurements that consist in 
probing the cluster surface provide the evidence that the sur-
face of the clusters is mainly covered with silver atoms. Such 
results permit to conclude that the core/shell geometry with 
silver on the surface is the most likely structure and that the 
dielectric function of the bimetallic system remains closely con-
nected with the ones of its constituents. As for Pt–Ag clusters, 
LEIS measurements lead also to the conclusion that the cluster 
surface is mainly composed of silver; nevertheless, the absorp-
tion spectra do not exhibit a marked SPR, in contradiction with 
the calculated spectra for which a clear resonance is expected as 
in Ni–Ag clusters. Calculations assuming a dielectric function 
equal to the volumic-weighted average of the constituent ones 
predict also a large resonance band. Those results suggest that 
the Pt–Ag particles do not form a segregated core/shell struc-
ture, but rather an alloyed core with a surface enriched with 
silver atoms. Monte Carlo simulations (Calvo et al. 2008) per-
formed on these systems show the same trends as from small 
sizes. In particular at zero temperature, silver and platinum 
seem to be segregated, whereas an increase in the temperature 
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induces a better alloying with the surface remaining rich in sil-
ver. Finally, one can conclude that the lack of the SPR in experi-
mental spectra shows in this case that the dielectric function 
of the bimetallic system is not simply correlated to those of its 
constituents as it is the case for Ni–Ag.

24.4 Conclusion and Outlooks

This chapter intended to shed light on the main ingredients 
involved in the linear optical properties of metallic clusters and 
nanoparticles such as size, shape, environment, and the chemi-
cal structure of particles. The optical studies of nanoparticles are 
naturally a wide-ranging field including dynamical processes or 
nonlinear optics that have not been developed in this chapter.

It has been shown that the colors of samples containing clus-
ters or nanoparticles originate from the strong absorption and 
scattering (SPR) of the metal nanoparticles when the frequency 
of the exciting electromagnetic field is coherent with the collec-
tive conduction electron motion.

In small particles (ϕ < 20–30 nm), the optical response can 
be in a first approximation described in the frame of the dipo-
lar approximation. In addition, quantum size effects have to be 
taken into account for cluster sizes below 5–10 nm in diameter, 
involving a red-shift of the SPR in alkali clusters because of the 
increasing effect of the electronic spillout. In noble metals, the 
polarization of the core electrons (d electrons mainly) and their 
ineffective influence near the cluster surface result in a blue-shift 
that competes with the red-shift associated with the spillout 
effect. The size evolution of the SPR depends then on the element 
(Cu, Ag, or Au) constituting the clusters.

For larger sizes (ϕ > 20–30 nm), the Mie theory accounts well 
for the optical response of spherical nanoparticles in a homo-
geneous medium. When the size increases, higher resonance 
modes become dominant and the SPR is red-shifted and spec-
trally broadened.

The synthesis of new particles of various sizes and shapes in 
the past decades and the development of highly sensitive meth-
ods for probing single nano-objects have opened a new field of 
investigations showing that the SPR may be tailored by tuning 
the shape or the composition of the metal particles. The under-
standing of their behavior with the help of computational 
methods and experiments on single particles gives high hopes 
for potential applications. For instance, the high sensitivity of 
the SPR toward the local neighborhood of the particle or the 
chemical nature of its surface can be used for making biosen-
sors, giving information about surface changes of the particles, 
as for instance the red-shift observed in silver nanoparticles 
after several molecules have adsorbed (McFarland and Duyne 
2003). Moreover the large local field enhancement that occurs 
near the particle surface is being used in Surface-Enhanced 
Raman Spectroscopy (Campion and Kambhampati 1998) or 
Plasmon Enhanced Fluorescence (Lee et al. 2004). The strong 
absorption of metal nanoparticles can even be exploited in 
plasmonic photothermal therapy (Dickerson et al. 2008, 
El-Sayed et al. 2006).
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25.1 Introduction

Silicon, the second-most abundant element on earth (after oxygen) 
having superior mechanical and electronic properties, has become 
the principal material of the semiconductors industry from the 
dawn of microelectronics, and apparently will remain dominant 
in the foreseen future. Silicon is a semiconductor whose electrical 
conductivity can be controlled over a wide range, either dynami-
cally or permanently. Its oxidized state (SiO2) is one of the best 
and most stable electrical insulator and its superior chemical and 
mechanical properties make silicon the ideal material for advanced 
materials processing. For all these reasons, silicon became essen-
tially the sole player in electronic integrated circuits, being the 
basic building block of most electronic devices, from transistors 
and diodes to microprocessors, solar cells, wireless communica-
tion devices, and more.1 Yet, silicon is not a good choice for pho-
tonic applications where optically active elements are required 
due to its indirect energy bandgap characteristics where energy’s 
minima of the conduction and the valence bands do not fall at the 
same wavevector (i.e., the crystal Bloch momentum normalized 
to ħ). The situation is schematically illustrated in Figure 25.1 where 
the energy-band diagram of silicon is shown and compared to that 
of GaAs, which is a direct bandgap semiconductor.

In a steady state, electrons (open circles) occupy the lowest 
energy states of the conduction band while holes (filled circles) 
occupy the upper states of the valence band. The emission of a 
photon takes place once the electron and the hole recombine 
radiatively, namely, conduction electrons drop down to empty 

states of holes in the valence band and, releasing their energy to 
photons of energy, ħω = EC − EV ≅ Eg, where Eg is the bandgap 
energy of the semiconductor and ħω is the photon energy. Besides 
energy, momentum should also be conserved during the process. 
However, as the photon wavelength (λ = 2π/k ∼ 1 μm for silicon) 
is about three orders of magnitude larger than the de Broglie 
wavelength of the electrons (which is of the order of the lattice 
constant of the semiconductors ∼5 Å), the photon momentum 
can be neglected relative to that of the electrons and the holes. In 
direct bandgap semiconductors like GaAs, both the electrons and 
the holes have the same momentum at the center of the Brillouin 
zone (Γ-point in Figure 25.1) and vertical radiative recombination 
can take place. In silicon, however, the large momentum mis-
match between electrons and holes does not permit direct radia-
tive recombination unless another entity, a phonon, for example, 
is involved in the recombination process. As a result, silicon is a 
poor emitter of light and cannot be utilized for applications where 
active light sources are required. In many papers and even text-
books this property of silicon is considered to be a disadvantage. 
However, one should remember that radiative recombination in 
direct bandgap semiconductors is a fast process (usually of the 
order of a few nanoseconds in direct bandgap semiconductors 
with Eg ∼ 1−2 eV) that limits the lifetime of the carriers (mainly 
that of the minority carriers in the semiconductor). In silicon, the 
slow radiative lifetime (of the order of few milliseconds in pure 
silicon1) allows the minority carriers to diffuse over macroscopi-
cally large distances (a few hundreds of micrometers and more), 
a highly favorable property for electronic applications.
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The situation is substantially different when dealing with silicon 
nanostructures. Generally speaking, semiconductor nanostruc-
tures2,3 are artificially made semiconductor objects whose dimen-
sions have been shrunk down to the nanometer length scales. 
They are classified according to their dimensionality, e.g., two-
dimensional (2D) quantum wells, one-dimensional (1D) nanow-
ires (or quantum wires), and zero-dimensional (0D) nanocrystals 
(or quantum dots4), where the classification is according to the 
number of unconfined dimensions along which carriers (electrons 
and holes) are still free to move. At the nanometric length scales, 
quantum confinement (QC) phenomena become important. For 
example, one should anticipate the momentum conservation law 
to relax with the decreasing size of the object. In case of silicon 
nanostructures, for example, a 0D silicon nanocrystal of radius R, 
we may use the Heisenberg uncertainty principle to estimate the 
wavevector relaxation: Δk ∼ 1/R. As the relaxation of the wavevector 
conservation law increases with the decreasing size of the nano-
structure, one may expect the radiative recombination rate to con-
siderably increase once the wavevector mismatch, shown in Figure 
25.1, becomes comparable to Δk, raising the question: Can we gen-
erate active photonic elements5,6 from silicon nanostructures?

The above question has turned to be a practical subject in 
1990 when Canham7 reported on efficient red light emission 
from porous silicon (PS) under UV light illumination. PS is a 
nanometric random network of pores and silicon prepared by 
electrochemical etching of a silicon substrate.

Figure 25.2 shows a typical spectrum of the photolumines-
cence (PL) and a photograph of red light coming out from a PS 
layer. As the efficiency of the PL is comparable to that obtained 
from direct bandgap semiconductors, Canham in his pioneering 

work has suggested that quantum size effects might be responsi-
ble for efficient PL. Two complementary results seem to support 
this conclusion. The first is the presence of fairly small crystal-
line silicon nanostructures, in the form of nanocrystals and 
undulating nanowires, in the PS medium.8 Secondly, the consid-
erable blueshift of the maximum PL energy, and accordingly the 
energy bandgap, from about 1.12 eV (of bulk silicon crystals) to 
∼1.8 eV in PS, is another manifestation of QC in small semicon-
ductor nanostructures.2 Following Canham’s discovery, a very 
extensive investigation has been conducted by many groups, 
aimed at verifying the QC model. Surprisingly, while many 
investigations provided additional support to the QC model,9 
a considerable number of works have reported results and prop-
erties of the PL that cannot be explained by the QC picture.10 
This puzzle has led numerous researchers to propose alternative 
models and theories that do not rely on QC, the more notable 
ones suggesting that surface phenomena are responsible for 
the PL.11,12 In this picture, radiative transitions take place on the 
surface of the nanostructures either due to surface bonds, sur-
face defects, imperfections, or even surface molecular species. 
In particular, the fact that certain properties of the PL depend 
on “surface chemistry,” for example, the specific way that silicon 
surface bonds are terminated, have led certain researchers to 
suggest that surface phenomena are responsible for the lumi-
nescence from silicon nanostructures.13

Let us emphasize that surface phenomena are expected to play 
a major role in small nanostructures. To follow this, let us esti-
mate the surface-to-volume (STV) ratio for few nanostructures 
of different dimensionality but having a simple geometrical form 
such as spheres (0D), cylinders (1D), and slabs (2D), as schemati-
cally shown in Figure 25.3.

In order to define a “volume” of the surface, we may estimate 
the surface’s thickness of a given nanostructure, d, to be about 1–3 
monolayers thick. For silicon (with a lattice constant of ∼0.54 nm), 
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trum from porous silicon with a maximum PL at a wavelength of about 
675 nm. The photograph at the inset demonstrates the red color of the 
emitted PL from a circular layer of porous silicon (the sample has been 
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we may take, d ∼ 1 nm, to be an estimate of the surface’s thick-
ness. Hence, for a 0D spherical nanocrystal we find, STV = 3(d/R), 
where R is the radius of the sphere, so that for R = 6 nm nanocrystal 
we get, STV ∼ 0.5, meaning that 50% of the silicon atoms belong to 
the surface while for R = 10 nm, 33% of the silicon atoms sit on the 
surface of the nanocrystal. We conclude that surface phenomena 
become more and more appreciable with the decreasing size of 
the nanostructures and, on the nanoscales not only quantum size 
effects can affect the electronic properties of the nanostructures 
but also surface phenomena should carefully be considered as a 
possible source of interactions that may affect electronic prop-
erties of the nanostructures. This is particularly true for silicon, 
which is known to be material sensitive to surface termination 
and usually requires a special treatment for passivation.

Unfortunately, PS is not the ideal medium for the study of 
quantum size effects and surface phenomena at the nanoscale. 
PS is a random network of electrochemically etched pores and 
silicon that is characterized by a broad size and shapes distribu-
tion, it is chemically and mechanically unstable and it tends to 
change its properties with time (aging effects).11 Hence, to a great 
extent, the puzzles and discrepancies between the QC and the 
surface chemistry (SC) models could not be resolved despite of 
the extensive investigation on PS. Yet, over the last decade, alter-
native techniques to fabricate silicon nanostructures, with better 
capabilities to control their size, shape, and the host matrix in 
which they are embedded, have emerged.14 With these improved 
techniques, it is now possible to investigate the evolution of opti-
cal and electrical properties of silicon nanostructures versus size 
and dimensionality. Recent experimental results together with 
refined theories indicate that none of the above models alone, for 
example, the QC and the SC models, can explain the entire opti-
cal properties of silicon nanostructures.15–17 Instead, a refined 
comprehensive model, which takes into account both quantum 
size effects and surface phenomena has to be developed.18,19 
The purpose of this chapter is to describe these recent develop-
ments in the field of silicon nanostructures, particularly those 
experiments and models that provide a support and verification 
to the mutual role played by QC and SC in shaping the optical 

properties of silicon nanostructures.19 The interested readers are 
referred to earlier reviews and the rich literature in the field dis-
cussing each individual model (QC and SC) and the supporting/
contradicting experimental results.5–12

25.2  Synthesis of Silicon 
Nanostructures

In this section, we briefly review some of the most popular tech-
niques to synthesize light-emitting silicon nanostructures. The 
simplest and the less expensive method is based on PS, which is 
fabricated by electrochemical etching of crystalline silicon sub-
strates using hydrofluoric acid (HF)–based solutions. The spe-
cific conditions to obtain light-emitting PS (like the PS sample 
shown in Figure 25.2)20,21 are reviewed in detail in Refs. [22,23]. 
Light-emitting PS has a random, nanometric sponge-like struc-
ture with a fairly large surface area that can easily be accessed 
and chemically modified due to its porous characteristics. While 
this property of PS is of great advantage for certain applications 
such as chemical24,25 and biochemical sensing,26,27 it represents a 
major limitation for a consistent study of quantum size effects as 
the size, shape, and even the dimensionality of the nanocrystal-
line silicon objects are not well defined and can vary between 
samples and preparation techniques. Furthermore, as the PS 
matrix may contain various species such as SiOx, amorphous 
silicon (a:Si), and other amorphous derivatives of silicon, the 
exact surface termination of the nanocrystalline silicon objects 
cannot be determined accurately. Aging effects can be quite sig-
nificant in PS and may affect both optical properties and trans-
port phenomena. For all these reasons and despite the extensive 
literature on luminescence from PS, the author of this chapter is 
in the opinion that in practice, it is impossible to draw consistent 
conclusions about nanoscale phenomena from PS alone.

The first experimental report on room-temperature PL from 
silicon nanostructures other than PS is related to silicon nano-
crystals (SiNCs) fabricated by ion implantation of silicon into 
SiO2 matrix.28 Recently after, other methods to produce SiNCs 
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embedded in SiO2 matrices emerged,14 including chemical 
vapor deposition (CVD)29 of sub-stoichiometric oxide (SiOx), 
RF magnetron sputtering,30 reactive evaporation,31 and plasma-
enhanced CVD (PECVD).32–34 In principle, all these methods 
require high-temperature annealing of the deposited films to 
produce phase separation of the excess silicon from the SiO2 
matrix followed by crystallization of the silicon into nano-
crystalline particles. The ion implantation method35–37 is quite 
popular due to its compatibility with the standard silicon CMOS 
technology (where it is routinely used to create doped silicon 
regions). In this technique, silicon ions are extracted from the 
plasma, accelerated toward the SiO2 substrate by an electric 
field and losing their energy after traveling a given depth in the 
substrate. The thickness and the profile of the implanted layer 
depend mainly on the implantation dose and the ion energy. In 
principle, the lower the ion energy the narrower the implanted 
zone, however, implantation dose also decreases at lower ion 
energies, setting up a practical limit on the ion energy, which is 
typically in the range of 1–10 keV.

A similar result of forming oxide layers with excess silicon 
concentration has been obtained by RF magnetron sputtering. 
The sputtering process (sometime referred as physical vapor 
deposition ≡ PVD) involves a bombardment of silicon and SiO2 
solid targets by energetic ions (usually argon ions), removing 

atoms and molecules from the targets that are deposited on the 
substrate. As silicon dioxide is an electric insulator, an RF electric 
field is used to create the plasma between the substrate and the 
targets. A popular method to produce SiNCs is the co-sputtering 
technique15,38 in which, the two targets (usually pure silicon and 
quartz) are simultaneously exposed to the ions, producing a 
mixed layer of silicon and oxide with the excess silicon being 
used to create SiNCs after high-temperature annealing. The 
thickness and the amount of excess silicon concentration are 
determined by the RF power as well as by the geometry of the 
sputtering chamber. Usually, in order to improve uniformity, 
the substrate is rotated and placed far enough from the targets. 
In certain cases however, particularly when size-dependent phe-
nomena are to be investigated, it is desirable to put the substrate 
near the targets without rotation. In this case, the excess silicon 
concentration along the deposited film continuously varies from 
one edge of the substrate to the other edge,15 as schematically 
illustrated in Figure 25.4.

The amount of excess silicon concentration can be determined 
by measuring the volume ratio of silicon and SiO2 obtained from 
reference depositions of the single components (Si and SiO2) 
under the same deposition conditions and is measured in unit of 
% excess silicon content in a given volume (x). In the experiments 
reported in Refs. [15,16], x varied from about 10% (at the edge 
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FIGURE 25.4 Schematic view of the co-sputtering method with the two targets of silicon and SiO2 simultaneously exposed to energetic ions 
for producing a mixed layer of silicon and SiO2. The amount of excess silicon decreases from the silicon target edge toward the SiO2 target edge. 
Isolated silicon nanocrystals (and PL) have been observed in the range of 10% ≤ x ≤ 35%. The two cross-section TEM images were taken from two 
different locations along the substrate with x = 18% and x = 25%. A few nanocrystals are marked by white squares where the insets are the corre-
sponding images obtained after spatial filtering.
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closer to the SiO2 target) up to about 80% (at the edge closer to the 
Si target). Luminescent SiNCs are obtained after high-temperature 
annealing from a limited range of 10% ≤ x ≤ 35% where isolated 
nanocrystals can be observed. At higher excess silicon content, 
a connected network of silicon clusters is formed, the PL dimin-
ishes, and both dark- and photoconductivities from the deposited 
layers appear, leading Balberg et al.39 to propose that a formation 
of percolating connected network of silicon clusters gives rise to 
mutual exclusion of the PL and the transport.40 Annealing of the 
as-deposited films at high temperatures of about 1150°C–1200°C 
in a controlled environment (Ar or N gas) leads to phase separa-
tion and crystallization of the silicon monomers. In Figure 25.4, 
we present a few examples of cross-section transmission electron 
microscope (TEM) micrographs obtained after thinning the sam-
ples by ion milling to allow passing of the electron beam through 
the specimen. The images shown in Figure 25.4 are related to two 
different values of excess silicon content, x ≈ 18% and 25%. 
Nearly spherical SiNCs can clearly be seen in both images, reveal-
ing typical silicon lattice fringes of mainly the {111} silicon crys-
tal planes (and sometime also the {220} crystal planes). The insets 
to each figure show the silicon crystallographic planes obtained 
after spatial filtering of the images in the frequency domain for 
selected SiNCs marked by solid white squares. The diameter of 
the nanocrystals is not constant but rather varies in the range 
of 2–10 nm. The histograms shown in Figure 25.5 were obtained 
after statistical processing of numerous TEM images, identifying 
SiNCs and measuring their diameters for each value of the excess 
silicon volume content. The profile of the histograms can be fit-
ted to a Gaussian shape size distribution with a full width at half 
maximum (FWHM) of approximately 2 nm at the lower content 
(x ≈ 10%) and 3 nm at the higher silicon volume content (x ≈ 30%), 
reflecting the inhomogeneous characteristics of the samples, 
which are typical to almost all fabrication techniques. The aver-
age diameter of the nanocrystals increases with increasing silicon 
content and can be fitted to the following power law (solid line in 
Figure 25.5b):

 d x x( ) ( ) /nm ≅ −2 0
1 3  (25.1)

where
d is the average diameter of the SiNCs
x0 = (8 ± 2)%

The power exponent of 1/3 stems from the relationship between 
the diameter and the volume of the nanocrystals, reflecting the 
spherical characteristics of the SiNCs. Let us emphasize that 
SiNCs with a diameter smaller than 2 nm have not been observed 
so far, independent of the fabrication method that has been 
utilized, and Equation 25.1 is rather limited to the range of 
10% ≤ x ≤ 35%.

Another elegant method to produce continuous size variation 
of SiNCs in a single deposition run is the laser pyrolysis of silane 
in a gas-flow reactor, which has been reported by Ledoux et al.41 
In this technique, a pulsed CO2 laser produces a molecular beam 
of silicon nanoparticles having a size distribution of 3–7 nm 

with the larger nanoparticles moving slower than the smaller 
ones. Using a rotating mechanical chopper synchronized with 
the laser pulses, size-selected nanoparticles are transmitted 
and deposited at different locations across the substrate. The PL 
image shown in Figure 25.6 reveals a color variation of the PL 
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identifying the nanocrystals and measuring their diameters. The 
solid lines represent the best fit to a Gaussian distribution function. 
(b) The variation of the average diameter of the nanocrystals versus 
the excess silicon volume content. The solid line represents the best 
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across the substrate that is correlated with the average size of the 
silicon nanoparticles.

A slightly narrower size distribution but a much better con-
trol of the position and the density of SiNCs has been achieved 
by synthesizing Si/SiO2 superlattices. This method has been 
introduced by Lockwood et al.42 who have used silicon molecu-
lar beam epitaxy (MBE) system combined with ex situ UV ozone 
oxidation for growing alternating nanolayers of amorphous sil-
icon (a:Si) and SiO2. Later, this approach has been adopted to 
create alternating layers of SiNCs and SiO2 using PECVD,43 low-
pressure CVD (LPCVD)44,45 and RF magnetron sputtering in the 
serial sputtering mode.46 A key factor in all these methods is a 
good control of the layer’s thicknesses down to the nanometric 
length scales and good uniformity, particularly of the interfaces 
between layers. A similar approach, based on depositing alter-
nating SiOx/SiO2 layers with 1 ≤ x < 2, has also been introduced 
where phase separation during annealing gives rise to a for-
mation of a:Si layers that later on crystallize to create SiNCs.47 

Results obtained by serial sputtering of silicon/SiO2 superlattices 
are shown in Figure 25.7.48

In this method, individual layers are deposited one on top of 
the other at deposition rates of about 2–4 nm/min to achieve a 
good thickness control. Cross-section HRTEM images, shown 
in Figure 25.7, reveal the presence of 2D alternating layers of 
SiNCs separated by amorphous SiO2 layers. The order and the 
high quality of the interfaces can be appreciated from the low-
magnification TEM image at the inset to Figure 25.7(a) while 
the higher magnification HRTEM micrograph of Figure 25.7(b) 
reveals 2D layers of SiNCs with average diameter of about 4.3 nm 
and a statistical size distribution similar to those presented in 
Figure 25.5. Figure 25.7(a) presents a STEM (scanning TEM) 
micrograph obtained after introducing high angle annular 
dark field (HAADF) detector into the microscope for collecting 
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serially sputtered SiNCs embedded in SiO2 matrices. (a) STEM image 
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electrons that undergo high angle inelastic scattering to yield 
high z-contrast (where z is the atomic number of the element). 
In this image, the average diameter of the SiNCs is about 3 nm.

25.3  Luminescence Properties 
of Silicon Nanostructures

25.3.1  Optical Characterizations 
and Luminescence Bands

In general, several luminescence bands can be excited from sili-
con nanostructures, but most of them are not directly related 
to the nanostructures but rather to defects and imperfections 
in the host matrix. A relatively strong but misleading band is 
the so-called “F”-band (Fast-band) which has been observed for 
oxidized PS and for most silicon nanostructures embedded in 
SiO2 matrices.11,49,50 The emission spectrum of this band extends 
over the blue-green (400–550 nm) range of the visible spectrum 
and is characterized by a fast PL decay time of several nanosec-
onds. This band has been observed from fully oxidized PS and 
from silicon nanostructures, such as silicon nanowires,51,52 with 
fairly large diameters and therefore, cannot be associated with 
the nanostructures themselves but with luminescence oxide 
and interface defects. Other luminescence bands that have been 
reported but do not relate to quantum size effects are UV bands 
(∼350 nm) and near-IR bands of bulk silicon, unsaturated silicon 
bonds, and rare-earth heavy ions in the silicon matrix.11,12

The size-dependent luminescence band, which shows a clear 
correlation with quantum size effects in silicon nanostructures, 
is called the “S”-band (Slow-band) and has been the subject of 
extensive investigation over the past two decades.5–13 The emis-
sion spectrum from this band can be tuned over the green–red–
near IR spectral ranges (500–900 nm) and is characterized by 
significantly slower PL decay times (compared to the F-band) 
in the range of few microseconds. In a typical PL experiment, 
carriers (electrons and holes) are optically excited via absorp-
tion of photons of energies exceeding the energy bandgap of the 
nanostructures, followed by nonradiative relaxation of the pho-
tocarriers into the lowest energy levels of the nanostructures and 
finally, radiative recombination of the carriers that generates PL 
photons (see Figure 25.8).

Several complementary methods including direct optical 
absorption,53 ellipsometry,54–56 and PLE11,57 (PL excitation) have 
been utilized for revealing the absorption spectra from silicon 
nanostructures. In general, the absorption is substantially blue-
shifted relative to the PL spectrum with a weak tail below 3 eV 
and increasing absorption above 3 eV that resembles some of the 
crystalline and the amorphous silicon characteristics. Therefore, 
it is not simple to correlate absorption data with the nanostruc-
tures themselves as contributions from silicon species, defects, 
and other absorbing centers in the host matrix cannot be distin-
guished. The photoexcited carriers undergo a fast relaxation, on 
timescales of several picoseconds, releasing their energy via non-
radiative processes (such as phonons emission) and are trapped 
in the lower energy levels of the nanostructures. Hence, the 

luminescence spectrum, particularly the luminescence from the 
S-band, can directly be correlated with the silicon nanostruc-
tures to provide a direct tool for studying the size effects in these 
nanostructures. Two kinds of PL experiments can be performed. 
In continuous wave (cw) PL experiments, the system approaches 
a steady state where all relaxation and transient phenomena 
have already disappeared and a steady state PL spectrum is mea-
sured. Time-resolved PL experiments allow studying dynami-
cal aspects of the nanocrystals where, the investigated dynamics 
depends on the temporal resolution of the measurement system, 
particularly the time resolution of the optical detection system 
that follows the decay of the PL signal shortly after the excitation 
pulse is switched off. In silicon nanostructures, the dynamics 
associated with interband (e.g., conduction to valence) radiative 
and nonradiative relaxation processes is on timescales of few 
microseconds and therefore, the excitation source can be either 
a pulsed laser or a beam of a cw laser modulated by an external 
light modulator (such as acousto-optical modulator).

25.3.2 CW Photoluminescence Experiments

One of the most convincing evidences for quantum size effects in 
silicon nanostructures comes from cw PL experiments on series 
of SiNCs having different diameters. The room temperature, nor-
malized PL spectra shown in Figure 25.6 (SiNCs fabricated by 
laser pyrolysis of silane41) and Figure 25.9 (SiNCs fabricated 
by co-sputtering15) demonstrate this phenomenon where all PL 
spectra are blueshifted to higher energies for smaller nanocrystals. 
This behavior of the PL, e.g., a blueshift of the PL peak energy with 
the decreasing size of the nanocrystals, has also been observed for 
PS9–11 and for SiNCs fabricated by other methods.14 The relatively 
large bandwidth of all PL spectra (FWHM ≈ 200 meV) has been 

PL
Exc.

d/2

Eex ~ 1/d EQC ~ 1/d 2

FIGURE 25.8 Schematic of the optical excitation process (solid line) 
generating electron (dotted circle)–hole (solid circle) pairs, followed by 
nonradiative relaxation into the lowest energy levels of the nanocrystal 
(dashed-dotted lines) and finally, radiative recombination of the electron–
hole pair (exciton) to generate a photon (gray arrow). The scaling laws 
for the exciton energy and the bandgap energy (according to the QC 
model) are shown at the bottom of the figure.
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assigned to the inhomogeneous characteristics of the samples, for 
example, the broad size distributions shown in Figure 25.5 for co-
sputtered SiNCs.

Figure 25.10 (top) presents the variation of the PL peak energy 
with the increasing excess silicon volume content, x, in the range 
of 10% ≤ x ≤ 35% (bottom axis of Figure 25.10) and accordingly, 
with the decreasing average diameter of the co-sputtered SiNCs 
(upper axis of Figure 25.10). The solid line in this figure repre-
sents the best fit of the experimental results to an inverse power 
law as follows:

 E E b
x xG− =

−( ) /
0

3δ  (25.2)

where
δ/3 ≅ 0.45 ± 0.1 is the power exponent
EG = 1.12 eV is the energy bandgap of bulk silicon
x0 ≅ (9 ± 2)% (very close to the experimental value of x0 

obtained for the variation of the average diameter with x; 
see Equation 25.1)

Using Equations 25.1 and 25.2, we find a relationship between 
the PL energy shift (relative to bulk silicon) and the diameter of the 
SiNCs:

 ∆E E E A
dG= − = δ

 (25.3)

where
δ ≅ 1.35 ± 0.3
ΔE is called the “confinement energy” of the nanocrystals

A very similar inverse power law with essentially the same power 
exponent has been found for SiNCs fabricated by laser pyrolysis 
of silane,41 by PECVD,34 and by other techniques. However, this 
power exponent deviates from the exponent predicted from a sim-
ple QC model, e.g., a particle confined into a spherical quantum dot 

having infinite potential barrier. In the latter case, the quantized 
energy levels of the dot are given by2 E z m d dn l n l, , /( * ) ~ /= 2 12 2 2 2� , 
where zn,l are the lth root of the nth order spherical Bessel function 
and m* is the effective mass of the carriers in the bulk medium. 
Therefore, in such a simple effective mass model, one would expect 
the confinement energy to vary as ΔE ∼ 1/d2. Several factors may 
account for the deviation of δ from this simple model. A major 
factor, which has been ignored so far, is the Coulomb interaction 
between electrons and holes to create excitons. Excitons are bound 
states of electron–hole pairs that are created by the Coulomb attrac-
tion between the charged carriers. In a bulk silicon crystal, the 
Bohr radius of the exciton is given by a eex Si= ≈ −�2 2 5 7ε µ/ nm , 
where εSi is the dielectric constant of silicon and μ is the reduced 
mass of the electron–hole pairs. QC modifies this picture, particu-
larly when the size of the nanocrystals becomes comparable to the 
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FIGURE 25.9 The normalized PL spectra for co-sputtered SiNCs of 
different excess silicon volume content.
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Bohr radius of the exciton. In this case (d/2 ≤ aex), which is called 
the strong confinement regime, the electrostatic Coulomb energy 
is scaled as Eex ≈ e2/(εSid/2) ∼ 1/d as opposed to ∼1/d2 of the effec-
tive mass model; see Figure 25.8. Thus, we can expect the power 
exponent to vary in the range of 1 ≤ δ ≤ 2 with δ ≈ 2 being the weak 
confinement limit for big nanocrystals. Indeed, recent first-princi-
ple calculations (meaning that the many-body problem of having 
a finite number of silicon atoms in a dot, including the specific 
form of surface termination bonds, has numerically been solved) 
such as the LCAO (linear combination of atomic orbitals)58 and 
the pseudo-potential59 methods, have found a power exponent of 
δ ≅ 1.4, in a very good agreement with the experimental results, 
thus providing a solid support to the QC model.

Yet, cw PL experiments provide additional information about 
SiNCs that cannot be easily interpreted by the QC model. Figure 
25.10b shows the variation of the integrated PL intensity, which 
is obtained by integrating the area below the non-normalized PL 
spectra15 (inset to Figure 25.10a) versus the silicon volume con-
tent (and the average diameter of the nanocrystals). In order to 
obtain the actual PL yield, one should take into account the vary-
ing density of SiNCs as lower x means lower density of SiNCs. The 
corrected PL yield, obtained after dividing the integrated PL by x, 
is shown in Figure 25.11. In this presentation, the precise number 
of photons absorbed per each unit area could only be estimated. 
While this quantity has not been measured directly, in several 
other experiments41,60–63 aimed at measuring the absolute value of 
the PL yield, it has been found that the PL yield for SiNCs hav-
ing a diameter of 4–5 nm is fairly high in the range of 60%–80%. 
Similar values have also been found for PS.64 The maximum yield 
of 30%–50% shown in Figure 25.11 (for nanocrystals emitting 
their light in the 650–750 nm, red-orange spectral range) should 
be considered as a lower limit. However, the general trend of the 

PL yield, e.g., sharp increase with the decreasing diameter up to a 
maximum for 4–5 nm in diameter nanocrystals and a decrease of 
the yield for smaller nanocrystals, has been confirmed by numer-
ous groups.41,63 This finding cannot simply be explained by the QC 
model. According to this model, the smaller the nanocrystals the 
more pronounced is the relaxation of the momentum conserva-
tion rule (as confirmed experimentally65) and accordingly, a larger 
PL yield should be measured.66 Further implications of the high PL 
yield and its relation to the rates of radiative and nonradiative 
processes in SiNCs is discussed in Section 25.3.3.

Among the first experiments indicating the mutual role of QC 
and SC is the one reported by Wolkin et al.17 In this experiment, 
a series of PS samples having different porosities have been kept 
under controlled environment to avoid oxidation and to ensure 
that the surface of the silicon nanostructures is passivated by 
Si–H chemical bonds. The state of passivation has been moni-
tored by FTIR infrared spectroscopy to exclude the presence of 
Si–O and Si–OH bonds. A second group of similar PS samples 
were exposed to air for 24 h, allowing surface oxidation and the 
presence of Si–O bonds. Results of room-temperature PL mea-
surements from both series of samples are presented in Figure 
25.12. Despite that the actual average size of the silicon nano-
structures cannot accurately be measured for PS, it is well known 
that smaller silicon features appear for larger porosities of the 
samples.67 The PL spectra, shown in Figure 25.12a, show indeed 
a consistent blueshift with the increasing porosity for hydrogen-
terminated PS samples. On the other hand, oxygen-terminated 
samples (Figure 25.12b) show, at first, a blueshift of the PL spec-
tra up to the yellow (∼600 nm) and then, no blueshift and even a 
redshift for the blue-green emitting PS samples. Clearly, this phe-
nomenon cannot be explained by the QC model alone and the role 
of SC, particularly the passivation of the PS surface must be taken 
into account. The model proposed by Wolkin et al.17 assumes that 
some of the dangling bonds, on the silicon oxide interface, are 
passivated by the Si=O double bond, which is known to be more 
stable than other forms of surface passivation.68 Based on this 
assumption, the authors simulated the electronic band structure 
of SiNCs having Si=O double bonds at the silicon oxide interface. 
The results, shown in Figure 25.13, suggest that the QC model 
is valid for hydrogen-terminated SiNCs as radiative recombina-
tions are via free excitons (e.g., excitons of the bulk nanocrystal-
line silicon core) for all sizes of the nanocrystals. However, for 
Si=O passivated SiNCs, both electrons and holes can be local-
ized (or trapped) by the Si=O bonds where, in zone I of Figure 
25.13 none of the carriers are trapped, in zone II only electrons 
are trapped, and in zone III both electrons and holes are trapped 
to form surface-trapped excitons. This model provides a nice and 
elegant explanation to the experimental results shown in Figure 
25.12, particularly for kinetic properties associated with the joint 
contribution of SC and QC to the shift of the energy bandgap. 
Yet, as pointed out by these authors, the intensity of the PL (which 
is proportional to the integrated PL) increases by few orders of 
magnitude up to the orange emitting samples and then, dimin-
ishes for higher porosity samples emitting in the blue-green; quite 
similar to the PL yield presented in Figure 25.11 for co-sputtered 
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FIGURE 25.11 The PL yield versus the silicon volume content (bot-
tom axis) and the average diameter of the nanocrystals (top axis). The 
inset illustrates schematically the two relaxation channels of radiative 
recombination (followed by photon emission) and nonradiative relax-
ation of the exciton.
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SiNCs. Hence, dynamical characteristics of the nanocrystals still 
require sufficient explanations, particularly as the PL decay time 
from the blue-green PS samples have been reported17 to be much 
faster (0.07 μs in the blue) than those of the red samples (∼2 μs) 
and therefore, according to the QC model, should exhibit higher 
PL yield. Further discussion of this topic will be given in Section 
25.4.2 after presenting the vibron model.

25.3.3  time-resolved Photoluminescence 
Experiments

The PL decay process from silicon nanostructures has been 
intensively investigated over the recent years, both from PS11 
and from SiNCs embedded in SiO2 matrices.69 In a typical setup, 

a train of short laser pulses excites the carriers to their lowest 
excitonic state from which they radiatively recombine to gener-
ate PL photons. The PL decay time is measured shortly after the 
pump laser is switched off using, for example, a gated photon-
counting system that is mostly suitable for SiNCs since the 
relevant dynamics occurs on timescales of sub-microseconds up 
to few milliseconds.

A typical room-temperature, time-resolved PL decay curve 
from co-sputtered SiNCs with x = 18% (average diameter 
of ∼4.5 nm) and at a PL energy of 1.65 eV (PL wavelength of 
∼750 nm), is shown in Figure 25.14. The temporal behavior of the 
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PL does not follow a simple exponential decay function [e.g., 
I/I0 = exp(−t/τ); notice the semilogarithmic scale of Figure 25.14], 
but rather a stretched-exponential decay function of the form:

 I t I t( ) = −

















0 exp
τ

β

 (25.4)

where
τ is the characteristic PL lifetime
0 < β ≤ 1 is the dispersion exponent of the PL decay function

This form of the PL decay function has been observed for many 
classes of silicon nanostructures37,70 and is frequently assigned 
to disorder characteristics of systems where dispersive transport 
take place, particularly migration71,72 and trapping–detrapping 
(or release) of photoexcited carriers.73 This topic is directly related 
to transport phenomena in PS and SiNCs where dispersive trans-
port has been observed and discussed,21,74 but will not be reviewed 
here. The solid line in Figure 25.14 represents the best fit of the 
experimental data to Equation 25.4, yielding a PL lifetime of 
about ∼40 μs and β ∼ 0.85. As opposed to the dispersion expo-
nent that is approximately independent on the PL energy, the PL 
decay time decreases with the increasing PL energy, from about 
100 μs at 1.4 eV to few μs at 2 eV. This is rather important result 
as it indicates, again, about the inhomogeneous nature of the PL 
spectrum, in accordance with the inhomogeneous size distribu-
tions of the nanocrystals shown in Figure 25.5. According to the 
QC model, the smaller the SiNCs (and therefore, the breakdown 
of the k-conservation rule), the larger the radiative transitions rate 
and the faster the radiative lifetime. We will follow this picture, 
assuming that each wavelength in the PL spectrum probes a dif-
ferent size of the nanocrystals, as suggested by the QC model. In 
addition, let us denote the substantial dependence of the PL decay 
time (at a given PL energy) on temperature, shown at the inset to 
Figure 25.14. The lower is the sample temperature the longer is 
the PL decay time, approaching fairly slow PL lifetimes of about 
few milliseconds at low temperatures (below 50 K). The variation 
of the PL lifetime with temperature, for several PL energies, is 
presented in the Arrhenius plot (semilogarithmic scale versus the 
inverse temperature) of Figure 25.15.

We can identify two distinct temperature regimes in Figure 
25.15: a low-temperature regime (below 50–60 K) where the PL 
lifetime is essentially independent of temperature and a high-
temperature regime (above 60 K) where the PL lifetime gets 
shorter with the increasing temperature. To follow these char-
acteristics of the PL lifetime let us briefly describe the exchange-
splitting model that has originally been proposed by Calcott 
et al.75 for PS, and later on adopted for other classes of silicon 
nanostructures.69 In typical semiconductors the lowest excitonic 
state is composed of conduction electrons having a total angular 
momentum of J = 1/2 (the sum of L = 0 orbital angular momen-
tum of the conduction band and spin 1/2 of the electrons) and 
heavy holes states having J = 3/2 (L = 1 of the valence band and 
spin 1/2). Hence, the total angular momentum of the exciton can 
be either 1 or 2. Of course, QC makes this picture much more 

complicated as different bands can be mixed and the spherical 
symmetry of the ideal dot can be distorted (in fact, the spheri-
cal symmetry of the dot is always slightly distorted when con-
structed from a cubic crystal). Therefore, Calcott et al.75 treated 
the exciton as composed of two spin 1/2 particles assuming that 
only the spin components of the total angular momentum are 
conserved. In this case, the total spin of the exciton can be either 
S = 1 (triplet) or S = 0 (singlet). The Coulomb exchange interaction 
between electrons and holes lifts the singlet–triplet degeneracy. To 
follow the role of the exchange interaction, let us point out that, 
according to the Pauli principle, a singlet state (which is antisym-
metric with respect to exchange of the electron–hole spins) has to 
be symmetric with respect to exchange of the electron–hole orbital 
states, while the spin-triplet state has to be orbitally antisymmet-
ric with respect to this exchange. Hence, the Coulomb energy 
associated with the exchange interaction is always larger for the 
spin-singlet state (S = 0) relative to the spin-triplet state (S = 1). The 
situation is schematically illustrated at the inset to Figure 25.15 
where Δ is the singlet–triplet exchange splitting energy. In a bulk 
silicon crystal, the splitting energy is fairly small, of the order of 
∼150 μeV; however, since the exchange interaction is proportional 
to the overlap between the electron and the hole states, it can sig-
nificantly be enhanced by confining the exciton into small nano-
structures. This picture explains very well the behavior of the PL 
lifetime. Denoting the lifetimes of the upper singlet and the lower 
triplet states by τU and τL, respectively, and taking the population 
of the two states to be in thermal equilibrium (which is a reason-
able assumption as relaxation processes between these neighbor-
ing states should very fast, of the order of few picoseconds), we 
find the following expression for the PL radiative lifetime:
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where
1/τL is the rate of radiative transitions from the lower triplet 

state
1/τU is the rate of radiative transitions from the upper singlet 

state
g = gL/gU = 3 is the level’s degeneracy ratio* and the Bolzmann 

factor, exp(−Δ/kT), takes into account the relative (ther-
mal) population of the states

The solid lines in Figure 25.15 represent the best fit of the PL 
lifetimes to Equation 25.5. The appearance of two temperature 
regimes can be understood now as follows. At low temperatures 
(where kT < Δ), only the lower triplet state of the exciton is popu-
lated and the PL decay time is dominated by the long lifetime of 
the triplet state. At higher temperatures, the upper singlet state 
becomes populated. If the radiative lifetime of this state is much 
faster than that of the lower triplet state, it will dominate the PL 
decay time at high temperatures, giving rise to exponentially faster 
lifetimes (versus the inverse temperature), which is in a very good 
agreement with the results shown in Figure 25.15. The upper state 
lifetime is expected to be (relatively) short since the spin singlet is 
an optically active state (e.g., radiative recombination of the exci-
ton into the ground state of no exciton is allowed) as opposed to 
the lower triplet state, which is optically forbidden state according 
to the spin selection rules. The spin–orbit interaction11 can mix 
the singlet–triplet states, making the triplet state weakly allowed. 
However, this interaction is fairly weak in silicon so that the life-
time of the triplet state is expected to be quite long.

Before discussing the application of this analysis to the vari-
ous SiNCs samples (of variable silicon volume content), let us 
denote the contribution of nonradiative relaxation processes to 
the measured PL decay time. In principle, the measured (inverse) 
PL decay time is the sum of radiative and nonradiative relax-
ation rates, τ τ τ− − −= +1 1 1

R NR , where τNR is the nonradiative relax-
ation time. Yet, as will be further explained hereafter, at high 
temperatures the measured PL decay time is dominated by radi-
ative processes and we may take, τU ≅ τS (where τS is the singlet 
lifetime). At low temperatures, the contribution of nonradiative 
processes cannot be neglected; thus we have τ τ τL T NR

− − −= +1 1 1 , with 
τT being the triplet (radiative) lifetime.

The above analysis, which yields the upper level lifetime, the 
lower level lifetime, and the exchange-splitting energy for each 
of the PL energies, has been exploited to the entire set of SiNC 
samples having different average diameters.15,16 The results are 
presented in Figure 25.16 for selected samples. Let us empha-
size again that each of these samples is characterized by inho-
mogeneous, approximately Gaussian, size distribution of the 
nanocrystals (see Figure 25.5). The PL energy probes a given 

* The degeneracy ratio depends on the assumption regarding the total 
angular momentum of the states. However, the lifetime analysis is almost 
insensitive to the specific value of this ratio.

size (or diameter) of the nanocrystals within this distribution. 
This is schematically illustrated at the bottom of Figure 25.16, 
where a smaller PL energy is linked to a larger nanocrystal with 
a scale of diameters (based on Equation 25.3—the relationship 
between the PL energy and the diameter of the nanocrystals). 
For a given size distribution, the PL intensity varies across the 
PL spectrum yielding more photons near the average size of the 
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SiNCs. Nevertheless, according to the QC model the PL life-
time should be independent of the size distribution but rather 
characteristic of a given nanocrystal’s diameter. In other words, 
according to the QC model, the PL lifetime should vary with 
the PL energy but should be independent of the size distribu-
tion of the nanocrystals. The results shown in Figure 25.16a for 
the upper state (singlet) lifetime and in Figure 25.16b for the 
exchange-splitting energy, remarkably follow the QC model. 
The upper state lifetime, τU, decreases by an order of magni-
tude (from about 40–50 μs down to 2–3 μs) with increasing PL 
energy, in agreement with the QC model where larger relaxation 
of the k-conservation rule is expected for smaller nanocrystals. 
Furthermore, all the results for τU from different samples having 
different average diameters, collapse into a single line (the blue 
line in Figure 25.16a) independent of the size distributions of the 
samples. The PL energy probes a lifetime of nanocrystals having 
the same diameter, which should be independent of how many 
nanocrystals of that size appear at a given distribution. A similar 
conclusion holds for the exchange-splitting energy. The smaller 
the nanocrystal, the larger the exciton confinement and the big-
ger the splitting energy. Here again, as the splitting energy is a 
size-dependent property of the nanocrystals, this energy should 
be independent of the size distribution and the results for all 
samples should collapse into a single line.

So far, we have found the upper state (singlet) lifetime and the 
exchange-splitting energy to provide a solid support to the QC 
model. However, a completely different behavior appears for the 
lower state (triplet) lifetime, τL. The lower state lifetime is essen-
tially independent of the PL energy and therefore, is not a size-
dependent property of the nanocrystals. In contrast, τL depends 
on the excess silicon volume content (x), and accordingly, on 
the average diameter of the SiNCs. Thus, the lower state lifetime 
cannot be assigned to radiative relaxation from the triplet state 
but rather to nonradiative relaxation processes that depend on 
the environment of the SiNCs, e.g., the amount of excess sili-
con in the host matrix and, as will be explained later, on the SC 
(or passivation) of the SiNCs. These findings suggest that QC is 
responsible for the relatively fast radiative transitions rates from 
SiNCs, while SC is responsible for the fairly slow nonradiative 
relaxation processes in these nanocrystals. Yet, both processes 
are responsible for the PL yield, η (see Section 25.3.2), which is 
derived from the competition between radiative and nonradia-
tive recombination rates, as schematically illustrated at the inset 
to Figure 25.11, and is given by the following expression:

 η τ
τ τ

τ
τ τ

τ
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=
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R NR R
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1 1  (25.6)

where τ τ τ− − −= +1 1 1
R NR is the total (measured) PL decay time. 

For high-yield samples (average diameter in the range of 4.5–
5.5 nm), the PL decay time varies by more than two orders of 
magnitude over the 50–300 K temperature range (see Figure 
25.15), while the integrated PL is approximately constant over 
the same temperature range (it varies by less than a factor of 2; 
see Figure 25.17).

Both experiments (Figures 25.16 and 25.17) suggest that over 
the 50–300 K temperature range, the PL decay time is dominated 
by radiative transitions of the exciton where, τR << τNR. In this 
range, we find η ≅ constant ∼1, in a good agreement with the 
high yield measured for these SiNCs. At this temperature range, 
radiative transitions are dominated by the upper-state lifetimes, 
τ ≅ τU ∼ 2–50 μs, which should be compared to the nonradia-
tive lifetimes, τNR ∼ 1–3 ms. Notice that nonradiative rates have 
been measured at low temperatures and, in general, one should 
expect faster nonradiative lifetimes at higher temperatures. 
Nevertheless, all experimental results indicate that τR << τNR over 
the entire temperature range, up to room temperature.

Based on the assignment of radiative lifetime to the upper 
(singlet) state, we can estimate now the oscillator strength for 
optical transitions from this state. The oscillator strength, fi→j, 
is a dimensionless parameter that measures the strength of 
a dipole-allowed optical transition from a given ith state to 
another jth state, relative to all other dipole-allowed transitions 
from the same (ith) state. The oscillator strength is normalized 
so that the sum over all oscillator strengths originated from the 
same level, is equal to 1, a property which is known as the f-sum 
rule76 (or the Thomas–Reiche–Kuhn sum rule). The relationship 
between the oscillator strength and the (spontaneous) radiative 
lifetime of the singlet state is given by18
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 (25.7)

where
m is the electron mass
n is the refractive index of the medium
E is the photon energy

In Figure 25.18, we have plotted the oscillator strength for opti-
cal transitions, from the upper singlet state, versus the confine-
ment energy, ΔE. Here again, all results from samples having 
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FIGURE 25.17 The variation of the integrated PL as a function of 
temperature for various samples having different average diameters.
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different average diameters collapse into a single function that, 
taking into account the limited range of variation, can be fitted 
into exponential form:*

 f f E
EOS

OS
= 






0 exp ∆

 (25.8)

where
EOS ≅ 0.4 ± 0.1 eV is the characteristic oscillator strength 

energy
f0 ≅ (3.5 ± 1) × 10−5 is the oscillator strength of the bulk crystal 

(no confinement)

The above analysis of the PL characteristics seems to adequately 
explain most of the experimental findings but, at the same time, 
open up other fundamental questions concerning the origin of 
the PL. Let us briefly summarize these findings and the most 
relevant questions19:

 1. Radiative Processes: QC plays a major role here. For small 
silicon nanostructures, QC gives rise to a blueshift of 
the bandgap energy, up to the visible range of the spec-
trum, according to the power law of Equation 25.3. At 
the same time, the increasing bandgap energy gives rise 
to shorter radiative lifetimes since τU ∼ 1/E2 (without tak-
ing into account the effect of confinement on the oscilla-
tor strength, which will be discussed hereafter). A second 
contribution of QC to radiative processes comes from the 
breakdown of the k- (or momentum) conservation rule. 
However, the effect of confinement on the rate of radiative 
transitions has been overestimated by many researchers 
over the years. Our estimate of the oscillator strength for 
the case of no confinement is, f0 ∼ 10−5, in a fairly good 

* Over the limited range where the oscillator strength has been measured, 
other functions such as power laws could also be fitted. The current expo-
nential form should be considered as a guideline only.

agreement with the poor optical emission and the fairly 
slow radiative lifetimes (≥10 ms) from bulk silicon. QC 
enhances the oscillator strength for small nanocrystals, 
but only to the order of ∼(2–3) × 10−4 and, apparently up to 
10−3 for blue-emitting nanocrystals. For a comparison, in 
direct bandgap semiconductors the oscillator strength for 
interband transitions is ∼1, about 3–4 orders of magnitude 
larger than the oscillator strength of our silicon nano-
structures. A direct consequence of this result is the fairly 
slow radiative lifetimes in silicon nanostructures relative 
to direct bandgap semiconductors. For example, the radi-
ative lifetime in GaAs (with energy bandgap of ∼1.42 eV) 
is about few nanoseconds compared to few microseconds 
in silicon nanostructures; a result which is a direct mani-
festation of the 3–4 orders of magnitude differences in the 
oscillator strength. Some researchers might assign this 
conclusion to the so-called quasi-direct bandgap of silicon 
nanostructures, meaning that the oscillator strength for 
dipole allowed optical transitions is substantially smaller 
compared to direct bandgap semiconductors. However, 
the author of this chapter prefers not to talk about “bands” 
in small silicon nanostructures as we actually deal with a 
discrete set of levels rather than “bands.”

 2. Nonradiative Processes: As opposed to radiative processes, 
QC does not play a major role here. The efficient light 
emission from SiNCs is due to exceptionally slow nonra-
diative relaxation processes in SiNCs, of the order of few 
milliseconds. While this result explains very well the high 
quantum yield from SiNCs, it raises another fundamen-
tal question. The measured nonradiative lifetimes of few 
milliseconds are typical for the purest silicon wafers, with 
impurity levels of about 1013–1014 cm−3 (e.g., one impurity 
atom per more than a billion of silicon atoms).1 It is well 
known that higher density of impurities enhances non-
radiative relaxation rates, for example, in p-type silicon 
crystals with boron concentration of about 1016 cm−3 the 
minority carriers’ lifetime is about 0.1–1 μs; adding 1017 cm−3 
Au impurities into the crystal gives rise to nonradiative 
lifetimes as short as 10−10 s. The high PL yield and the slow 
nonradiative relaxation times in SiNCs seem to be a uni-
versal property of SiNCs, essentially independent of the 
method of fabrication (see Section 25.2). Yet, these fab-
rication methods are not necessarily “clean” and free of 
imperfections, defects, and impurities. In fact, the quality 
of interfaces between SiNCs and the host matrices can-
not be compared to those obtained by epitaxial growth 
methods; their shape and symmetry are less regular 
than nanocrystals synthesized by colloidal chemistry 
and the level of impurities and defects is far from those 
obtained by advanced silicon crystal growth techniques. 
Considering all these facts, one would expect to find 
much faster nonradiative relaxation times in SiNCs, at 
least a considerable variation of the PL yield among the 
various preparation techniques. It seems that SC plays a 
major role in excluding nonradiative relaxation channels 
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FIGURE 25.18 Semilogarithmic plot of the upper level oscillator 
strength versus the confinement energy, for various samples having differ-
ent average diameters. The red line represents the best fit to Equation 25.8.



Photoluminescence	from	Silicon	Nanostructures	 25-15

in SiNCs. Understanding what possible mechanism could 
give rise to remarkably slower nonradiative relaxation 
rates is a major issue in the field and is expected not only 
to explain the origin of the efficient PL, but also to explore 
novel aspects of SC at the nanoscales. A possible mecha-
nism that could prevent nonradiative relaxation processes 
at these length scales, and is related to SC, is presented 
and discussed in the following section (the vibron model). 
In principle, understanding this mechanism may open up 
new horizons concerning surface engineering of nonra-
diative processes at nanoscales.

25.4  the Vibron Model: 
the relationship between 
Surface Polar Vibrations and 
Nonradiative Processes

The purpose of this section is to discuss basic properties of 
SiNCs surfaces, particularly the silicon–SiO2 interface (Section 
25.4.1) as most experimental data reported so far are related 
to SiNCs embedded in silicon dioxide matrices. The “vibron” 
model19 (Section 25.4.2), which correlates surface vibrations at 
the  silicon–SiO2 interfaces to nonradiative processes, is proposed 
as a specific mechanism that passivates the nanocrystals against 
nonradiative relaxation channels. Such a mechanism can explain 
the role of SC and its influence on nonradiative relaxation pro-
cesses in SiNCs. Finally, in Section 25.4.3, we describe recent 
experimental results that seem to support the vibron model.

25.4.1 the Silicon–Silicon Dioxide Interface

The silicon–SiO2 interface is one of the most studied interfaces 
due to the vital role it plays in microelectronics, particularly in 
the MOS (metal-oxide-semiconductor) technology. In general, it 
is well known that thermally grown oxide on top of a crystalline 
silicon substrate has amorphous structure down to distances 
of about 1–3 nm away from the interface. The common picture 
of the interface is that of 1–2 monolayers of non-stoichiometric 
SiOx (with 1 < x < 2), followed by 1–2 nm of strained SiO2 and a 
remaining layer of stoichiometric, strain-free amorphous SiO2.1 
The Si–SiO2 interface plays a major role in the MOS technology 
as it can permanently trap charges (interface charges) acting as a 
source of voltage that shift the electrical characteristics of MOS 
devices. The amount of surface traps can be as high as 1015 cm−2 
(meaning that essentially all surface atoms can trap charges); 
however, after hydrogen annealing that passivates most of sur-
face dangling bonds, the amount of surface traps can be reduced 
to a level of ∼1010 cm−2 or less. The electronic properties of bulk 
silicon crystals are almost insensitive to these imperfections due 
to the very small STV ratio of bulk materials (see, Figure 25.3). 
However, for small SiNCs, the circumstances are substantially 
different as the number of atoms (or molecules) belonging to 
the surface of the nanocrystal is similar to the number of silicon 
atoms of the “bulk” nanocrystal.

Several theoretical and experimental investigations have 
been conducted for exploring the nature of the interface transi-
tion region, of about 1–3 nm, where the structure changes from 
a perfect order of crystalline silicon to a disordered structure 
of amorphous SiO2. Numerous reports77–80 have shown that the 
interface may include few monolayers of compressed crystalline, 
epitaxial-oxide phase in the form of either cristoblite,81 quartz, 
or even tridymite.82 After few monolayers of strained crystal-
line oxide, the stress is released and amorphous phase of SiO2 
appears. A quite remarkable demonstration to the presence of 
crystalline SiO2 phase at the Si–SiO2 interface has been reported 
by Cho et al.83 using thermally oxidized SOI (silicon-on-insulator) 
substrates to create a thin crystalline silicon layer embedded in 
between relatively thick amorphous SiO2 (a 2D silicon quantum 
well*). The cross-section HRTEM images of these structures, 
which can be considered as 2D analogous84 of 0D SiNCs, are 
shown in Figure 25.19a and b. Despite that the exact crystalline 
phase of SiO2 could not be identified in this experiment, these 
images demonstrate the possibility of creating crystalline SiO2 
at the Si–SiO2 transition region. Notice also that the model of 
surface passivation by Si=O double bonds (see Section 25.3.2) 
proposed by Wolkin et al.17 has been shown to be consistent with 
the presence of cristoblite phase at the transition region of the 
interface.85 The remarkable point about the TEM images shown 
in Figure 25.19a and b is the fairly thick crystalline-oxide layer, 
of ∼2–3 nm, which may contain more than 10 monolayers of 
crystalline SiO2. The situation is much more complicated when 
dealing with nonplanar surfaces such as the spherical surface 
of SiNCs. The EFTEM (energy filtered TEM) image of a single 
SiNC, shown in Figure 25.19c, was taken from Ref. [86] and is 
one of the best images of a single nanocrystal ever been reported. 
Daldosso et al.86 provided clear evidences to the existence of a 
Si–SiO2 spherical transition region, of about 1 nm in thickness, 
which is marked by the dashed lines in Figure 25.19c. While the 
signature of crystalline SiO2 is absent in this image, it is worth 
noting that such a signature from few monolayers of a crystalline 
phase, thinner than 2 nm, has not been observed even for planar 
surfaces and definitely not for the much more challenging spher-
ical surfaces discussed here. The presence of a spherical tran-
sition region made of crystalline SiO2 is not a prerequisite for 
the vibron model to be discussed in Section 25.4.2. Yet, the exis-
tence of such a surface would provide a supplementary support 
to the model as coherent vibrations across the SiNCs surface, 
are expected to enhance the vibron effect (see Section 25.4.2) 
as compared to noncoherent vibrations. The presence of such a 
surface would also help to understand the analogy between the 
“classical” polaron problem and the vibron model as “phonons” 

* Some readers may ask if such 2D silicon nanostructures could show simi-
lar quantum size effects (such as PL). However, as far as electronic proper-
ties are concerned, these 2D structures behave as 0D SiNCs. The reason is 
local fluctuations, on length scales of 1–2 monolayers, of the oxide layer 
that cannot be avoided during thermal oxidation. These fluctuations 
induce strong localization of the electronic wavefunctions that resembles 
the 0D characteristics of SiNCs (with lesser control of the additional con-
finement scales84).
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are natural vibrations of a crystalline SiO2 phase. However, this 
is essentially a technical point and the vibron model can be justi-
fied even in the absence of a crystalline SiO2 shell.

25.4.2 the Vibron Model

Following the conclusions of Section 25.3, particularly the 
conclusion that the high PL efficiency is due to the inhibition 
of nonradiative relaxation in SiNCs, we should look for a spe-
cific mechanism, associated with SC, which can “passivate” the 
nanocrystals against nonradiative relaxation processes. Such a 
mechanism has been proposed in Refs. [18,19,87,88] and is called 
the “vibron” model. Let us briefly explain this model that assigns 
the inhibition of nonradiative channels to a resonant coupling 
between electronic states of the nanocrystals and surface vibra-
tions of the silicon–oxygen bonds. These vibrations can be either 
noncoherent, e.g., vibrations associated with the Si–O and/or the 
Si=O bonds on the surface of the SiNCs, or coherent vibrations 
of a spherical crystalline SiO2 shell that wraps the inner crystal-
line silicon core of the nanocrystals.

In general, a major source of scattering and relaxation in any 
semiconductor is the electron scattering from lattice vibrations 
of its own crystal, known as phonons.89 The phonon dispersion 
relation (e.g., the relation between the frequency and the wave-
vector of the phonons) consists of two branches: an acoustic 
branch (where ω goes to zero as k⃗  approaches zero) and an opti-
cal branch of phonons that can interact with light (with non-
zero value of ω at k⃗  → 0). In addition, each of these branches is 
divided into longitudinal and transversal phonon modes where, 
for longitudinal modes (LO and LA), the atoms vibrate parallel 
to the propagation direction while for transversal modes (TO and 
TA), the atoms vibrate perpendicular to the propagation direc-
tion of the phonons. In polar semiconductors (such as GaAs), 
where ions constructing a unit cell of the crystal carry positive 
and negatives (ionic) charges, longitudinal vibrations of the crys-
tal generate a long-range polarization field. The polarization field 
is an electric field produced by the electric dipole moment of the 

vibrating ions, which is responsible for the strong interaction 
between LO phonons and charged carriers (electrons and holes) 
in polar semiconductors, and is a major source of scattering and 
energy dissipation in these semiconductors.90 In silicon, however, 
the situation is quite different as silicon is a covalent semiconduc-
tor having the same atoms in a unit cell of the crystal that do not 
carry a net charge. Therefore, neither longitudinal nor transversal 
phonon vibrations in silicon generate a polarization field, giving 
rise to significantly slower phonon scattering rates compared to 
polar semiconductors. The presence of charged impurities, vibrat-
ing bonds, or any other source of oscillating electric dipoles (or 
charges) on the surface of silicon could generate electric field that 
interacts with the charged carriers. However, these are small sur-
face effects that have minor impact on the electronic properties of 
bulk silicon crystals.

The situation is substantially different when dealing with low-
dimensional silicon nanostructures, particularly small SiNCs. 
In these nanocrystals, the surface can no longer be treated as a 
small perturbation since a significant portion of the atoms sit on 
the surface of the nanocrystals (see Figure 25.3). While vibra-
tions of the core silicon crystal cannot produce a polarization 
field, polar vibrating bonds on the surface of the nanocrystals 
can generate a polarization field, in the vicinity of the nanocrys-
tals, that interacts with the charged carriers. This is the basic 
mechanism that stands behind the vibron model19. Some readers 
may argue that this picture seems to contradict our goal, e.g., 
finding a mechanism that will allow to passivate the nanocrys-
tals against nonradiative processes. Indeed, the smaller are the 
nanocrystals the bigger is the surface area giving rise to larger 
amount of nonradiative relaxation channels. This is also the 
case for SiNCs with a diameter larger than 10 nm. However, for 
smaller SiNCs with a diameter less than 10 nm, a new mecha-
nism of resonant coupling between surface vibrations and elec-
tronic states appears and allows passivating the nanocrystals 
against nonradiative channels.

To follow the origin of this mechanism, let us consider the 
SiNC schematically illustrated in Figure 25.20, which consists 
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FIGURE 25.19 HRTEM images of crystalline SiO2 on ultrathin silicon (100) layers with thicknesses of (a) 1.9–2.2 nm and (b) 1.4–1.6 nm. 
(c) High-resolution energy filtered TEM of a SiNC. The presence of silicon (111) reticular planes is clearly visible in the core region. The dotted 
lines mark the interface transition region. (Reprinted from Daldosso, N. et al., Phys. Rev. B., 68, 085327, 2003, Cho, E.-C. et al., J. Appl. Phys., 
96, 3211, 2004. With permission.)
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of (approximately) spherical nanocrystalline silicon core termi-
nated with silicon–oxygen bonds on its surface. Traditionally, 
finding the electronic levels and the vibrational modes of a bulk 
semiconductor have been treated as two independent prob-
lems (the so-called adiabatic approximation) as the electronic 
energies are of the order of few eV while vibrational (or pho-
non) energies are an order of magnitude smaller. At present, 
we will follow this picture, but later on we will reexamine this 
assumption. The SiNCs spectrum of electronic levels has been 
calculated by several groups using various techniques such as 
tight-binding,58,91 pseudo-potential,59 and effective mass.92,93 
Most reports have focused on the lowest unoccupied conduc-
tion level (called the LUMO state) and the highest occupied 
valence level (the HOMO state) as these levels are involved in 
interband optical transitions contributing to the PL. However, 
the vibron model requires some knowledge about higher excited 
states of the system. In direct bandgap semiconductor nano-
crystals, it is convenient to classify the electronic levels accord-
ing to their orbital symmetry using the standard atomic orbital 
notations, e.g., S, P, D, etc.2 Several factors make the classifica-
tion for SiNCs more complex. First, the anisotropic effective 
mass of conduction electrons (with a transverse mass of 0.19m0 
and longitudinal mass of 0.92m0) may gives rise to a splitting of 
the levels with lower energy levels associated with the heavier 
mass. Secondly, the six minima degeneracy of the conduction 
band in bulk silicon (near the X-point, along the family of (100) 
directions; see Figure 25.1), which should be preserved for an 
ideal spherical dot, will be lifted by any deviation from a per-
fect spherical symmetry. In addition, a unique splitting into 
two groups of levels that are symmetric/antisymmetric under 
inversion (e.g., k⃗   → −k⃗  ) are expected for small SiNCs due to 

intervalley couplings.91 Finally, mixing between different bands 
is expected in small SiNCs.

For the purpose of our model, we will ignore most of these fine 
splitting and mixing features, referring to the lowest two sublevels 
of each band as 1Se and 1Pe for conduction electrons (1Sh and 1Ph for 
holes), as schematically illustrated on the left side of Figure 25.21. 
Eg is the effective energy bandgap (the energy difference between 
the 1Se and the 1Sh states) and ΔEC and ΔEV are the energy differ-
ences between lowest conduction and valence sublevels, respec-
tively. On the right side of Figure 25.21, we schematically illustrate 
the configuration space diagram for the Si=O surface bonds (e.g., 
the variation of the potential energy versus the length of the Si=O 
bond) with a ground vibrational state and a first excited state hav-
ing a vibrational energy of ħωVB (a common approximation here 
is taking the potential energy to be parabolic and the quantized 
vibrational levels and energies being the levels of a simple har-
monic oscillator). The vibrational energies are measured upward 
for conduction electrons and downward for valence holes. Notice 
that vibrational energies are size independent (e.g., independent 
on the diameter of the nanocrystal), depending only on the type 
of bonding used to terminate the surface of the nanocrystal. On 
the other hand, the quantized electronic levels of the nanocrystal 
are size dependent and should increase with the decreasing diam-
eter of the SiNCs. Hence, for (relatively) big SiNCs, one expects 
the conduction/valence energy differences to be fairly small com-
pared to vibrational energies. With the decreasing size of the 
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FIGURE 25.20 Schematic illustration of a spherical silicon nanocrys-
tal terminated with silicon–oxygen bonds. The dashed area represents a 
surface region where a crystalline SiO2 shell could be formed. The inset 
illustrates the Si–O–Si asymmetric stretching mode of vibration.
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FIGURE 25.21 Schematic illustration of the condition for resonant 
coupling between electronic sublevels and surface vibrations. On the 
left, the lowest electronic sublevels of the conduction (1Se and 1Pe) and 
the valence (1Sh and 1Ph) bands are shown. ΔEC and ΔEV are the energy 
differences between these sublevels. On the right, the ground and the 
first excited vibrational states are shown (with ħωVB being the vibra-
tional energy). The solid lines represent the potential energy for surface 
vibrations (in the configuration space). Resonant coupling occurs once 
the vibrational energy is equal to ΔEC or ΔEV.
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nanocrystals, ΔEC (and ΔEV) increases until, for a given diameter 
of the nanocrystals, the two energies (electronic and vibrational) 
coincide. This is the condition for a resonant coupling between 
surface vibrations and the electronic states of the nanocrystals via 
a polarization field of the vibrations.

The above model should slightly be modified when dealing with 
surface phonons of a crystalline SiO2 shell, but the main conclu-
sion concerning resonant coupling between electronic states and 
surface phonons, remains valid.* In this case, we will focus our 
attention on LO phonons as these phonons generate a consider-
ably large polarization field. In general, the dispersion relation of 
the phonons should be taken into account (e.g., the dependence 
of the phonon energy on the phonon wavevector, q⃗ ), but, to a first 
order approximation we may take the LO phonon energy to be 
dispersionless and equal to ħωLO. When the condition for a strong 
coupling is fulfilled, ΔE ≈ ħωLO, the electrons and the phonons are 
not anymore in the weak coupling regime where scattering and 
energy dissipation occur. Instead, the strong coupling between 
electrons and phonons gives rise to a creation of virtually ever-
lasting mixed electron–phonon modes, called polarons. In polar 
semiconductor quantum dots, these polarons are due to strong 
coupling between the electrons and the LO phonons of the same 
crystalline core while in the vibron case, a similar coupling occurs 
between surface phonons of the crystalline shell and the core 
electrons. These surface polarons “passivate” the surface against 
nonradiative relaxation processes. Let us emphasize that this 
process of creating surface polarons (vibrons) is expected to be 
particularly important in silicon where, as opposed to polar semi-
conductors, only surface phonons (or vibrations) can produce a 
polarization field explaining the crucial role of SC in SiNCs.

The polaron state of nanocrystals can be viewed as a “dressed” 
state of the electron–phonon system. A simple illustration of a 
polaron state is depicted in Figure 25.22 where the negatively 
charged electron produces a local disturbance to the polariza-
tion field of the lattice (which is created by longitudinal lattice 
vibrations). In the vibron case, the surface polaron is a “dressed” 
state of the surface, meaning that the electron and/or the hole are 
coupled to the surface of the SiNC. This provides a direct expla-
nation and a specific mechanism to the model of Wolkin et al.17 
of surface-trapped electrons/holes/excitons discussed in Section 
25.3.2. Here again, resonant coupling to surface vibrations can 
produce a localized (or trapped) electron-surface vibrations, 
hole-surface vibrations, or a localization of the entire exciton as 
suggested by Verzelen et al.94 Another important characteristic 
of the polaron problem, which can be utilized for experimental 
verification of the model, is the polaron energy splitting due to 
confinement. To follow this phenomenon, one needs to solve the 
entire polaron Hamiltonian including the electron-polar pho-
non interaction, finding the new eigen-energies of the polaron 
that becomes a mixed state of the electrons (or the holes) and 

* For the sake of simplicity, we have ignored the effect of confinement on 
the spectrum of phonons and their dispersion relation. However, this 
topic could lead to additional novel phenomena that have not been stud-
ied so far.

the phonons. While the exact algebra is quite complicated and 
tedious, a simplified model has been proposed by Mahdouani 
et al.95 by limiting the interaction into the subspace of the |1Se(h), 
1q⃗ 〉 and |1Pe(h), 0q⃗ 〉 uncoupled states, which are composed of the 
electronic ground state (1Se(h)) + 1 phonon state (1q⃗ ), and the first 
excited electronic state (1Pe(h)) + 0 phonon state (0q⃗ ), respectively. 
In this subspace, the electron–phonon interaction Hamiltonian 
(known as the Fröhlich Hamiltonian96) takes the following form:

 H
E W

W EPOL
S LO

P
=

+









�ω
*  (25.9)

where
ES, EP are the electronic energies of the 1S and the 1P sublev-

els, respectively
ħωLO is the LO phonon energy

The off-diagonal electron–phonon interaction term is given by 
W S q H P qe h el ph e h= −1 1 1 0( ) ( ), ,

� �

The solution to this problem (e.g., diagonalization of the 
Fröhlich Hamiltonian) yields the mixed electron (hole)–phonon 
states of the vibron and the energies of the vibron, which are 
schematically illustrated in Figure 25.23.

The lower energy branch (E−) has a phonon-like behavior (E− ≈ 
ħωLO) for small SiNCs and behaves as an electronic state (1Pe) for 
large SiNCs (with E− ≈ ΔEC ∼ 1/dη; see Equation 25.3). The upper 
branch (E+) is electronic-like for small SiNCs and phonon-like for 
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FIGURE 25.22 Schematic description of the polaron formation 
mechanism. On the left, the polarization field from the unperturbed 
lattice of charged ions is shown while on the right, the perturbed field 
(e.g., the polaron) created by a negatively charged electron (dotted cir-
cle) is presented.
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large SiNCs. However, the most interesting behavior occurs for 
ΔEC ≈ ħωLO (the resonant coupling condition), where the polaron 
states are mixed states of the form ψPOL e ea S q b P q±

± ±= +1 1 1 0, ,� �  
(with a b± ±+ =2 2 1). Similar results can be obtained for the 
hole–phonon coupling95 and for the exciton–phonon coupling.94 
In principle, the same formalism can be applied to noncoherent 
surface vibrations with ħωVB replacing ħωLO. Yet, this problem 
requires further investigation as the application of the Fröhlich 
Hamiltonian for coupling to surface vibrations and/or amor-
phous phases has not been investigated so far. Finally, let us point 
out that measuring the vibron energies can provide a direct veri-
fication to the model. This is the subject of Section 25.4.3.

25.4.3  Experiments Supporting 
the Vibron Model

At first, let us mention several reports about polar optical pho-
nons of the silicon–SiO2 planar interfaces, which have been theo-
retically predicated97 and experimentally observed.98 In these 
planar Si–SiO2 interfaces, polar optical phonons of the oxide layer 
give rise to enhanced scattering and energy dissipation, from 
charged carriers moving in the adjacent silicon channel of MOS 
devices and bipolar transistors having SiO2 spacer layers.98 In this 
case, the interaction with polar optical phonons causes a lower 
mobility of the carriers and a degradation of the current–volt-
age characteristics. As discussed in the previous section, this is 
the regime of weakly coupled electrons–phonons that is reflected 
by energy dissipation and enhanced nonradiative relaxation rates.

Among the first experiments providing direct evidence for 
vibrons in SiNCs is the one reported in Refs. [87,88]. In this experi-
ment, the aim was to measure inter-sub-level (ISL) optical transi-
tions between the quantized sublevels of SiNCs,93 for example, the 
|1Se 〉 → |1Pe 〉 and the |1Sh 〉 → |1Ph 〉 ISL transitions between the 
quantized states of the conduction and the valence bands, respec-
tively (see Figure 25.21, left). Ignoring band mixing, let us indicate 

that these are optical transitions between sublevels coming from 
the same band and therefore, having the same Bloch wavefunction 
(for example, the same conduction Bloch state for both the |1Se 〉 
and the |1Pe 〉 sublevels). Hence, dipole matrix elements for optical 
transitions between these sublevels are reduced to dipole matrix 
elements between envelope states of these sublevels.99,100 Thus, the 
|1Se 〉 → |1Pe 〉 transition is a dipole allowed optical transition (with 
the oscillator strength for this transition being close to 191) that can 
be measured by infrared absorption spectroscopy. Let us empha-
size that ISL optical transitions are a direct manifestation of QC 
as these sublevels do not exist in bulk semiconductors.101 In addi-
tion, according to the vibron model, these sublevels are expected 
to interact with surface polar vibrations yielding modified energy 
spectra similar to those presented in Figure 25.23. Therefore, this 
experiment should be sensitive to both QC and SC in SiNCs.

The experimental setup for measuring ISL transitions101 in SiNCs 
includes a visible pump laser exciting electron–hole pairs* (excitons) 
and a weak, tunable IR probe beam measuring the photoinduced 
absorption (PIA) spectra. Both the photoinduced transmittance, ΔT, 
and the linear IR transmittance, T, are measured (by modulating the 
pump laser beam in one experiment and the probe beam in a sec-
ond experiment using a lock-in detection method87) to obtain PIA: 
PIA = ΔT/T.† The same set of co-sputtered SiNC samples, with vary-
ing average diameter (and silicon volume content; see Figure 25.5), 
which were used for the PL experiments (see Figures 25.9 through 
25.11), have also been exploited for PIA measurements to allow 
investigation of possible correlation between these experiments.

Figure 25.24 presents the linear IR absorption (dashed line) and 
the PIA (solid line) spectra for SiNCs having an average diameter 

* Since our SiNcs are essentially undoped, the carriers must optically be 
induced. Once a technology to introduce dopants into SiNCs will emerge, 
it would be interesting to investigate direct ISL transitions from SiNCs 
having a single type of carriers.

† The linear and the photoinduced transmittance are given by T T e d= − ⋅
0

α  
and ∆ ∆T T e ed d= −− ⋅ − + ⋅

0[ ]( )α α α  where α is the linear absorption coeffi-
cient and Δα is the photoinduced absorption coefficient. Hence, we find 
PIA = = − ≅ ⋅− ⋅∆ ∆∆T T e dd/ 1 α α  where we have assumed that Δα . d << 1.
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of 4.5 nm (x = 18%). The linear IR absorption spectrum includes 
a single absorption band, at about 130–150 meV (1050–1210 cm−1 
in terms of wavenumbers), of the Si–O asymmetric stretching 
mode of vibration,102,103 schematically illustrated in Figure 25.20. 
Similar linear IR absorption spectra have been obtained for all 
SiNCs embedded in SiO2 matrices. The PIA spectrum reveals two 
photoinduced absorption bands; a relatively strong and narrow 
band at ∼135 meV and a fairly broad, high-energy band at about 
280 meV. The broadening of the PIA bands is expected here as 
absorption measurements average over all sizes of nanocrystals 
according to the size distribution of each sample (see Figure 
25.5). In fact, the fairly narrow linewidth of the low-energy band 
(FWHM of ∼20 meV) is quite surprising taking into account the 
size distribution. As the PIA technique is not sensitive to the 
polarity of the carriers, we may use the effective mass approxima-
tion for assigning the low-energy PIA band to valence-ISL (VISL) 
transitions and the high-energy band to conduction-ISL (CISL) 
optical transitions.91–93 However, another explanation of assign-
ing both bands to CISL transitions is possible, where the 1Pe state 
of the conduction splits into two sublevels, mainly due to differ-
ences between longitudinal and transversal conduction effective 
masses.91 In the following, we follow the first scenario but the 
main conclusions of this experiment remain valid for the second 
scenario as well.

Next, in Figure 25.25, we show the PIA spectra for a series of 
SiNCs having variable average diameter, from 4 up to 6 nm. This 
is also the range of diameters where the two PIA bands could be 
resolved from the noise. Surprisingly, while the high-energy CISL 

absorption band shows a remarkable redshift with the increasing 
size of the nanocrystals, the low-energy VISL band presents a 
significantly weaker shift to the red, with the energy of the VISL 
transition (120–140 meV) being fairly close to the energy of the 
Si–O asymmetric stretching mode of vibration (∼135 meV).

To correlate the results with the vibron model, we present in 
Figure 25.26 the PIA peak energies for both ISL bands (ΔEC and 
ΔEV) versus the confinement energy, ΔE (defined here as ΔE = 
EPL − EG with EPL being the peak PL energy of the sample). The 
CISL energies display a linear dependence on ΔE as expected 
from the QC model (where both ΔE and ΔEC ∼ 1/dδ according to 
Equation 25.3). On the other hand, the VISL energies show a sub-
linear dependence on ΔE, approaching the vibrational energy of 
the Si–O stretching mode of vibration. The dashed line in Figure 
25.26 represents the expected dependence of the VISL energies on 
ΔE according to the QC model (i.e., ΔEV ∼ ΔE). This line crosses 
the vibrational energy of the Si–O vibration, which is independent 
of the size of the nanocrystals, and is represented by the horizon-
tal dashed-dotted line in Figure 25.26. Hence, the anti-crossing of 
the VISL energies and the vibration energies, which resembles the 
anti-crossing shown in Figure 25.23 (the vibron model), suggests 
that electronic states of the valence band are resonantly coupled to 
Si–O surface vibrations to create vibrons.

Notice also that the amplitude (or the strength) of the PIA 
bands increases with the decreasing size of the nanocrystals, 
up to a diameter of ∼4.5 nm and then, decreases until the PIA 
spectra could not be resolved for SiNCs smaller then 2.5 nm. 
These results provide additional support to the vibron model. 
The correlation between the integrated PIA (e.g., the area below 
the VISL absorption bands shown in Figure 25.25) and the inte-
grated PL, which is presented in Figure 25.27, suggests that the 
same mechanism, e.g., the formation of vibrons, is also respon-
sible for the high PL efficiency. For SiNCs having a diameter in 
the range of 4–4.5 nm, the energy difference between the lowest 
valence sublevels becomes comparable to those of the Si–O sur-
face vibrations. As a result, long-lived vibrons are created giving 
rise to slow nonradiative relaxation rates that, in turn, enhance 
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the PL efficiency. This mechanism, which takes into account the 
mutual role of QC and SC, also explains the correlation between 
the PIA and the PL shown in Figure 25.27. Finally, let us point out 
that the Si–O asymmetric vibration is related to a “longitudinal” 
mode of vibration where the oxygen atom vibrates back and forth 
along the line joining the axis of the two silicon atoms (see Figure 
25.20). This vibrational mode is expected to generate a strong 
polarization field relative to other Si–O vibrations103 such as the 
symmetric stretching mode (at about 810 cm−1), which can be seen 
in the linear IR absorption spectrum but without any correlation 
to the PIA spectra, and the Si–O rocking mode of vibration at 
∼450 cm−1. Notice that, it has been suggested that the asymmetric 
lineshape of the Si–O stretching mode at ∼1100 cm−1 (see Figure 
25.24) is due to the two “quasi-phonon” modes of the amorphous 
SiO2 medium,104 with the AS1 (first asymmetric stretching) mode 
at 1076 cm−1 being related to “in-phase” motion of adjacent oxy-
gen atoms while the AS2 mode at ∼1250 cm−1 is related to “out-
of-phase” motion of adjacent oxygen atoms.103 Clearly, only the 
AS1 mode is expected to generate a long-range polarization field, 
a result that can explain the strong asymmetry of the VISL band 
(see Figure 25.24), once approaching the high-energy shoulder of 
the linear Si–O stretching vibration.

Additional experimental results supporting the vibron model 
come from a single quantum dot spectroscopy of SiNCs fabricated 
by the laser pyrolysis technique (see Section 25.2). Martin et al.105 
have succeeded to dissolve SiNCs (surrounded by SiO2), disperse 
them in polymer matrices and to spin-cast the nanocrystals on 
glass substrates for a single silicon nanoparticle spectroscopy. The 
PL spectra, shown in Figure 25.28 for two different sizes of nano-
crystals, reveal vibronic features of low-energy PL satellites, at 
about 130–160 meV below the high-energy peaks. These satellite 
peaks have been interpreted as (surface) phonon-assisted optical 
transitions where the high-energy PL band is related to a zero-
phonon transition (having homogeneous linewidth of ∼100 meV) 
and a low-energy PL shoulder that is related to a phonon-assisted 
transition. Notice that phonon-assisted optical transitions (both 
interband106 and ISL58) have been predicted for SiNCs; however, 

in most cases the bulk phonons of silicon have been considered 
rather than polar surface vibrations (which could be either Si–O 
surface vibrations, or AS phonons of amorphous-SiO2 or LO 
phonons of a crystalline SiO2 shell). A similar phenomenon of 
vibronic satellites in the PL spectrum has also been reported for 
PS particles.107 In another work, vibronic features due to surface-
oxide absorption band using ellipsometric measurements108 have 
been reported. Seraphin et al.109 have shown that modifying the 
surface passivation of SiNCs does not alter the PL spectrum and 
only the PL intensity is changed, apparently due to modification 
of the surface bonds with a higher PL intensity associated with 
the more polar surface bonds.

Finally, let us discuss the recent magneto-PL experiment 
reported by Godefroo et al.110 In this experiment, pulsed mag-
netic fields up to 50 T have been applied to SiNCs and the cor-
responding energy shift of the PL has been measured. The 
high magnetic field acts to further confine the exciton with 
� �B eB= /  being the magnetic confinement length. Hence, free 
excitons of bulk nanocrystals are expected to show a blueshift 
in response to high enough B-fields, while localized or trapped 
excitons are not expected to show a similar shift. Indeed, no 
blueshift of the PL has been measured for SiNCs embedded in 
SiO2. The authors have interpreted these observations as a PL 
originated from defect centers in the oxide layer that wraps the 
nanocrystals. However, according to the vibron model, surface-
localized vibrons should not present a blueshift either. In another 
experiment, the authors annealed the samples in hydrogen, at 
temperatures low enough to avoid the creation of hydrogenated 
a:Si. In this experiment a blueshift of the PL has been observed, 
thus confirming the experimental results of Wolkin et  al.17 
where H-terminated SiNCs have shown monotonic blueshift of 
the PL with the decreasing size of the nanocrystals (or with the 
increasing B-field in the case of the Godefroo experiment110). 
The topic of hydrogen-terminated SiNCs remains a puzzle that 
has not been addressed in this chapter for the very simple reason 
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that no reliable methods to produce stable, H-terminated SiNCs 
have been reported so far. Yet, the Si–H bonds are expected to 
be considerably more polar than the Si–O bonds. Hydrogen 
atoms are highly mobile ions that can easily penetrate over few 
nanometers into the nanocrystalline silicon core. Even small 
amount of hydrogen in the silicon core is expected to produce 
considerable polarization field of the “core” nanocrystal. This 
topic calls for further investigation as the current knowledge 
about H-terminated SiNCs is insufficient for drawing any reli-
able conclusions.

25.5 Concluding remarks

This chapter has covered one specific topic from the much 
broader, rapidly expanding field of silicon nanostructures and 
their applications, focusing on the question about the origin of 
the PL and the specific role of QC and SC in the eluding game 
played by the luminescence. Yet, this specific question is an 
excellent example to a situation where small is really different. 
Namely, not a property of matter that scales down in proportion 
to the size of the material, but rather a truly new phenomenon 
that appears at, and only at the nanometric length scales. The PL 
from silicon nanostructures appears to be such a property. The 
role of QC and SC is another fascinating example to the case 
where physics meets chemistry and both disciplines of science 
merge together into one, multidisciplinary field of nanoscience.

The questions regarding the origin of the PL from silicon nano-
structures are far from being fully resolved. Many open questions 
still exist, some have been discussed in this chapter, some did not, 
and most likely, some new fundamental questions and puzzles 
will emerge soon. Yet, the basic direction in attempting to merge 
QC and SC, rather than choosing one as a sole winner, seems to be 
the proper approach. It is just a matter of time to see if this subjec-
tive opinion of the author of this chpater is indeed correct or not.
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26.1 Introduction

Our goal is to present a large group of optical phenomena 
observed in anisotropic nanostructures such as nanowires 
(NWs) and nanorods (NRs) placed in an environment with a 
dielectric constant ε0 different from that of the nanostructure 
ε. Actually, this situation occurs for most experimental work on 
NWs and NRs. For instance, in recent years, a large number of 
works have emerged devoted to the fabrication and the investi-
gation of NWs grown in a free-standing fashion from catalyst 
particle nano-islands (Duan and Lieber 2000), or in a dielectric 
template with cylindrical pores (Mei et al. 2003), as well as for 
solution-grown NRs (Peng et al. 2000). Since the dielectric con-
stant of the semiconductor ε is usually of the order of 10 or larger, 
this situation is realized for NWs and NRs free-standing in air, 
dissolved in liquids, or embedded in most dielectric matrices. 
Such effects of dielectric mismatch are observed not only for the 
semiconductor but also for metal nanostructures, where ε also 
differs noticeably from ε0 and, besides, has a complex character 
and a strong frequency dispersion.

Due to the dielectric mismatch, the optical electric field 
in the vicinity of nanostructures is dramatically distorted by 
polarization effects (image forces), and the field intensity inside 
nanostructures, and hence all light-induced phenomena (opti-
cal absorption, luminescence, photoconductivity, etc.), strongly 
depend on the orientation of NWs and NRs related to the light 
polarization. Similarly, light emitted by such nanostructures is 
also strongly polarized.

We emphasize that the effects considered have a pure electro-
dynamic nature. They are not related to the presence or absence 

of size quantization and other possible size phenomena in nano-
structures. The effects have a very general character and, as will 
be shown later, the only condition for their presence, besides 
the dielectric mismatch with the environment, is the smallness 
of the NW and the NR diameter in comparison with the light 
wavelength, which is well satisfied in most semiconductor and 
metal nanostructures.

26.2  Single Nanowires and Nanorods

26.2.1  Polarization of absorption: 
General Concepts

26.2.1.1  thin Nanowires and Nanorods

It is well known that at the interface of two media with differ-
ent dielectric constants, the parallel component of electric field E, 
and the normal component of electric induction εE must be con-
tinuous. If we have a cylindrical NW in the external field E0, this 
means that its parallel component, E∥, remains the same inside an 
NW: E∥ = E0∥. On the contrary, the field normal to the NW axis, 
E⊥, is different inside and outside the NW. For a planar interface, 
we would have E⊥ = ε0E0⊥/ε but for a cylinder where E⊥ contains 
components both parallel and perpendicular to the interface, the 
expression is more complicated (Landau and Lifshitz 1984):

 
E E⊥ ⊥=

+
2 0

0
0

ε
ε ε

.  (26.1)

If, instead of a long (in theory—infinitely long) NW, we have an 
NR, which can be considered as a prolate ellipsoid of revolution 
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with semi-axes a and l/2 (a < l/2) (Figure 26.1b), the inter-
nal field is expressed in terms of the so-called depolarization 
factors n∥,⊥:

 
E

n
E||,

||,
||,( )

.⊥
⊥

⊥=
+ −

ε
ε ε ε

0

0 0
0  (26.2)

These factors depend only on the aspect ratio a/l (see Figure 
26.1c) but not on the absolute dimensions and material of NRs 
and satisfy the conditions n∥ + 2n⊥ = 1 and n∥ < n⊥, so that for 
ε > ε0 the internal field, as in NWs, is maximal for the NR axis 
parallel to the electric field of light. For infinitely long NWs, 
n∥ = 0, n⊥ = 1/2, which gives us E∥ = E0∥ and Equation 26.1. For 
simplicity, most of the results below are presented for the case 
of NWs but can be easily generalized to NRs by repeating the 
same calculations starting from Equation 26.2, rather than 
Equation 26.1.

For ε > ε0, which is always the case for semiconductor nano-
structures, Equations 26.1 and 26.2 have two important 
consequences:

 1. The amplitude of the high-frequency electric field and, 
hence, the probability of optical transitions in a nano-
structure depend dramatically on the light polarization, 
acquiring maximal values for light with a polarization 
parallel to its axis.

 2. Illumination with unpolarized light creates a high- 
frequency electric field in the nanostructure with the pre-
dominant direction of the polarization parallel to its axis.

The practical consequence of the first effect is a strong depen-
dence of the absorption coefficient α (both inter- and intraband) 
on the light polarization. The ratio of α in NWs for the two light 
polarizations is

 

α
α

ε ε
ε

|| .
⊥

= + 0

0

2

2
 (26.3)

For most semiconductors, this factor exceeds 30 for free-stand-
ing NWs (ε0 = 1) and 4.7 for NWs in the Al2O3 matrix (ε0 ≅ 3 
in the optical spectral region). Since photoconductivity and 
photoluminescence are proportional to the number of opti-
cally generated carriers, their anisotropy is given by the same 
Equation 26.3.

Note that, we consider the classical electrodynamic effects 
caused exclusively by the difference of the refractive indices for 
nanostructures and the environment. In quantum nanostruc-
tures with a noticeable size quantization, the optical matrix ele-
ment becomes anisotropic (Sercel and Vahala 1990, McIntyre 
and Sham 1992), which may quantitatively modify the described 
polarization effects so that Equation 26.3 acquires an additional 
factor equal to the square of the ratio of the matrix elements for 
the two perpendicular directions.

Though the given expressions are derived for static electric 
fields, they remain valid for high-frequency fields as well (with 
ε and ε0 corresponding to the field frequency ω), as long as the 
NW radius a or both the NR dimensions a, l remain much less 
than the light wavelength λ. The situation when this inequality 
is violated will be referred to as the case of “thick” NWs and 
considered separately in Sections 26.2.1.2 and 26.2.3.2.

The direct measurement of optical absorption in a single 
NW is difficult but can be replaced by measurements of pho-
toluminescence excitation or photoconductivity (for NWs 
provided with contacts). All the phenomena discussed should 
be polarization-sensitive acquiring their maximum for the 
exciting light polarization parallel to the NWs. The effect in 
its pure form was first observed and explained in (Wang et al. 
2001). The authors observed photo-luminescence and photo-
conductivity in InP NWs increasing up to 49 times when the 
polarization of the exciting light changed from perpendicu-
lar to parallel (Figure 26.2). This number exactly corresponds 
to Equation 26.3 for InP in air. Similar effects with a slightly 
lesser degree of polarization (maybe, owing to the misorienta-
tion of the NWs, the role of that is discussed elsewhere (Ruda 
and Shik 2005a)) were also observed in the photoluminescence 
of Si NWs (Qi et al. 2003) and the photoconductivity of ZnO 
and GaN NWs (Fan et al. 2004, Han et al. 2004).

26.2.1.2  thick Nanowires

The quasi-static approach of the previous section is adequate 
only for thin nanostructures with a << λ. At the same time, a 
number of optical experiments (Fan et al. 2004, Hsu et al. 2004, 
Philipose et al. 2005) are performed in semiconductor NWs with 
a diameter as large as 100 nm and more. This is comparable with 
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the interband light wavelength, which makes the formulae of 
Section 26.2.1.1 inapplicable for this case.

Now we theoretically consider the anisotropy of light absorp-
tion and the emission caused by image forces in semiconduct-
ing NWs of an arbitrary radius a. For a comparable to the light 
wavelength, the high-frequency electric field inside NWs is no 
longer uniform, and the polarization characteristics acquire a 
noticeable, non-monotonic spectral dependence allowing one to 
observe a number of new effects in the optical properties of NWs 
with submicron thickness.

We consider a cylindrical NW placed in an external ac elec-
tric field E0 and find the real field distribution E(r) created by E0 
together with the NW-induced image forces. Then we calculate 
the total absorbed power proportional to |E(r)|2 integrated over 
the NW volume and study the dependence of this characteristic 
on the angle between E0 and the NW axis, which gives us the 
polarization dependence of our interest.

The main distinction to Section 26.2.1.1 consists in the need 
to find E(r) not from the Laplace but from the Helmholtz wave 
equation. Using cylindrical coordinates (ρ, z, φ), it can be writ-
ten inside the NW (ρ < a) as

 

1 1 02

2

2

2

2
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2ρ ρ
ρ

ρ ρ ϕ
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∂
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z c
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i  (26.4)

where c is the light velocity. Outside the NW (ρ > a) the equation 
differs from Equation 26.4 only by the replacement ε → ε0. The 
character of its solution depends on the mutual orientation of E0, 

the light wave vector k, and the NW axis z. Below, we will give 
only the final results of calculations referring the reader to the 
original work (Ruda and Shik 2006).

For k ⊥ z (say, k = kx) and E0 ∥ z, when E0(r) = E0 z exp[ik0ρ 
cos φ], the solution for E contains only a single component Ez 
given by the expression (Batygin and Toptygin 1978)
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where Jm and Hm
( )1  are the Bessel and the first-kind Hankel func-

tions, k c k c= =εω ε ω/ , /0 0 .
For the same direction of k but perpendicular polarization, 

E0 ∥ x, Equation 26.4 gives the following general solution inside 
the NW:
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At small a Equation 26.6 transforms into the static expression 
(Equation 26.1).
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FIGURE 26.2 Photoconductivity versus light-polarization angle in an InP NW with a = 10 nm. (a) Schematic depicting the use of an NW as a 
photodetector: inset, field-emission scanning electron microscopy image of an NW and contact electrodes, scale bar 2 μm. (b) Conductance, G, 
versus excitation power density for the illumination polarized parallel (upper curve) and perpendicular (lower curve) to the NW; inset, photocon-
ductivity anisotropy versus excitation power, equal to 0.96 for the shown device. (c) Conductance versus polarization angle. The measurements 
were performed at room temperature for the excitation wavelength 514.5 nm. (From Wang, J. et al., Science, 293, 1455, 2001. With permission.)
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Equations 26.5 and 26.6 show that, contrary to the case of a 
thin NW, the field distribution inside it is essentially nonuni-
form. However, real experimentally measured characteristics, 
such as the absorption, the photoconductivity, and the photo-
luminescence excitation spectra are determined not by details 
of this field distribution but by the total power absorbed, pro-
portional to the integral of the light intensity over the NW cross 
section I E d da = ∫∫| ( , ) |ϕ α ϕρ ρ2  (superscript a means absorp-
tion). Figure 26.3 shows the spectral dependence of the ratio 
P I I I Ia a a a a= − +( )⊥ ⊥|| ||  characterizing the polarization depen-
dence of the absorbed light intensity.

For k0a → 0, this ratio tends to the value 
( ) ( )ε εε ε ε εε ε2 22 3 / 2 5+ − + +0 0

2
0 0

2  corresponding to Equation 
26.3. However, at higher light frequencies (or for thicker NWs) 
we can no longer claim that light with a parallel polarization 
has a much higher absorption coefficient since Ia

||  and Ia
⊥ , as 

well as their ratio, demonstrate a strong frequency dependence. 
This dependence is especially dramatic for Ia

⊥ , which tends to 
infinity in a series of critical points corresponding to roots of 
the denominator Equation 26.6 and Pa = −1 in Figure 26.3. In 
our example of ε = 9, ε0 = 1, the first of these points are k0a = 
0.68, 1.89, 3.02,. … Considering a cylindrical NW as an optical 
fiber, we can express each of critical points as the cut-off of a 
fiber mode LP1m (m = 1, 2, 3…) with the same angular field dis-
tribution as Equation 26.6. At the cut-off, these modes become 
purely transverse and excited by an incident wave. The spectrum 
of Ia

|| ω( )  has no singularities due to the absence of modes with 
a purely longitudinal polarization (E ∥ z).

Since an infinite value Ia
⊥  at some fixed ω is definitely non-

physical, we must discuss what initial theoretical assumptions 
are inadequate and what phenomena are responsible for the real 
height of the absorption peaks. In our calculations, we have con-
sidered one single NW in the electric field of an infinite plane 
wave. In this case, the field in an NW can, in theory, acquire 
arbitrary high values remaining equal to E0 at very large dis-
tances. For an array of NWs with an area density N, the electric 

field will be redistributed between the NWs and their environ-
ment so that the total wave energy remains the same as that pro-
vided with external excitation in the absence of NWs and equal 
to ε π0 0

2E /4  per unit volume and the absorption coefficient is 
finite. There are also some other mechanisms of smoothening 
the mentioned singularities in Ia

⊥ , e.g., non-rectilinearity and 
thickness fluctuations of NWs, which may become dominant at 
a low NW density.

The described frequency dependence of polarization-sensitive 
absorption has not yet been studied experimentally, except for 
the observation (Fan et al. 2004) that two different frequencies 
of excited light caused different degrees of photoconductivity 
anisotropy.

26.2.2  Metal Nanostructures: Plasmon 
Phenomena

26.2.2.1  Longitudinal and transverse Plasmons

The conclusions of Section 26.2.1.1 and formulae presented 
there can be applied to both metal and semiconductor NWs and 
NRs but result in the different spectral dependences of optical 
anisotropy. The degree of polarization in thin NWs, determined 
exclusively by ε/ε0, in semiconductor nanostructures does not 
explicitly depend on the light frequency ω (if we ignore the fre-
quency dependence of ε, which in semiconductors is rather weak, 
even near the interband absorption edge). In metals, on the con-
trary, ε has a strong frequency dispersion caused by the electron 
plasma, which makes the polarization characteristics frequency-
dependent even in the quasistatic limit of small nanostructures.

For an analytical description of these effects, we will use for ε 
the simplest Drude expression: ε ω ω ω ν= − −( )1 2

p i( )  where ωp 
is the plasma frequency in a bulk metal and ν is the scattering 
rate. Substituting this expression into Equation 26.2, we see that 
at a small ν (weak electron scattering), the optical electric field 
inside NRs increases dramatically at the frequency

 
ω

ω
ε||,

||,

||, ||,( )⊥
⊥

⊥ ⊥
=

− +
p n
n n0 1

 (26.7)

called the plasmon frequency,* which is smaller than ωp and 
typically belongs to the visible spectral region. The optical 
absorption spectrum has a strong maximum near the plasmon 
frequency. In it seen that light polarized along the NR axis gen-
erates plasmons with the frequency ω∥ called longitudinal plas-
mons, while light with the perpendicular polarization generates 
transverse plasmons with the frequency ω⊥, larger than ω∥. In a 
random system of NRs with arbitrary orientations related to the 
light polarization (or for a nonpolarized optical excitation), the 
absorption spectrum has two absorption maxima: at ω∥ and ω⊥ 
(Kreibig and Vollmer 1995).

* ω∥,⊥ are often called the surface plasmon frequencies, to distinguish them 
from the plasmon frequency of bulk material ωp.
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FIGURE 26.3 Spectral dependence of the polarization ratio 
P I I I Ia a a a a= −( ) +( )⊥ ⊥|| ||  in an NW for ε = 9, ε0 = 1. (From Ruda, H.E. 
and Shik, A., J. Appl. Phys., 100, 024314, 2006. With permission.)
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We note that for long NWs ω∥ → 0, in other words, longitudi-
nal plasmons cease to exist. Formally, it is due to the fact that in 
infinitely long cylinders, the parallel component of the electric 
field must be continuous at the interface and hence is uniform, 
without any structure characterizing plasma oscillations.

26.2.2.2  transverse Plasmons in Nanowires

If we substitute the Drude expression for ε(ω) into Equation 
26.3, we will see that the anisotropy of the optical absorption in 
metal NWs has an interesting spectral dependence. Far below 
the plasmon frequency, |ε(ω)| is very large, and the situation is 
similar to that in semiconductor NWs where the absorption is 
much higher for the light with parallel polarization. However, 
near the plasmon frequency, the absorption of the perpendicu-
larly polarized light increases drastically, exceeding that for the 
parallel polarization and hence changing the sign of the anisot-
ropy, as illustrated by Figure 26.4. At ω → ∞ the anisotropy tends 
to a constant value determined by ε0 and equal to zero at ε0 = 1.

Thus, the situation near the plasmon resonance is, to some 
extent, opposite to that of semiconductor NWs where, due to 
the large ε, the electric field of light is polarized mostly along 
the NW axis. In metal NWs, for light with the frequency in the 
transverse plasmon region polarized perpendicular to the NW 
axes, ε is close to zero. For this reason, the electric field in an 
NW has essentially normal polarization and very high ampli-
tude—the effect often called the plasmon amplification (see also 
Section 26.2.5.3).

Though the described spectral dependences of absorption are 
very specific and interesting, their experimental observation is 
more difficult than for the effects in semiconductor NWs. In 
metals, we can measure neither the photoconductivity nor the 
luminescence excitation and have to restrict ourselves to direct 
measurements of optical absorption. The most straightforward 
method to employ is to investigate a large number of NWs sus-
pended in some liquid optically inactive in the spectral region of 

interest. In this case, the orientation of NWs is random, and no 
polarization dependence should be observed. A strong anisot-
ropy of absorbing objects will be revealed in a specific charac-
ter of spectral dependence of the absorption coefficient (Figure 
26.5). In this spectrum, strong low-frequency absorption is 
caused by NWs almost parallel to the light polarization while 
the plasmon maximum is formed by those with an orientation 
close to the perpendicular one.

26.2.3  Semiconductor Nanostructures: 
Polarization of Luminescence

26.2.3.1  thin Nanowires and Nanorods

In the previous sections 26.2.1 through 26.2.2, we considered 
the physical phenomena related to the fact that external nonpo-
larized light becomes strongly polarized inside a nanostructure 
with a high refractive index. Now, we discuss the related prob-
lem of polarization of light emitted by an NW. As a first step, we 
solve the auxiliary problem of finding the electric field created 
by an electric dipole placed at the axis of a cylinder with a radius 
a and a dielectric constant ε, in an environment with ε0. Details 
of these calculations can be found in Ruda and Shik (2005a), and 
here we present only the final results. For the dipole moment 
d0 parallel to the cylinder axis (z-axis), the electric field of the 
radiation far from the NW, has the same amplitude and con-
figuration as would be created by a dipole with the moment d0 
in free space. For the normal orientation of d0 (along x-axis), the 
corresponding effective moment is given by d = 2ε0d0/(ε + ε0).

As a result, even for NWs with isotropic interband matrix ele-
ments (which is the case for cubic semiconductors and a moder-
ate a when size quantization is negligible), where luminescence 
would otherwise be nonpolarized, a strong polarization under 
the influence of image forces is acquired.
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FIGURE 26.4 Absorption anisotropy P k k k ka = − +⊥ ⊥( )/( )|| ||  in 
metal NWs for ε0 = 1 (curves 1) and ε0 = 3 (curves 2). Solid curves cor-
respond to ν = 0.1ωp, dashed curves to ν = 0.5ωp. (From Ruda, H.E. and 
Shik, A., Phys. Rev. B, 72, 115308, 2005a. With permission.)
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FIGURE 26.5 Absorption spectrum of randomly oriented metal 
NWs. Solid curve corresponds to ν = 0.1ωp, dashed curves to ν = 0.5ωp. 
(From Ruda, H.E. and Shik, A., Phys. Rev. B, 72, 115308, 2005a. With 
permission.)
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As a second step, we consider the net polarization of lumi-
nescence from a line x, y = 0 containing a mixture of different 
emitting dipoles. We take a point z along the wire axis contain-
ing three mutually perpendicular dipoles dx, dy, dz with a fre-
quency ω and calculate the resulting electric field far from the 
NW at some point (x0, 0, 0) using the standard formula for the 
electric field of an emitting dipole and adding contributions 
of all line segments by integrating over z. Since radiation from 
different segments is incoherent, we do not add electric fields, 
but Poynting vectors S containing no phase factors. The result-
ing S is directed along the x-axis and for the two different light 
polarizations is

 
S

c x
d dx x z( ) = +( )|| ,ηω

πε

4

0
2 3

0

2 2

6
2  (26.8)

 
S

c x
dx y( ) =⊥

ηω
πε

4

0
2 3

0

2

2
 (26.9)

where η is the density of dipoles per unit line length.
Combining these two problems and substituting dx,y = 2ε0d0x,y/

(ε + ε0); dz = d0z into Equations 26.8 and 26.9, provides the result-
ing polarization of light emitted by an NW. The intensity ratio 
for different light polarizations in the case of isotropic matrix 
elements is

 

I
I

d d
d

e

e
x z

z

||

⊥
= +2 2

2
2

3
 (26.10)

where superscript e means emission. If the bare dipole moment 
components d0x,y,z do not coincide due to size quantization 
or/and crystal anisotropy, this modifies the polarization charac-
ter introducing anisotropy even in the absence of image forces, 
similar to the case of absorption.

It is seen from Equation 26.10 that light emitted by an NW 
with a dielectric constant higher than that of its environment, 
will be strongly polarized in the wire direction, which was clearly 
demonstrated experimentally (Wang et al. 2001, Qi et al. 2003). 
The effect is qualitatively similar to the property of absorption 
considered in Section 26.2.1.1 but the magnitude of polarization 
is different. By comparing Equation 26.3 with Equation 26.10 
one can see that the degree of polarization for luminescence is 
less than for absorption. It is caused by the fact that, according 
to Equation 26.8, light with parallel polarization is generated not 
only by dz dipole moments but also by dx that are weakened by 
image forces. For example, for InP NWs (ε = 12.7) where, as was 
already mentioned in Section 26.2.1.1, α∥/α⊥ ≅ 49, Equation 26.10 
gives I Ie e

|| / ⊥ ≅ 30 , in good agreement with the experimentally 
observed values of α∥/α⊥ ≅ 48 and I Ie e

|| / ⊥ ≅ 24  (Wang et al. 2001).
All the results obtained above for semiconductor NWs remain 

valid also for NRs, except for the numerical values of polariza-
tion coefficients, which for NRs depend not only on ε/ε0 but also 
on the depolarization coefficients, or, in other words, on the NR 
aspect ratio.

26.2.3.2  thick Nanowires

Now we consider the polarization properties of luminescence 
from thick NWs where, according to Section 26.2.1.2, the electric 
field cannot be assumed uniform. Though in fact luminescence 
occurs throughout the whole NW volume, we will model it by an 
effective emitting dipole at the axis (ρ = 0). (Precise results can 
be obtained, if necessary, by using general formulae for a field 
created in a system of coaxial cylindrical layers by a dipole with 
an arbitrary position r0 followed by integration over r0, to be per-
formed only numerically.) The general approach to similar prob-
lems is described in (Chew 1990), which allows us to present only 
the final expression for the resulting electric field outside the NW.

For the dipole moment d0 oriented along the NW axis 
(d0 = d0z), the electric field Ez far from the NW (at ρ >> −k0

1) is 
given by

 

E i d
c r

ik r i
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 (26.11)

where
k k kρ

0
0 0

2
0

21= − = −ε ε θ ε θ ε/ cos cos /
k kρ θ0

0
0= sin

r z= +ρ2 2

kρ
0  is the distance to the dipole

θ = arccos(z/r) is the angle from the NW axis

If we consider the light emission normal to the dipole (along the 
y-axis) where θ = π/2, the corresponding electric field will have 
the same coordinate dependence as that of a free dipole ∼(d0zω2/
c2r)exp(ik0r) with an additional factor given by the fraction in 
Equation 26.11. Thus, the influence of image forces is equivalent 
to the replacement of d0z with some effective dipole (Ruda and 
Shik 2006):

 
d d J ka H ka J ka H ka

J ka H ka Jz z= −
−0

1 0
1

0 1
1

1 0
1

0
ε

ε ε
( ) ( ) ( ) ( )
( ) ( )

( ) ( )

( )
00 1

1 0( ) ( )
.( )ka H ka

A dz z≡
 

(26.12)

For the perpendicular dipole orientation (d0 = d0x), similar cal-
culations give

 
d d J ka H ka J ka H ka

J ka H kax x= ′ −
′

0
1 0

1
0 1

1

0 1 0
1ε

ε
( ) ( ) ( ) ( )
( ) ( )

( ) ( )

( )

′

−−
≡

ε J ka H ka
A dx x

0 1
1 0( ) ( )

.( )′
 

(26.13)

Figure 26.6a shows the frequency dependence of the effective 
dipoles dx and dz. At ω → 0 they acquire the static values dz = d0z, 
dx = 2ε0d0x/(ε + ε0) given in Section 26.2.3.1, and then demon-
strate strong oscillations. At a larger ω (or a larger a), the phases 
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of oscillations close in, dz approaches dx, so that the radiation 
becomes almost unpolarized.

So far, we have analyzed the emission characteristics of one 
single effective dipole in an NW. To obtain the radiation charac-
teristics of the whole NW, we must perform an integration over 
its length assuming the dipoles distributed uniformly along z, 
exactly as it was done in Section 26.2.3.2. Substituting Equations 
26.12 and 26.13 into the first equality of Equation 26.10 and 
assuming an isotropic internal emission (d0z = d0x), we obtain 
the spectral dependence of the resulting polarization ratio 
P I I I Ie e e e e= − +( )⊥ ⊥|| ||  presented at Figure 26.6b. The latter is 
seen to have a strong oscillatory character changing sign at some 
critical frequencies differing from those describing the polariza-
tion dependence of absorption (Figure 26.3).

It is evident from Figure 26.6b that, if the luminescence spec-
trum of an NW material contains several lines with notice-
ably different frequencies, the polarizations of these lines can 
be essentially different and even have an opposite sign. It was 
confirmed by experiments (Hsu et al. 2004) in ZnO NWs. This 
material contains two strong luminescence lines with frequen-
cies differed 1.3 times (Figure 26.7a). As is seen from Figure 
26.7b, these lines have opposite angular dependences, indicating 
at opposite signs of luminescence anisotropy.

Note that the same polarization phenomena must be observed 
not only for photo- but for any other mechanisms of lumines-
cence. In the case of photoluminescence, a change in the exciting 
light polarization (for a fixed ωex) does not change the described 
spectra I Ie e

em� ⊥ ( )ω , but modifies the amplitudes I e
�  and I e

⊥  
synchronously according to the polarization dependence of the 
absorbed light intensity described in Section 26.2.1.2.

The luminescence excitation spectrum in most physical sys-
tems (including thick NWs with microscopic electronic properties 
coinciding with those of bulk semiconductors) actually repro-
duces the optical absorption spectrum and hence is given by the 
formulae of Section 26.2.1.2. Thus, we may claim that the polar-
ization dependence of the luminescence excitation spectrum for 
any emission frequency and polarization is given by Figure 26.3.

26.2.4  Nonlinear Phenomena in Metal 
and Semiconductor Nanowires

26.2.4.1  theory

It is evident that the polarization dependence of the internal 
optical field in NWs and NRs must result in anisotropy not only 
of linear but also of nonlinear optical phenomena, such as, e.g., 
the second harmonic generation (SHG). Moreover, one may 
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FIGURE 26.6 (a) Spectral dependence of the effective dipoles dx (1) and dz (2) for an NW with ε = 9, ε0 = 1; (b) spectral dependence of the polar-
ization ratio Pe for the same NW. (From Ruda, H.E. and Shik, A., J. Appl. Phys., 100, 024314, 2006. With permission.)

1.8

0

2

4

2.0 2.2 2.4 2.6
Photon energy (eV)(a)

Green band

UV band

PL
 in

te
ns

ity
 (a

.u
.)

2.8 3.0 3.2 3.4 3.6 –20
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15

0 20 40 60
Polarization angle (deg.)(b)

PL
 in

te
gr

at
ed

 in
te

ns
ity

 (a
.u

.)

80 100 120 140 160 180

UV band
Green band

cos3(θ+90°)
cos3θ

FIGURE 26.7 Luminescence spectrum of ZnO NW (a) with two emission lines and an angular dependence of the luminescence intensity (b) in 
these lines. (From Hsu, N.E. et al., J. Appl. Phys., 96, 4671, 2004. With permission.)



26-8	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

expect the anisotropy of nonlinear effects to be larger than the 
linear ones, since the former are proportional to a higher degree 
of electric field.

The analysis of the SHG in NWs and NRs is less straightfor-
ward than that of linear effects where we took standard formu-
lae for light absorption or emission in bulk materials and simply 
substituted the specific optical field distribution of nanostruc-
tures into them. On the contrary, in uniform bulk materials 
characterized by inversion symmetry, the SHG is completely 
absent. Hence, the theory of this effect in nanostructures should 
be developed from scratch.

We start from the classical expression connecting nonlinear 
polarization at the frequency 2ω with the spatial distribution of 
the electric field at the frequency ω (Blombergen et al. 1968):

 P E E E2 2ω ω ω ωγ β= ∇ + ∇( ) ( ).  (26.14)

For nonconducting media, β = −2γ and is determined by the 
square of linear susceptibility, while for metals β = e/(8πm*ω2}
and γ = β[1 − ε(2ω)] (for simplicity, ε0 = 1 is assumed). Our 
task is to find P2ω for the Eω(r) determined for nanostructures 
in Section 26.2.1 and to use it for the calculation of the SHG 
intensity.

For the case of spherical nanocrystals, it was shown (Agarwal 
and Jha 1982) that the two terms on the right-hand side of 
Equation 26.14 correspond, respectively, to the volume com-
ponent Pv

2ω  caused by the coordinate-dependent Eω inside the 
nanostructure and having a dipole symmetry, and the surface 
component P2

s
ω  caused exclusively by the nanostructure sur-

face and with a quadrupole symmetry. Since the second term 
in Equation 26.14 for small nanocrystals essentially exceeds the 
first one, Ps

2ω  has a larger amplitude than Pv
2ω  but, at the same 

time, with a quadrupole, rather than a dipole symmetry, which 
emits less efficiently. For this reason, the relative role of these 
components is a priori not evident and depends on the direction 
and the polarization of light.

We restrict ourselves to the case of thin cylindrical NWs 
where ωa/c << 1 can be used as a perturbation parameter. The 
particular expressions for Eω depend on the directions of the 
wave vector k and the electric field E0

ω  of light related to the NW 
axis (z-axis) and can be obtained by expansion of the field distri-
butions Equations 26.5 and 26.6 in terms of ω. There exist three 
possible optical geometries.

 a. k z E z� ; 0
ω ⊥  (longitudinal propagation, transverse 

polarization)
   In this case

 
E E E ikzx

ω ω
ω

ε ω
= =

+[ ] +2
1

10

( )
( )

 
(26.15)

  (k = ω/c). Substitution of Equation 26.15 into Equation 
26.14 shows that Pv

2ω  is determined only by the coordi-
nate-dependent component of Eω(r), directed along the 
NW axis (z-axis) and has the value

 

P i k E
v
2 0

2

2
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1
ω

ωγ
ε ω

=
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const( ).r  (26.16)

  Thus, each elementary volume of the NW dV can be con-
sidered as an elementary dipole Pv dV2ω  parallel to the 
NW axis. For such dipole orientation, its radiation is not 
disturbed by the image forces and is the same as for free 
dipoles (Ruda and Shik 2005a), not depending on the 
NW dielectric constant at the emission frequency, ε(2ω). 
The resulting radiation electric field at the distance r >> a 
from NW can be found as a sum of elementary dipoles 
along the whole NW. Calculations, shown in more detail 
in Ruda and Shik (2007a), show that at a large distance r 
from an NW (r >> a; kr >> 1) the SHG intensity per unit 
NW length is
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  The radiation is emitted isotropically (independent of a 
particular direction of light polarization).

   The surface component of polarization Pv
2ω  is deter-

mined by an Eω discontinuity at the NW interface caused 
by a dielectric mismatch, and for its determination we 
can retain only the first, uniform term in Equation 26.15. 
After simple transformations, we have

 
P

E
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2 0
2

2
4 1

1
ω

ωβ ε ω
ε ω

δ ρ α=
−[ ] 

+[ ]
−

( )
( )

( )cos .  (26.18)

  (ρ,α) are polar coordinates in the xy-plane. The direction 
of Pv

2ω coincides with that of the E0
ω  (x-axis). This distri-

bution of polarization has a quadrupole symmetry. Due 
to the coordinate dependence of Ps

2ω , the determination 
of the electric field of emitted light must contain integra-
tion not only over z, but over ρ and α as well. Besides, in 
this case, we deal with elementary dipoles directed not 
parallel (as for Equation 26.16) but perpendicular to the 
NW axis. Due to the image forces, the ac electric field of 
these dipoles is suppressed by the factor 2/[ε(2ω) + 1] (see 
Section 26.2.3.1). Under the same conditions as before, we 
get the intensity of this surface-related SHG component:
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ωπ β ω ε ω
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=
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sin ( ϕϕ)  (26.19)

  where φ is the angle between the exciting-light wave vec-
tor k and the direction to the observation point. As for any 
quadrupole emitter, the intensity Is

2ω  has four directional 
lobes.
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 b. k z E z⊥ ; 0
ω �  (transverse propagation, longitudinal 

polarization)
   In this case

 
E E E ikxz

ω ω ω ε ω= = + +







0 1 1

2
( )  (26.20)

  and Pv
2ω, which is always colinear with the light wave vec-

tor, is directed along the x-axis normal to the NW and is 
equal to

 
P i k Ev

2
0

2
1ω ωγ ε ω=   +  =( ) const( ).r  (26.21)

  For such an orientation of elementary dipoles, the SHG 
is anisotropic with the radiation pattern directed per-
pendicularly to k, and the ac electric field of these dipoles 
contains the factor 2/[ε(2ω) + 1]. Adding the fields of ele-
mentary dipoles in the same manner as before, we get
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   Since Ps
2ω  is caused only by the normal component of 

E0
ω  suffering discontinuity at the NW interface, in the 

case considered it vanishes, and the SHG has only a dipole 
component given by Equation 26.22 and no quadrupole 
component.

 c. k z z⊥ ⊥; E0
ω  (transverse propagation, transverse 

polarization)
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This geometry combines characteristic features of the two pre-
vious cases. As in case (a), the SHG contains both dipole and 
quadrupole components. The dipole component of the polariza-
tion has the same value as Equation 26.16 but a perpendicular, 
rather than a longitudinal, orientation. For this reason, its radia-
tion has an anisotropic pattern and is affected by the image force 
(as in case (b)) resulting in the additional dependence of the SHG 
on ε(2ω):
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The surface polarization component caused by the first term 
in Equations 26.15 and 26.23 is exactly the same as in the case 
(a) (it results from the fact that this component is determined 
exclusively by light polarization being independent of the value 
and the direction of k) and hence is described by Equation 26.19.

Let us summarize the results obtained thus far. The SHG 
was shown to consist of volume and surface components. They 
have, respectively, dipole and quadrupole symmetry and a dif-
ferent spatial distribution of emitted radiation at 2ω. It can be 
isotropic (Equation 26.17), bidirectional (Equations 26.22 and 
26.24), or of a four-lobed shape (Equation 26.19). However, the 
integral radiation intensity, as in the case of spherical nanodots 
(Agarwal and Jha 1982), is given by qualitatively similar expres-
sions differing by numerical coefficients and factors depend-
ing only on the NW dielectric constant. For this reason, SHG 
anisotropy is independent of the NW radius a (until the con-
dition aω/c << 1 used in our calculations, remains valid). The 
explicit frequency dependence I2ω ∼ ω5 is also the same in all 
formulae, and the possible spectral dependence of SHG anisot-
ropy may occur only due to the frequency dispersion of the 
NW dielectric constant ε. The latter is of minor importance in 
semiconductors and dielectrics but may be very strong in metal 
NWs. That is why the characteristics of SHG anisotropy of these 
two classes of NW materials are very different and will be con-
sidered separately.

Semiconductor materials are characterized by high values of 
the dielectric constant (∼10 or even more) with relatively weak 
frequency dependence. For this reason, in our estimates we do 
not distinguish between ε(ω) and ε(2ω) denoting both of them 
as ε. The ratio of the integral SHG for different NW orientations 
is independent not only of the NW material and the diameter 
but also of the light frequency ω, being a function of one single 
parameter ε. In the limit ε >> 1, the ratio of the total SHG inten-
sities I Iv s

2 2ω ω+  (symbol Ī means averaging over ϕ) for all three 
cases considered is 36:ε3:4. It means that the SHG is maximal 
for the case (b) when the exciting light is polarized along the 
NW axis. The result is not unexpected since only in this geom-
etry the optical electric field inside the NW is not weakened by 
NW polarization and is equal to the external field. It correlates 
with the linear optical phenomena (absorption, photoconduc-
tivity, photoluminescence) which are also maximal for this light 
polarization. Much less trivial is the dependence of the SHG in 
perpendicularly polarized light in the direction of the light wave 
vector. The SHG is essentially larger for light propagating along 
the NW since, for this geometry, the effective dipoles forming 
Pv

2ω are oriented parallel to the NW and their emission is not 
weakened by NW polarization.

It is worth noting that in all three cases, the spatial distribu-
tion of the SHG has different characteristics. In case (a), the sec-
ond harmonic is emitted in all directions perpendicular to the 
NW (the contribution of the quadrupole component is around 
10%), while in case (b), the emission has a dipole and in case (c), 
a quadrupole symmetry. This fact should be taken into account 
while interpreting experimental results (see Section 26.2.4.2).
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The main distinguishing feature of metal systems is the strong 
frequency dispersion of ε(ω), which, as in Section 26.2.2, will be 
approximated by the Drude formula. It is seen that, due to the 
factors ε(ω) + 1 and ε(2ω) + 1 in the denominators of Equations 
26.17, 26.19, 26.22, and 26.24, the SHG is amplified dramatically 
near the frequencies ω p / 2  and ω p /( )2 2  when the excitation 
frequency or its second harmonic coincides with the transverse 
plasmon frequency in a cylinder. In case (b), the resonance exists 
only for 2ω since the exciting light is polarized along the NW 
and does not interact with plasmons.

It is interesting to consider SHG anisotropy near these two 
resonance frequencies when the effect itself is anomalously 
large. As has been mentioned, at ω ω≅ p / 2  the SHG increases 
dramatically for cases (a) and (c) remaining constant in case (b). 
In other words, for light with parallel polarization, the SHG is 
negligibly small compared to the case of perpendicular polariza-
tion (the situation opposite to semiconductor NWs). The surface 
quadrupole component (Equation 26.19) is in this case almost 
two orders of magnitude less than the volume dipole component. 
The formulae, Equations 26.17 and 26.24, describing the latter 
for two different geometries, differ by only 12%. This means that 
for perpendicular polarization, contrary to the semiconductor 
case, the total SHG intensity is practically independent of the 
direction of illumination, though in case (a), emission is isotro-
pic and is polarized parallel to the NWs, while in case (c), it has a 
dipole symmetry and is polarized perpendicular to them.

At the plasmon resonance for emitted light, ω ω≅ p /( )2 2 , 
all contributions to the SHG, except Equation 26.17, contain the 
diverging factor [ε(2ω) + 1]2, so that the SHG for all light direc-
tions and polarization increases at ω ω→ p /( )2 2  in a similar 
manner with the anisotropy remaining constant. Taking into 
account that ε ω( ( ))p / 2 2 7≅ − , it can be seen that in the vicinity 
of this low-frequency resonance, light with the parallel polariza-
tion (case (b) ) causes a SHG three orders of magnitude larger 
than that with perpendicular polarization, qualitatively similar 
to the situation in semiconductor NWs.

26.2.4.2  Experiment

First experimental investigations of SHG in NWs (Barzda et al. 
2008) were performed on ZnSe NWs with a length of 8–10 
microns and a diameter of 80–100 nm, excited by a laser at a 
1029 nm wavelength, that satisfies the quasi-static condition 
ωa/c << 1. The angular dependence of the SHG efficiency ISH(θ) 
measured by changing the angle θ between the sample axis and 
the excitation beam polarization is presented by experimental 
points at Figure 26.8. It is seen that this dependence has a very 
strong character with ISH(0) (parallel polarization) exceeding 
ISH(90°) (perpendicular polarization) by more than an order of 
magnitude.

An adequate quantitative interpretation must be based 
on  the theoretical results of Section 26.2.4.1. In the experi-
ment, the light wave vector k was always perpendicular to the 
NW, so that only conclusions for the cases (b) and (c) are rele-
vant. It is claimed that the SHG caused by the optical field with 
a longitudinal polarization E∥ can be written as the radiation 

of an effective dipole parallel to the light wave vector with the 
intensity distribution Equation 26.22 proportional to sin2 φ, 
while in the SHG caused by E⊥, the dominating component 
has a quadrupole character (Equation 26.19) with the intensity 
proportional to sin2(2φ). In the experiments, the detector col-
lected radiation from a wide angle −49° < φ < 49° (see Figure 
26.9), so that Equations 26.19 and 26.22 should be integrated in 
these limits. This results in an additional form-factor equal to 
0.36 for parallel and to 0.93 for perpendicular light polariza-
tion. By taking into account that E∥ = E0 cos θ and E⊥ = 2E0sin θ/ 
(ε + 1), we obtain the final result for the detected intensity of 
the SHG:
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FIGURE 26.8 Polarization dependence of the SHG intensity (Barzda 
et al. 2008). The dots represent experimentally measured values, the 
solid line corresponds to the theoretical formulae (Equations 26.25 and 
26.26). (From Barzda, V. et al., Appl. Phys. Lett., 92, 113111, 2008. With 
permission.)
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FIGURE 26.9 Schematic angular distribution of the SHG intensity 
for: (a) θ = 0 (dipole mode) and (b) θ = 90° (quadrupole mode). k depicts 
the wave vector of the excitation light. The NW axis is perpendicular to 
the page. The orientation of the optical electric field E0

ω  is perpendicu-
lar to the page in (a) and lies in the page plane in (b). The photodetec-
tor collects SHG radiation emitted in the forward direction within the 
shaded area. (From Barzda, V. et al., Appl. Phys. Lett., 92, 113112, 2008. 
With permission.)
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For semiconductor NWs with ε >> 1, Equation 26.25 predicts 
giant angular oscillations of the SHG with the maximum/
minimum ratio of the order ε3/10. For ZnSe, the value of ε 
reported by different authors varies from 5.9 to 7.2 (Grigoriev 
and Meilikhov 1997) but even for the smallest of these numbers, 
the theoretical ratio exceeds the corresponding experimental 
value from Figure 26.8, which is close to 20. The most evident 
explanation is attributed to deviations from an ideal cylindrical 
NW geometry used in deriving Equations 26.19 and 26.22. Free-
standing NWs are inevitably bent, so that the local value of θ 
changes along the NW. After replacing θ by θ + δθ and averaging 
over small δθ with Gaussian properties, Equation 26.25 acquires 
an additional term

 
δ δθ θ θ δθ θI ESH ∝ +



3 20

4 2 2 2 2 2( ) sin cos ( ) sin .  (26.26)

As a result, for ( )δθ ε2 3 2 > 2  the maximum/minimum ratio 
becomes equal to 3 2( )δθ , independent of the NW dielectric con-
stant. The solid line in Figure 26.8 shows the theoretical angular 
dependence ISH(θ) given by Equations 26.25 and 26.26 demon-
strating a good agreement between theory and experiment. The 
best fitting of results was obtained for the value of the average 
NW corrugation ( ) .δθ 2 0≅ 2.

26.2.5  Core–Shell Nanowires

26.2.5.1  Potential Distribution

So far, we have separately analyzed the optical properties of semi-
conductor and metal nanostructures and demonstrated their 
essential distinctions. In this connection, it is very interesting 
to investigate the properties of core–shell structures containing 
both types of layers, where luminescence in the semiconductor 
part can be amplified due to the plasmon effects in the metal 
part. Fabrication of such structures has been demonstrated 
experimentally (Lauhon et al. 2002, Choi et al. 2003).

As a starting point, we must find the formula for the intensity 
of the optical electric field inside such a structure, which would 
generalize Equation 26.1 to the case of an NW consisting of a 
central core with r1 and a dielectric constant ε1, and a shell with 
radius r2 and a dielectric constant ε2. Calculations show (Ruda 
and Shik 2005a) that an external electric field E0, perpendicular 
to the NW axis, creates in the core a uniform field
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where p = 1 − (r1/r2)2 is the relative shell volume. The field in the 
shell is a sum of a uniform field and that of a linear dipole:
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For E0 parallel to the NW axis, E1 = E2 = E0. Formulae (Equations 
26.27 and 26.28) can be used to determine the spectra and the 
polarization dependence of optical absorption in core–shell 
NWs. We restrict our analysis to the already mentioned case of a 
metal shell and a semiconductor core, promising luminescence 
amplification.

The specific features of the optical response of metal shells 
arise from the fact that the plasmon-related absorption maxi-
mum for the light with perpendicular polarization is split into 
two maxima with positions depending on the relationship 
between r1 and r2. The frequency regions near the plasmon 
resonances are characterized by an anomalously high electric 
field strength (light amplification) both in the core and in the 
shell. As it has been already pointed out for core–shell nanodots 
(Neeves and Birnboim 1989), this can be used for the enhance-
ment of optical effects in a core (in NWs—only for light with 
perpendicular polarization). There is also a reciprocal effect: 
an oscillating dipole d0 in the core is created far from the wire 
radiation field that may be considerably larger than that in a uni-
form medium. This effect of light amplification will be consid-
ered later in Section 26.2.5.3. In the next section, we investigate 
the optical absorption near the plasmon resonances caused by 
the increased electric field E2 in the shell.

26.2.5.2  Spectra and Polarization 
Dependence of absorption

To calculate the optical absorption in a core–shell NW caused 
by light with a perpendicular polarization, we must integrate 
the local absorption Im ε2|E2(r)|2 over the whole shell. Using the 
Drude formula for ε2 and Equation 26.28 for E2(r), we obtain the 
absorption spectra shown by solid lines in Figure 26.10. These 
contain two maxima corresponding to plasmon resonances 
where the real part of the denominator in Equations 26.27 and 
26.28 vanishes and the electric field in the NW becomes anoma-
lously large. With an increasing p, the maxima approach each 
other and the low-frequency one diminishes so that at p → 1 
we get a single peak at ω ω= p / 2  corresponding to the plasma 
resonance in a metal cylinder.

Similar phenomena in core–shell nanodots have been already 
observed experimentally (Zhou et al. 1994, Oldenburg et al. 1998) 
and have a good theoretical description (Neeves and Birnboim 
1989, Ruda and Shik 2005b). It is important to emphasize that, con-
trary to nanodots, the described two-peak absorption spectra in 
NWs are observed only for light polarized perpendicularly to the 
NWs. For parallel polarization, when the electric field in the NWs 
is equal to the external one, we have simple monotonically decreas-
ing spectra reflecting the low-frequency absorption given by Im ε2.
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If the core is a semiconductor with the bandgap Eg < ħω then, 
besides the absorption described above, there is also interband 
absorption in the core proportional to |E1(r)|2. The spectrum of 
this absorption can be easily calculated from Equation 26.27 and 
is shown by dashed lines in Figure 26.10. The spectrum also has 
a double maximum structure qualitatively similar to a metal 
shell one, but contrary to that, suffers a dramatic drop with an 
increasing ε1 due to the extrusion of the electric field from the 
high-ε core. We emphasize that absorptions in a shell and a core 
depend on different parameters (i.e., the plasma frequency and 
the scattering rate in metals, and the bandgap width and the 
interband matrix element in semiconductors) and thus we can 
not compare the amplitudes of solid and dashed curves and say 
a priori what type of absorption is dominating. Moreover, it is 
also difficult to distinguish experimentally these two absorption 
components since the absorption spectra in a shell and a core 
have qualitatively similar characteristics. The problem can be 
solved by measuring the excitation spectrum for core lumines-
cence, which is proportional only to the partial absorption in the 
core shown by the dashed lines in the figure.

As mentioned above, the dashed lines in Figure 26.10 actu-
ally show the spectral dependence of the electric field in a core 
|E1(r)|2. As we have shown in Section 26.2.1, the semiconductor 

and the metal NWs have opposite characteristics of electrical 
anisotropy: the perpendicular component of the electric field is 
suppressed as compared with the parallel one, in a semiconduc-
tor NW, and enhanced in a metal NW in the vicinity of a plas-
mon frequency. In composite core–shell structures, both cases 
can be realized, depending on the shell thickness and the light 
frequency. The corresponding “phase diagram” using p-ω axes, 
is shown in Figure 26.11. The areas above the line(s) correspond 
to the “metal” case E⊥ > E0⊥ while those below the line(s)—to the 
“semiconductor” case E⊥ < E0⊥. In other words, these lines cor-
respond to |A| = 1 where the amplification factor A ≡ E⊥/E0⊥ is 
given by Equation 26.27. At a small p, we naturally deal with the 
“semiconductor” regime. One might be surprised that at p → 1, 
the regime is not “metal” but should be pointed so that the figure 
describes the field not in a metal shell, but in a semiconductor 
core, which in the limit of a pure metal nanowire p → 1 simply 
disappears.

The condition |A| > 1 is satisfied in the vicinity of plasmon 
resonances, which means that for light-inducing interband 
absorption in the core, the intensity of the electron-hole pair 
generation, and hence, the intensity of the luminescence caused 
by these pairs is larger than in the absence of a metal shell. That 
is why, for A, we use the term “amplification factor.”
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FIGURE 26.10 Absorption spectra of NW with a metal shell for p = 0.2 (a), 0.5 (b), 0.8 (c) and ν = 0.1ωp and a semiconductor core with ε1 = 3 
(curves 1) and ε1 = 10 (curves 2) for light polarized perpendicularly to NWs. Solid curves correspond to the absorption in a metal shell, dashed 
curves—in a semiconductor core. (From Ruda, H.E. and Shik, A., Phys. Rev. B, 72, 115308, 2005a. With permission.)
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26.2.5.3  Luminescence amplification

Metal shells may cause amplification not only of the ac electric 
field of exciting light but also of the light emitted by a semicon-
ductor core. The ac electric field emitted by a core, which can be 
considered as an effective dipole d0, is disturbed by a metal shell 
so that the field far from the nanostructure looks like one created 
by some other effective dipole d. By analogy with the previous 
section, we may expect that in the vicinity of a plasmon reso-
nance, the condition |d/d0| >> 1 can be realized, which means an 
effective amplification of the emitted radiation as well.

Calculations show that the luminescence of core–shell struc-
tures is characterized by exactly the same rules as absorption. 
The field of dipoles parallel to the NW axis is not disturbed by 
image forces, while the field of perpendicular dipoles acquires 
the same amplification factor A as given by Equation 26.27. As a 
result, for an isotropic distribution of effective dipoles, such as in 
a cubic semiconductor core in the absence of size quantization, 
the emission from an NW acquires a partial polarization paral-
lel to its axis at |A| < 1 (as in Section 26.2.3) or perpendicular at 
|A| > 1. Since A has a strong frequency dependence, the compo-
nents of the emitted light with a different polarization may have 
different spectra depending on the metal shell parameters.

From the applied point of view, the most important conclu-
sion is as follows: by a proper choice of the metal-shell param-
eters, we can make one of the plasmon peaks coincide with the 
luminescence line in the core, which will result in an increase 
in the luminescence intensity (Ruda and Shik 2005b). It would 
be even more attractive to enhance the photoluminescence dra-
matically by a simultaneous amplification of both the exciting 
and the emitting light. Such a situation often occurs in surface-
enhanced Raman scattering (Moskovits 1985) but in lumi-
nescence, its realization is more difficult since the difference 

in frequencies of exciting ωex and emitted ωem light is usually 
quite large and cannot be covered by a single plasmon peak. 
However, in core–shell structures, such double amplification 
can be reached by using both plasmon peaks as shown in Figure 
26.10. In this case, the shell parameters should be chosen in 
such a way that the low-frequency peak corresponds to ωem in a 
given NW core while the source of excitation is tuned for ωex to 
coincide with the second high-frequency peak (Ruda and Shik 
2005a).

26.3  arrays of Nanorods

26.3.1  Polarization Memory in random 
Nanorod arrays

26.3.1.1  theory

The whole sections 26.2 was devoted to the optical properties of 
individual NWs or NRs and now we will discuss similar effects 
in NW arrays. All the polarization-dependent effects remain the 
same in such arrays as a system of parallel NWs (say, in porous 
dielectric matrices) with a relatively large distance between 
the NWs, but in the case of randomly oriented semiconductor 
NWs or NRs (say, in a polymer matrix or solution), the situa-
tion changes. Such a system has macroscopically isotropic opti-
cal properties but simultaneously possesses a very interesting 
property of polarization memory (Lavallard and Suris 1995, 
Ruda and Shik 2005a). If we excite photoluminescence in the 
system using polarized light, in accordance with Section 26.2.1, 
nonequilibrium carriers will be generated mostly in the NWs 
that are oriented close to and parallel to the light polarization. 
According to Section 26.2.3, light emitted by these NWs will 
have a preferable polarization parallel to their axes, or in other 
words, parallel to the polarization of the exciting radiation. In 
other words, an anisotropic random array of nanostructures 
“remembers” the polarization of the exciting radiation and emits 
luminescence in the same direction of polarization.

To calculate this effect in a random system of thin NWs, 
we assume that the NW array occupies the semi-space x < 0 
and study the polarization of the net luminescence excited by 
z-polarized light and measured at some point (x0, 0, 0) outside 
the array (that is, x0 > 0). The principle of calculation is as fol-
lows. We take some NWs with an orientation characterized by 
the spherical angles (θ, α) and consider it as a line of emitting 
dipoles with components d0 along the NW axis and 2d0ε0/(ε + ε0) 
in two other directions. Then, as in Section 26.2.3.1, we find the 
components (Sx)∥ and (Sx)⊥ of the Poynting vector created by 
these dipoles at the point (x0, 0, 0). Since, according to Equation 
26.3, the intensity of the absorbed exciting light and hence the 
intensity of the luminescence depends on θ being proportional 
to (ε + ε0)2cos2 θ + 4ε0sin2 θ, we integrate (Sx)∥ and (Sx)⊥ over θ 
and α with this weighting factor obtaining the total intensities 
I∥,⊥ of light emission with polarizations parallel and perpendicu-
lar to the polarization of the exciting light.

Referring the reader to Ruda and Shik (2005a) for the details 
of calculations, we present only the final result:
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FIGURE 26.11 Values of p and ω, for which E⊥ = E0⊥ at ε1 = 3 (solid 
line) and ε1 = 10 (dashed lines). The area above the line(s) corresponds to 
E⊥ > E0⊥. (From Ruda, H.E. and Shik, A., Phys. Rev. B, 72, 115308, 2005a. 
With permission.)
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(26.29)

Equation 26.29 shows that maximal possible polarization, 
reached at |ε/ε0| >> 1, is equal to I∥/I⊥ = 3. In terms of the polar-
ization ratio P I I I I= −( ) +( )⊥ ⊥|| ||  it corresponds to P = 0.5. 
Figure 26.12 shows this polarization ratio for an arbitrary rela-
tionship between ε and ε0. For InP NWs in air (ε/ε0 = 12.7), we 
get P = 0.44. It is worth noting that at ε < ε0 (e.g., in metal NWs 
near the plasmon resonance), when the electric field in the NWs 
has a preferably perpendicular orientation, the system also has a 
polarization memory. This effect is weaker than at a large ε, with 
the maximal P = 6/68 = 0.088.

As we have shown in Sections 26.2.1.2 and 26.2.3.2, for thick 
NWs, the polarization characteristics for absorption and emis-
sion vary dramatically with the light frequency. As a result, the 
polarization memory in these objects must demonstrate a strong 
dependence on the frequency of both the exciting (ωex) and the 
emitted (ωem) light and even change its sign at some intervals of 
ωex and ωem. The quantitative description of this effect (Ruda and 
Shik 2006) is based on the same approach as that for thin NWs 
resulting in Equation 26.29 but with two distinctions. First, the 
values of the longitudinal and the transverse components of the 
effective dipole moments in the NW are no longer constant but 
given by Equations 26.12 and 26.13 with k = ωem/c. Second, the 
intensity of the absorbed exciting light and hence the intensity 
of the luminescence (the weighting factor in the angular aver-
aging) is now equal to I Ia a

|| ( )cos ( )sinω θ ω θex ex
2 2+ ⊥  where the 

intensities of the absorbed light Ia
||  and Ia

⊥  are determined from 
Equations 26.5 and 26.6 according to the procedure described in 

Section 26.2.1.2. The final answer for the ratio of luminescence 
intensities with polarization parallel and perpendicular to that 
of the exciting light is
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To clarify, we emphasize the difference in notations between 
Equations 26.29, 26.30 and 26.10 where I e

||  and I e
⊥  referred to 

the light polarized parallel and perpendicular to the NW axis. 
Figure 26.13 shows the dependences of the system polarization 
ratio P I I I Ie e e e e= −( ) +( )⊥ ⊥|| ||  on the frequencies of the exciting 
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FIGURE 26.12 Luminescence polarization ratio in a random system 
of nanowires exited by polarized light. The dot-and-dash line corre-
sponds to the limiting value P = 0.5. (From Ruda, H.E. and Shik, A., 
Phys. Rev. B, 72, 115308, 2005a. With permission.)

0.0 1.0 2.0 3.0
–0.4

–0.2

0.0

0.2

0.4

(a)

3.0

0.6

2.0 1.8
0.8

1.6

2.6 2.8 2.2

1.0
2.4

0.41.4

1.2
0.2

Pe

0.5 1.5 2.5
ωem a/c

0.0 1.0 2.00.5
ωex a/c

1.5 2.5 3.0
–0.4

–0.2

0.0

0.2

0.4

(b)

1.2
2.2

1.02.0
1.8  2.8

2.41.6
0.8

1.4

0.6

0.4

0.2

Pa

FIGURE 26.13 Polarization ratio of photoluminescence for a ran-
dom NW system with ε = 9, ε0 = 1. (a) Luminescence spectra Pe(ωema/c) 
for different ωex. Numbers at the curves indicate the values ωex/c. The 
curves corresponding to ωexa/c = 2.6 and 2.8 practically coincide. (b) 
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to zero and is not presented in the figure.
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and the emitted light, given by Equation 26.30. Since in standard 
photoluminescence measurements ωex always exceeds ωem, parts 
of the curves in Figure 26.13 where this condition is violated are 
given by dashed lines. At ωex, ωem → 0, polarization tends to its 
low-frequency limit shown in Figure 26.12 and for our choice 
ε/ε0 = 9 equal to Pe ≅ 0.40.

It is important to mention that if the NW material is char-
acterized by several luminescence lines with essentially differ-
ent frequencies, then these lines may have different degrees of 
polarization, in accordance with Figure 26.6. Since the curve at 
the figure crosses the level I Ie e

|| = ⊥, there exists even the possibil-
ity when one of the luminescent lines may have. The latter case 
could be called “polarization anti-memory.”

26.3.1.2  Experiment

The effect of polarization memory was first observed in porous 
Si (Kovalev et al. 1995) that has only a distant resemblance 
to a system of NWs or NRs. Hence, for demonstration of its 
main experimental features, we have chosen subsequently 
more detailed measurements in CdSe/ZnS NRs (Kravtsova et al. 
2007) with the aspect ratio l/2a ≅ 2.4 dissolved in a liquid and 
hence having a randomly distributed orientation. Figure 26.14 
shows the luminescence spectrum consisting of two peaks cor-
responding to interband transitions between different size-
quantized states. Polarization properties of the emitted light 
are presented in the form of luminescence spectra for different 
angular positions of the analyzer related to the direction of the 
exciting light polarization E0. The luminescence is seen to be 

polarized mostly parallel to E0, in qualitative agreement with 
theoretical predictions.

The quantitative treatment of the results meets with some dif-
ficulties. According to Equation 26.29, the amplitude of polariza-
tion memory in small nanostructures has some universal value 
depending only on ε/ε0. However, in the experiment, this ampli-
tude differs noticeably for two different spectral lines in the same 
NRs. Besides, for the short wavelength peak, the amplitude of 
polarization memory exceeded the theoretically predicted one, 
while for the long wavelength peak, it was always less. These 
results could be explained if the matrix element responsible for 
the ground state 573 nm-long wavelength peak is larger for per-
pendicular light polarization (it is really the case for NRs with a 
small aspect ratio (Hu et al. 2001) ) while that at 470 nm is either 
more isotropic or larger for parallel polarization. This is in agree-
ment with the theoretical (Li and Wang 2003) and the experi-
mental (Thomas et al. 2005) conclusions of essentially different 
polarization properties of different optical transitions in NRs.

26.3.2  Plasmon Spectra in Self-assembled 
Nanorod Structures

26.3.2.1  Self-assembling of Metal Nanorods

In the recent years, an impressive success has been achieved in 
fabricating various arrays of metal NRs by their self-assembling 
in solution. The most comprehensive results in this direction 
were obtained by using Au NRs with the lateral surface covered 
by a double layer of hydrophilic molecules and the ends termi-
nated with polystyrene molecular chains (Nie et al. 2007, 2008). 
Such building blocks in solution can form different ordered 
arrays, such as chains, bundles, raft-like structures, rings, etc. 
(Figure 26.15), depending on the chemical composition of the 
solvent. In these systems, the distances between the NRs are very 
small, compared to their diameter, so that the electric fields of 
plasmons in neighboring NRs overlap and the plasmon spec-
trum of the system becomes different from that of individual 
NRs and depends on the NR array topology. Figure 26.16 shows 
the plasmon absorption spectra in some of these structures 
formed from identical NRs. They consist of two peaks (longitu-
dinal and transverse plasmons) where the long wavelength one, 
corresponding to longitudinal plasmons (see Section 26.2.2.1), 
demonstrates a strong dependence on the array geometry.

Some general qualitative regularities were already formulated 
in literature and found their experimental confirmation in sys-
tems of NRs and nanodots. It was demonstrated (Rechenberger 
et al. 2003, Su et al. 2003) that by reducing the inter-nanoparticle 
separation in the direction of light polarization, a red shift in 
the plasmon resonance occurs, in contrast with a blue shift for 
the perpendicular direction of polarization. It has a simple quali-
tative explanation. The end-to-end alignment of NRs increases 
the effective length of an NR, which results in a decrease of the 
longitudinal depolarization factor n∥ and, according to Equation 
26.7, a decrease in the longitudinal plasmon frequency ω∥, while 
the side-to-side arrangement increases the effective n∥ and ω∥. 
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FIGURE 26.14 Photoluminescence spectrum of the NR solution for 
excitation by linearly polarized light with λ =366 nm. Different curves 
correspond to the luminescence components with a polarization 
in the direction forming the angle θ with the polarization of excita-
tion. θ increases from the upper to the lower curve with the step 10°. 
The amplitude of the luminescence in the spectral region λ < 520 nm 
is shown with the magnification factor 10. (From Kravtsova, Y. et al., 
Appl. Phys. Lett., 90, 083120, 2007. With permission.)
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In the next sections, we present theoretical models allowing one 
to make some quantitative calculations of plasmon characteris-
tics and their comparison with the experiment.

26.3.2.2  Longitudinal Plasmon Shift

Let us consider some arbitrary system of metal NWs or strongly 
anisotropic NRs (further we will mention them simply as NWs) 
and find the polarization of each NW in an external uniform 

electric field E0. We assume that the NW radius a is many 
times smaller than both their length l, so that for calculations 
of longitudinal plasmons, the radial distribution of the induced 
charges is inessential and we may characterize each NW by a 
linear charge density q(z) depending on one single coordinate z 
measured along the NW axis. In the absence of a direct electri-
cal contact between the NWs, their total charges remain zero: 

q z dz
l

l
( )

/

/
=

−∫ 0
2

2
. For each metal NW, the charge distribution q(z) 

is found from the condition of equipotentiality (Ruda and Shik 
2007b). It means that the external field potential −E0zz is exactly 
compensated by the joint potential created by the charges of all 
NWs including the given one. To describe the potential created 
by q(z) of the same NW in a medium with the dielectric constant ε, 
we use the approximate expression 2q(z)ln(l/a)/ε valid for l >> a 
(Averkiev and Shik 1996). Potentials of all other NWs can be 
obtained by a simple Coulomb expression neglecting the finite 
thickness of NWs.

We demonstrate the described procedure for the case of two 
in-line NWs separated by the interval b and occupying the seg-
ments (−l − b/2, −b/2) and (b/2, l + b/2) of the z-axis. Noting the 
charge densities in the NWs as q−(z) and q+(z), respectively, we 
obtain the system of two equations:
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FIGURE 26.15 NR arrays obtained by self-assembling in different solvents. (From Fava, D. et al., Adv. Mater., 20, 4318, 2008. With permission.)
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Instead of q±, we introduce two dimensionless functions η±(ξ) 
determined from

 
q z E

l a
z lz

± ±= + ( )
ln( )

( )ε η ξ0

2 /  (26.32)

where ξ is the dimensionless coordinate measured from the cen-
ter of the corresponding NWs: ξ = [z ∓ (b/2 + l/2)]/l. It can be 
easily shown that η−(−ξ) = −η+(ξ). Finding C± from the neutrality 

conditions: η ξ ξ±
−

=∫ ( )
/

/
d 0

1 2

1 2
, we reduce Equation 26.31 to one 

single equation for η+(ξ):

 

2
1

2 3 2
2 1 2

ln ( )
( )

( )lnl
a

d





−
′ ′

+ ′ + +
+ ′ ′ + +

′ + ++
+

+η ξ
η ξ ξ

ξ ξ β
η ξ ξ β

ξ ββ
ξ

β
β

ξ β ξ







′

= + +
+







− + + +

−−
∫∫
1 2

1 2

1 2

1 2

1
2

2
1

1 2

/

/

/

/

ln ( )ln

d

33 2
2 1 2

2
2
1 2

2
1

3

4

2

+
+ +







+ +
+









 + +

+

β
ξ β

β β β
β

β β β
β

ln ( )
( )

ln ( )
( ))

.2










 
(26.33)

This equation was solved numerically for l/a = 10, which cor-
responds to the experimental results (Nie et al. 2007) to be dis-
cussed later. After q(z) is found, the total dipole moment P of an 

NW is easily found: P zq z z= ( )∫ d , which, in turn, determines 
the depolarization factor n∥ = E0zV/(4πP) (V is the NR volume) 
(Landau and Lifshitz 1984), connected with the longitudinal 
plasmon frequency ω∥ by Equation 26.7.

Using a similar approach, the frequency ω∥ was found (Ruda 
and Shik 2007b) for two other systems: the infinite periodic 
NR chain and a pair of two side-by-side NRs with the distance 
d > 2a between the axes. The resulting dependences of the lon-
gitudinal plasmon frequency ω∥ on inter-NR distances b or d 
for all three cases are presented in Figure 26.17. It is seen that, 
in accordance with the above-mentioned qualitative consider-
ations, ω∥ demonstrates a red shift for chains and a blue shift 
for bunches of NRs. Figure 26.17 also contains experimen-
tal points (Nie et al. 2007) partially taken from the curves of 
Figure 26.16. It is seen that the results for in-line structures 
(curves 1 and 2) demonstrate a good qualitative agreement but 
the experimental dependences are steeper than the theoretical. 
This effect can be caused by the fact that the polystyrene mol-
ecules connecting the NR tips are also polarized in the external 
electric field, so that the effective local dielectric constant of 
this gap exceeds that of the solvent. This distorts the electric 
field pattern and increases the intensity of inter-NR interaction 
and hence, the value of P, as compared to the ideal case con-
sidered above. For the side-by-side NR assemblies, practically 
all the lines of the electric field responsible for the inter-NR 
interaction are concentrated in the region filled by hydrophilic 

molecules, so that the dielectric inhomogeneity of the system 
is irrelevant, and curve 3 demonstrates not only qualitative but 
also quantitative agreement.

26.4  Conclusion

We have described a large variety of polarization-sensitive opti-
cal phenomena in anisotropic nanostructures, such as NWs and 
NRs. The phenomena have a universal character being exclu-
sively due to the difference in the dielectric constants between 
nanostructures and their environment. They include a strong 
dependence of linear (absorption, photoluminescence, photo-
conductivity, etc.) and nonlinear optical properties on polariza-
tion of the exciting light, as well as a high degree of polarization 
of luminescence emitted by these systems. The joint action of 
absorption and emission anisotropy results in a polarization 
memory in random arrays of NWs and NRs. In metal nano-
structures, all the mentioned phenomena exhibit a dramatic 
dependence (including sometimes the change of sign) on the 
light frequency, related to plasmon effects. In composed metal-
semiconductor nanostructures, these effects can be used for 
luminescence amplification. In ordered self-assembled arrays of 
metal NRs, the plasmon-related optical spectra are sensitive to 
the array geometry. All the described effects are provided with 
proper theoretical description and illustrated by experimental 
observations performed in recent years.
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27.1  General Introduction: 
Fundamentals of Nonlinear 
Optics and Different 
Nonlinear Optical Effects

In recent years, nonlinear optical (NLO) materials have attracted 
substantial research interests due to their potential applications 
in information processing and telecommunications [1–4]. NLO 
processes are particularly useful in photonic devices where pho-
tons are used to transmit and process information. Modification 
in the optical properties of a material by the strong oscillating 
electric field of a laser beam is in general discussed in the study 
of NLO. NLO processes have been observed in a wide variety of 
materials starting from molecules and clusters to bulk materials 
[5–14]. In molecular systems, the optical nonlinearity depends 
on the geometrical arrangement of molecules, whereas in case 
of bulk systems, the electronic characteristics of the system 
determine the optical nonlinearity. Various experimental as 
well as theoretical results have reported that NLO properties 
of small atomic clusters depend on the geometry and the elec-
tronic structure property of these materials [15,16].

In general, the electric dipole moment μa of a molecular sys-
tem is expressed as
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In the above equation, Ea(r⃗, t), Eb(r⃗, t), …, are the external 
electric fields consisting of a monochromatic and a static 

part, and a, b, …. are equal to the Cartesian directions x, y, or z. 
The first term in Equation 27.1 denotes the dipole moment 
of the system. αab, βabc, and γabcd represent the elements of 
the linear polarizability tensor, the first-order hyperpo-
larizability tensor, and the second-order hyperpolarizabil-
ity tensor, respectively. The time dependence of the dipole 
moment leads to various frequency-dependent polarizabili-
ties and hyperpolarizability tensors. The first-order hyper-
polarizability tensor is described in terms of static first-order 
hyperpolarizability [β (0; 0, 0)], second-harmonic generation 
(SHG) [β (−2ω; ω, ω)], electro-optical Pockels effect (EOPE) 
[β (−ω; ω, 0)], optical rectification (OR) [β (0; ω, −ω)], sum-
frequency generation (SFG), and difference-frequency gen-
eration (DFG). Similarly, in the case of the second-order 
hyperpolarizability tensor, apart from the static part [γ (0; 0, 
0, 0)], there exists frequency-dependent components, namely, 
the third-harmonic generation (THG) [γ (−3ω; ω, ω, ω)], 
the electro-optical Kerr effect (EOKE) [γ (−ω; ω, 0,  0)], the 
dc-induced second-harmonic generation (dc-SHG or elec-
tric field-induced second-harmonic generation (EFISH)) 
[γ (−2ω; ω, ω, 0)], and the  intensity-dependent refractive 
index (IDRI) [γ (−ω; ω, −ω, ω)] or the degenerate four-wave 
mixing (DFWM). Among the different NLO properties, the 
first-order hyperpolarizability is important because it is the 
simple third-order molecular property and responsible for 
phenomena such as the SHG and the EOPE. On the other 
hand, the second-order hyperpolarizability tensor is related 
to physical properties like the EOKE. It is also significant in 
the perspective of quantum optical effects like self-focusing 
and self-defocusing effects in a material.

In the presence of an electric field of field strength

 E t E e E e c ci t i t( ) . ,= + +− −
1 2

1 2ω ω  (27.2)
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the second-order nonlinear polarization induced in a crystal 
is expressed as

 P t E t( ) ( )( ) ( ) ,2 2 2= χ  (27.3)
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The first and second terms in Equation 27.4 represent the SHG, 
which is useful in the perspective of optoelectronic phenomenon 
such as tuning the frequency of the laser beam. The expression 
2 1 2

1 2E E e i t− +( )ω ω  and 2 1 2
1 2E E e i t* ( )− −ω ω  are associated with the sum-

frequency generation (SFG) and the difference-frequency gen-
eration (DFG) respectively. The SFG is used to produce tunable 
radiation in the ultraviolet spectral region and the DFG produces 
tunable radiation in the infrared region. The process of the DFG 
is also used in the design of the optical parametric oscillator. The 
last term of Equation 27.4 does not show any frequency depen-
dence and leads to a process known as optical rectification (OR).

The third order contribution to the nonlinear polarization is 
given by

 P t E t( ) ( )( ) ( ) ,3 3 3= χ  (27.5)

In the case of the monochromatic applied electric field (E(t) = 
ξ cos ωt), the nonlinear polarization is expressed as

 P t t t( ) ( ) ( )( ) cos cos .3 3 3 3 31
4

3 3
4

= +χ ξ ω χ ξ ω  (27.6)

The first term of Equation 27.6 illustrates the third-harmonic 
generation (THG), which describes the response of the sys-
tem at the frequency of 3ω. The second term in Equation 27.6 
leads to a nonlinear contribution to the refractive index of the 
electromagnetic wave of frequency ω. This is recognized as the 
intensity-dependent refractive index (IDRI). In the presence of 
such nonlinearity, the refractive index becomes

 n n n I= +0 2 ,  (27.7)

where n0 is the linear refractive index and

 n
n c2

2

0
2

312= π χ( ),  (27.8)

n2 is an optical constant that characterizes the strength of the 
optical nonlinearity. I is the intensity of the incident wave 
expressed as I = (n0c/8π)ξ2. The intensity-dependent refractive 
index (IDRI) is related to optical phenomenon, such as the self-
focusing of the electromagnetic wave. Self-focusing occurs in a 
material in which n2 is positive and the electromagnetic waves, 
with a nonuniform transverse intensity distribution, curve 
towards each other after passing through such material.

27.2  Quantum Formulation 
of Nonlinear Optics

A large number of quantum chemical techniques have been 
employed for the evaluation of the NLO properties of materi-
als. Jensen et al. have developed a dipole interaction model. This 
model successfully describes the response properties of large 
aggregates of molecular clusters [17]. The density-matrix renor-
malization group (DMRG)-based formalism was proposed by 
Pati and coworkers and successfully applied in the description 
of the frequency-dependent NLO properties of π-conjugated sys-
tems [18]. Standard techniques like the time-density functional 
theory, the time-dependent Hartee Fock technique, as well as the 
finite-field methods [19] based on DFT are also very successful 
in describing the NLO responses of several classes of materials. 
The quantum chemical approach, like the density functional 
theory, had its limitations in the case of long-range dispersion 
interaction and has been improved by the introduction of the 
dispersion-corrected  DFT DFD-D [20,21] technique. Higher-
order wavefunction-based methods like the coupled cluster 
approach and the MP2 technique are also efficient but they are 
excessively expensive. In addition to these, the response prop-
erties are also evaluated through semi-empirical methods like 
ZINDO/MRDCI (multi reference doubles-configuration inter-
action) formalism with a correction vector. [22]. Another well-
celebrated quantum chemical approach is the use of the two-state 
model proposed by Oudar and Chemla [23]. This model relates 
the nonlinear optical coefficients to the excited-state energy, the 
oscillator strength and the dipole moment of the molecule under 
consideration. The theoretical results of Zyss [24] and Andrews 
et al. [25] successfully established the two-state model of Oudar 
and Chemla. Datta and Pati [26] employed the two-state model to 
discuss the role of dipolar interaction and H-bonding in tuning 
the response properties in molecular aggregates. This model is 
simple and particularly useful in the case of charge-transfer sys-
tems [27]. In this two-state model, the expression of β is given by

 
β ω µ

ω ω ω ωtwo-level =
− −

3
2 4

2
01 01

01
2 2

01
2 2

e f
�

∆
( )( )

where
f is the oscillator strength
ω is the applied frequency
ω01 is the frequency of the optical transition between the 

ground state and the first dipole-allowed state
Δμ01 is the difference in moments between the ground state 

and the first dipole-allowed state

In the absence of an applied frequency, the above equation 
results in a first-order static hyperpolarizability tensor

 
β π µ

ω
( ; , ) .0 0 0 3 01

01
3= f ∆

In two-state formalism, the parameters like f, ω01 and Δμ01 
are estimated through standard excited approaches like the 
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configuration interaction scheme (CIS) or the time-dependent 
density-functional theory (TDDFT).

Apart from all those techniques described in the above para-
graph, another widely accepted quantum chemical technique of 
response calculation is the analytic approach. In this context, it will 
be useful to point out some of the basic differences between the 
finite-difference technique and the analytic approach. In the finite-
difference technique, the energy is calculated at different  values of 
the electric field; there after, the finite differentiation is performed 
to obtain the derivative of energies. The finite-difference method 
is suitable for any program capable of energy calculation in a per-
turbed system. However, the main limitation of this method is the 
prolonged computational time and it is not good enough when 
higher order derivatives of the energy are involved. On the con-
trary, in the analytical approach, physical properties are obtained 
by analytically evaluating the derivatives of the energy and are 
often preferred in response calculations. The main advantage of 
this technique is that it gives access to frequency-dependent prop-
erties and the data obtained are more accurate. This technique has 
been successfully applied by van Gisbergen et al. [28] in case of a set 
of small molecules. Sen et al. employed the same technique in case 
of CdSe clusters and Al4M4 clusters [11,13].

In the density-functional theoretical formulation of the ana-
lytic approach, the starting equation is a variation on the time-
dependent Kohn–Sham (TDKS) equation. In order to obtain the 
starting equation of the analytic approach in the time-dependent 
density-functional theory (TDDFT), the action integral of the 
TDDFT is considered.

 A t t i H t t
t

t

= ∂
∂

−∫d  
t

ψ ψ( ) ( ) ( ) ,

0

1

ˆ  (27.9)

where ψ is the wave function of the system. In terms of time-
dependent single-particle orbitals {φj(r⃗, t)}, the action integral 
becomes
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In Equation 27.10, the term vext(r⃗, t) is the time-dependent 
exchange-correlation potential and Axc is the exchange-corre-
lation part of the action functional. On considering the ortho-
normal Kohn–Sham orbital, the action integral produces the 
time-dependent Kohn–Sham equation as

ε ϕ ϕ ν ϕij j
j

i s it r t i
t

r t r t r t( ) ( , ) ( , ) ( , ) ( , )∑ + ∂
∂

= − ∇ +








 =

� � � �2

2
FF r ts iϕ ( , ),

�

 
(27.11)

In Equation 27.11, νs(r⃗, t) is the time-dependent Kohn–Sham 
potential and εij(r⃗, t) is the Lagrangian multiplier. Different 
choices of Lagrangian multipliers are allowed. With εij(r⃗, t) = 0 
we attain the canonical form of the Kohn–Sham equation. In 
the case of orbitals varying rapidly with time, εij(r⃗, t) is suitably 
chosen to avoid an unphysical divergence in the Kohn–Sham 
equation. The time-dependent density ρ(r⃗, t) is obtained from 
the relation

 ρ ϕ( , ) ( , ) ,
� �
r t r ti

i

= ∑ 2
occupied

 (27.12)

When φi(r⃗, t) is expanded in a fixed time-dependent basis set of 
atomic orbitals {χμ(r⃗ )}, the resulting expression becomes

 ϕ χµ

µ

µi r t r C t( , ) ( ) ( ),
� �

= ∑  (27.13)

In Equation 27.13, the coefficient Cμ(t) manifests the time depen-
dence of φi(r⃗, t). Finally, Equations 27.11 through 27.13 produces 
the time-dependent Kohn–Sham equation in the matrix form 
given by

 F C i
t

SC SCs − ∂
∂

= ε,  (27.14)

where S is the overlap matrix of the atomic orbitals with

 S r r rµν µ νχ χ= ∫d
� � �* ( ) ( ),  (27.15)

The density matrix (D) is expressed in terms of the coeffi-
cient matrix C and the occupation number matrix n and is 
expressed as

 D CnC= †.  (27.16)

The Kohn–Sham equation expressed in Equation 27.14 is the 
starting point of the perturbative expansion. Equation 27.14 is 
similar to the starting equation for the NLO calculation in the 
time-dependent Hartree–Fock technique (TDHF). In Equation 
27.14, the term Fs represents the Kohn–Sham matrix or the Fock 
matrix. This is expressed as

 F h D J vs xc= + +X 2 .  (27.17)

In the above equation, h is the one-electron integral matrix 
comprising kinetic energy, the Coulomb field of the nuclei, and 
the applied external electric field. J is the four-index Coulomb 
supermatrices.

When all matrices are expanded in different orders of external 
perturbation and ε is chosen as the time-dependent zero-order 
matrix, the canonical Kohn–Sham equation for the ground-state 
DFT is obtained and given by the following expression:

 F C S Cs
( ) ( ) ( ) ( ) ( ).0 0 0 0 0= ε  (27.18)
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The Lagrangian multiplier matrix [ε(0)] can be chosen at each 
order of perturbation. Now, if an external electric field of Ea(r⃗, t) 
is applied, the mathematical form of Ea(r⃗, t) being

 E r t E r e ea a i t i ta a( , ) ( ) ],
� �

= + + −X[1 ω ω  (27.19)

then in the dipolar approximation, the external perturbation 
term (H) to the Kohn–Sham Hamiltonian becomes

 H E r t= µ ⋅ ( , )
�

 (27.20)

where μ is the dipole-moment operator of the electrons.
The time dependence of the dipole moment produces various 

frequency-dependent hyperpolarizablity tensors. Frequency-
dependent polarizability and hyperpolarizability tensors are 
obtained from the trace of the dipole moment matrix [Ha] and 
the nth-order density matrix [D(n)] (where n = 1 for the linear 
polarizability α, n = 2 for the first-order hyperpolarizability ten-
sor β, n = 3 for the second-order hyperpolarizability γ and so 
on). If the inducing electric field of frequency ωa, ωb, ωc … acts 
in the direction a, b, c… the tensors can be represented as

 α ω ω ωσab b
a b

bH D( ; ) ( ) ,− = −  Tr  (27.21)

 β ω ω ω ω ωσabc b c
a bc

b cH D( ; , ) ( , ) ,− = −  Tr  (27.22)

 γ ω ω ω ω ω ω ωσabcd b c d
a bcd

b c dH D( ; , , ) ( , , ) ,− = −  Tr  (27.23)

where ωσ = ωb + ωc + … These expressions are a set of general-
ized equations in terms of frequencies. The polarizability and 
the hyperpolarizability tensors defined above are determined 
through the iterative solution of the time-dependent Kohn–
Sham (TDKS) equations given in Equation 27.14.

In ordinary TDDFT, the zeroth-order Kohn–Sham matrix is 
used, which is given by

 F h D Js xc
(0) (0) (0) (0)X(2= + +) ,ν  (27.24)

where h(0) contains the external potential terms that are of 
zero order in the external field, kinetic energy and the nuclear 
Coulomb field. The Coulomb super matrix J is independent of 
the external electric field and results in a Coulomb term of the 
form Dab…n(ωa, ωb, …, ωn)X(2J) in the nth-order Kohn–Sham 
matrix Fs

ab n
a b n

… …( , , , )ω ω ω . The external perturbation appears 
only in the first-order Kohn–Sham matrices. Higher-order 
Kohn–Sham matrices consist of a Coulomb and an exchange-
correlation part. Therefore, the general formula for the higher-
order Kohn–Sham matrices becomes

 

F D J

v

s
ab n

a b n
ab n

a b n

xc
ab n

a

...

...

( , , , ) ( , , , ) )

( ,

ω ω ω ω ω ω

ω ω

… ……=

+

X(2

bb n, , ),… ω  (27.25)

The Taylor expansions of Fs, C, ε, and D are inserted in the 
time-dependent Kohn–Sham equation (Equation 27.14), the 
normalization condition, and the density matrix (Equation 
27.16). This results in a first-order time-dependent Kohn–Sham 
equation as

 F C F C S C S C S Cs
a

s
a a a a( ) ( ) ( ) ( ) ( ).( ) ( ) ( ) ( ) ( )ω ω ω ω ω ε ε ω0 0 0 0 0 0 0+ + = +  

(27.26)

Higher-order coupled equations are obtained by equating the 
left and the right hand sides of the TDKS equation, the normal-
ization condition and the density matrix. The NLO properties 
are estimated through the iterative solution of the time-depen-
dent Kohn–Sham equations up to a certain order n. Primarily, 
the static Kohn–Sham equations are solved that result in matri-
ces F C Ds

( ) ( ) ( ) ( ), , ,0 0 0 0ε , and the converged SCF density ρ(0). These 
matrices are needed for the solution of the first-order Kohn–
Sham equation, which produces the first-order density matrix. 
The first-order density matrix yields the frequency-dependent 
polarizability component [αab (−ωσ; ωb)] through Equation 
27.21. The solution of the first-order equation provides matrices 
required for an iterative solution of the second-order equation. In 
either case, the technique adopted is called the (2n + 1) theorem. 
The second-order equation is solved to get the second-order den-
sity matrix elements from which the frequency-dependent first-
order hyperpolarizability tensor is obtained through Equation 
27.23. If the external fields of the frequency zero and a common 
frequency ω are considered, a number of very important NLO 
properties become accessible. These are SHG [β (−2ω; ω, ω)], 
EOPE [β (−ω; ω, 0)], OR [β (0; ω, −ω)], and the static hyper-
polarizability [β (0; 0, 0)]. Similar to the two previous cases, the 
(2n + 1) theorem is also used to compute the higher-order hyper-
polarizability tensors like γ, δ (third-order hyperpolarizability 
tensor), and the rest. When γ is calculated only at frequencies 0 
and ω, THG [γ (−3ω; ω, ω, ω)], EOKE [γ (−ω; ω, 0, 0)], dc-SHG 
[γ (−2ω; ω, ω, 0)], and IDRI [γ (−ω; ω, −ω, ω)] become accessible.

In practice, the average polarizability tensor is defined in 
terms of Cartesian components such as

 α
α α α

=
+ +xx yy zz

3
,  (27.27)

where, αxx, αyy, and αzz are the diagonal elements of the polariz-
ability-tensor matrix. The first-order hyperpolarizability tensor 
is defined as the third derivative of the energy with respect to 
the electric field components, and hence, involves one additional 
field differentiation compared to polarizabilities. The average 
first-order hyperpolarizability is defined as

 β =








 = + +∑ ∑β β β β β βi i

i
i ijj jij jji

j

*
1 2

1
3; ( ),  (27.28)
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where the sums are over the coordinates x, y, z (i, j = x, y, z), 
and βi* refers to the conjugate of the vector βi. The second-order 
hyperpolarizability tensor involves one additional field differen-
tiation compared to the first-order analog. The average second-
order hyperpolarizability is defined as

 γ γ γ= + =∑1
15

2( ); ( , , , ).iijj ijji
ij

i j x y z  (27.29)

In some of the theoretical approaches second-order hyperpolar-
izability tensors are determined from a combination of analyti-
cal and finite-difference techniques [28]. All components of the 
γ tensor of interest (dc-SHG/EOKE/static second-order hyper-
polarizability) are obtained from the analytical time-dependent 
calculation of the SHG/EOPE/static first-order hyperpolariz-
ability in the presence of small electric fields. E.g., the relation 
used in the evaluation of EOKE is

 γ ω ω
β ω ω

abcd
E

abc E E
dd

d

E
( ; , , ) lim

( ; , )
,− =

−

→

=0 0
0

0
 (27.30)

Frequency-dependent response properties can also be calcu-
lated from the time-averaged quasienergy [29]. In this formal-
ism, the response properties are obtained as the derivative of 
the quasi energy and the same is estimated by using the varia-
tional criterion for the quasienergy and the time-averaged time-
dependent Hellmann–Feynman theorem. Molecular properties 
are obtained by using the variational Lagrangian technique in 
accordance with the 2n + 1 and the 2n + 2 rules. Within this 
approach, the different frequency-dependent response proper-
ties are obtained from the simple extension of the variational 
perturbation theory to the Fourier component variational per-
turbation theory.

27.3 Nonlinear Optics with Materials

Much of the present research work in the field of nonlinear 
optics is motivated by certain nonlinear optical phenomena in 
suitable materials [14]. Some of these potentially useful phe-
nomena include the ability to alter the frequency or color of 
light, to amplify one source of light with another, and to alter its 
transmission features through a medium. The nonlinear opti-
cal materials require unusual stability with respect to ambient 
conditions and high-intensity light sources. These materials can 
broadly be categorized into two major classes. The first is the 
class of inorganic materials, which includes semiconducting 
and metallic clusters, inorganic crystals, bulk materials, etc. The 
second belongs to the organic or, in general, molecular materi-
als that include mainly organic crystals and polymers. For these 
systems, the optical nonlinearities are usually derived from 
their structures. In the present chapter, we will focus only on the 
first type, i.e., semiconducting and metallic clusters and their 
NLO behavior.

27.4 Why are Clusters So Important?

Nonlinear optical processes in cluster materials provide the 
necessary information about the exact understanding of the 
quantum confinements and the surface effects in these systems 
[11]. In general, the properties at the nanoscale are usually non-
monotonic and oscillating in nature due to the quantum size 
effects, and as such, cluster materials can exhibit properties, 
which are quite different from those of the bulk [5,11,30]. More 
specifically, the energy band structure and the phonon distribu-
tion of cluster materials may differ from that of the bulk systems. 
Numerous theoretical as well as experimental investigations 
have been performed that show that the cluster-assembled mate-
rials have novel mechanical, electrical, and optical properties 
[5–16]. As mentioned earlier in this chapter, these NLO mate-
rials find huge applications in high-speed electro-optic devices 
for information processing and telecommunications [1–4]. In 
Section 27.5, we present a review on nonlinear optics with vari-
ous cluster materials.

27.5  review of Nonlinear Optics 
with Clusters

In this section, semiconducting clusters will be discussed first 
followed by metallic clusters. An example of a class of materi-
als with a manifestation of unusual physicochemical and optical 
properties is cadmium selenide clusters [(CdSe)n]. These (CdSe)n 
clusters are found to be the precursors of a wide range of low-
dimensional materials such as quantum dots [7,10], tetrapods 
[31], and nanowires [32] that exhibit a variety of optical and elec-
tronic properties. The electronic properties of cadmium selenide 
clusters (CdSe)n and quantum dots are semiconducting in nature 
and these materials find tremendous application in the design 
and the development of novel nonlinear optical (NLO) materi-
als. There have been a lot of experimental investigations [15,33] 
on the exploration of the NLO properties in CdSe clusters. The 
Hyper-Rayleigh scattering technique provides the experimen-
tal basis for NLO properties in CdSe clusters and nanoparticles 
[15]. Aktsipetrov et al. [33] have shown the size dependence of 
SHG from the surface of a composite material consisting of CdSe 
nanoparticles embedded in a glass matrix. The first-order hyper-
polarizability in CdSe and CdS nanoparticles is reported to be 
very high [34].

Apart from the experimental works, theoretical ab initio 
investigations [8,11,12] have also been performed in order to 
calculate the NLO coefficients in CdSe clusters. Troparevsky 
and Chelikowsky [35], in their work, reported on the struc-
tural and the electronic properties (the energy gap between the 
highest occupied molecular orbital (HOMO) and the lowest 
unoccupied molecular orbital (LUMO), binding energies, and 
polarizabilities) of small (CdS)n and (CdSe)n clusters, where n 
ranges from 2 up to 8 using the pseudopotential method in real 
space. Karamanis et al. [36] have used DFT for the computation 
of static polarizability and anisotropy in the static polarizabil-
ity of small CdSe clusters up to tetramer units (see Figure 27.1). 
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Their investigations suggest that the optical properties of the 
bulk system can also be predicted from a plot of dipole polariz-
ability per atom.

Later on, the same group of Karamanis extended their work 
on CdSe clusters, highlighting the importance of basis sets and 
electron correlation in these systems [12]. However, the calcula-
tions of the frequency-dependent optical polarizability, as well 
as that of hyperpolarizability tensors using theoretical methods 
remained an unresolved issue for CdSe clusters.

Recently, Sen and Chakrabarti [11], for the first time, inves-
tigated the frequency-dependent nonlinear optical proper-
ties (first- and second-order hyperpolarizability tensors) of 
(CdSe)n clusters up to the tetramer using the time-dependent 
density functional theory (TDDFT). Within the TDDFT, both the 
local-density approximation (LDA) and the generalized-gradient 
approximation (GGA) technique have been used. The more accu-
rate LB94 (van Leeuwen and Baerends 94) [37] functional has 
been used under the GGA scheme. Response calculations have 
been implemented in the Amsterdam density functional pack-
age (ADF 2004.01) [38]. The analytical approach has been used 
for the evaluation of all the NLO coefficients. The calculated 
polarizability and hyperpolarizabilities depend on the choice of 
the basis set and the exchange-correlation potential. While the 
results obtained within the DFT are overestimated under the 
normal LDA and GGA functional, the coupled Hartree–Fock 
procedure exhibits exactly the opposite trend [39,40]. The static 
values of the average first-order hyperpolarizability (〈β (0; 0, 0)〉) 
and the average second-order hyperpolarizability (〈γ (0; 0, 0, 0)〉) 
of CdSe, Cd2Se2, Cd3Se3, and Cd4Se4 are depicted in Table 27.1.

The frequency dependence of the SHG [β (−2ω; ω, ω)], the 
EOPE [β (−ω; ω, 0)], the EFISH [γ (−2ω; ω, ω, 0)], and the 

EOKE [γ (−ω; ω, 0, 0)] was paid premier attention in the inves-
tigation of Sen and Chakrabarti [11]. For a complete evaluation 
of the frequency dependence of NLO properties in different 
CdSe clusters, a wide range of frequencies (0 to 0.45 a.u.) was 
considered.

Figure 27.2 manifests the frequency behavior of 〈β (−2ω; 
ω, ω)〉 and 〈β (−ω; ω, 0)〉 in the case of CdSe and Cd3Se3 respec-
tively. 〈β (−2ω; ω, ω)〉, being a frequency-dependent property, 
is of paramount interest and has been investigated extensively 
in numerous previous investigations [15,41,42]. High degrees 
of fluctuations in 〈β (−2ω; ω, ω)〉 are observed in all the cases. 
Experimentally, 〈β (−2ω; ω, ω)〉 in CdSe nanocrystals and 
quantum dots has been observed by the HRS technique and 
its size dependence was also verified [15]. It is evident from 
Figure 27.2 that 〈β (−2ω; ω, ω)〉 is negative over a wide range of 
frequencies. This makes CdSe and Cd3Se3 more significant in 
the perspective of quantum optics. The frequency variation in 
〈β (−2ω; ω, ω)〉 divulges one more significant information, i.e., 
the abrupt increase in 〈β (−2ω; ω, ω)〉 at specific frequencies. At 
specific frequencies the magnitude of 〈β (−2ω; ω, ω)〉 becomes 
very high. It is a common notion that larger values of 〈β (−2ω; 
ω, ω)〉 are obtained at a near resonance of the input energy [5]. 
The presence of the near resonance indicates that linear absorp-
tion can occur at such frequencies.

Similar to the components of the first-order hyperpolariz-
ability tensors, the components of the second-order hyperpo-
larizability tensors (〈γ (−2ω; ω, ω, 0)〉 and 〈γ (−ω; ω, 0, 0)〉) 
were reported to be highly sensitive to frequency variation. 
Figure 27.3 demonstrates the frequency dependence of dif-
ferent γ tensors. It was concluded from both LDA and LB94 
results that both 〈γ (−2ω; ω, ω, 0)〉 and 〈γ (−ω; ω, 0, 0)〉 are 
negative over a wide range of frequencies. The change in 
the sign of 〈γ (−2ω; ω, ω, 0)〉 and 〈γ (−ω; ω, 0, 0)〉, due to the 
change in frequency is a significant observation. This led to 
a frequency selection in assigning the optical activity of the 
particular cluster.

In a separate study, Chakrabarti and coworkers [43] investi-
gated the evolution of electric polarizability and the anisotropy 
of the polarizability at static as well as dynamic (Nd:YAG laser) 
frequencies with an increase in the cluster size for small, as well 
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FIGURE 27.1 Evolution of the mean dipole polarizability with clus-
ter size in a small CdSe cluster, (CdSe)n. (From Karamanis, P. et al., 
J. Chem. Phys., 124, 071101, 2006. With permission.)

TABLE 27.1 Average Static First and Second Order Static 
Hyperpolarizability in CdSe, Cd2Se2, Cd3Se3, and Cd4Se4

Sample

Average Static First-Order 
Hyperpolarizability, 

〈β (0; 0, 0)〉 (a.u.)

Average Static Second-Order 
Hyperpolarizability, 
〈γ (0; 0, 0, 0)〉 (a.u.)

CdSe −540.07 (LDA) −556,680 (LDA)
Cd2Se2 Absent 7,306.5 (LDA)

4,398.6 (LB94)
Cd3Se3 −0.12258 (LDA) 12,200 (LDA)

−0.059125 (LB94) 8,929.3 (LB94)
Cd4Se4 Absent 89,565 (LDA)

50,124 (LB94)

Source: Sen, S. and Chakrabarti, S., Phys. Rev. B, 74, 205435, 2006. 
With permission.
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as medium-sized (CdSe)n (n = 1–16) clusters within the density 
functional theory (DFT). The main motivation of that investiga-
tion was

 1. None of the theoretical studies reported had gone beyond 
a cluster size of eight for the polarizability calculations for 
the CdSe clusters.

 2. Except the study by Sen and Chakrabarti [11], no one was 
aware of any investigations where the dynamic hyperpo-
larizability for any system size was reported for the CdSe 
clusters.

Knowing the strong dependence of polarizability on the cluster 
diameter (the cluster size), they performed polarizability calcu-
lations beyond the cluster size of eight and calculated both static 
and dynamic polarizabilities.

Table 27.2 describes computed polarizability values at static 
and Nd:YAG laser frequencies. An even-odd oscillating behavior 
is observed in the anisotropy values between the dimer and the 
heptamer CdSe clusters.

Just like the CdSe clusters, GaAs is one such semiconducting 
cluster, which has gained a lot of importance over the past few 
years [5]. These cluster materials display long absorption tails in 
the low energy region [44] owing to the existence of free surfaces 
in it. Moreover, the static polarizabilities of these systems exceed 
the bulk value and follow a decreasing tendency with the increase 
in the cluster size [45]. The variable nature in the polarizabilities 
also indicates its “metallic-like” behavior. In the experimental 
investigation [46], it has been observed that the polarizabilities 
for small and medium-sized GanAsm clusters reside above and 
below the bulk limit. Albeit, there have been a lot of experimen-
tal and theoretical investigations [47–49] based on the NLO 

properties of GaAs bulk materials which suggest that GaAs 
should possess very large static second- and third-order suscep-
tibilities, only a few of them deal with the theoretical evaluation 
of the hyperpolarizabilities of these cluster materials [50,51]. A 
recent work by Lan et al. [5] provides a systematic insight into 
the NLO properties of several small and medium GanAsm clus-
ters, where m + n runs up to 10. They employed the TDDFT 
method in combination with the sum-over-states (SOS) formal-
ism to calculate the first- and second-order hyperpolarizability 
tensors. The results indicate the presence of large second- and 
third-order nonlinear susceptibilities in GaAs cluster materials 
similar to that of the bulk. These results also suggest that reso-
nance absorption can be avoided in the frequency-dependent 
NLO experiments. Furthermore, the frequency dependence of 
second- and third-harmonic generation reveals that these clus-
ters are good candidates for future NLO materials.

Besides these two clusters, investigations of the NLO prop-
erties have also been carried out on various other III-V atomic 
nanoclusters. Pineda and Karna [52] estimated the linear and 
the nonlinear polarizabilities of isolated GaN nanoclusters 
employing the ab initio time-dependent Hartree–Fock (TDHF) 
method. Their results suggest a strong dependence of the NLO 
properties on the size and the shape of the clusters. The linear 
and the nonlinear optical properties of (CdS)n clusters were 
analyzed and the merits of the DFT level calculations have been 
compared with different ab initio results, as well as the basis set 
dependence of the optical properties of these clusters has been 
evaluated by Maroulis and Pouchan [53].

Figure 27.4 depicts the variation in the mean polarizability 
and the mean second-order hyperpolarizability values in small 
(CdS)n clusters. The values suggest a reduction in the mean 

TABLE 27.2 Average Values of Electric Polarizability per Atom (〈α〉/2n) and Anisotropy in Polarizability (Δα) against the Cluster Size, 
2n at Both Static (0.0 a.u.) and Nd:YAG Laser (0.04283 a.u.) Frequencies

At 0.0 a.u. Frequency At Nd:YAG Laser (0.04283 a.u.) Frequency

Samples n 2n
Polarizability per Atom 

(〈α〉/2n) (a.u.)
Anisotropy in 

Polarizability (Δα) (a.u.)
Polarizability per Atom 

(〈α〉/2n) (a.u.)
Anisotropy in 

Polarizability (Δα) (a.u.)

CdSe 1 2 34.0349 36.5416 31.3777 49.7528
Cd2Se2 2 4 30.9670 60.5853 32.5664 59.0703
Cd3Se3 3 6 29.8098 99.7527 30.5716 102.1434
Cd4Se4 4 8 29.5301 0.0000 30.8635 0.0000
Cd5Se5 5 10 32.4484 159.8706 33.3488 166.2891
Cd6Se6 6 12 29.1341 43.8215 30.0033 43.5338
Cd7Se7 7 14 29.0036 134.4511 29.9893 143.1402
Cd8Se8 8 16 29.5565 114.3660 30.4782 122.1772
Cd9Se9 9 18 29.4061 49.9355 30.2877 54.6105
Cd10Se10 10 20 29.8171 124.1952 30.7628 132.7159
Cd11Se11 11 22 29.8559 150.1088 30.7738 160.6296
Cd12Se12 12 24 28.4830 0.0165 29.3089 0.0169
Cd13Se13 13 26 30.9808 271.1190 32.0344 287.1187
Cd14Se14 14 28 30.3060 192.7016 31.2651 207.4891
Cd15Se15 15 30 30.2442 158.5999 31.1661 170.6002
Cd16Se16 16 32 33.5302 428.7594 34.9350 470.1254

Source: Jha, P.C. et al., Comput. Mater. Sci., 44, 728, 2008. With permission.
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dipole polarizability, as well as in the second-order hyperpolar-
izability values with an increase in the cluster size. Moreover, 
the results obtained from B3LYP and other conventional ab 
initio methods are well in accordance with each other and also 
with the earlier theoretical results [35]. However, in the case of 
the monomer geometry, the difference in the hyperpolarizabil-
ity values between these methods is quite large. Champagne 
et al. estimated [54] average second-order hyperpolarizabili-
ties of Sin (n = 3–38) clusters using MP2, MP3, MP4, CCSD, 
and CCSD(T) levels of approximations and demonstrated the 
variation of polarizability and hyperpolarizability against the 
cluster size.

Apart from these semiconducting materials, cluster science 
has also made rapid progress in determining the electric proper-
ties of various metal clusters [55] including that of mixed metal. 
At first, a review of the some of the works based on the metal 
clusters containing only one type of atom is discussed, which 
is followed by some detailed analysis on mixed metal clusters. 
There are investigations on lithium [18,56,57], sodium [58], 
copper [59,60], nickel [61], niobium [62], and zinc [63] clusters. 
Maroulis and Xenides [57] reported highly accurate ab initio 
calculations on the polarizability and the hyperpolarizabilities 
of lithium tetramer, Li4 with specially designed basis sets for Li. 
The molecule, Li4 has got a very high anisotropic dipole polariz-
ability and quite large second-order hyperpolarizability values. 
The main feature of this work is the extensive analysis of the basis 
set and the correlation effects in calculating the electric proper-
ties. The results indicate a discrepancy in dipole polarizabili-
ties between theory and experiment, which might be resolved 
by measuring the anisotropy values experimentally. The same 
group also presented a thorough analysis of the performance of 

several density functional theoretical (DFT) calculations of the 
(hyper) polarizability of Li4. Their investigations elucidated that 
of the various DFT methods employed; only the mPW1PW91 
and the O3LYP methods produce reliable results. Papadopoulos 
et al. [63] studied the (hyper) polarizabilities of small and 
medium-sized zinc clusters employing a hierarchy of basis sets 
and computational methods. The relativistic effect on the elec-
tric polarizabilities has also been investigated by employing the 
Douglas–Kroll approximation. It has been observed that the 
relativity contribution is significant in these cluster materials; 
however, the correlation effect plays a major part in influencing 
the electro-optic properties.

The NLO properties of Ag nanoparticles embedded in a Si3N4 
matrix was investigated by Traverse et al. [64]. They performed 
a two-color sum-frequency generation (2c-SFG) spectroscopy 
experiment, which exhibited a surface plasmon resonance at a 
421 nm wavelength in the visible region and absorption in the 
infrared region. The third-order optical nonlinearity of dielec-
trics in the presence of nanoparticles has been experimentally 
investigated by Flytzanis [65]. Chen and coworkers performed 
[66] high-level ab-initio calculations [HF, MP2, the fourth-
order perturbation theory using single, double, quadrupole 
substitutions, CCSD, and QCISD] on (HCN)n…Li and Li…
(HCN)m clusters with electride characteristics. A high value of 
static first hyperpolarizability is reported in both samples. The 
static second-order hyperpolarizability of a series of tri-nuclear 
metal cluster MS4(M′PPh3)2(M′PPh3) (M = Mo, W; M′ = Cu, 
Ag, Au) have been estimated by [67] Chen and coworkers. They 
employed a finite-field approach using the hybrid density func-
tional theory (B3LYP) and reported a very high value of second-
order hyperpolarizability. The NLO properties of Aun clusters 
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and their alloyed clusters, Aun−mMm (M = Ag, Cu; m = 1, 2) have 
been theoretically investigated by Xu and coworkers [68]. They 
used the usual TD-DFT as well as the B3LYP hybrid density 
functional employing the LANL2DZ basis set and measured the 
first-order hyperpolarizabilites of such clusters. They suggested 
that the high degree of NLO properties of these clusters are due 
to the lack of a centro-symmetric feature in these clusters and 
an enhancement in the transition electric dipole moment in 
alloyed clusters.

The optical properties of several mixed metal clusters such 
as LinCum, Na4Pb4, Na6Pb, Al11Fe, and Al18Fe, Al4M4 (M = alkali 
metals) have also been investigated extensively [69,70]. In this 
context, we particularly mention the NLO properties of alumi-
num metal clusters [Al4M4 (M = Li, Na, and K)]. Various inves-
tigations have been performed on these Al4M4 systems and their 
anions due to their unique characteristic features and their 
structural similarity with that of cyclobutadiene, C4H4 [6]. These 
cluster materials are also important since they are better polar-
ized than their organic counterparts. Earlier, Datta and Pati [6] 
investigated the static linear and nonlinear polarizabilities of 
Al4M4 (M = Li, Na, and K) systems. They predicted that structural 
changes through the broken inversion symmetry of Al4M4 could 
lead to a unique polarization response and large optical coeffi-
cients. In their work, both the static linear and nonlinear optical 
properties of these Al4M4 were estimated through ZINDO-
multireference doubles configuration interaction (MRDCI) 
calculations. They emphasized that the large NLO properties of 
Al4M4 are due to the charge transfer from alkali metals to the Al4 
ring. In spite of the fact that their work exhibits an exception-
ally high magnitude of static linear and nonlinear optical coef-
ficients, it lacks the description of its dynamic counterparts. It is 
to be noted that the importance of a material in nonlinear optics 
and its applications in device fabrication demands a complete 
description of the frequency dependence. Hence, it was highly 
instructive to explore the dynamic (frequency-dependent) NLO 
properties of these clusters for their proper assessment in optical 
device fabrication and to explain whether the large NLO prop-
erties are due to a charge transfer interaction or due to other 
excitations.

Recently Sen et al. [13] reported various components 
of first- (SHG, EOPE, static first-order hyperpolarizabil-
ity) and second- (EFISH, EOKE, and static second-order 

hyperpolarizability) order hyperpolarizability tensors at sev-
eral near resonance frequencies. All these dynamic NLO prop-
erties of Al4M4 (M = Li, Na, and K) clusters have been explored 
using the TDDFT as a prime investigating tool. Within the 
TDDFT, the generalized gradient approximation (GGA) tech-
nique has been implemented with the use of a more accurate 
LB94 (van Leeuwen and Baerends 94) functional.

The magnitude of static 〈β〉 and 〈γ〉 along with an average 
Hirshfeld charge on the Al4 ring and the ground-state dipole 
moments are shown in Table 27.3. It is quite clear from Table 
27.3 that the magnitude of 〈β(0; 0, 0)〉 increases significantly from 
2D to 3D in the case of Al4Na4 and Al4K4, on the other hand, a 
reverse trend is observed for Al4Li4.

Table 27.3 also suggests that the magnitudes of the average 
static 〈γ(0; 0, 0, 0)〉 are very high (of the order of 106 and 107 a.u.) 
for all the clusters under investigation.

However, the central issue of the investigation of Sen and 
coworkers [13] was to explicate the frequency dependence of 
〈β(−2ω; ω, ω)〉, 〈β(−ω; ω, 0)〉, 〈γ(−2ω; ω, ω, 0)〉, and 〈γ(−ω; ω, 0, 0)〉 
in aluminum metal clusters. These components of the first- and 
second-order hyperpolarizability tensors were estimated in the 
vicinity of near-excitation frequencies with a substantial oscil-
lator strength and presented in Table 27.4. A closer inspection 
of Table 27.4 reveals that 〈β(−2ω; ω, ω)〉 and 〈β(−ω; ω, 0)〉 attain 
negative values at certain frequencies in all these cluster mate-
rials. Exceptionally high values [of the order of 106–108 a.u.] of 
〈γ(−2ω; ω, ω, 0)〉 and 〈γ(−ω; ω, 0, 0)〉 were also noticed. A sig-
nificant observation was in the change in sign of 〈γ(−2ω; ω, ω, 0)〉 
and 〈γ(−ω; ω, 0, 0)〉 due to the change in frequency, which lead 
to a frequency selection in assigning the optical activity of a par-
ticular cluster.

In order to explain the observed high NLO coefficients in 
these aluminum metal clusters, an analysis of the magnitude 
of gross populations of molecular orbitals with the most sig-
nificant SFO (Symmetrized Fragment Orbitals) was carried out. 
The SFO study divulged the role of charge transfer interactions. 
Molecular orbitals with the most significant SFO gross popula-
tion indicated that except for Al4K4 (2D and 3D) and Al4Li4 (3D) 
there exists excitations other than a charge transfer interaction 
at near resonance frequencies.

Moreover, it is worth mentioning that the dynamic first-
order hyperpolarizability tensors are functions of the excitation 

TABLE 27.3 Average Hirshfeld Charge on the Al4 Ring, Ground State Dipole Moment, Magnitude 
of Average Static First- and Second-Order Hyperpolarizability in Al4M4 (M = Li, Na, and K)

Sample

Average 
Hirshfeld Charge 
on the Al4 Ring

Ground-State 
Dipole Moment 

(Debye)

Average Static First-Order 
Hyperpolarizability, 

〈β(0; 0, 0)〉 (a.u.)

Average Static Second-
Order Hyperpolarizability, 

〈γ(0; 0, 0, 0)〉 (a.u.)

Al4Li4 (2D) −0.247 0.049 145.922 1.299 × 106

Al4Li4 (3D) −0.202 0.018 33.079 2.406 × 106

Al4Na4 (2D) −0.258 0.003 21.537 1.275 × 106

Al4Na4 (3D) −0.229 0.054 187.843 1.961 ×106

Al4K4 (2D) −0.303 0.080 316.781 3.380 × 106

Al4K4 (3D) −0.297 6.513 8863.074 1.149 × 107

Source: Sen, S. et al., Phys. Rev. B, 76, 115414, 2007. With permission.
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energy, the dipolar matrix, and the difference between the dipole 
moment of the ground and the excited states. On the other hand, 
components of the second-order hyperpolarizability tensor are 
associated with four dipolar matrices in the numerator and three 
excitation frequencies in the denominator. Hence, it is very dif-
ficult to find all the factors that play a dominant role in the high 
β and γ values in particular clusters.

27.6 Conclusions

Therefore, it is well established from both the theoretical as well 
as the experimental standpoint that cluster materials can be con-
sidered as promising candidates for future NLO devices due to 
their high nonlinear optical coefficient. However, the exploration 
of the fundamentals of the unique physicochemical behavior of 
these clusters is a challenge to modern physical and chemical 
research. A theoretical determination of a higher-order nonlin-
ear optical coefficient is still a matter of extensive computation 
and there is need for further developments to provide a proper 
physical background for some of the higher-order optical coef-
ficients. There is enough scope for future research work in the 
field of cluster science and the design of new cluster materials 
with interesting physical behavior.
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Taken (a.u.)
〈β(−2ω; ω, ω)〉 

(a.u.)
〈β(−ω; ω, 0)〉 

(a.u.)
〈γ(−2ω; ω, ω, 0)〉 

(a.u.)
〈γ(−ω; ω, 0, 0)〉 

(a.u.)

Al4Li4 (2D) 0.0205 0.0042 0.0200 −6081.100 12,741 8.988 × 106 −2.744 × 106

0.0522 0.0034 0.0500 224.900 46.143 −5.239 × 105 1.155 × 106

0.0558 0.0094 0.0540 −371.630 361.960 1.226 × 107 −7.558 × 105

Al4Li4 (3D) 0.0377 0.0441 0.0360 4057.900 −15,252 6.049 × 106 1.663 × 107

0.0650 0.0863 0.0640 968.580 −902.360 2.729 ×107 −8.458 × 104

0.0709 0.3736 0.0690 −638.610 236.140 −1.199 ×108 −1.866 × 107

Al4Na4 (2D) 0.0238 0.0068 0.0220 −429.590 2697.100 1.266 ×107 −7.639 × 107

0.0403 0.0012 0.0390 51.085 −96.614 4.735 × 104 1.245 × 106

0.0570 0.0852 0.0590 4641.500 −93.815 1.540 × 107 −6.290 × 106

Al4Na4 (3D) 0.0271 0.0301 0.0260 2193.700 −13333 1.675 × 107 −6.581 × 106

0.0446 0.0060 0.0430 −452.340 −178.82 4.459 × 106 5.213 × 105

0.0543 0.0099 0.0560 −7067.500 −168.550 1.242 × 107 1.401 × 106

Al4K4 (2D) 0.0244 0.0066 0.0230 305.930 864.090 1.286 × 106 6.640 × 106

0.0427 0.0910 0.0410 −1465.600 3477.900 −3.240 × 107 3.698 × 107

0.0431 0.0197 0.0440 −64908 −5213.200 −3.143 × 108 2.548 × 107

Al4K4 (3D) 0.0215 0.0010 0.0200 −231620 −16,582 1.842 × 107 −1.926 × 107

0.0391 0.0105 0.0380 29403 150,940 9.758 × 106 2.791 × 107

0.0416 0.0067 0.0400 −120770 380,220 −7.515 × 107 4.444 × 107

Source: Sen, S. et al., Phys. Rev. B, 76, 115414, 2007. With permission.
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28.1  Introduction

The explosive growth of nanoscience and nanotechnology dur-
ing the last decade has led to great interest in the investigation 
of nanoscale optical fields and to the development of experimen-
tal tools for their study (Novotny and Hecht 2006). One of the 
most remarkable effects in light interaction with metal nano-
structures is the strong and spatially localized field amplitude 
enhancement, due to lightning rod effects induced by the sharp 
curvatures (Novotny and Hecht 2006) and/or resonant excita-
tion of collective electron oscillations (plasma oscillations) in 
single or coupled particles (Grand et al. 2003, Mühlschlegel et al. 
2005). The resonance frequencies associated with such oscilla-
tions and thus the optical properties can be tuned in a broad 
spectral range according to the material and the shape of the 
nanostructure. Particularly, gold and silver may sustain plasma 
oscillations at optical frequencies.

Field enhancements are best observed by exploiting nonlin-
ear optical effects such as second-harmonic generation (SHG) 
(Smolyaninov et al. 1997, 2000, Jakubczyk et al. 1999, Zayats 
et al. 2000, Shen et al. 2001, Biagioni et al. 2007, Breit et al. 2007) 

or two-photon photo-luminescence (TPPL) (Jakubczyk et al. 
1999, Bouhelier et al. 2003, 2005, Imura et al. 2005, 2006), which 
depend on the square of the light intensity, thus amplifying local 
field variations. To observe a significant nonlinear response, the 
samples are typically illuminated by high peak intensities, such 
as those associated with ultrashort laser pulses. Nonlinear opti-
cal microscopies, either in the far field or in the near field, are 
thus becoming powerful tools for the study of nanoscale field 
enhancements.

SHG was first experimentally demonstrated in 1961 (Franken 
et al. 1961) and has since then found many applications, espe-
cially in converting laser light to a different color. Another appli-
cation more relevant to the content of this chapter is surface 
SHG. Although the sensitivity of the SHG process to boundaries 
was soon recognized (Bloembergen and Pershan 1962), it was 
only in the early 1980s that nonlinear optical spectroscopy of 
surfaces and interfaces started to develop as a well-established 
analysis tool in a wide area of fields (Shen 1989, Mc Gilp 1996, 
Bloembergen 1999, Lüpke 1999, Downer et al. 2001). The SHG 
ability to selectively probe surfaces and interfaces derives from 
a selection rule (see Section 28.2) that does not allow for dipole 
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emission from the bulk of centrosymmetric materials. At the 
surface or interface, however, the symmetry of the bulk is broken 
and dipole generation is no longer forbidden. This peculiar prop-
erty has determined the enormous spread of SHG-based tech-
niques in the community of surface and interface physics. This 
technique has the advantages of being highly surface- sensitive, 
capable of remote sensing and in situ measurement, and appli-
cable to any interface between two condensed media accessible 
by light, even if buried. Among the applications, surface SHG 
can be used to monitor the growth of monolayers on a surface or 
to probe the alignment of absorbed molecules.

This chapter presents theoretical and experimental results 
on SHG from metal nanostructures. It is organized as follows: 
Section 28.2 contains a brief description of the principles of 
nonlinear optics and SHG; Section 28.3 presents a survey of 
the recent literature on SHG from nanostructures; Section 28.4 
introduces a theoretical analysis of SHG from nanostructures, 
allowing to derive selection rules for the process; Section 28.5 
describes the light emission patterns and polarization, while 
Section 28.6 presents experimentally relevant illumination 
conditions. Section 28.7 reports experimental results on SHG 
from gold nanoparticles, while Sections 28.8 and 28.9 contain 
a discussion of possible future developments and conclusions, 
respectively.

28.2  Nonlinear Optics and Second 
Harmonic Generation

Nonlinear optics (Shen 1984, Boyd 2003) is the branch of phys-
ics that describes the phenomena that occur when the matter 
is illuminated by very intense light fields that have the capabil-
ity of modifying its optical properties, thus generating an opti-
cal response that is a nonlinear function of the light intensity. 
Since electric fields strong enough to induce a nonlinear optical 
response can only be obtained by using the spatially and tempo-
rally coherent radiations provided by lasers, the birth of nonlin-
ear optics closely coincides with the invention of the laser.

The physical origins of the nonlinear optical response of a 
material can be understood by recalling the Lorentz model, in 
which the atoms/molecules are modeled as harmonic oscillators 
that, driven by the external light field, become oscillating dipoles 

emitting light at the same frequencies as the driving field. In a 
harmonic oscillator, the restoring force is a linear function of 
displacement; for large displacements, however, nonlinear terms 
in the restoring force start to become significant, thus leading to 
an anharmonic oscillation and emission of new frequency com-
ponents not present in the driving field.

Let us consider an electromagnetic wave crossing a material: 
the time-varying electric field E(t) induces a time-dependent 
polarization (dipole moment per unit volume) P(t), which is 
responsible for light emission. At low light intensities, the polar-
ization is a linear function of the driving field:

 P t E t( ) ( ),( )= ε χ0
1  (28.1)

where
ε0 is the vacuum permittivity
χ(1) is known as the linear susceptibility

As the intensity increases, further nonlinear terms in which the 
polarization is proportional to higher powers of the electric field 
must be considered:

 P t E t E t E t( ) [ ( ) ( ) ( ) ],( ) ( ) ( )= + + +ε χ χ χ0
1 2 2 3 3 �  (28.2)

where the quantities χ(2) and χ(3) are known as second- and third-
order nonlinear susceptibilities, respectively. By considering the 
vectorial nature of E and P, χ(1) becomes a second-rank tensor, χ(2) 
a third-rank tensor, and so on.

The χ(2) term is responsible for second-order nonlinear 
optical effects, such as sum frequency generation, difference 
frequency generation, and SHG. The following text briefly 
describes the SHG process. Let us consider the geometry shown 
in Figure 28.1a, in which a monochromatic wave at the funda-
mental frequency ω, E(t) = E0 cos(ωt), impinges on a crystal with 
nonzero second-order susceptibility. The second-order polariza-
tion can then be written as

 P t E t E t E( ) ( ) ( ) ( )( ) ( ) cos ( ) [ cos(2
0

2 2
0

2
0
2 2

0
2

0
21

2
1 2= = = +ε χ ε χ ω ε χ ωtt)].

 (28.3)

EFF cos (ωt) ESH cos (2ωt)
(2)

(a) (b)

FIGURE 28.1 Scheme of SHG in a nanoparticle: two incoming FW photons are absorbed by the particle and their energy converted in a single 
photon with double frequency.
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The nonlinear polarization thus contains, in addition to a con-
stant term (optical rectification), a component at the second-
harmonic (SH) frequency 2ω, which irradiates a field at the 
corresponding frequency. Note that, since the second-order 
nonlinear polarization depends on the square of the driving 
field amplitude E0, the SHG efficiency is enhanced by high-peak 
power, pulsed illumination. The SHG process can also have a 
simple corpuscular interpretation, according to the energy-level 
scheme reported in Figure 28.1b: two fundamental wavelength 
(FW) photons at energy ћω are absorbed to a virtual level of the 
material, and an SH photon with energy 2ћω is emitted, thus 
satisfying energy conservation.

In a centrosymmetric medium (i.e., a medium with a center of 
inversion), the χ(2) term vanishes identically. In such a medium, 
in fact, by changing the sign of the driving field, also the sign 
of the nonlinear polarization must change. By substituting in 
Equation 28.3, one obtains

 − = − =P t E t E t2
0

2 2
0

2 2( ) [ ( )] ( ),ε χ ε χ  (28.4)

which can only be satisfied if χ(2) ≡ 0. Since gases, liquids, amor-
phous solids, and also several crystals possess an inversion 
symmetry, the second-order nonlinear susceptibility in such 
materials is zero, and thus, SHG is forbidden.

At the microscopic level, one can consider the single emit-
ter (atom, molecule) as a nonlinear dipole radiating at the SH 
frequency 2ω. In order to generate a macroscopic SH signal, the 
fields emitted by the individual dipoles must interfere construc-
tively, adding their contributions in phase. Since the phase of the 
nonlinear dipoles depends on the phase of the FW driving field, 
to achieve constructive interference between the nonlinear emis-
sions at two different positions in the nonlinear medium, one must 
match the phase velocities of the FW field vpFW = ω/kFW and the 
SH field vpSH = 2ω/kSH. From vpFW = vpSH, one obtains the condi-
tion kSH = 2kFW, also known as “phase-matching” condition, 
which implies that nSH = nFW, where n is the refractive index of 
the medium. If the phase-matching condition is satisfied, all the 
microscopic emissions add in phase and the SH field grows linearly 
(and the intensity quadratically) with the propagation distance. On 
the other hand, if Δk = kSH − 2kFW ≠ 0, the SH field depends on the 
propagation coordinate x as ESH ∝ χ(2) sin(Δk x/2). It thus increases 
for propagation up to a “coherence length” Lc such that Δk Lc = π, 
and then starts to decrease due to destructive interference.

Achievement of the phase matching condition is made dif-
ficult by the fact that most materials display, in the optical 
frequency range, a refractive index increasing monotonously 
with frequency (normal dispersion), so that nSH > nFW. One can 
obtain phase-matching condition exploiting the birefringence 
of noncentrosymmetric crystals, that is, the dependence of the 
refractive index on the polarization and propagation direction. 
By polarizing the SH wave along the direction giving the lower 
refractive index, one can satisfy the condition nSH = nFW and thus 
achieve phase matching. Under such conditions, the SHG pro-
cess can become so efficient that nearly all the FW power is con-
verted to the SH (Parameswaran et al. 2002).

28.3  Second Harmonic Generation 
in Nanosystems

As discussed in Section 28.2, SHG is forbidden, within the 
dipole approximation, from the bulk of a centrosymmetric 
material but is allowed at its surface, where the inversion sym-
metry is broken. For this reason, SHG has been extensively 
applied since its discovery to the investigation of the surface 
properties of centrosymmetric media. In more recent years, 
thanks to its surface selectivity, SHG has attracted a consider-
able interest also as a tool to investigate the properties of nonpla-
nar surfaces that characterize nanoscale systems. The following 
text presents a survey of the recent literature concerning SHG in 
nanostructures.

28.3.1  Spherical Isolated Particles 
and Plane-Wave Illumination

Perfectly spherical small particles made of isotropic material 
under FW plane-wave illumination represent the simplest geom-
etry to study SHG in nanostructured systems. Experiments have 
been conducted on spherical dielectric (Wang et al. 1996, Yang 
et al. 2001, Shan et al. 2006) or metallic (Vance et al. 1998, Nappa 
et al. 2005) particles dispersed in dilute suspensions, or on col-
loidal particles, ordered in a centrosymmetric crystalline lattice 
(Martorell et al. 1997). The influence of the particle diameter 
(Yang et al. 2001, Nappa et al. 2005, Shan et al. 2006), concentra-
tion (Wang et al. 1996, Vance et al. 1998), and the presence of 
adsorbates (Wang et al. 1996) on SHG have been investigated, 
by performing angle- and polarization-resolved measurements 
(Martorell et al. 1997, Yang et al. 2001, Nappa et al. 2005, Shan 
et al. 2006).

The theory is in good agreement with the experiments, con-
firming that, when the sphere is small compared with the wave-
length of light (Rayleigh limit), the leading-order SH radiation 
is emitted by a locally excited electric quadrupole and by an 
electric dipole directed along the direction of the propagation 
of the incident FW light beam that requires a nonlocal excita-
tion mechanism, in which the phase variation of the pump beam 
across the sphere needs to be considered (Dadap et al. 1999, 
2004). The locally excited electric dipole term, analogous to the 
source for linear Rayleigh scattering, is absent for the nonlinear 
case because the FW field induces mutually canceling polariza-
tions at opposite sides of a centrosymmetric spherical particle 
(Dadap et al. 1999, 2004). The theory predicts the absence of any 
SHG signal in the forward direction, with both dipole and quad-
rupole contributions producing SH radiation with an intensity 
of leading order (ka)6, k being the wave vector and a the par-
ticle diameter (Dadap et al. 1999, 2004). Theoretical models 
have been applied to describe SHG in particles larger than the 
Rayleigh limit (Dewitz et al. 1996, Pavlyukh and Hübner 2004) 
and to explicitly account for the electromagnetic response of 
conducting nanoparticles (Hua and Gersten 1986, Dewitz et al. 
1996, Panasyuk et al. 2008).
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28.3.2  Low-Symmetry Particles

The fact that SHG is forbidden in the bulk of centrosymmetric 
materials makes SHG very sensitive to the particle symmetry 
(Sandrock et al. 1999). For instance, experimental results suggest 
that SHG can be used to characterize the symmetry and chiral-
ity of carbon nanotubes (Su et al. 2008). It has been theoreti-
cally (Bachelier et al. 2008) and experimentally demonstrated 
(Martorell et al. 1997, Nappa et al. 2006) that slight structural 
deviations from the spherical shape may lead to SH radiation 
and polarization properties of nanoparticles differing signifi-
cantly from those of a sphere. For gold particles with a diameter 
smaller than 50 nm, SHG is dominated by a dipole contribu-
tion that is not due to defects in the crystalline structure of the 
particle but to the deviation of the particle shape from that of 
a perfect sphere (Nappa et al. 2006, Bachelier et al. 2008). For 
larger sizes, retardation effects in the interaction of the electro-
magnetic fields with the particles cannot be neglected any lon-
ger, and the response exhibits a strong quadrupolar contribution 
(Martorell et al. 1997, Nappa et al. 2006).

The importance of local defects in breaking the symmetry of 
the particles and, consequently, in influencing the SHG process 
has been verified also in noncentrosymmetric gold nanostruc-
tures lithographed on a glass substrate (Canfield et al. 2004, 
Canfield et al. 2006). SHG from such particles show a high degree 
of polarization sensitivity and reveals that responses forbidden 
to ideal, symmetric particles are not only present but are rela-
tively large compared with the allowed response (Canfield et al. 
2004). Indeed, with respect to spherical or ellipsoidal nanopar-
ticles, very different polarization selection rules and SH emis-
sion directions are obtained when the symmetry of the particle 
is lowered (Neacsu et al. 2005, Finazzi et al. 2007).

Despite the nonlinear optical properties of a particle are 
very sensitive to local field enhancement, the presence of very 
strong fields alone may not be sufficient for efficient SHG from 
centrosymmetric nanoparticles, as a consequence of the high 
symmetry selectivity of SHG. An example is SHG from arrays of 
noncentrosymmetric T-shaped gold nanodimers with a nanogap 
(Canfield et al. 2007). In this case, SHG arises from asymme-
try in the local fundamental field distribution and is not strictly 
related to the nanogap size, which determines the intensity of 
the electric field between the dimers. Calculations show that the 
local field contains polarization components that are not present 
in the exciting field, which yield the dominant SHG response. 
The strongest SHG responses occur through the local surface 
susceptibility of the particles for a fundamental field distributed 
asymmetrically at the particle perimeters. Weak responses result 
from more symmetric distributions despite high field enhance-
ment in the nanogap. Nearly constant field enhancement persists 
for relatively large nanogap sizes (Canfield et al. 2007).

28.3.3  Nonuniform Illumination

The shape of particles participating in the SHG process is not the 
only geometrical parameter that might affect the SH emission 

modes and efficiency. Actually, also the spatial distribution of 
the exciting field can have a great importance to determine the 
nonlinear response of particles. For instance, for a nonuniform 
polarizing field, the cancellation of the SH fields generated at 
opposite sides of a centrosymmetric spherical particle (see 
Section 28.3.1) is no longer exact and lower order SH emission 
becomes possible (Brudny et al. 2000). This issue is particu-
larly important since, in practical experimental geometries, the 
polarizing field is in general neither of a pure longitudinal char-
acter nor a simple plane wave, as in the case illumination is per-
formed by focusing the light beam with a microscope objective.

In this context, it is worth mentioning an important applica-
tion of SHG, namely, second-harmonic imaging microscopy 
(SHIM), which is a technique used for imaging living cells or 
tissue by detecting the SHG signal generated by noncentrosym-
metric molecules (Campagnola and Loew 2003). By exploiting the 
quadratic intensity dependence of the SHG signal that confines it 
to the focal volume, SHIM has the capability of three-dimensional 
imaging deep within the tissue. SHIM offers several advantages: 
since it does not rely on absorption from a real electronic state, as 
in fluorescence microscopy, it does not give rise to photobleach-
ing or phototoxicity. In addition, as it exploits the intrinsic hyper-
polarizability of noncentrosymmetric molecules, it is a label-free 
technique that does not require the use of exogenous probes.

A general theory for the quadratic nonlinear response of a 
single small nonmagnetic centrosymmetric sphere illuminated 
by a nonhomogeneous electromagnetic field was developed by 
Mochán et al. (2003), while general symmetry-based selection 
rules for SHG with arbitrary illumination are given by Finazzi 
et al. (2007) and discussed in Section 28.4. The importance of the 
nature of FW illumination has also been demonstrated experi-
mentally. In fact, it has been shown that the SH radiation gener-
ated in Si spherical nanocrystallites displays a peak along the 
forward direction with a very narrow angular aperture (Jiang 
et al. 2001, 2002). As explained in Section 28.3.1, this result con-
tradicts the behavior expected for the SH radiation produced by 
a single sphere illuminated by a plane wave, which should iden-
tically vanish along the forward direction (Dadap et al. 1999, 
2004). Nevertheless, this observation can be explained (Brudny 
et al. 2003) by considering the nonuniform illumination FW field 
distribution, consisting of a strongly focused Gaussian beam. 
Similarly, in Si nanocrystals embedded uniformly in an SiO2 
matrix, a configuration consisting of two noncollinear, orthogo-
nally polarized FW beams is found to greatly enhance the SHG 
yield with respect to single-beam illumination (Figliozzi et al. 
2005). This effect has been attributed to the strong inhomogene-
ities in the FW field under double-beam illumination (Figliozzi 
et al. 2005).

28.3.4  Second Harmonic Generation 
in resonant Metal Particles

Although SHG is subject to the same geometry-based selection 
rules in both metal and dielectric nanoparticles (Finazzi et al. 
2007), a relevant difference is represented by the fact that, in 
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metal particles, the linear and nonlinear optical properties are 
governed by collective electronic excitations (plasma oscilla-
tions), which can be tuned in a broad spectral range by choosing 
the proper particle geometry. In nanosystems, the quasipar-
ticles associated with the collective electron excitations are often 
addressed to as localized surface plasmons (LSPs), or as localized 
plasmon polaritons, to indicate the associated electric field. In 
particular, depending on the size and the shape, metal particles 
made of gold and silver may display LSP resonance in the visible 
region. Thanks to this tunability, the nonlinear optical proper-
ties of noble-metal nanoparticles have found applications for in 
vitro and in vivo imaging (Nagesha et al. 2007), high-resolution 
analysis of tumor tissues (Durr et al. 2007, Bickford et al. 2008, 
Park et al. 2008), and enhanced photothermal therapies (O’Neal 
et al. 2004, El-Sayed et al. 2006).

A relevant enhancement of the SHG efficiency is observed 
when either the FW (Hubert et al. 2007) or the SH (Antoine 
et  al. 1997, 1998, Hao et al. 2002, Johnson et al. 2002, Abid 
et al. 2004, Russier-Antoine et al. 2004) frequency is set at the 
LSP resonance of the nanoparticles. When the SH wavelength 
is tuned in the vicinity of the surface plasmon resonance, the 
wavelength analysis indicates that the interband transitions do 
not play a significant role in the total SH response (Antoine et al. 
1998). Rather, the nonlinear optical behavior of the clusters is 
dominated by the free-electron gas-like response of the conduc-
tion band, the surface plasmon resonance being much sharper 
than the interband transition contribution (Antoine et al. 1998, 
Russier-Antoine et al. 2004). Similarly, the SHG efficiency as a 
function of the FW frequency shows a curve that reproduces 
the LSP resonance (Hubert et al. 2007). Both electric dipole and 
electric quadrupole contributions to the SH-radiated power are 
observed (Hao et al. 2002).

28.3.5  random Metal Nanostructures 
and rough Metal Surfaces

The strong local field enhancements in random metal nanopar-
ticles and rough metal surfaces can be exploited to improve the 
efficiency of the interaction of light with molecules approached to 
such nanostructures (Hartschuh et al. 2003), a phenomenon that 
can be exploited in surface-enhanced spectroscopies to obtain 
single-molecule sensitivity. Among these, surface-enhanced 
Raman scattering (SERS) makes use of the excitation provided 
by LSP and high local fields in such structures to enhance the 
Raman emission of adsorbed molecules by several orders of 
magnitudes (generally 106, up to 1012). Surface enhanced spec-
troscopies such as SERS are, therefore, intimately correlated 
with the plasmon properties of the nanostructures, offering, 
at the same time, unique potential for ultrasensitive molecular 
identification (Nie and Emery 1997). LSP-based nanosensors 
of biomolecules, based on the shift of the plasmon resonance 
frequency of thin metallic films, have been developed and are 
already commercially available.

Since SHG is extremely sensitive to both local fields and LSP res-
onances, both theoretical (Agarwal and Jha 1982, Stockman et al. 

2004, Beermann et al. 2006, Singh and Tripathi 2007) and experi-
mental studies performed with either far-field (Bozhevolnyi et al. 
2003, Beermann and Bozhevolnyi 2004) or near-field techniques 
(Smolyaninov et al. 1997, Zayats et al. 2000) have addressed the 
SHG process in such disordered systems characterized by LSP 
interacting with local defects. The latter act as plasmon-scattering 
centers and might also provide highly localized electric fields due 
to the lightning rod effect. LSP resonances emerge as a conse-
quence of multiple interparticle light scattering (Stockman et al. 
2004, Beermann et al. 2006) and exhibit very different strength, 
phase, polarization, and localization characteristics (Bozhevolnyi 
et al. 2003, Beermann and Bozhevolnyi 2004). SH emission is 
experimentally observed from small and very bright spots, whose 
locations depend on the light wavelength (Bozhevolnyi et al. 2003) 
and polarization (Zayats et al. 2000, Bozhevolnyi et al. 2003). 
According to simulations (Stockman et al. 2004), the spatial dis-
tributions of the fundamental frequency and SH local fields are 
very different, with highly enhanced SH hot spots corresponding 
to areas where FW and SH eigenmodes overlap (Beermann et al. 
2006). Another feature of SHG in rough metal surfaces is that SH 
fields show a very rapid spatial decay and are strongly depolarized 
and incoherent (Stockman et al. 2004).

28.4  Leading Order Contributions to 
the Second Harmonic Generation 
Process in Nanoparticles

As illustrated in Section 28.3, the shape of the nanoparticle plays 
a significant role in determining the conditions for efficient 
SHG, which can also be significantly influenced by the illumi-
nation geometry. The latter represents a particularly important 
point that needs to be considered when microscopic techniques 
are employed to locally study field-enhancement processes. In 
this case, the FW illumination is not a plane wave anymore, 
and strong field gradients (and even a nonvanishing longitudi-
nal field component when scanning near-field optical micros-
copy (SNOM) is used) can be present in the illumination area. 
Although nanoscale SHG has already been discussed in the liter-
ature for few particle geometries excited by either far (Zhu 2007, 
Dadap 2008) or near (Bozhevolnyi and Lozovski 2000, 2002) 
FW fields, a set of general validity selection rules for SHG might 
be helpful in addressing more complicated particle geometries 
and FW field distributions. The following text addresses the con-
cepts that allow one to derive selection rules for SHG in isolated 
nanoparticles from angular momentum and parity conservation 
laws, as discussed by Finazzi et al. (2007).

28.4.1  Conservation of Parity 
and angular Momentum

In the rest reference frame of the particle, the SHG process con-
sists of two photons, belonging to the FW field interacting with 
the particle, that transfer their energy to a photon in the SH field 
oscillating at double frequency (see Figure 28.1b). Therefore, the 
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energy of the electromagnetic field is conserved and the particle 
is left in the ground state, that is, the particle initial and final 
states in the SHG process coincide. This fact has relevant con-
sequences if the particle is symmetric. In this case, the particle 
ground state is an eigenstate of parity and, possibly, angular 
momentum operators. In other words, the particle has a well-
defined parity (or angular momentum). Since the particle initial 
and final states are the same, the electromagnetic field cannot 
transfer parity or angular momentum quanta to the particle, 
and the total parity or angular momentum of the field will be 
conserved. These concepts can be expressed more formally by 
considering the explicit expression of the SHG process cross sec-
tion σ. By using perturbation theory, σ can be expressed as a 
third-order term of the form
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where
φ0 is the particle ground state
u and w are eigenfunctions corresponding to excited states of 

the unperturbed particle
E0, Eu, and Ew are the corresponding energies

Equation 28.5 consists of the sum of three terms, each corre-
sponding to one of the Feynman diagrams shown in Figure 28.2. 
In the expression for σ, p̂ is the particle momentum operator, 
A2ω the SH vector potential, and Aω the vector potential of the 
externally applied FW field. Note that the field generated by the 
particle should not be added to Aω in Equation 28.5. In fact, 
the particle self-interactions, that is, the interactions between the 
particle and the electromagnetic field the particle produces are 
accounted for by u and w, which describe the electronic as well 
as the electromagnetic excitations of the particle. Retardation 

effects that play an important role in determining SHG in 
nanoparticles (Dadap et al. 1999, 2004) are therefore implicitly 
accounted for in Equation 28.5.

As far as parity and angular momentum are concerned, 
it is convenient to expand the FW and SH fields appearing in 
Equation 28.5 in terms of electric (E) and magnetic (M) mul-
tipoles, which represent the photon angular momentum eigen-
states. Let ′Lω and ′′Lω be the L2 quantum numbers of the two 
FW absorbed photons, ′Mω and ′′Mω their Lz quantum numbers, 
z being an arbitrary quantization axis, and L2ω and M2ω the 
respective quantum numbers for the emitted SH photon (see 
Figure 28.3). The Feynman diagram in Figure 28.2a gives a con-
tribution to Equation 28.5 that can be expressed as the sum of 
T terms defined as follows:
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where p̂ ⋅ A(L, M) represents the electric or magnetic multipole 
operator of order (L, M). M2ω is taken with a negative sign since 
the emitted SH photon carries the corresponding Lz angular 
momentum component away from the particle. Similar terms 
can be given for the other Feynman diagrams in Figure 28.2. 
Each T term corresponds to an SHG interaction involving FW 
and SH photons characterized by a well-defined total angular 
momentum.

The selection rules that determine the conditions for which a 
given T term is identically zero depend on how the multipoles 
in Equation 28.6 transform under the particle symmetry group 
operations. When the particle has spherical symmetry, its ground 
as well as excited states are eigenstates of both L2 and Lz. Therefore, 
the SH photon must carry away a total angular momentum equal 
to the sum of the angular momenta of the two FW incoming 
photons. In cylindrical symmetry, only the projection of the 
photon angular momentum along the symmetry axis (taken as 
the quantization axis z) needs to be conserved. The photon par-
ity must be conserved in the case the particle displays inversion 
symmetry. If the particle is invariant under inversion symme-
try with respect to a point (S2 symmetry in Schoenflies notation, 
see Tinkham (1964)), then electric and magnetic multipoles of 

2ω 2ω 2ω

ω

u u u

w
w w

ω
(a) (b) (c)

ω ω ωω

0 0 0

000

FIGURE 28.2 The three Feynman diagrams corresponding to SHG. (Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 2007. With 
permission.)
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order (L, M) have opposite contributions to the total parity of 
the electromagnetic field, equal to (−1)L and (−1)L+1, respectively 
(Jackson 1975). In the case the particle displays inversion sym-
metry (C2 symmetry) with respect to the quantization axis, elec-
tric and magnetic multipoles have the same parity, given by (−1)M 
(Jackson 1975). Finally, considering inversion with respect to a 
plane perpendicular to the quantization axis (C1h symmetry), the 
parity of electric and magnetic multipoles of order (L, M) is given 
by (−1)L+M and (−1)L+M+1, respectively (Jackson 1975).

By considering the electromagnetic field conservation laws 
imposed by the particle symmetry and contributions to angu-
lar momentum and parity associated with each multipole, one 
can obtain the selection rules listed in Table 28.1, which allow to 

determine the nonvanishing T terms that contribute to the SGH 
process for any combination of FW and SH multipoles (Finazzi 
et al. 2007). Thus, to apply the selection rules listed in Table 28.1, 
one has to determine the multipole expansion of the impinging 
FW electromagnetic field in order to understand which SH mul-
tipoles can contribute to the generated SH radiation.

If the symmetry of the particle results from a combination 
of symmetry groups, the corresponding conditions listed in 
Table 28.1 must be satisfied at the same time. For instance, SHG 
from particles with C2h symmetry must obey both the selection 
rules for axial (C2) and reflection (C1h) symmetries with respect 
to the same quantization axis. For the same reason, when the 
particle exhibits two or three orthogonal symmetry axes, the 
corresponding selection rules must be simultaneously satisfied 
by the field multipole expansions expressed by using each sym-
metry axis as the quantization axis.

Note that, strictly speaking, the spherical and cylindrical 
symmetry groups would have to be excluded since they are not 
compatible with any of the symmetry properties of the vari-
ous Bravais lattices. Moreover, crystallographic defects (such as 
grain boundaries, dislocations, and atomic vacancies) would dis-
rupt the internal symmetry of the particles. Thus, it would seem 
that symmetry-based selection rules would not be respected by 
SHG in real nanostructures. However, such limitations are not 
expected to play a significant role in the metal structures that are 
usually investigated in nano-optics (Finazzi et al. 2007), which 
are typically realized in aluminum, silver, or gold. The electronic 
and electromagnetic properties of these materials are in fact 
well described by the free-electron model, so that the particle 
symmetry properties are independent from the particle crystal-
lography but are just determined by the boundary conditions 
imposed by the particle surface.

28.4.2  Long-Wavelength Limit

In general, selection rules allow one to discriminate the transi-
tions that, for symmetry reasons, cannot contribute to the cross 
section of a particular physical phenomenon, but they do not 
give any information about the magnitude of the nonvanishing 
contributions. However, by considering the multipole expansion 
of the electromagnetic FW and SH fields in the SHG process, it 
is possible not only to identify the emission channels that are 
ineffective to SHG but also to estimate a hierarchy among them, 
identifying the ones that mostly contribute to the SHG process. 
This is possible in the long-wavelength limit (Rayleigh limit) 
characterized by ka ≪ 1, with k being the FW wave vector and 
a the particle lateral size. In fact, matrix elements of the form 
〈u | p̂ ⋅ A(L, M) | w〉 rapidly decrease when the multipole order L 
is increased (Jackson 1975). The ratio R(L) between matrix ele-
ments for successive orders, L and (L + 1), of either electric or 
magnetic multipoles of the same frequency is

 R L ka
L

( ) ,∼
2

 (28.7)

z z z z z

(e)(d)(c)(b)(a)

FIGURE 28.4 The particle symmetry groups discussed in the text 
and referred to the quantization axis z: (a) spherical, (b) cylindrical, 
(c) central, (d) axial, and (e) reflection symmetries across a mirror plane 
perpendicular to z. (Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 
125414, 2007. With permission.)

(Lώ, Mώ)

(Lω̋, Mω̋)

(L2ω, M2ω)

FIGURE 28.3 Scheme of SHG reporting the L and M quantum num-
bers that define the angular momentum and parity of the photons 
involved in the process.

TABLE 28.1 SHG Selection Rules for the Different Particle 
Symmetries Illustrated in Figure 28.4

Symmetry and Point Group Selection Rule

Spherical
′ ′′
′ ′′ −







≠

L L L
M M M

ω ω ω

ω ω ω

2

2
0

 

and

( )− =′ + ′′ + +1 12L L L mω ω ω

Cylindrical ′ + ′′ − =M M Mω ω ω2 0

Central, S2 ( )− =′ + ′′ + +1 12L L L mω ω ω

Axial, C2 ( )− =′ + ′′ −1 12M M Mω ω ω

Reflection, C1h ( )− =′ + ′ + ′′ + ′′ + − +1 12 2L M L M L M mω ω ω ω ω ω

Source: Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 
2007. With permission.

Note: Conservation of angular momentum for spherical symme-
try corresponds to a condition involving a 3-j symbol (Tinkham 
1964). The value m indicates the number of magnetic multipole tran-
sitions involved in the T term.
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while the magnetic multipoles of order L have cross sections 
of the same order in ka as electric multipoles of order (L + 1) 
(Jackson 1975, Dadap et al. 2004). Since the expression of the 
SHG cross section σ reported in Equation 28.5 depends on the 
square value of the sum of products involving three matrix ele-
ments, we need to consider only the contributions associated 
with the lowest order multipoles.

By restricting the analysis to the lowest order terms, five 
distinct SHG emission modes can be indicated. Following the 
notation in Dadap et al. (2004), these are E1 + E1 → E1, E1 + 
E2 → E1, E1 + M1 → E1, E1 + E1 → E2, and E1 + E1 → M1. In 
this notation, the first two symbols refer to the nature of the 
interaction with the FW field, and the third symbol describes 
the SH emission. For example, the E1 + E2 → E1 interaction 
represents electric dipole (E1) SH emission that arises through 
combined FW electric dipole and electric quadrupole (E2) 
excitations. M1 indicates a magnetic dipole transition. The 
E1 + E1 → E1 transition corresponds to the leading order con-
tribution to the SHG process, generating an SH field with a 
magnitude of a factor (ka)−1 higher than the field generated by 
the other terms, resulting in a (ka)−2 higher irradiated power. 
The E1 + E1 → E1 interaction violates parity conservation for 
any incident FW field distribution on centrosymmetric parti-
cles since ( ) ( )− = − = −′ + ′′ + + +1 1 12 1 1 1L L Lω ω ω , thus violating the selec-
tion rule for S2 symmetry particles reported in Table 28.1. This 
channel may, however, be allowed for lower symmetry particles.

28.5  Emission Patterns 
and Light Polarization

The emission modes that participate in the SHG process can 
be experimentally identified by considering SH emission pat-
tern and light polarization. In fact, each multipole contributing 
to the SHG process is characterized by a well-defined angular 
dependence of the irradiated intensity and polarization.

28.5.1  Irradiated Intensity

Let k2ω be the SH wave vector and r the position with respect to 
the particle. According to Jackson (1975), in the far-field limit 
characterized by k2ω >> r −1, the SH electric fields E rL M2 2ω ω

( ) ( )E  and 
E rL M2 2ω ω

( ) ( )M , produced by either electric or magnetic multipoles of 
order (L2ω, M2ω), are given by

 E r rL M
E L

ik r

r L Mi e
k r

Y2 2
2

2

2 2
1

2
ω ω

ω
ω

ω ω
ω

,
( )

,( ) ( ) ( ),( ) = − − × ×∇+ û  (28.8a)
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In Equations 28.8 ûr is a unit vector in the radial direction, 
and YL M2 2ω ω,  is the spherical harmonic of order (L2ω, M2ω). Pure 
electric and magnetic SH multipoles have the same angular 

distribution of the time-averaged radiated power per solid angle 
dP/dΩ(L2ω, M2ω). A graphical representation of the radiated 
power is given in Figure 28.5 for dipoles (L2ω = 1) and quadru-
poles (L2ω = 2) (Jackson 1975). If more than a single multiplet 
is responsible for the generation of SH radiation, interference 
among the SH radiation emitted by the contributing multipoles 
occurs and the emission pattern can be significantly different 
from those in Figure 28.5. In such cases, identifying the mul-
tipoles that are responsible for the SH emission might be quite 
complicated. Further information, however, can be extracted by 
analyzing the polarization dependence of the SH radiation as a 
function of the polarization of the impinging FW field.

28.5.2  Second Harmonic Polarization

From Equations 28.8, one can also obtain the polarization state 
of the emitted SH light. Table 28.2 reports the direction of the 
electric far field for pure electric and magnetic multipoles with 
L2ω ≤ 2. The direction is indicated by a combination of the mutu-
ally perpendicular unit vectors ûθ and ûϕ defined in a spherical 
coordinate system centered on the particle, in which θ and ϕ are 
the polar and azimuthal angles, respectively, the former being 
referred to the z quantization axis. An imaginary (real) ratio 
between the coefficients of ûθ and ûϕ corresponds to a π/2 (zero) 
phase difference between the two field components and hence 
indicates elliptical (linear) polarization (Jackson 1975).

z z

z
z

z

L2ω = 1, M2ω = 0

L2ω = 2, M2ω = 0 L2ω = 2, M2ω = ±1 L2ω = 2, M2ω = ±2

L2ω = 1, M2ω = ±1

FIGURE 28.5 Graphical representation of emission patterns 
dP/dΩ(L2ω, M2ω) for dipoles (upper row) and quadrupoles (lower row). 
The time-averaged radiated power per unit solid angle displays cylindri-
cal symmetry around the quantization axis z. (Reprinted from Finazzi, 
M. et al., Phys. Rev. B, 76, 125414, 2007. With permission.)
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28.6  allowed and Forbidden Second 
Harmonic Emission Modes: 
Examples

This section discusses some examples of applications of the argu-
ments discussed above. Two relevant cases of FW illumination are 
addressed, namely, illumination with a plane wave and illumina-
tion with a strongly laterally limited beam, for example, through a 
high numerical aperture or via a near-field tip.

28.6.1  Plane-Wave Illumination

In an arbitrarily polarized FW plane wave propagating along 
the z direction, the field vector A(z) can be expressed as A(0)eikz, 
with A(0) being a vector perpendicular to the propagation direc-
tion, A(0) ⋅ ûz = 0. By taking the origin of the z axis coincident 
with the particle position, and truncating the multipole expan-
sion around z = 0 of the matrix element 〈u | p̂ ⋅ A | w〉 to second 
order in ka, one obtains
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In this expression, E(0) and B(0) are complex vectors represent-
ing the amplitude and phase of the electric and magnetic fields, 

respectively, at the particle position, while Ax(0) and Ay(0) are 
the complex components of A(0), and L̂ = r × p̂. The three terms 
on the right-hand side of Equation 28.9 correspond to E1, M1, 
and E2 transitions, respectively.

Let us first discuss the case of circularly polarized light. In 
this case, it can be shown (Finazzi et al. 2007) that all the three 
FW absorption transitions described by the matrix elements in 
Equation 28.9 involve FW photons characterized by an Lz quan-
tum number Mω either equal to +1 or −1 according to the sign of 
the circular polarization (right or left) of the FW light imping-
ing on the particle. By recalling that dipole terms are charac-
terized by L2 = 1 and quadrupole terms by L2 = 2, the lowest 
allowed emission multipoles participating in the SHG process 
can be obtained from Table 28.1 in a straightforward manner. 
The allowed SH emission modes are listed in Table 28.3. As 
anticipated above, the lowest order transition E1 + E1 → E1 is 
forbidden under circularly polarized FW plane-wave illumina-
tion for particles displaying central symmetry, but it is allowed 
for noncentrosymmetric, noncylindrical particles. In this case, 
SH emission is given by an E1 term with M2ω = 0 or M2ω = ±1 
for C2 or C1h symmetry, respectively. This emission mode cor-
responds to SHG from an electric dipole oriented parallel (for C2 
symmetry) or perpendicular (in the case of C1h symmetry) to z. 
The lowest allowed SHG channel for spherical or cylindrical par-
ticles is E1 + E1 → E2 (Dadap et al. 1999, 2004), with M2ω = ±2. 
This SH emission mode corresponds to an irradiated SH power 
angular distribution displaying cylindrical symmetry around 
the propagation axis of the FW field, with a maximum in the 
plane perpendicular to z and a null in the forward and backward 
directions (Dadap et al. 1999, 2004), as displayed in Figure 28.5.

In the case of linearly polarized FW illumination, it is conve-
nient to consider the selection rules that can be obtained by con-
sidering both the propagation direction of the FW plane wave 
(z axis) and the direction of the FW electric field vector (x axis) as 
the quantization axis. Therefore, one should calculate two multi-
pole expansions of the FW wave, one for each choice of the quan-
tization axis, and consider the possible values of both the Lz and Lx 
photon quantum numbers. Moreover, both axes should be taken 
into account to define the particle symmetry group. Let Mω and 
M2ω be the FW and SH photon Lz quantum numbers, and Nω and 
N2ω be the FW and SH photon Lx quantum numbers, respectively. 
It can be shown (Finazzi et al. 2007) that the multipole expansion 

TABLE 28.2 SH Electric Field Polarization for Pure Electric 
or Magnetic Multipoles with L2ω ≤ 2

M2ω = 0 M2ω = ±1 M2ω = ±2

L2ω = 1 (E) sin θûθ e±iϕ(±cos θûθ ∓ iûϕ)
L2ω = 1 (M) sin θûϕ −e±iϕ(iûθ ∓ cos θûϕ)
L2ω = 2 (E) −i sin θ cos θûθ e±iϕ(∓icos 2θûθ 

+ cos θûϕ)
e±2iϕsin θ(icos 

θûθ ± ûϕ)
L2ω = 2 (M) −i sin θ cos θûϕ −e±iϕ(cos θûθ 

+ icos 2θûϕ)
e±2iϕsin θ (±ûθ 

+ icos θûϕ)

Source: Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 2007. 
With permission.

Note: For each point in space, the unit vectors ûθ and ûϕ are, respectively, 
parallel and perpendicular to the plane containing the z (quantization) axis, 
and are both perpendicular to the radial unit vector ûr.

TABLE 28.3 SHG Selection Rules for the Different Particle Symmetries Illustrated in Figure 28.4, under Circularly 
Polarized Far-Field Plane-Wave Illumination

Symmetry and 
Point Group E1 + E1 → E1 E1 + E1 → E2 E1 + E2 → E1 E1 + M1 → E1 E1 + E1 → M1

Spherical Forbidden Allowed for M2ω = +2 or −2 Forbidden Forbidden Forbidden
Cylindrical Forbidden Allowed for M2ω = +2 or −2 Forbidden Forbidden Forbidden
Central, S2 Forbidden Allowed Allowed Allowed Allowed
Axial, C2 Allowed for M2ω = 0 Allowed for M2ω = 0, ±2 Allowed for M2ω = 0 Allowed for M2ω = 0 Allowed for M2ω = 0
Reflection, C1h Allowed for M2ω = ±1 Allowed for M2ω = 0, ±2 Allowed for M2ω = 0 Allowed for M2ω = 0 Allowed for M2ω = 0

Source: Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 2007. With permission.
Note: Every transition multipole is considered separately. The propagation direction (z axis) is chosen as the quantization axis.
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of the FW plane wave corresponds to E1, M1, and E2 terms in 
Equation 28.9 that involve FW photons with an Mω quantum 
number that can be either +1 or −1 but not 0. On the other hand, 
the expansion obtained by choosing the x axis as the quantiza-
tion axis shows that the E1, M1, and E2 terms correspond to 
transitions involving FW photons with L2 and Lx quantum num-
bers restricted to (Lω = 1, Nω = 0), (Lω = 1, Nω = ±1), and (Lω = 2, 
Nω = ±1), respectively. With these figures in mind and the general 
rules summarized in Table 28.1, one can find the selection rules 
listed in Tables 28.4 and 28.5. From these, one can see that the 
E1 + E1 → E1 SHG channel can be excited by linearly polarized 
FW plane-wave illumination in all noncentrosymmetric particles 
(Finazzi et al. 2007). In particular, if the particle exhibits C2 sym-
metry either around the z or the x axis, SH emission will be given 
by an oscillating dipole parallel to the C2 symmetry axis (Finazzi 
et al. 2007). In centrosymmetric particles illuminated by linearly 
polarized light, electric dipole SH emission is always given by a 
dipole parallel to z, while the quadrupole SH emission pattern is 
symmetric around x (see Figure 28.4) (Finazzi et al. 2007). M1 
emission is forbidden (Dadap et al. 1999, 2004) because the selec-
tion rules would lead to M2ω = N2ω = 0, which correspond to a 
monopole term that cannot radiate (Finazzi et al. 2007).

28.6.2  Illumination with a Laterally 
Limited Light Beam

When the particle is illuminated by a laterally limited FW beam, 
which might be obtained by focusing with a high numerical-aper-
ture objective or even with near-field illumination, and the beam 
waist is comparable with the particle size, the beam cannot be 

considered as a plane wave any longer. In this case, other emission 
channels than those listed in Tables 28.3 through 28.5 become 
available. In these conditions, in fact, the particle experiences 
large longitudinal components of the FW field, which are absent 
in the case of illumination with a plane wave. The presence of such 
longitudinal components can be easily understood for a converg-
ing beam focused by an objective, where the FW light wave vector 
k has a broad angular distribution determined by the objective 
numerical aperture. Intense longitudinal components should also 
be expected in the proximity of near-field probes (Novotny and 
Hecht 2006). The consequence is that SHG can be induced by a 
combined FW photon absorption from perpendicular field com-
ponents acting on the particle (Figliozzi et al. 2005), which is not 
possible for plane-wave illumination. For instance, illuminating 
with a laterally confined beam, absorption of FW photons with 
Lz quantum number Mω = 0 from a linearly polarized FW field 
becomes possible, which is excluded for plane-wave illumina-
tion (Finazzi et al. 2007). For the same reason, FW photons with 
Mω = 0, ±1, ±2 are available for E2 absorption (Finazzi et al. 2007).

Another important difference with respect to in-plane wave 
illumination is represented by the fact that the rapid spatial vari-
ations of the field intensity can increase the relative weight of 
the higher-order multipoles in the SHG process. This is readily 
understood in far-field illumination when the spot size, which 
is limited by diffraction to about 1/k, is comparable with the 
particle size a, resulting in a violation of the long-wavelength 
approximation. Similarly, strong field gradients are expected at 
the apex of a near field probe (Novotny and Hecht 2006), again 
invalidating the long-wavelength approximation and implying 
that high-order multipoles cannot be a priori neglected.

TABLE 28.4 SHG Selection Rules for the Different Particle Symmetries Illustrated in Figure 28.4, under Linearly 
Polarized Far-Field Plane-Wave Illumination

Symmetry and 
Point Group E1 + E1 → E1 E1 + E1 → E2 E1 + E2 → E1 E1 + M1 → E1 E1 + E1 → M1

Spherical Forbidden Allowed for M2ω = 0, ±2 Allowed for M2ω = 0 Allowed for M2ω = 0 Forbidden
Cylindrical Allowed for M2ω = 0 Allowed for M2ω = 0, ±2 Allowed for M2ω = 0 Allowed for M2ω = 0 Forbidden
Central, S2 Forbidden Allowed Allowed Allowed Allowed
Axial, C2 Allowed for M2ω = 0 Allowed for M2ω = 0, ±2 Allowed for M2ω = 0 Allowed for M2ω = 0 Allowed for M2ω = 0
Reflection, C1h Allowed for M2ω = ±1 Allowed for M2ω = 0, ±2 Allowed for M2ω = 0 Allowed for M2ω = 0 Allowed for M2ω = 0

Source: Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 2007. With permission.
Note: The propagation direction (z axis) is chosen as the quantization axis.

TABLE 28.5 SHG Selection Rules for the Different Particle Symmetries Illustrated in Figure 28.4, under Linearly 
Polarized Far-Field Plane-Wave Illumination

Symmetry and 
Point Group E1 + E1 → E1 E1 + E1 → E2 E1 + E2 → E1 E1 + M1 → E1 E1 + E1 → M1

Spherical Forbidden Allowed for N2ω = 0 Allowed for N2ω = ±1 Allowed for N2ω = ±1 Forbidden
Cylindrical Allowed for N2ω = 0 Allowed for N2ω = 0, ±2 Allowed for N2ω = ±1 Allowed for N2ω = ±1 Allowed for N2ω = 0
Central, S2 Forbidden Allowed Allowed Allowed Allowed
Axial, C2 Allowed for N2ω = 0 Allowed for N2ω = 0, ±2 Allowed for N2ω = ±1 Allowed for N2ω = ±1 Allowed for N2ω = 0
Reflection, C1h Allowed for N2ω = ±1 Allowed for N2ω = 0, ±2 Allowed for N2ω = ±1 Allowed for N2ω = ±1 Allowed for N2ω = 0

Source: Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 2007.
Note: The electric field polarization direction (x axis) is chosen as the quantization axis.



Second-Harmonic	Generation	in	Metal	Nanostructures	 28-11

As a relevant example, let us address SHG in lithographed par-
ticles on a substrate (see Section 28.7), such as those employed in 
surface-enhanced spectroscopy techniques. The presence of the 
substrate breaks the inversion symmetry with respect to the parti-
cle center. For ellipsoidal-shaped dots as those described by Grand 
et al. (2003) and Zavelani-Rossi et al. (2008), the particle symme-
try group reduces to C2v (see Figure 28.6). In this case, the selec-
tion rules governing SHG in C2 symmetry around the z axis must 
apply, z being the substrate normal, which is taken parallel to the 
optical axis. The particles also belong to the C1h symmetry group 
defined with respect to either the x or y axis, oriented parallel to 
the in-plane principal axes of the ellipsoids. However, this further 
symmetry does not provide more restrictive selection rules.

When such particles are excited with an FW plane wave with 
k ∙ z and considering only the lowest-order E1 + E1 → E1 transi-
tions, Mω can only assume the values ±1 both for linearly and 
circularly polarized light, so parity is conserved only for M2ω = 0, 
corresponding to SH emission from an electric dipole parallel 
to both k and z (see Figure 28.6) (Finazzi et al. 2007). When the 
particle is illuminated by a focused FW beam or by the near field 
of a tip, photons with Mω = 0 can be absorbed. This results in new 
SHG channels, namely the ones that correspond to SH radiation 
from electric dipoles lying in the plane of the substrate, becom-
ing available (see Figure 28.6) (Finazzi et al. 2007). In this case, 
the details of the SH-radiated intensity and polarization will 
depend on the particle fine structure, which defines the relative 
strength of each channel.

28.7  Second Harmonic Generation 
in Single Gold Nanoparticles

As discussed in Section 28.3, the nonlinear optical response 
of nanostructured systems has been experimentally stud-
ied, so far, mainly by far-field techniques. These, however, are 

limited by diffraction and do not allow a direct mapping of the 
nanoscale field enhancement. These limitations can be overcome 
by SNOM, which can reach sub-100 nm lateral resolution. This 
technique consists of bringing the sample in interaction with the 
near field of a source (a tip or a backilluminated aperture in a 
metal-coated probe). In this case, the bandwidth of spatial fre-
quencies associated with the evanescent waves from the probe is 
unlimited and the resolution can in principle be arbitrarily opti-
mized. The response of the probe–sample interaction is recorded 
with standard far-field collection optics. State-of-the-art lateral 
resolution for aperture probes is around 50 nm. Near-field non-
linear optical microscopy is a powerful tool to characterize local 
field enhancements in metal nanostructures since it combines 
the great sensitivity of nonlinear optical response with the 
spatial superresolution of near-field microscopy. However, the 
technical challenges of combining scanning probe and ultrafast 
technologies and the typical low peak power available at the out-
put of optical near field probes have so far limited the number 
of studies of SHG from single nanoparticles in closely packed 
arrangements (Biagioni et al. 2007, Breit et al. 2007, Celebrano 
et al. 2007, 2008a,b, Zavelani-Rossi et al. 2008).

This section describes SHG from single gold nanoparticles 
obtained with a SNOM setup. As illustrated in Section 28.6.2, 
the high lateral confinement typical of near-field illumination 
enables the observation and exploitation of unusual and pecu-
liar SHG modes. Moreover, the acquisition of SH maps provides 
complementary information to FW images, which typically 
results from a complex interplay between scattering, absorption, 
and reflection, all contributing to light extinction (Novotny and 
Hecht 2006). The comparison between FW and SH maps there-
fore allows for a better interpretation of the optical response of 
metal nanoparticles and discriminating among different light 
extinction particle behaviors that would not be possible to 
address by just collecting the FW signals (Biagioni et al. 2007, 
Celebrano et al. 2007, 2008a,b, Zavelani-Rossi et al. 2008).

28.7.1  Near-Field Microscopy Setup

To observe SHG at the nanoscale, we combine high peak power 
and high spatial resolution by coupling femtosecond pulses to 
a hollow-pyramid aperture SNOM (see Figure 28.7). The pulses 

Eω Eω
kω kω

q2ω

q2ω

z z

x

(a) (b)

x

y y

FIGURE 28.6 Allowed E1 second-harmonic emission channels for a 
particle with C2 symmetry (axial particle over a substrate) excited by 
(a) a plane wave or (b) a laterally limited beam. The allowed directions 
of the particle electric dipole q2ω generating the E1 second-harmonic 
radiation are indicated by the double-headed arrows on the particle. 
(Reprinted from Finazzi, M. et al., Phys. Rev. B, 76, 125414, 2007. With 
permission.)
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FIGURE 28.7 Schematics of our SNOM, with the ultrashort laser 
beam coupled to the measurement head: The collection optics, filters, 
and detector are also indicated. PMT indicates a photomultiplier tube.
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are generated by a long-cavity mode-locked Ti:sapphire oscil-
lator (26 MHz repetition rate), producing 20 nJ, 27 fs pulses at 
800 nm. The SNOM probe consists of a silicon nitride cantilever 
with a hollow pyramid tip. The tip is aluminum-coated with a 
circular aperture at the apex, with diameter ranging between 
100 and 200 nm. This probe offers several advantages com-
pared with metal-coated tapered optical fibers, such as larger 
taper angle, lower absorption, preservation of light polarization 
(Biagioni et al. 2005), and pulse duration (Labardi et al. 2005) 
at the output. These improvements enable achieving peak pow-
ers more than two orders of magnitude higher in the near field, 
resulting in greatly enhanced nonlinear optical response of the 
sample. Typical tip throughputs at 800 nm range between ∼10−4 
for the 100 nm tips and 5 × 10−3 for the 200 nm ones. The tips 
with larger aperture were selected for the experiments presented 
in this section. Tip-sample distance is controlled by an optical 
lever that is sensitive enough to allow nondestructive contact 
mode stabilization on the samples.

The FW/SH light is collected in the far field by a long work-
ing distance microscope objective (numerical aperture = 0.75) 
and split by a dichroic filter. The FW and the SH are simulta-
neously detected by photomultiplier tubes. Bandpass filters are 
inserted in the SH beam to further reject the FW and TPPL from 
the sample. A 30 nm bandpass interference filter centered at 
405 nm is inserted in the SH beam path to reject TPPL from the 
sample, which is negligible for wavelength shorter than 450 nm 
(Bouhelier et al. 2005, Imura et al. 2005, 2006). The quadratic 
dependence of SH intensity on the excitation beam power was 
verified. A mechanical chopper with a 1:6 duty cycle allows 
increasing the peak power for a given level of average power, typ-
ically 1 mW incident on the tip, and lock-in detection improves 
the signal-to-noise ratio, allowing for faster scans (integration 
time 30–100 ms per point).

Hereafter, we present two different types of gold nanopar-
ticles. The first ones are triangles (height 15–25 nm) on a glass 
substrate obtained from a projection pattern (“Fischer pattern” 
(Fischer and Zingsheim 1981)), in a hexagonal array with 453 nm 
periodicity. Such a sample is chosen as an example of a SNOM 
study of SHG in a dense network of particles. The second type 
of particles are well-separated isolated ellipsoids (height about 
60 nm) produced by electron beam lithography on a quartz sub-
strate (Grand et al. 2003) in square arrays.

28.7.2  Fundamental Wavelength 
and Second Harmonic Maps

Figure 28.8a shows the topography of the Fischer pattern 
together with its SH optical image (Figure 28.8b). The topog-
raphy shows the regular array of gold triangles: most of them 
are well separated, some are in contact with each other, and 
big defects cover portions of the sample. In the FW image (not 
shown), triangles appear dark, although the resolution is poor 
due to the quite large aperture diameter. Nevertheless, con-
trasted and well-resolved SHG maps from the gold triangles 
are detected. The background signal is attributed to SHG from 
both the glass substrate and the tip edges. The inset of Figure 
28.8b shows a line profile of the SH image, demonstrating very 
good signal-to-noise ratio, high contrast (3:1), and good spatial 
resolution (better than 100 nm, see Figure 28.8c). Figure 28.8 
highlights the unique capability of nonlinear SNOM to image 
SHG from closely packed metal nanostructures. It is interesting 
to note that not all the triangles observed in topography emit 
SH radiation with the same efficiency: some of them display an 
intense SH emission, while others are nearly dark. This supports 
the absence of topographical artifacts (Hecht et al. 1997) in the 
image, proved by the fact that in further measurements (not 
shown here), the topographic resolution was missing, yet a clear 
and well-resolved SHG image could still be collected. The high 
variability of the SHG signal is addressed further below when 
SHG in isolated nanoparticles is discussed.

The lithographed nanorods are about 60 nm high, with a short 
axis of about 70 nm and long axes equal to 100, 150, or 400 nm. The 
array period is 1 μm. According to the Mie theory, the plasmon 
resonances in elongated structures depend on their aspect ratio. 
Indeed, far-field extinction spectra (see Figure 28.9), with exciting 
white light beam polarization parallel to the major axis, display 
a peak around 690 nm for the 100 nm ellipsoids, around 800 nm 
(i.e., resonant with our FW) for the 150 nm ones and more than 
1000 nm for the 400 nm ones (not shown). These three distinct 
particle geometries thus provide different resonating regimes that 
correspond to different linear and nonlinear optical behaviors 
and near-field properties. These are highlighted in Figure 28.10, 
showing the particle topography, FW near-field extinction, and 
SH emission obtained with the FW illumination linear polariza-
tion parallel to the nanorod long axis. The optical images at both 
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FIGURE 28.8 Projection pattern: (a) topography and (b) SH SNOM image (size: 5 × 2.9 μm2). The dashed circle (A) shows an SH emitting triangle 
and solid circle (B) shows a dark one. (c) Cross section from the raw data of the SH image, along the dotted line.
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the FW and the SH wavelengths strongly depend on the particle 
size. In particular, in FW maps, all the 100 nm ellipsoids appear 
bright, while all the 150 and 400 nm ellipsoids appear dark. In 
SH images, (1) most of the 100 nm-long particles do not emit, 
(2) most of the resonant 150 nm-long particles emit uniformly 
with high contrast (see line profiles in Figure 28.10), and (3) the 
400 nm-long particles appear darker than the substrate. A general 
picture for these results can be obtained by a combined analysis 
of the FW and SH maps of the metal nanostructures. As apparent 
from Figure 28.10, the SH maps provide complementary informa-
tion with respect to the FW images. For instance, only by com-
paring the SH emission properties of the 150 and 400 nm-long 
particles, it is possible to recognize that these fall in different opti-
cal regimes, due to the FW excitation being on or off resonance, 
respectively, with respect to the particle LSP excitations.

The near-field FW properties of the particles can be under-
stood by recalling that the particle-to-background contrast in the 
near-field extinction maps results from the interference between 
an FW wave propagating into the far-field and a nonpropagating 
near-field distribution (Mikhailowsky et al. 2003). As a general 
rule, a metal particle should appear brighter than the back-
ground when the frequency of the excitation is higher than that 
of the particle LSP resonance, while it should be darker when 
the frequency of the FW excitation is set below the resonance 
(Mikhailowsky et al. 2003). At the LSP resonance, the particle 
should show no contrast with respect to the background. The 
presence of these interference effects explains the trend observed 
in the FW maps displayed in Figure 28.10, where the particles 
have a well-controlled aspect ratio, but it may hinder the inter-
pretation of FW near-field images in other contexts, especially 
when the frequency of the LSP resonances of the particles is not 
known. However, the resonating behavior of the 150 nm-long 

nanorods becomes apparent from the SH maps, since these par-
ticles efficiently emit SH radiation as a result of the presence of 
strongly enhanced and localized electric field associated with 
the particle LSP oscillations, which are effectively excited only 
for these particles. Instead, most of the 100 nm-long particles 
do not emit SH radiation, and the 400 nm-long particles, being 
larger than the tip aperture, strongly absorb/scatter the SH light 
generated at the tip and appear darker than the background.

The nonlinear optical behavior of off-resonance particles is 
further highlighted in Figure 28.11, where FW and SH maps are 
collected by exciting the nanorods with an FW field parallel to 
the rod minor axis. With this type of excitation, the LSP reso-
nance frequencies are shifted toward the blue region of the spec-
trum and cannot be excited by the FW light. In this case, SHG 
is observed at correspondence with the high-curvature regions 
of the particle, as a consequence of highly enhanced and local-
ized electric fields by the lightning rod effect, in agreement with 
the theoretical predictions of Beermann and Bozhevolnyi (2004) 
and Stockman et al. (2004). It is interesting to note that, in Figure 
28.11, the bright spots in the SH maps seem to correspond to 
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dark spots in the FW images, that is, the high- curvature regions 
where strong fields are localized also correspond to areas where 
larger FW scattering/absorption occurs, giving rise to a larger 
local linear extinction cross section. We believe that intense 
localized defects are also responsible for the high variability of 
the SHG efficiency displayed by nominally identical particles 
displaying quite similar FW (see Figures 28.8 and 28.10). In this 
case, local field enhancement would be associated with high-
curvature defects in the particles.

To summarize, the SHG efficiency depends on the particle 
fine structure that determines (1) local FW field enhancements, 
induced either by LSP excitation or by lightning rod effects in 
areas with high-curvature or local imperfections and (2) the 
modes contributing to the emission process, which are described 
in the next section.

28.7.3  Second Harmonic Polarization analysis

This section shows how the analysis of the polarization of the 
SH-emitted light might allow one to recognize which emission 
modes are contributing to the SHG process for a given particle 
geometry and illumination conditions. Such analysis will be 
applied to the same lithographed isolated gold particles, already 
described in Section 28.7.2.

The polarization state of the SH light emitted by the gold 
nanoellipsoids is analyzed as illustrated schematically in 
Figure  28.12. The FW light is polarized parallel to the major 
axes of the 150 nm-long particles to excite their strong longi-
tudinal SPT resonance. The SH radiation polarization is ana-
lyzed by a polarizer on detection. Figure 28.13 shows two typical 
SH maps that are obtained with the analyzer parallel (Figure 
28.13b) and perpendicular (Figure 28.13c) to the excitation 
polarization. From these maps, one can see that the SH light 
emitted by the nanoparticle is polarized parallel to its short axis 

(see Figure 28.13b,c,d). This particular polarization pattern of 
the emitted SH light is incompatible with the lowest allowed 
emission modes one should expect for such particles for an 
FW plane-wave illumination. In this case, in fact, SH radia-
tion would be emitted by a dipole oscillating perpendicularly 
to the substrate sustaining the particle, as illustrated in Figure 
28.6a. Such an emission mode would give the same SH maps 
independently from the direction of the analyzer axis. This is 
obviously in contradiction with the experimental results shown 
in Figure 28.13 and is a demonstration that a novel particle 
emission mode, which is forbidden for plane-wave illumination, 
becomes accessible. In fact, the presence of a symmetry-break-
ing substrate together with the strong longitudinal FW field 
component, typical of near-field illumination, allow for efficient 
excitation of an SH-emitting electric dipole perpendicular to 
both the incident FW light polarization and the detection axes, 
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as illustrated in Figure 28.6b. From the analysis of the SH polar-
ization pattern in Figure 28.13, one can conclude that only the 
SH-emitting dipole perpendicular to the particle minor axis is 
significantly excited by the FW field. For this particle geom-
etry, the SHG selection rules discussed in Section 28.4 do not 
exclude the possibility that SHG could be due to a dipole oscil-
lating in the direction of the long axis of the particles, so there 
is no simple symmetry-based justification to the fact that such 
emission is not observed. This behavior has to be ascribed to the 
particular shape and resonance conditions of the particles. Such 
characteristics can in effect influence in a complex way the par-
ticle SH emission properties. To give a tentative explanation of 
this behavior, we remark that a much larger portion of gold–air 
interface is available along the long sides of the ellipsoid, so that 
a major contribution of SH light oriented parallel to the short 
axis might actually be expected as a surface contribution to 
SHG. Finally, we would like to stress that the spatial uniformity 
of the polarized SHG pattern measured on several particles is 
a hint of the negligible influence of particle defects, which can 
also lower the symmetry of the particles and contribute to SHG 
with modes that would otherwise be forbidden by parity and 
angular momentum conservation in a particle with a perfectly 
controlled shape.

28.8  Perspectives

A very promising perspective for future nano-optics is the possi-
bility to simultaneously control of the spatial and temporal prop-
erties of the optical near field in the vicinity of a nanostructure by 

illumination with broadband optimally polarization- and time-
shaped femtosecond light pulses. Adaptive shaping of the phase 
and amplitude of femtosecond laser pulses has been developed 
into an efficient tool for the directed manipulation of interfer-
ence phenomena, thus providing coherent control over various 
quantum-mechanical systems. The interest to extend coherent 
control methods to nanostructures consists in overcoming the 
spatial limitation due to diffraction. Coherent control of the 
spatial and temporal evolution of optical near-fields by ampli-
tude and polarization pulse shaping in plasmonic nanostruc-
tures has recently been theoretically proposed (Stockman et al. 
2002, Brixner et al. 2005, 2006, Sukharev and Seideman 2007) 
and experimentally demonstrated (Aeschlimann et al. 2007) by 
applying an adaptative method based on measuring the local 
fields with two-photon photoemission electron microscopy. 
Progress in the coherent control of electric fields in nanostruc-
tures thus might open the access to simultaneously ultrafast and 
nanoscale new physics.

Nonlinear near-field optical microscopy might thus play an 
extremely important role in the development of nanoscale coher-
ent control, since it can be employed as a probe of local field 
enhancement. In this frame, the temporal dynamics of the non-
linear phenomenon is, however, extremely important. SHG rep-
resents an ideal candidate to this task since the conversion of two 
FW photons into an SH photon is itself a coherent process (Imura 
et al. 2005), at variance from, for example, TPPL, which is inco-
herent in noble metal nanostructures (Imura et al. 2005). Indeed, 
we have recently demonstrated (Biagioni et al. 2009) that the 
TPPL yield in gold nanowires becomes independent of the pulse 
duration for laser pulses shorter than about 1 ps, while an inverse 
proportionality with the pulse duration would be expected for a 
fixed pulse energy. The origin of this behavior consists of the fact 
that TPPL in gold nanostructures is obtained after a 3d hole is 
produced by two sequential absorption steps involving a single 
photon (Imura et al. 2005), and is governed by the relaxation time 
of the sp conduction band hole generated after the first photon 
absorption. This temporal limitation would advise against the 
utilization of TPPL in probing near-field enhancement for coher-
ent control applications, leaving SHG as a better adapted tool.

28.9  Conclusions

Thanks to the combination of surface sensitivity and symme-
try selectivity, SHG is a very powerful tool to investigate the 
nanoscale properties of matter. The application of SHG tech-
niques for investigating the structure and various other prop-
erties of small particles is a subject of considerable current 
interest and has stimulated a conspicuous number of both theo-
retical and experimental works in a broad range of subjects. In 
particular, being SHG a nonlinear optical process whose yield 
depends on the square power of the FW field intensity, SHG 
has found many applications in the study of the electric field 
enhancement mechanisms in metal nanostructures, where the 
lightning rod effect associated with high-curvature particles 
or resonantly excited plasma oscillations can lead to extremely 
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FIGURE 28.13 Nanoellipsoids with 150 nm major axis: topography 
(a), SH emission with a polarizer on detection parallel (b), and perpen-
dicular (c) to the major axis (incident light is polarized parallel to the 
major axis). Image size: 0.6 × 0.6 μm2. (d) Intensity profiles from the raw 
data of images (b) (circles) and (c) (triangles).
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intense and highly localized electric fields. Since nanosci-
ence is attracting an exponentially growing attention, SHG in 
nanostructured systems will be a very hot topic for many years 
to come.
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29.1 Introduction

The physics of semiconductor nonlinear response unites under 
the same cover a fascinating variety of different physical phe-
nomena, theoretical ideas, and experimental approaches. It pro-
vides promising opportunities for technologies, for example, in 
the form of principally new light sources, and presents a con-
venient testing field for studying long-standing fundamental 
questions while raising new ones in fields ranging decoherence 
to low-energy quantum field theory.

It is not therefore, surprising, that the interest of research-
ers remains steadily persistent for already many decades. There 
are many books and reviews devoted to the details of different 
topics. However, as investigations move forward, new types of 
problems surface and the question of the basic principles of the 
theory of nonlinear response is raised again and again.

Perhaps the most clear demonstration of the recurring pro-
cess of testing the background is the drastic change of the main 
theoretical methods, which took place in the 1990s. In the pre-
1990s era, Green’s functions method was the main technique 
used in the limit of zero, finite temperature, or nonequilibrium 
(the Keldysh technique). The main questions were formulated in 
terms of the spectral characteristics, and using the adiabatical 
approximation was the usual practice. With the development of 
new experimental methods and the improvement of the qual-
ity of the samples, the attention gradually moved toward the 
temporal behavior and the transient features of the excitations. 
As a result, in the post-1990s era, time dependence turned out 
to be the major question, and the typical theoretical approach 
became the method of the dynamical equations of motion. 

In a sense the whole topic was reinvented, making the question 
of fundamentals of the theory especially important.

In the following sections, we present the derivation of the 
main dynamical equations for the electromagnetic field and 
the semiconductor excitations in the general context of quan-
tum field theory. Such an approach is particularly useful 
because the resonant interaction of light with the semiconduc-
tor results in constantly changing the number of elementary 
excitations in the semiconductor bands. Therefore, the respec-
tive description must admit the creation and annihilation of 
particles on the fundamental level. Also, in order to cover at 
least partially the various physical situations relevant for the 
problem of nonlinear response, we avoid using specific approx-
imations such as, for example, the spherical symmetry of the 
hole’s bands or the translational symmetry of the structures. 
The latter circumstance compels to formulate the major part 
of considerations in the coordinate representation. Finally, 
the main equations are derived for operators that makes them 
applicable for studying quantum statistics and other complex 
questions going beyond the single-particle correlation func-
tions (Green’s functions).

The structure of the presentation is as follows. In Section 29.2 
we derive the quantum-field Hamiltonian in the k ⋅ p- approx-
imation and briefly review the basic properties of the semicon-
ductor bands. Section 29.3 is devoted to the derivation of the 
quantum equations of motion for the electromagnetic field and 
the semiconductor excitations. In Section 29.4, the perturba-
tive approach of analyzing the quantum equations of motion is 
reviewed. Finally, in Section 29.5 we consider the semiconductor 
Bloch equation.

29
Nonlinear Optics in 

Semiconductor Nanostructures

29.1 Introduction ...........................................................................................................................29-1
29.2 Semiconductor-Field Hamiltonian in k ⋅ p-Approximation ...........................................29-2
29.3 Quantum Equations of Motion .......................................................................................... 29-6

Electromagnetic Field • Semiconductor Dynamics • Rotating Wave Approximation
29.4 Perturbation Theory: Four-Wave Mixing Response ......................................................29-11
29.5 Nonperturbative Methods: Rabi Oscillations .................................................................29-16
29.6 Conclusion ............................................................................................................................29-19
Acknowledgment .............................................................................................................................29-19
References .........................................................................................................................................29-19

Mikhail Erementchouk
University	of	Central	Florida

Michael N. Leuenberger
University	of	Central	Florida



29-2	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

29.2  Semiconductor-Field Hamiltonian 
in k ̇  p-approximation

The quantum dynamics of the electrons moving in the periodic 
lattice field in the semiconductor under the action of the exter-
nal field is described in SI units by the Hamiltonian

 

Hmat s l ext s
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where
ψs(x) is the electron field operator
s and s′ are the electron spin indices
A is the vector potential
Ul(x) is the periodic lattice potential
Uext(x) is an external potential caused, for example, by the 

external static electric field
V(x) = e2/4πϵ0ϵb|x|, with ϵb being the background dielec-

tric constant, is the potential of the Coulomb interaction 
between the electrons

In the following paragraphs we will be interested in establishing 
the relation with the standard k ⋅ p approach, therefore, we will 
omit both the external potential and the Coulomb interaction 
and will consider their effect later.

The main idea of the k ⋅ p approach is to employ the fact that 
we are interested in the weak and spatially smooth perturbations 
of the semiconductor near its ground state. Thus, we want to 
account exactly the effect of the periodic lattice potential form-
ing the semiconductor ground state and to consider the devia-
tion from it in the spirit of the perturbation theory.

In order to account for the effect of the periodic potential 
on the electron dynamics we need to develop an appropri-
ate description of the respective electron single-particle states. 
The field operator ψ†(x) can always be expanded in terms of the 
Bloch modes as

 
ψ φs d an n

n

† †( ) * ( ) ,, ,x k xk k= ∫∑
 

(29.2)

where
n enumerates the bands and includes the spin index
the Bloch wave vector k lies in the first Brillouin zone
the wave functions ϕn,k(x) give the solutions of the respective 

Schrödinger equation in the periodic potential
the operators an,k

†  are the operators, which create electrons in 
the respective Bloch states

According to the Bloch theorem the electron wave function 
ϕn,k(x) can be presented as

 φn
i

ne u, ,( ) ( ),k
k x

kx x= ⋅
 (29.3)

where un,k(x) is a periodic function solving the equation

 

�2
2

2m
i u U u un l n n n( ( ) ( ) ( ) ( ) ( )., ,− ∇ + + =k x x x k xk k k) ⋅ �

 
(29.4)

This equation is Hermitian and, hence, functions un, k(x) for a 
fixed k = k0 constitute a complete set on the space of periodic 
functions. We can, therefore, represent functions corresponding 
to other k ≠ k0 as the respective Fourier series

 
u un n m m

m
, , ,( ) ( ; ) ( )k kx k k x= ∑α 0 0

 
(29.5)

with unitary αn,m(k; k0). The latter follows from orthonormality 
of the amplitudes un,k(x)

 

1 1
2 3V

d n n nnx x xk ku u′ ′ ′=∫ , ,* ( ) ( )
( )

,
π

δ
 

(29.6)

where  is the volume of the elementary cell. Indeed, substitut-
ing Equation 29.5 into Equation 29.6 we obtain

 
α α δ′ ′∑ =n m

m
nm nn* ( ) ( ) ,k k k k; ;0 0

 
(29.7)

which explicitly shows the unitarity of αn,m(k; k0). This motivates 
the introduction of new (Luttinger–Kohn) function describing 
the electron states

 χn
i

ne u, ,( ) ( ).k
k x

kx x= ⋅
0  (29.8)

These functions constitute a complete orthonormal set simi-
larly to the electron wave functions ϕn,k(x). The proof demon-
strates the typical line of arguments and, therefore, it is useful 
to consider it in detail. The completeness of the Luttinger–Kohn 
functions

 
d n n

n

k x x x xk kχ χ δ, ,* ( ) ( ) ( ).′ = − ′∫∑
 

(29.9)

follows from the respective relation for the electron wave 
functions

 
d n n

n

k x x x xk kφ φ δ, ,* ( ) ( ) ( )′ = − ′∫∑
 

(29.10)

if we use Equations 29.5 and 29.7. For orthonormality we need 
to consider

 ( , ) * ( ) ( ) * ( ), ,
( )

,n n d d e u un n
i

n nk k x x x x xk k
k k x

k| ′ ′ ≡ =′ ′
′ ⋅

′∫, χ χ 
0 ,kk x0( ).∫  

(29.11)
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The product u un n,* ( ) ( )k kx x0 0′,  is a periodic function and therefore 
can be expanded in the Fourier series

 
u u B en n nn

i
,* ( ) ( ) ( ) ,k k

Q

Q xx x Q0 0′ ′
⋅= ∑,

 
(29.12)

where the sum runs over the vectors of the reciprocal lattice and

 
B d e u unn

i
n n′

− ⋅
′= ∫( * ( ( ).,Q x x xQ x

k k) )1
V

,
 

(29.13)

Using this representation in Equation 29.11 we obtain

 
( , ) ( ) ( ) ( ).n n Bnnk k Q k k Q

Q

| ′ ′ = − ′ +′∑, 2 3π δ
 

(29.14)

The Bloch-wave-vectors k and k ′ are inside the first Brillouin 
zone and, therefore, the only possibility to reach the singularity 
point of the δ-function is when Q = 0 leading to (n, k|n′, k ′) = 
(2π)3Bnn′(0)δ(k − k ′). Taking into account Equation 29.6 we 
arrive at

 ( , ) ( ).n n nnk k k k| ′ ′ = − ′′, δ δ  (29.15)

Such introduced functions χn′,k ′(x) provide a general back-
ground and are used in different contexts in solid-state phys-
ics (Luttinger and Kohn 1955, Johnson and Hui 1993). In what 
follows we limit ourselves to the case k0 = 0 and will omit the 
index corresponding to the Bloch-wave-vector, simplifying 
notations.

In terms of the functions χn,k(x) the electron field operator is 
presented as

 
ψ s n n

n

d b† †( ) * ( ) ., ,x xk k= ∫∑ k χ
 

(29.16)

Substituting this representation into Equation 29.1, adopting the 
Coulomb gauge for the vector potential, ∇ ⋅ A(x) ≡ 0, taking into 
account Equation 29.4 and using the same trick as for Equation 
29.15 we obtain

 

Hmat d=






+ ⋅
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(29.17)

where A d e i
2

3 2 22( ) ( ) ( )/q x x q x= − − ⋅π ∫ A . The parameters of great 
importance introduced in Equation 29.17 are the matrix ele-
ments of the momentum operator between different bands

 
p x x xnn n n

i d u u′ ′= − ∇∫�
V

*( ) ( ),
 

(29.18)

which are responsible for the interband coupling and are the 
main parameters quantifying the strength of the light–matter 
interaction.

The first term in the r.h.s. of Equation 29.17 describes the 
dynamics of the semiconductor excitations, and the second term 
accounts for the interaction with the external field. The specific 
feature of the “eigen-part” of the Hamiltonian (that is the part 
which is independent of the external field) is that it is not diago-
nal with respect to bands. The reason for this is the special status 
given to the states corresponding to k = k0 = 0. These states do 
not exhaust the eigenstates of the semiconductor and, therefore, 
the effective coupling between different bands should not be 
surprising. This coupling, however, is proportional to k. Thus, 
if the relevant excitations are relatively weak and smooth, then 
the main contribution into the semiconductor dynamics would 
come from small k and we can treat the respective band coupling 
as a perturbation. As the first step we could just drop this term. 
This, however, gives obviously wrong results for the dynam-
ics near the extreme points of the bands. Indeed, the resulting 
Hamiltonian would predict that the mass of the excitations in 
the conductance band is the mass of electron in empty space and 
that the energy of states in the valence band increases with k. 
Both of these predictions contradict the experiment. Thus, it is 
necessary to develop a consistent procedure that allows taking 
the band coupling into account, similarly to the perturbation 
theory in quantum mechanics. Unfortunately, a straightforward 
implementation of this approach is significantly complicated by 
the complexity of the semiconductor band structure. It poses 
not principal, but technical difficulties, the resolution of which 
requires developing a special approach employing the symme-
try properties of the semiconductor lattice. These questions are 
beyond the scope of the present consideration (see, e.g., Chapter 
III in Bir and Pikus (1974)), therefore we limit ourselves to a 
semiqualitative analysis, which clearly illustrates the main ideas 
and can be readily adopted for a particular situation, for exam-
ple for studying the effect of the static magnetic field and so on.

In order to eliminate the off-diagonal elements of the eigen-
part of the Hamiltonian we perform a unitary Schrieffer-Wolff 
transformation T = eS

 
b d n T m c b d m T n cn m

m
n m

m
, , , ,( , ) , ( , )k q k qk q q q k= =∫∑ ∫∑q | | , | | ,† † †

 
(29.19)

such that the eigen-part of the transformed Hamiltonian 
�H Hmat matT T= †  is approximately diagonal. In Bir and Pikus 

(1974) a general procedure is discussed, which allows developing 
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the respective perturbation theory up to any order. Here, how-
ever, we restrict ourselves to the first relevant order, as it is usu-
ally done in the k ⋅ p-approximation. In terms of the  “generator” 
S the transformed Hamiltonian is written as

 
� �H H H Hmat mat mat matS S S= + + +[ , ] [[ , ], ]1

2  
(29.20)

where [A, B] = AB − BA denotes the usual matrix commu-
tator. We want to treat different contributions on the dif-
ferent basis and  therefore we present the Hamiltonian 
as H H H Hmat p A= + +0 , where H0 stands for the diagonal part of 
the first term in the r.h.s. of Equation 29.17, Hp is the k ⋅ p part and 
HA is the term related to the external field. Using this presentation 
in Equation 29.20 we obtain

 

�H H H H H H H

H H

mat p A p A

p

S S S

S S S

= + + + + +

+ +

0 0

0
1
2

1
2

[ , ] [ , ] [ , ]

[[ , ], ] [[ , ],, ] [[ , ], ]S S SA+ +1
2

H �
 

(29.21)

Since the k ⋅ p-coupling between the bands is small, the transfor-
mation diagonalizing the Hamiltonian is close to identical and, 
hence, the generator S is in some sense small ∼k ⋅ p. Therefore, 
in the lowest order no contributions come from the terms not 
shown in Equation 29.21 and, moreover, we need to drop the 
term [[ , ], ]Hp S S .

We choose S in such a way that the off-diagonal part of Hp is 
canceled in the leading order of k ⋅ p. Or, since the diagonal part 
of Hp is 0, we find such S that

 H Hp S+ =[ , ] .0 0  (29.22)

Resolving this equation with respect to the matrix elements of 
S yields

 
( , ) ( ),n

m
nn

nn
k k k p k kS n′ ′ = − − ′′

′
, � ⋅

ω
δ

 
(29.23)

where ωnn′ = ϵn − ϵn′.
Using found S for the field related terms in Equation 29.21, 

we will have among the others the terms of the form A(q) ⊗ q, 
where ⊗ denotes the tensor product, so that in a Cartesian basis 
(k ⊗ q)ij = kiqj. Generally the tensor A(q) ⊗ q is not zero. Its trace 
vanishes because of the Coulomb gauge imposed on the vec-
tor potential, but there are no other general restrictions on its 
form. Such terms, however, can still be neglected because of the 
smoothness of the external field. Indeed, because of the slow 
spatial variation of A(x) the main contribution into A(q) arises 
from small q, which leads to the essential reduction of the ten-
sor A(q) ⊗ q comparing to the field terms contained in HA non-
commuted with S in Equation 29.21. Thus, we obtain the matrix 
elements of the transformed Hamiltonian
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(29.24)

It should be noted that because of the smoothness property dis-
cussed above the field terms are symmetric with respect to the 
change k ↔ k ′.

The Hamiltonian with the matrix elements given by Equation 
29.24 looks quite complex and barely simpler than the initial 
Hamiltonian. In order to discuss the physical meaning of differ-
ent contributions into Equation 29.24, we introduce the spatial 
field operators cn(x) and cn

†( )x  according to

 
c d c en n

i
, /( )

( )k
k xx x= − ⋅∫1

2 3 2π  
(29.25)

and the tensors Mnn′ of effective masses

 

1 1 1 1
2Mnn

nn
n n nn

nn

nn n n

n nm m′
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′′

′′ ′′ ′
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= + ⊗ + ⊗







δ
ω ω

p p p p


′′
∑

n

.
 

(29.26)

Additionally we need to analyze the different types of interband, 
n ≠ n′, and intraband, n = n′, couplings induced by the external 
field. It can be seen that the main term of interest from the per-
spective of the semiconductor nonlinear response is ∝A(q) ⋅ pnn′, 
while all others can be neglected. Indeed, the terms ∝A ⊗ k 
describing the interband coupling vanish in the limit k → 0, and 
thus their contribution is negligible in the region of validity of 
the k ⋅ p-approximation. In turn, the effect of the terms yield-
ing the intraband coupling is small provided the gap Δ between 
the valence and the conduction bands is relatively wide. As will 
be shown below (see Equation 29.56), the strong interaction of 
light with the semiconductor occurs when the frequency of the 
electromagnetic field is tuned into the resonance with the gap, 
ħω ≈ Δ. Thus, the intraband coupling is ∝ħ(ΔT)−1, where T is the 
duration of the external excitation field, and even at (reasonably) 
short time scales it can be neglected.

Taking into account these considerations the semiconductor 
Hamiltonian takes a compact form

 
� �
Hmat n

n n
n nn

nn
nn nd c c= − ∇⋅ ⋅ ∇ − ⋅
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′
′

′ ′x x A x d†( ) (
,

� δ
2

2M
( ) xx),

 
(29.27)
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where dnn′ = pnn′e/m. This representation clarifies the physical 
meaning of the operators cn

†(x). These are the field operators of 
quasiparticles corresponding to different bands and character-
ized by specific tensors of the effective mass. The logic of per-
turbative treatment of the band coupling implies neglecting the 
off-diagonal elements Mnn′ for n ≠ n′ as the respective correc-
tion are of higher order in k ⋅ p than those kept for derivation of 
Equation 29.27. This naturally leads to the definition of the effec-
tive masses Mnn of the respective bands. The explicit expression 
for the tensors of the effective mass given by n = n′ elements of 
Equation 29.26 gives the correct prediction of significant reduc-
tion of the masses compared to the electron mass in the empty 
space and even the negative sign of the mass of the upper valence 
bands, it also describes correctly the dependence on the width of 
the gap. However, it lacks more subtle but nevertheless impor-
tant features, such as the mixing of heavy and light holes.

In order to discuss these features, we inspect closely the semi-
conductor band structure (see, e.g., Chapter 2 in Yu and Cardona 
(2004)). If the electrons were spinless, the lowest energy bands were 
the valence and conduction bands. In semiconductors with dia-
mond- or zinc-blende structures (e.g., Ge, GaAs, InP) the valence 
band would be threefold degenerate. It turns out that under rota-
tions which map the lattice into itself the states belonging to this 
band transform similarly to the states with the orbital momentum 
ℓ = 1. Because of this, the band is called* Γ4υ. The states in the con-
duction band transform trivially, and in group-theoretical terms 
the band is called Γ1c. In addition to this one needs to take into 
account the twofold degeneracy of each state due to the electron 
spin. This makes the conduction band twofold and the valence 
band sixfold degenerate. Directly it does not imply divergence 
of the terms in Equations 29.23 and 29.26 corresponding to the 
degenerate bands because the respective matrix elements of the 
momentum operator are zero. This, however, does imply cer-
tain sensitivity of these bands to the external perturbations. The 
interaction, which takes advantage of the degeneracy, is the spin–
orbit interaction originating from the dependence of the electron 
energy on the orientation of the spin in spatially inhomogeneous 
potential (see, e.g., Chapter XII in Schiff (1949) ). The spin–orbit 
interaction leads to partial lifting of the degeneracy forming the 
semiconductor band structure schematically shown in Figure 29.1.

Thus, in order to be able to describe the complex picture of 
the band coupling in semiconductors, we need to consider the 
tensors of the effective masses as phenomenological parameters 
and, in particular, to keep the interband tensors Mn,n′ with n ≠ n′. 
The great simplification comes from the consideration of restric-
tions imposed on the form of these tensors due to the lattice sym-
metry. Since the semiconductor lattice turns into itself under 
the action of the point symmetry group so does Hamiltonian 
(29.27). For a general set of tensors of the effective masses Mn,n′ 
it might not be the case, thus the symmetry implies that these 

* Strictly speaking, the correct formulation should sound like “the states 
transform according to irreducible representation Γ4 of the point symmetry 
group of the lattice.” Detailed and practical introduction into the group 
theory can be found in Yu and Cardona (2004) and Bir and Pikus (1974).

tensors must have a special structure. This line of arguments 
was implemented and clearly explained in the series of papers by 
Luttinger and Kohn (1955, Luttinger 1956).

Studying these restrictions shows that in the conduction band 
the tensors of the effective masses are decoupled from all bands 
and are trivial Ms,s′ = 1meδs,s′, where 1 is the unit tensor, and 
Ms,σ = Mσ,s ≡ 0. The tensors of the effective masses of the heavy 
and light holes are coupled Mσ,σ′ ≠ 0 leading to the heavy–light 
hole hybridization. Additionally, the principal values of the ten-
sors are not equal to each other leading to the anisotropy of the 
effective masses. It should be noted, however, that the anisot-
ropy usually is not very strong and the mixing of the heavy and 
light holes is ∝k2 and for small k the effect of hybridization is 
also small. This supports the popular approximation of spheri-
cal, decoupled heavy-hole and light-hole bands widely used for 
description of the semiconductor weak excitations. We also will 
use it for the qualitative discussions of some questions while 
keeping the main equations as general as possible.

So far we considered the case of a homogeneous semicon-
ductor. In order to complete the derivation of the effective 
Hamiltonian we need to consider the spatial variation of the 
energies of the conduction and the valence bands due to the vari-
ation of composition and to include the terms responsible for the 
effect of the external static field and the Coulomb interaction 
between the electrons. To this end we take into consideration 
the last two terms in Hamiltonian (29.1) and substitute ϵn(x) for 
the variation of the bands edges. Generally, strong coordinate 
dependence of ϵn(x) would break the whole line of arguments, 
which allowed us to derive Equation 29.27 and to introduce the 
effective masses. It turns out, however, that as small as 10 elemen-
tary cells are sufficient for the approximation of effective mass 
to work. In particular, it can be safely applied for the descrip-
tion of the semiconductor quantum dots. Thus, the assumption 
of smoothness is fulfilled for composition-induced variations 
of the band edges (quantum heterostructures (Ivchenko 2005) 
or random interface fluctuations (Langbein et al. 2004) ). It also 
usually holds for the external electric field (e.g., in the case of 
studying the quantum-confined Stark effect (Schmitt-Rink et al. 
1989) on the optical semiconductor response). This assumption 
is employed in the standard manner. Taking into account that 
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FIGURE 29.1 Effects of the spin–orbit interaction on the semicon-
ductor band structure. The vertical lines indicate the subbands in the 
valence and conduction bands, between which the matrix elements of 
the momentum operator are not zero, together with the helicity of the 
respective transition. The convention for masses is shown.
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the main contribution into the dynamics comes from the small 
k part of Hamiltonian (29.24), one can show the validity of the 
important relation

 
d d f en n n n

ix x x x x xk k
k k xf ( )χ χ

π, , ,
( )* ( ) ( )

( )
( )′ ′ ′

− − ′ ⋅=∫ ∫δ
2 3

 
(29.28)

for sufficiently smooth f(x). The key element is to observe that 
if the spatial Fourier spectrum f(q) falls off fast enough, then 
δ(k ′ − k + q = Q), with Q being the vector of the reciprocal lat-
tice, reaches its singularity only when Q = 0, or, in solid-state 
theory terms that the Umklapp processes can be neglected. 
Using relation (29.28) makes the transformation to the field 
operators cn(x), following Equations 29.16 and 29.19, trivial.

The Coulomb potential V(x) is singular at the origin, there-
fore, generally its variation over an elementary cell is not small. 
However, the effect of the motion of electrons when they are 
extremely close to each other is not significant for the problem of 
the optical response. The strongest effect of the Coulomb interac-
tion can be expected when it leads to the formation of bound states 
(excitons). The typical distance between the particles in such states 
significantly exceeds the lattice constants and the details of the 
behavior of the interaction potential at the origin are not impor-
tant. Therefore, with good accuracy the Coulomb potential can be 
considered as slowly varying and one can apply relation (29.28).

Collecting these considerations, we can write down the full 
Hamiltonian in terms of the operators cn(x) and cn

†(x)

 

Hmat n n nm
nm

nm
n m
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n m

† †( ) ( ) ( ) ( ).
,  (29.29)

29.3 Quantum Equations of Motion

The main object of interest while studying the nonlinear response 
is the time dependence of observables such as the macroscopic 
electromagnetic field A(x) A x= ˆ ( ) . These are determined by 
the state of the whole electromagnetic field–matter system. For 
example, if the system is in the coherent regime, that is, if the 
system can be described by the vector of state |Φ(t)〉, then

 
A x A x A x( ) ( ) ( ) (t t= =Φ Φ Φ Φ( ) ( ) ( ) ( ; ) ) ( ) ,t t t tˆ ˆ†0 00 0U U ;

 
(29.30)

where |Φ(0)〉 is the initial state of the system and the time depen-
dence of the system state |Φ(t)〉 = U(t; t0)|Φ(0)〉 is written in terms 
of the evolution operator

 
U t t i dt t

t

t

( ; ) exp ( )0

0

= − ′ ′
















+ ∫T H
�  

(29.31)

with T+ being the standard time-ordering operator. Here we 
have taken into account that the Hamiltonian may explicitly 
depend on time because of the presence of the external driving 
electromagnetic field.

The same ideology works also if the initial state is a mixture 
(e.g., thermal equilibrium) and therefore it should be described 
by the density matrix ρ̂(0). If there are no decohering processes, 
then one has

 
A x T A x A x( ) ( ) ( ) ( ) ( ; ) ( ) ( ) ( )=   =  r Trρ ρ ρˆ ˆ ˆ ˆ ˆ†t U t t0 00 0U t t; ..

 
(29.32)

Here we have explicitly spelled out the time dependence of 
the density matrix in the absence of the incoherent processes 
ρ̂(t) = U(t;t0)ρ̂(t)U †(t;t0). The situation, however, becomes more 
complex when the decohering processes, for example, inter-
action with bath’s phonons, is present. This problem can be 
treated rigorously using special methods (see, e.g., Chapter 3 
in Mukamel (1995)), which are beyond the scope of the pres-
ent consideration because they are somewhat excessive for the 
problem of finding the macroscopic electromagnetic field when 
a simple introduction of a phenomenological decay of the mac-
roscopic polarization usually suffices.

The typical structure

 
ˆ ˆ†O t O t( ) ( ) ( )= U t t U t; ;0 0  (29.33)

appearing in Equations 29.30 and 29.32 defines the Heisenberg 
representation of the field operator Ô. Since this representation 
plays the same role whether the initial state is coherent or not, 
it is often more convenient to study its time dependence rather 
than directly the time dependence of the state of the system or its 
density matrix. It can be easily checked that the time evolution 
of Ô(t) is governed by the Heisenberg equations of motion.

 
i O

t
O�

∂
∂

=  
ˆ

ˆ , .H
 

(29.34)

Since the explicit time dependence of the Hamiltonian does not 
change the derivation of the main equations of motion (all oper-
ators entering Equation 29.34 are taken at the same instant), we 
will omit the time argument in what follows.

29.3.1 Electromagnetic Field

We begin the general analysis of the semiconductor optical 
response from the derivation of the equations of motion of the 
electromagnetic field. The commutator in this equation is found 
using the commutation relation for the electromagnetic field in 
the Coulomb gauge (Cohen-Tannoudji et al. 1992)
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(29.35)
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where
n(x) is the refractive index, which is allowed to be spatially 

inhomogeneous
j and l denote the Cartesian coordinates
δ̂⊥( )x  is the transverse δ-function (Cohen-Tannoudji et al. 

1992)

As Helmholtz’s theorem (Arfken and Weber 2005) states any 
vector field V(x) can be presented as the sum of irrotational and 
solenoidal parts, U(x) = Ul(x) + Ut(x) with ∇ × Ul(x) ≡ 0 and 
∇ ⋅ Ut(x) ≡ 0. The convolution of the vector field with the trans-
verse δ-function returns the value of the solenoidal component 
Vr(x) at the point of singularity

 
d ′ − ′ ′ =⊥∫ x x x U x U xδ̂ ( ) ( ) ( ).t  

(29.36)

The Hamiltonian of the electromagnetic field has the standard 
form

 
HF d n E t c B t= + ∫�0 2 2 2 2

2
x x x x( ) ( , ) ( , ) ,

 
(29.37)

where the transverse electric and magnetic fields are defined 
in terms of the vector potential as E(x) = −∂A(x)/∂t and 
B(x) = ∇ × A(x). Substituting into Equation 29.34 H H H= +F mat, 
where Hmat is given by Equation 29.29 one obtains the quantum 
equations of motion for the electromagnetic field

 

n
c

d c cnm n m

n m

2

2
2

0
3( )

( ) ( ) ( ).
,

x A A x x x d x x
��̂ ˆ ˆ †= ∇ + ′ − ′ ′ ′⊥∫∑µ δ

 
(29.38)

This equation has the standard form of the inhomogeneous 
wave equation for the vector potential with the integral in the 
r.h.s. representing the current source.

Writing Equation 29.38 we have taken into account that 
∇ ⋅ A  vanishes in the Coulomb gauge used for  derivation 
of Equation 29.27. Since, generally, the vector field 

U(x) d x x= µ0 nm n m
n m

c c†( ) ( )
,∑  is not necessarily solenoidal, the 

presence of the transverse δ-function in the r.h.s. of Equation 
29.38 is important to ensure that at any instant Â(x) does not 
violate the Coulomb gauge. Clearly, if one replaces the transverse 
δ-function by the usual (local) δ-function it implies effective add-
ing to the source the irrotational component of U(x). According 
to Equation 29.36, the convolution of U(x) with the transverse 
δ-function is d l′ − ′ ′ = −⊥∫ x x x U x U x U x�δ ( ) ( ) ( ) ( ). Equation 29.38 
is linear, therefore Â(x) can be presented as a superposition of two 

components, ˆ ( ) ˆ ˆ ( )A x A(x) A x= � + l , which satisfy the wave equa-
tion of the same form as Equation 29.38, with U(x) and −Ul(x) 
serving as sources. Since Ul(x) is irrotational it can be presented 
as a gradient of a scalar function Ul(x) = −∇φ(x). Furthermore, 
following the standard line of arguments as in electrostatics we 
obtain

 
ϕ

π
( ) ( ) .x x U x

x x
= ′ ∇⋅ ′

− ′∫1
4

d
 

(29.39)

Thus φ(x) has the same form as the potential created by the 
charge spatially distributed with the density ϵ0∇ ⋅ U(x). If ˆ ( )

�A x  
satisfies the same initial conditions as Â(x) the component Âl(x) 
is early shown to be irrotational and, hence, it does not contrib-
ute to the outgoing radiation field but leads to a modification of 
the electron–electron interaction. This modification identically 
vanishes in many important physical situations, such as the 
excitation by the normally incident wave at a frequency tuned 
to the response with the heavy-hole excitons. While a rigorous 
study of the effect of Âl(x) on the semiconductor dynamics is 
yet to be conducted, it can be conjectured that for the prob-
lems which will be studied below the respective correction of 
the electron–electron interaction is rather small and can be 
neglected; in other words one can approximate ˆ ( ) ˆ ( )A x A x≈ �

. 
This significantly simplifies Equation 29.38 since we can use the 
conventional δ-function instead of δ̂⊥ − ′( )x x  and perform the 
integration over x′, obtaining

 

n
c

c cnm n m
n m

2

2
2

0
( ) ( ) ( ) ( ).

,

x A x A(x) d x xˆ ˆ †�� = ∇ + ∑µ
 

(29.40)

This equation completely describes the electromagnetic field 
driven by the semiconductor excitations. The macroscopic 
field, as has been discussed above, is found by averaging Â(x) 
over the state of the combined semiconductor-field system. 
It  should be noted, however, that Equation 29.40 can also be 
used in a more general context to find higher-order moments 
of the field, for example, single- or two-photon density matrix 
and so on.

29.3.2 Semiconductor Dynamics

The current, which enters the equation of motion of the electro-
magnetic field as a source, is determined by the operator of the 
interband polarization cn

†(x1)cm(x2) taken at the diagonal x1 = x2. 
Its time evolution is governed by the Heisenberg equation of 
motion (29.34). The electron operators obey the canonical anti-
commutation relation.

 
c cn m n m

†( ), ( ) ( ),,x x x x1 2{ } = −�δ δ 1 2
 

(29.41)

where {A, B} = AB + BA. The commutator c cn m
†( ) ( ),x x1 2 H  is 

expressed in terms of the anticommutators using the relation, 
which holds for any four operators

 [ , ] { , } { , } { , } { , } .AB CD A B C D A C BD CA B D C A D B= − + −  (29.42)
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Substituting H H H= +F mat we obtain
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�

�

∂
∂
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+ ∇ ⋅
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2
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2

2
M Mjn
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∑ δ

δ δ

�

,

A x d A x dˆ ˆ( ) ( )1 2 kk j k

n
j

j

c c

c d V V

c






+ ′ − ′ − − ′ ∫∑

†

†

†

( ) ( )

( ) ( ) ( )

(

x x

x x x x x x

1 2

1 2 1

× ′′ ′x x x) ( ) ( )c cj m 2

 
(29.43)

where indices at ∇’s denote the number of the spatial variables 
they act on. The form of Equation 29.43 shows why it is not 
enough to consider directly the time dependence of the operator 
cn

†(x1)cm(x2) at the diagonal x1 = x2. Because of the presence of the 
spatial derivatives the rate of change of the operator at the diago-
nal is determined by the value the operator takes at the neighbor-
ing points requiring, thereby, studying the general case x1 ≠ x2.

Equation 29.43 is presented in a general form unifying the 
conduction and the valence bands. This makes a constructive 
analysis difficult because the excitations belonging to different 
bands have distinctively different properties, for example, the 
mass of excitations in the conduction band (electrons) is posi-
tive while in the valence band (holes) it is negative. In order to 
account for these differences it is convenient to introduce spe-
cial field operators for holes. It is done following the simple 
rule—creation of an electron in the valence band corresponds 
to annihilation of a hole and vice versa. As has been discussed 
above, different subbands in the valence and the conduction 
bands are enumerated by the projection of the angular momen-
tum ( j = 1/2 and j = 3/2 for the conduction and the valence bands, 
respectively). Thus, we introduce the hole operators according to 
υσ

†(x) ≡ cυ,σ(x) and υσ(x) ≡ cυ
†

, σ(x). For the electrons in the conduc-
tion band we leave the same notation but will keep only the index 
corresponding to the spin of the electron so that cs

†(x) ≡ cc
†
,s(x).

Rewriting Equation 29.43 in terms of the electron and hole 
operators is straightforward but is not free from the formal dif-
ficulties related to the fact that the holes exist on the background 
of all electrons filling the valence band. In a sense, in order to cre-
ate a hole, one first needs to fill completely the valence band and 
then remove one electron. This naturally leads to divergences of 
the Coulomb energy. In order to demonstrate one kind of diver-
gence let us consider the Coulomb term, which appears at the 
r.h.s. of Equation 29.43 for n = {c, s1}, m = {c, ss} and j = {υ, σ}

c V V cs s1 12 1 2
† †( ) ( ) ( ) ( ) ( ) ( ).x x x x x x x x x1 d ′ − ′ − − ′  ′ ′∫ υ υσ σ  

(29.44)

If one tries to rewrite this expression in the normal form, that is, 
with all the creation operators collected on the left, one gets an addi-
tional term ∝{υσ(x′), υσ

†(x′)} = ħδ(x′ − x′), which is infinite if not 
meaningless. There are different ways to work around this diver-
gence. One of them is to consider Equation 29.44 as a continuous 
limit of the respective model formulated in a discrete space, where 

the field operators taken at different cells of the space anticommute 
to Kronecker’s δ so that υ υ δσ σ, ,,x x x x′ ′{ } =† N ,  with some constant 
N. This gives for the term proportional to the anticommutator

 
c c N V Vs s1 1 1 2 2 1, , .x x x x x x

x

†
− ′ − ′

′

− ∑
 

(29.45)

Truncating the Coulomb potential Vx at infinity we see that this 
term vanishes regardless of the parameters of the truncation and 
the discretization. Thus, we can conclude that these divergencies 
do not contribute to the equations of motion.

A more different obstacle is the divergent band-gap renor-
malization, which enters the equations of motion in the form 
ϵσ → ϵσ + V(0). This divergence is of the same origin as the pre-
vious one but it cannot be discarded as easily. The reason is 
that we have introduced the band edges as the solutions of a 
single- electron problem, while the hole sees the band edges in 
the presence of all the electrons filling the valence band minus 
one. Therefore, the renormalization is a real physical effect. We 
incorporate it in the theory in a similar way as the elementary-
charge renormalization is dealt with in quantum field theory. 
We will consider from now on that the hole energy offset ϵσ(x) 
in the equations of motion is the genuine one. This can be done 
because the actual band gap between the conduction and valence 
bands is directly observable (see, e.g., Equation 29.56).

Taking into account these considerations we obtain
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where

 

ˆ ( ) ( ) ( ) ( ) ( ) ( )† †U d V c cs
s

s∆ ′
′

′ ′
′

′= ′ − ′ ′ ′ − ′ ′




∑ ∑x x x x x x x xυ υσ

σ

σ





∫ .

 
(29.47)

Equations 29.40 and 29.46 describe the coupled dynamics of 
the electromagnetic field and the semiconductor excitations in 
the endless variety of physical situations. They can be used for 
studying the modification of the radiative decay of the semi-
conductor excitations in photonic crystals (Sakoda 2005) or the 
speckle pattern caused by electron scattering on surface inho-
mogeneities of quantum wells and so on. In what follows we will 
be mostly interested in the effect of the many-body correlations 
on the nonlinear optical response and, therefore, we make the 
proper simplifications of the problem. We assume that the life 
time of a photon in the structure is not too long so that the polari-
tons, which are the coupled states of the photons and the 
semiconductor excitations, are not formed. In this case one can 
neglect the reabsorption of the photons emitted in the course 
of the radiative decay. This significantly simplifies the analysis of 
Equations 29.40 and 29.46 because now we can consider A(x) 
in Equation 29.46 as the external classical excitation field, solve 
Equation 29.46 for cn

†(x1)cm(x2), and then find the field produced 
by the semiconductor excitation using Equation 29.40.

29.3.3 rotating Wave approximation

The interaction of light with the semiconductor has a strong 
resonant character when the frequency of the excitation field, 
Ω, sweeps the vicinity of the gap, ħΩ ∼ Δ. In order to see how 
the resonances show up in the equations of motion we consider 
Equations 29.46 in the linear approximation when we need 
only the equation with respect to the operator of the interband 
polarization

 
i

t
c L cs s s s�

∂
∂

= − − ⋅ −υ υ δσ σ σ σ
† † † †ˆ( ) ( ) ( ) ( ) ( ) (, ,x x x x A x d x x2 1 2 1 1 1 2)),

 
(29.48)

where the operator ˆ
,L sσ  is defined as

 
ˆ ( ) ( ) ( ) .,L V

ms s
e

σ σ
σ

= − − − − ∇ + ∇ ⋅ ⋅ ∇





� �x x x x1 2 1 2

2

1
2

2
2

2
1 1�

M  
(29.49)

We have also neglected the heavy-hole–light-hole mixing set-
ting Mσ′,σ = δσ′,σMσ. This does not make principle changes in the 
character of the following consideration, but greatly simplifies 
the notation.

Next we employ the spectral representation of the operator ˆ ,L sσ

 
ˆ ( , ) *( , ) ( , ) ( , ),,L f E d fsσ µ µ

µ

µφ φx x x x x x x x x x2 1 2 1 1 2 2 1 2 1= ′ ′ ′ ′ ′ ′∑ d∫∫  
(29.50)

where the formal summation over μ implies summing over the 
discrete part and integrating over the continuous part of the 
spectrum of the operator ˆ

,L sσ , and Eμ and ϕμ(x2,x1) are, respec-
tively, the eigenvalues and the eigenfunctions, ˆ

,L Esσ µ µ µφ φ= . The 
operator ˆ

,L sσ  is (formally) self-adjoint and, hence, its eigenvalues 
are real and the eigenfunctions form a complete orthonormal set.

Using Equation 29.50 in Equation 29.48 and convoluting both 
sides of Equation 29.48 with ϕμ* we obtain the ordinary differen-
tial equation

 
− ∂

∂
= +i

t
P t E P t t� ˆ ˆ† †

µ µ µ µ( ) ( ) ( ),A
 

(29.51)

where we have introduced

 
ˆ † † †P t d csµ µ σφ υ( ) ( , ) ( ) ( )= ∫ x x x x x x1 2 2 1 2 1d  (29.52)

and

 Aµ µ σφ ⋅( ) ( , ) .,t d s= ∫ x x x A(x ) d,t  (29.53)

The solution of Equation 29.51 is written as the sum of the gen-
eral solution of the homogeneous equation (with Aµ( )t ≡ 0) and 
the partial solution of inhomogeneous

 
ˆ ˆ† †P t P e i dt e tiE t iE t t

t

µ µ µ
µ µ( ) ( ) ( ).( )= + ′ ′− ′∫0

0

/ /� �

�
A

 
(29.54)

The first term is determined by the initial value of the opera-
tors υσ

†(x2)cs
†(x1) or, according to the definition of the Heisenberg 

representation (see Equation 29.33), by their bare values. If, for 
example, initially the semiconductor is in the vacuum state 
(empty conduction band and filled valence band) the average 
value of the first term vanishes (see Equation 29.30) and, hence, 
it does not contribute to the average interband polarization and, 
accordingly, to the macroscopic electromagnetic field, which, as 
follows from Equation 29.40, is driven by υσ

† †( ) ( )x xcs .
In order to discuss the effect of the external field, we first 

assume that the external field changes harmonically with time

 A x A x A x( , ) ( , ) * ( , ) ,t e ei t i t= +−Ω ΩΩ Ω
 (29.55)

which yields
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(29.56)

where Aσ
µ
,

( )( )s Ω  and Aσ
µ
,

( )( )s Ω  are found using in Equation 29.53 
A(x, Ω) and A*(x, Ω), respectively. If Ω ≈ Eμ/ħ, then at the time 
scale (Ω + Eμ/ħ)−1 << t << |Ω − Eμ/ħ|−1 the second term in Equation 
29.56 increases linearly with time reflecting the resonant 
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semiconductor response and eventually prevails over the first 
term, so that one can neglect the nonresonant contribution. 
This constitutes the rotating wave approximation widely used in 
studying the semiconductor optical response. For estimates we 
note that the smallest value Eμ is determined by the width of 
the gap, Δ = ϵs − ϵσ, minus binding energy of a possible bound 
state. The value of the binding energy cannot be expected to be 
significant compared to Δ and thus we can take Eμ ≈ Δ. In GaAs 
Δ ≈ 1.5 eV yielding the characteristic time scale

 T / fsR = ≈�π ∆ 1 .  (29.57)

Thus, if the excitation field is approximately tuned into the reso-
nance with the semiconductor gap and the duration of the exci-
tation pulse significantly exceeds 1 fs, one can use the resonant 
approximation and neglect the nonresonant contribution. The 
reverse, however, should also be mentioned. The experiments 
with pulses with duration of few femtoseconds are readily avail-
able now and one should be careful in applying the resonant 
approximation for the description of such experiments.

Next we consider a more general case wherein the external 
field changes harmonically with slowly varying amplitude, for 
example, when the excitation field is a pulse of finite duration 
much longer than TR, so that the temporal Fourier transform 
is localized in a vicinity of Δ with both detuning |Ω − Δ/ħ| and 
the width of the distribution much smaller than Δ. Obviously, in 
this case we can again separate the resonant and nonresonant 
contributions. Indeed, this is true for each major harmonic and, 
hence, for the whole excitation pulse.

This motivates taking advantage of the resonance condition 
on the level of the equations of motion. This can be easily done. 
Let the external field be of the form

 A x A x( , ) ( , ) .,t t e i t= +−
Ω

Ω c.c  (29.58)

where AΩ(x, t) is a function slowly changing with time. Following 
Equation 29.54, we use in Equation 29.46 the ansatz

 υ υσ σ( ) ( ), ( ) ( )./ /x x x x→ →− −e c e ci t
s

i t
s

Ω Ω2 2

 (29.59)

After canceling the factor eiΩt in the equation with respect to the 
operator of the interband polarization there will be two type 
of terms explicitly depending on time in the r.h.s. of Equation 
29.46. The terms of the first type oscillate much faster than any 
typical time scale for the operators defined in Equation 29.59 and 
their contribution is small on the time scale t > TR. Neglecting 
such terms corresponds to the rotating wave approximation and 
defining the operators according to Equation 29.59 is called the 
transition to the rotating frame.

We do not provide the form of the semiconductor equa-
tions of motion in the rotating frame but we would like to 
note that the width of the gap between the conduction and the 

valence bands in the equation for the operator of the interband 
polarization is renormalized by the frequency of the external 
field ϵs − ϵσ → ϵs − ϵσ − ħΩ. These equations can be derived as 
the Heisenberg equations of motion from the Hamiltonian 
H H H= +−e h exc, where He h−  is the electron–hole Hamiltonian 
written in the rotating frame
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(29.60)

and Hexc is the Hamiltonian of interaction with the electromag-
netic field in the rotating approximation

 

Hexc s s s sd t c c= ⋅ ⋅Ω Ωx[A x d x x A x d x x( , ) ( ( ( ( ) (, ,*σ σ σ συ υ† †) ) + , ) )],t∫∫∑
s,σ  

(29.61)

where AΩ(x, t) is the amplitude slowly changing with time. 
It is worth noting that Hamiltonian (29.60) reflects that holes 
and electrons have opposite charges—the Coulomb interaction 
between electrons and between holes increases the energy and, 
hence, leads to repulsion while the Coulomb interaction between 
the electrons and holes decreases the energy and corresponds to 
attraction.

While we derived Equation 29.61, taking into account only 
external classical excitation field, it can be generalized to describe 
the interaction of the semiconductor with the quantized electro-
magnetic field in the rotating wave approximation. For this one 
should represent Â(x) in terms of the photon creation and anni-
hilation operators and use in Equation 29.61 instead of AΩ(x, t) 
the part containing only the annihilation operators and instead 
of AΩ* (x, t) the part with the photon creation operators. This 
illustrates an evident but important feature of the light–semi-
conductor interaction. The process of absorption of a photon is 
accompanied with the creation of the electron–hole pair and the 
emission results in destruction of a pair, so that the operator of 
the difference between the total numbers of the electrons and 
holes is a constant of motion

 
d c cs s

s s
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29.4  Perturbation theory: Four-Wave 
Mixing response

The best understood way of analyzing the semiconductor non-
linear response is the perturbation theory with respect to the 
external excitation field because it allows for a general model 
independent formulation. For example, in Ostreich et al. (1998) 
the powerful formalism of Hubbard operators is used, which, 
as has been demonstrated in Ostreich (2001), allows a relatively 
straightforward extension to higher orders. Here we choose 
a more traditional approach developed in the standard T = 0 
 quantum field theory. The derivation of the main equations, 
however, significantly benefits from the idea of describing the 
semiconductor excitations in terms of genuine eigenstates bor-
rowed from Ostreich et al. (1998).

We limit our consideration to the case when there is no 
external static field, i.e., Uext(x) ≡ 0, and the spatial variations 
of the band edges correspond to a single quantum well grown 
along z direction, ϵn(x) = ϵn + Δϵn(z). As has been discussed 
above the states reached in the course of the resonance exci-
tation of the semiconductor are characterized by the definite 
numbers of the electron–hole pairs. The simplest states contain 
one such pair and can be created by acting on vacuum with the 
operator

 

ˆ ( ) ( ( ,† †B d d c
s

sµ µ σ
σ

φ υ
µ

µ µ

µ
= ∫∑ x x x x x x1 2 1 2 1 2, )

,

† )

 

(29.63)

where the index μ enumerates different states of the single elec-
tron–hole pair. The function ϕμ(x1, x2) is chosen in such a way 
that the state |μ〉 = B̂μ

† |0〉 is the eigenstate of the semiconductor 
Hamiltonian without the excitation field

 He h E− 〉 = 〉| | .µ µµ  (29.64)

Substituting Equations 29.60 and 29.63 into this equation, we 
find that ϕμ(x1, x2) satisfies the differential equation, which has 
the familiar structure (compare with Equation 29.48)
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φµ

 (29.65)

This equation has the meaning of the stationary Schrödinger 
equation for two particles with opposite charges (the hole at 
point x1 and the electron at the point x2) moving in potentials 
�σµ ( )x1  and �sµ( )x 2 . Thus, ϕμ(x1, x2) has the physical meaning of 
the electron–hole wave function corresponding to the particular 

stationary state. For a general form of potentials �σµ ( )x1  and 
�sµ( ) .x 2  Equation 29.65 cannot be solved exactly and different 
approximate methods are developed for investigating the spe-
cific features of the solutions. We discuss the general properties 
of solutions of Equation 29.65 adopting the δ-functional approx-
imation for the quantum well. In the framework of this approxi-
mation, the support of electron–hole wave function, that is, the 
region where the function is not identically zero along z direc-
tion is assumed to be limited by the position of the quantum well. 
Additionally, we neglect the off-diagonal interband elements and 
the anisotropy of the tensor of the holes effective mass, so we use 
M M′ ′=σ σ σ σµ µ

δ, ,1 σµ
, where 1 is the unit tensor. This corresponds 

to neglecting the heavy-hole–light-hole mixing, which is valid if 
the hole momentum in plane of the quantum well is not too high 
(Zhu and Huang 1987). Under these approximations Equation 
29.65 turns into the well-studied (and yet nontrivial (Parfitt and 
Portnoi 2002)) problem of the two-dimensional hydrogen atom.

The spectrum consists of the discrete and the continuous 
part. The discrete part corresponds to the bound electron–hole 
states, which are called excitons. Often this term is reserved for 
the bound states, however, often it is convenient to treat bound 
and unbound states on the equal ground and, therefore, the 
term “exciton” is also used as the short synonym of “electron–
hole pair” regardless whether they are bound or not. From the 
perspective of Equation 29.64 operators Bμ

† with the respective 
kernels ϕμ(x1, x2) acting on vacuum create the exciton and thus 
Bμ

† have the meaning of the exciton creation operators.
Because of the translational invariance of the r.h.s. of Equation 

29.65 in the plane of the quantum well, the wave function admits 
the presentation

 φ φµ µ
µ( , ) ( ) ,x x x xK R

1 2 1 2= −⋅ei �
 (29.66)

where
Kμ is the momentum
R x x= + +(Mσ σµ µ1 2m M me e) ( )/  is the position of the center of 

mass of the pair

Similarly to the three-dimensional case, the eigenstates of the 
two-dimensional hydrogen atom are enumerated by the main 
quantum number n and the angular momentum ℓ. Thus, in this 
case, the index μ in Equation 29.63 combines all the quantum 
numbers characterizing the specific exciton state μ = {Kμ, sμ, σμ, 
nμ,  ℓμ}. The important property of the eigenstates of the two-
dimensional hydrogen atom is that the wave function corre-
sponding to the states with ℓ ≠ 0 vanishes at x1 = x2. Thus, as 
follows from Equation 29.61, these states do not contribute to the 
coupling with the electromagnetic field. Among the states with 
ℓ = 0 the most important one is the state with the lowest energy, 
whose wave function has the form

 

�φ
πµ

µ

µ( ,|x /) = |2
2r

e x r−

 
(29.67)
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where the Bohr radius of the two-dimensional exciton is given 
by r m ebµ µσ= � /2 2 (notice that it is two times smaller than in 
three dimensions) with mσµ

 being the electron–hole-reduced 
mass, 1 1 1/ / /m m Meσ σµ µ= + .

Using solutions of Equation 29.65 we can incorporate the 
single-pair states into the theory. The full set of solutions is 
complete

 

φ φ δ( δ(µ µ

µ

*( , ) ( , ) ) ),x x x x x x x x1 2 1 2 1 1 2 2′ ′ = − ′ − ′∑
 

(29.68)

where summation over μ implies summation over the discrete 
quantum numbers (e.g., ℓ and n for hydrogen-like bound exci-
tons) and integration over continuous ones (such as the center 
of mass momentum Kμ). Relation (29.68) allows us to express 
any electron–hole operator in terms of the exciton operators, for 
example

 

υ φσ

σ =
µ µ

µ µ µ

† † †ˆ( ) ( ) *( , )
| ,

x y x yc Bs
s s

=
=
∑

σ  

(29.69)

and represent in terms of the exciton operators the Hamiltonian 
of the interaction of the semiconductor, Equation 29.61, with the 
electromagnetic field

 

H A Aexc t B t B= +∑[ *( ) ( ) ],µ µ µ µ

µ

ˆ ˆ†

 

(29.70)

where

 
Aµ µ µ µσ φ( ) ( ) *( , ).,t t= ⋅∫d sx A x d x xΩ ,

 
(29.71)

The similarity between Equations 29.63 and 29.71 and Equations 
29.52 and 29.53 is not accidental. If we act by the first equation 
in Equations 29.46 on vacuum |0〉 in the case of absent external 
field, we obtain the nonstationary Schrödinger equation for a 
single-pair state, so the operator L̂ sσ,  defined in Equation 29.49 
has the meaning of the single-pair Hamiltonian. The spectral 
representation of L̂ sσ,  allows projecting on the eigenstates of the 
single-pair Hamiltonian, which are analogous to the projections 
on the genuine single-particle states defined by Equations 29.63 
and 29.71. This demonstrates that the procedure shown above 
can be generalized to go beyond the adopted approximations.

The interaction Hamiltonian Hexc is considered as a per-
turbation and the theory is then built following the standard 
lines. First we account for the nonperturbed dynamics exactly 
introducing

 
� �Φ( ) | ( ) ,/t e ti te h= −H Φ

 
(29.72)

so that if there is no perturbation, then |Φ̃(t)〉 does not change 
with time. Using the fact that the system state satisfies the 

equation i t t�∂ ∂ =| ( ) / |Φ ΦH , we find that the time evolution 
is governed by

 
i

t
t t texc

∂
∂

=� � �Φ( ) ( ) ( ) ,H Φ
 

(29.73)

where

 
� � �H HH H

exc
i t

exc
i tt e t ee h e h( ) ( ) ./ /= − −−

 (29.74)

The solution of Equation 29.73 is written in terms of the S-matrix

 
� �Φ Φ( ) ( ) ,t = S t( ) 0

 
(29.75)

where

 
S t i dt dt t t

n

n t

n exc exc n( ) ( ) ( ).= + −





=

∞

≤ ≤ ≤
∑ ∫1

1 0

1 1

1
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…

H H
tt tn ≤
∫  

(29.76)

Often this expansion is presented in the compact form 
S t i dt texc

t
( ) exp ( )= − ′ ′{ }+

− ∫T H� �1
0

 similarly to Equation 29.31; we, 
however, will need in what follows the explicit form of expansion 
(29.76).

Next, we express the observables

 
O t O t O t t e O e ti t i te h e h( ) ( ) | | ( ) ( ) | | ( )/ /= = = − −−ˆ ˆ ˆΦ Φ Φ Φ� �� �H H

 
(29.77)

and notice that in this equation and in Equation 29.74 appears 
the same structure

 O t e Oei t i te h e hˆ ˆ( ) ,/ /= − −−H H� �

 (29.78)

which is called the interaction representation of the operator Ô. 
Taking into account Equation 29.75 we obtain

 O t S t O t S t( ) ( ) ( ) ( ) ,= † �
0

 (29.79)

where 〈…〉0 ≡ 〈Φ(0)|…|Φ(0)〉. Finally, the perturbation series is 
obtained substituting expansion (29.76) into Equation 29.79. The 
order of the perturbation is determined by the highest order of 
�H( )t  kept in the resulting expression.

We illustrate the perturbation theory in action finding the 
macroscopic exciton polarization, P Bµ µ= ˆ  or

 
P S t B t S tµ µ= †( ) ( ) ( ) .�

0  
(29.80)

Let the initial state of the system be vacuum |Φ(0)〉 = |0〉. Below 
we will consider only such initial state, therefore, in order to 
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shorten notations we will omit the index 0 and write averages 
over vacuum simply 〈…〉. Since the semiconductor Hamiltonian 
He h−  preserves both the number of electrons in the conduction 
band and the number of holes in the valence band, the exciton 
operator in the interaction representation acts in a similar way 
as in the Schrödinger or Heisenberg representations, namely, 
�B tµ

† ( ) creates and �B tµ( ) destroys an electron–hole pair, respec-
tively. Hence, the terms in the expansion of the r.h.s. of Equation 
29.80, which give nonzero contribution, must have balanced 
numbers of the exciton creation and annihilation operators. In 
particular, one can easily check that there are no contributions 
of even orders (zeroth, second, and so on).

There is only one term in the first order

 

P t i dt B t B t t
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∫∑
− −
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†
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0

1

t

t∫ Aµ

 
(29.81)

where in the second equality we have taken into account 
Equation 29.64 and the fact that ˆ ˆ †B Bµ µν νδ0 0= , , which follows 
from the commutation relation for the exciton operators

 
[ ] ),ˆ ˆ ˆ†B B Cµ ν ν(δ= −� µ ν µ, ,

 
(29.82)

where

 
C d dˆ †

µ ν ν µ σ σφ φ υ υ δ δ
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∫
+ ′ − ′† ( ) ( ) ].y y x x

 
(29.83)

These operators describe the deviation of excitons from bosons. 
It should be noted, however, that the deviation depends on the 
number of the electrons and holes. Thus, in the limit of weak 
excitations, the excitons can be approximately considered as 
bosons. However, as the population of the valence and conduc-
tion bands increases, one has to take into account the full form 
of the commutation relation.

Differentiating Equation 29.81 with respect to time we find

 
i

t
P t E P t t�

∂
∂

= +µ µ µ µ
( ) ( )( ) ( ) ( ).1 1 A

 
(29.84)

Comparing this with Equation 29.51 we can see that Equation 
29.84 is nothing else but the exciton polarization of the linear 
response. This shows that the perturbation theory built with the 
help of the interaction representation correctly accounts for the 
nonperturbed dynamics of the semiconductor. With this regard 
it should be noted that this presents a convenient opportunity 

to account for the incoherent processes, which take place in real 
systems. As has been noted before a rigorous introduction of 
the decoherence requires developing a complex technique. For 
many purposes, however, it suffices to introduce the imaginary 
part of the single-exciton energies, Eμ → Eμ − iħΓμ.

Before we move further, we would like to discuss some basic 
features of the amplitudes Aµ( )t . Substituting Equation 29.66 
within Equation 29.71, we obtain

 Aµ µ
µ

µ µ( ) *( ) ( , ) ,,t d ti
s= ⋅− ⋅∫φ σ

� 0 x A x dK xe Ω  (29.85)

where the integration is taken over the plane of the quantum 
well. Thus, if the excitation field has the form of a plain wave 
AΩ(x) ∝ exp(iK ⋅ x), then Aµ µ∝ −δ( )K K� , that is, the plane 
wave only excites the exciton states with the same center of mass 
momentum as the projection of K on the plane of the quantum 
well, K⎮⎮. Moreover, as follows from Equation 29.40 the same in-
plane momentum will be passed to the outgoing electromag-
netic field. Such conservation of the in-plane momentum is not 
a specific feature of the linear response. If the excitation field 
is a plane wave, the translations Δx in the plane of the quan-
tum well lead to the amplitudes AΩ(x) acquiring a phase factor, 
AΩ(x + Δx) = exp(iK⎮⎮ ⋅ Δx)AΩ(x); in other words, the excitation 
field possesses the translational symmetry. If this is the case, 
then, as can be easily checked, the full system of the equations 
of motion, Equations 29.46, is also translationally invariant 
(more precisely it has the same translational symmetry as the 
external field) with the following transformation rules for the 
solutions
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† †υ υ υ υσ σ σ σ xx1).

 (29.86)

This also results in the transfer of the incoming in-plane momen-
tum to the outgoing wave.

The picture becomes more complex if the external field is 
a superposition of two-plane waves AΩ(x) = A1exp(iK(1) ⋅ x)  + 
A2exp(iK(2) ⋅ x) with noncollinear in-plane components of 
the momenta, K K||

( )
||
( )1 2≠ a  for any number a. In this case, the 

external field is invariant with respect to infinitesimal transla-
tions in the direction perpendicular to ∆ = −K K K||

( )
||
( )2 1a , while 

in the direction along ΔK it is invariant only with respect to 
finite shifts ΔR = 2π/ΔK. For the polarization of linear response 
it brings nothing new, as one could expect only the exciton 
polarizations with the center of mass momenta K||

( )1  and K||
( )2  are 

produced. However, this is not necessarily the case for the non-
linear system of equations. Generally, it is invariant only with 
respect to finite translations. As we know from the basic theory 
of crystals whenever one has such symmetry, the momentum 
conserves only up to the vectors of the reciprocal lattice, which 
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in our case are mΔK with integer m. Thus, in addition to the ini-
tial momenta presented in the excitation field, one might expect 
to see additional momenta appearing in the nonlinear response. 
This is, indeed, the case and the exciton polarizations corre-
sponding to the “new” momenta are called the polarizations of 
multiwave mixing response for reasons which will become evi-
dent later.

In order to see the multiwave mixing response one needs to 
consider next orders of the perturbation theory. In the third 
order we have four terms, which we show schematically as

 
P B BB B B B BB BB B B BB B Bµ µ µ µ µ

( )3 ~ † † † † † † † †+ + +
 

(29.87)

The operators that appear to the right from Bμ originate from the 
expansion of S(t) in Equation 29.80, and those to the left from Bμ 
come from S†(t). After some algebra we obtain
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(29.88)

where we have introduced the operator

 
ˆ ˆ , ˆ , ,,D B B e hν µ ν µ= 









−H

 
(29.89)

which appears in calculations as 0 ˆ ˆ ( )† †B B E Ee hν µ ν µH − − − =  
0 ˆ .,Dν µ  In terms of the electron and hole operators D̂ν, μ is 

 written as
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,D d d d d V
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(29.90)

where V(x1, y2; x2, y2) = V(x1 − x2) + V(y1 − y2) − V(x1 − y2) − 
V(x2 − y1) is the energy of the Coulomb interaction between two 
excitons.

We rewrite the last term in Equation 29.88 in order to express 
it solely in terms of the polarizations of the linear response. For 
this we notice that for a symmetric matrix Gκ,λ = Gλ,κ one has
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(29.91)

Using this relation for the terms under the time integral in 
Equation 29.88 (the symmetry is ensured by [B̂μ

†, B̂ν
†] = 0) and 

integrating by part we obtain
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(29.92)

where we have introduced the incoherent decay into the 
integral term assuming that the decay of the pair of exci-
tons is not affected by the interaction between them. We also 
have introduced C B C B B Bλ µ

ν κ
λ µ ν κ λ µ

ν κ
λ µ ν κβ,

,
, ,

,
,,= =ˆ ˆ ˆ ˆ ˆ ˆ† † †D , and 

F D e Di e h
λ µ
ν κ

λ µ
τ

ν κτ,
,

,
/

,( ) = − −ˆ ˆ †H � .
The term ∝Cλ µ

ν κ
,
,  in Equation 29.92 accounts for the effect of 

Pauli blocking of electrons. The parameters βλ µ
ν κ

,
,  and the memory 

function Fλ µ
ν κ τ,

, ( ) describe the effect of the exciton–exciton cor-
relations. It should be emphasized that since we have taken into 
account exactly the dynamics of the semiconductor nonper-
turbed by the external field these parameters exactly account for 
the Coulomb interaction between the excitons. More complex 
many-body states, for example, triples of excitons will contribute 
only to the higher orders of the perturbation theory.

The important feature of Cλ µ
ν κ

,
, , βλ µ

ν κ
,
, , and Fλ µ

ν κ
,
,  is that all of them 

are proportional to δ(Kμ+ Kλ − Kν − Kκ). The proof consists 
of two steps. First, we notice that after we expand the defini-
tions of the operators entering the respective mean values, we 
will have at hand the vacuum averages of a set of the electrons 
and holes creation and annihilation operators taken at different 
coordinates multiplied by some scalar functions. The vacuum 
averages, however, do not change if we uniformly shift in the 
plane of the quantum well all the coordinates of the creation and 
annihilation operators. Indeed, when we transform the operator 
under-averaging to the normal form, that is, with all creation 
operators collected on the left side we perform transpositions 
of neighboring operators, which are functions of, say, x1 and 
x2, taking into account their anticommutation relations. This 
results at most in the appearance of δ(x1 − x2); thus, the vacuum 
average can depend only on the differences between different 
coordinates and, therefore, it does not change after the uniform 
translation.

Next, we notice that the scalar functions, which are obtained 
after the expansion of all definitions, acquire the phase factor 
only due to the translational properties of the exciton wave 
functions (see Equation 29.66), all other functions including Φ̃ 
and the Coulomb potential in the Hamiltonian He h−  are trans-
lationally invariant, so eventually we end up with an integral of 
the form
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(29.93)

where f(x1 + Δx, …, xn + Δx) = f(x1, …, xn). We want to show that 
I(K1, …, Kn) ∝ δ(K1 + … + Kn). To this end we present the inte-
gral in Equation 29.93 as
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using the translational invariance of the function f(x1, …, xn) 
and change the variables of integration in the multiple integral. 
This yields
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The multiple integral does not depend on x1, so we can perform 
integration over x1 obtaining I(K1, …, Kn) ∝ δ(K1 + … + Kn).

Thus, we prove that Pµ µ λ ν κδ( ) ( )3 ∝ +K K K K    − − . Because 
four momenta have to add up to zero in order to have nonvanish-
ing Pµ

( )3 , this type of response is called four-wave mixing response 
(see Figure 29.2). The possible values that Kμ can take are obtained 
looking at different combinations of the momenta of the polar-
izations of the linear response, which are determined by the 
momenta of the incoming excitation, K�

( )1  and K�
( )2 . We can see that 

in addition to K||
( )1  and K||

( )2  we also have 2K K K K||
( )

||
( )

||
( )2 1 2− = + ∆  

and K K�
( )1 − ∆  in agreement with expected conservation of the 

momentum only up to multiples of ΔK.
It is important that the response in the four-wave mixing 

direction is created only owing to the many-body correlations 
in the semiconductor. As a result, the signal in the respective 
directions is not blurred by the nonabsorbed excitation field and 
the linear response. Therefore, four-wave mixing spectroscopy 
is a popular tool for experimentally studying the many-body 
properties of solids. Higher order of the perturbation theory 
will produce higher orders of wave mixing originating from the 
respective correlations, which recently started attracting signifi-
cant attention.

We conclude the survey of the basics of the perturbation 
approach for developing a qualitative theory of the two-dimen-
sional Fourier spectroscopy (Khalil et al. 2003, Jonas 2003), 
which recently became a powerful tool for studying the dynam-
ics of the semiconductor excitations (Zhang et al. 2005, Li et al. 
2006). The general scheme is the same as that of the standard 
four-wave mixing experiments with three pulses propagating 

along K(1), K(2), and K(3) launched at t = t1, t2, and t3, respectively. 
The difference from the standard technique is that measure-
ments of the four-wave mixing signal are performed not at a 
fixed or at just a few values of the delay time τ = min(t2, t3) − t1, 
but rather for a dense series of values lying in some interval. 
Subsequently, the Fourier transforms are done with respect 
to the delay time as well as with respect to the signal time. 
These two Fourier transforms constitute the two-dimensional 
Fourier spectrum.

Equation 29.92 can be directly applied for finding the exciton 
polarization produced by the excitation pulses, one only needs 
to take into account that the pulses with different directions 
of the wave vectors strike the quantum well at different times 
(Erementchouk et al. 2007). As the simplest approximation 
we neglect the contribution of the memory function F(τ) and 
assume that its effect can be accounted for by a renormalization 
of βλ µ

υ κ
,
, . Let Ω and ω correspond to the Fourier transform with 

respect to the signal and delay times, respectively. As one would 
expect the two-dimensional spectrum Pµ

( )3 (Ω, ω) has resonances 
at the frequencies corresponding to the light-hole and the heavy-
hole excitons (see Figure 29.3). It turns out, however, that the 
form of the resonances depends on whether they are created due 
to the Pauli blocking ∝Cλ µ

ν κ
,
,  or due to the Coulomb interaction 

βλ µ
ν κ

,
, . We denote the respective contributions to the spectrum by 

Pp(Ω, ω) and PC(Ω, ω) respectively. One can show that near par-
ticular resonance
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where κ and λ stand for 1s state of either heavy- or light-hole 
excitons.

The contribution to the spectrum from the Pauli blocking 
has the Lorentz form along both the vertical and horizontal 
axes. The reason is that, as can be readily seen from Equation 
29.92, the dependence on both the signal time [ ( )]( )P tµ

3  and delay 

K(1)

K(2) 2K(1) –K(2)

2K(2) –K(1)

Four-wave

FIGURE 29.2 Linear and four-wave mixing responses. Bold solid 
arrows show the momenta of the external excitation field. Dashed lines 
show the linear. Notice that the horizontal component of momentum 
does not conserve and the outgoing wave exists in both half-spaces. The 
solid arrows show the outgoing waves produced by the exciton polariza-
tion of the four-wave mixing response.
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time (through Pλ
( )*1 (t) in the r.h.s. of Equation 29.92) is essentially 

the free evolution of the polarization directly created by the short 
excitation pulse. This evolution has the form of oscillations, 
which produce a simple pole after the Fourier transform. At the 
same time the resonances created by the Coulomb interaction, 
PC(Ω, ω), fall off asymptotically as ∝1/ω and ∝1/Ω2, along the 
ω- and Ω-axes, respectively. This is a consequence of the fact 
that the polarization of the four-mixing response P tµ

( )( )3  is con-
tinuously excited by the polarizations of the linear response. The 
dependence on the signal time is found as a convolution of the 
respective Green function with the source, similarly to how it 
was done in Equation 29.54. After the Fourier transform with 
respect to signal time it yields the product of Fourier images of 
the Green function and the source. This results in the asymp-
totic form ∝1/Ω2 because of the harmonic time dependence of 
these functions.

This simple consideration shows that the two-dimensional 
Fourier spectroscopy allows one to distinguish between dif-
ferent types of the many-body correlations, which is almost 
impossible to do with the standard approach. For example, in 
experiments reported in Li et al. (2006), the form of the two-
dimensional spectra is clearly asymmetric along different axes 
(see Figure 29.3b) indicating that due to relatively low inten-
sity of excitations the contribution of the Pauli blocking into 
the nonlinear response was small compared to the effect of the 
Coulomb interaction.

29.5  Nonperturbative Methods: 
rabi Oscillations

The drawback of the perturbative treatment of interaction of the 
electromagnetic field with the semiconductor is overestimating 
the resonant response. As follows from Equation 29.81 if the 
excitation field is tuned exactly to the resonance with an exciton 
state, the amplitude of the respective exciton polarization will 
indefinitely increase linearly with time. This, however, is impos-
sible since with increase of the population of the conduction and 
the valence bands it becomes more difficult to add additional 

particles due to the Pauli blocking. Therefore, one would expect 
that the rate of change of the exciton polarization should change 
with time.

It turns out, however, that the effect of the environment is 
even stronger. The rate not only decreases, it reaches zero and 
then changes its sign, so the polarization starts to decrease until 
it completely vanishes. As a result the actual time dependence 
of the polarization has the form of oscillations, which are called 
Rabi oscillations by analogy with the effect of rotation of the 
magnetic moment in an external oscillating magnetic field.

In order to describe this effect we need to take into account the 
interaction with the electromagnetic field nonperturbatively. 
The problem of developing such nonperturbative description is 
that on the one hand there is no general way to study nonlinear 
operator equations other than using perturbation theory, while 
on the other hand there is no general way to map such equations 
onto the respective problem for regular functions. For example, 
averaging the first equation from Equations. 29.46 over vacuum 
(see e.g., Equation 29.30) one gets the dynamical equation for 
the interband polarization p cs sσ συ,* ( , ) ( ) ( )x x x x1 2 1 2= † † , which 
contains in the r.h.s. the correlation functions of higher order, 
for example, 〈υ†c†c†c〉, that is, the system will not be closed. An 
attempt to close the system by writing down the dynamical 
equation for new quantities will bring to attention correlation 
functions of even higher order and so on to infinity. Thus, one 
has to make the special approximation to truncate this hierar-
chy of the dynamical equations.

The simplest approximation of such kind is the Hartree–Fock 
approximation. It forces the closure at the level of the equation 
with respect to the interband polarization by applying the spe-
cial decoupling scheme, which is illustrated by

 

υ υσ σ
† † † † † †( ) ( ) ( ) ( ) ( ) ( ) ( ) (x x x x x x x1 2 3 4 1 2 31 2 3 1 2 3c c c c c cs s s s s s≈ xx

x x x x

4

1 3 2 42 1 3

)

( ) ( ) ( ) ( ) .− υσ
† † †c c cs s s  

(29.97)

Thus, we can express the four-point correlation functions in 
terms of the products of the two-point ones.
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FIGURE 29.3 (See color insert following page 21-4.) The imaginary part of the two-dimensional Fourier spectrum, P(Ω, ω). (a) The spectrum 
calculated using Equation 29.92. (b) The experimental results of Zhang et al. (2005).
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In the framework of the Hartree–Fock approximation we obtain 
from Equations 29.46 in the rotating wave approximation (here 
and below the summation over dashed spin indices is implied)
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where Aσ σ, ,( ) ( )s st dx A x= ⋅Ω , , the electron and hole cor-
relation functions are es1,s2

(x1, x2) = 〈cs1
†(x1)cs2(x2)〉 and 

hσ σ σ συ υ1 2 1 21 2 1 2, ( ) ( ) ( )x x x x, = † , and we have introduced the 
modified coupling between the interband polarization and the 
charge densities

 �A Aσ σ σδ, , ,( , ) ( ) ( ) ( ) ( , ).s s sV px y x x y x y x y= − − −  (29.99)
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are expressed in terms of the integro-differential operators Ĥ. 
The action of these operators is defined by
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where UΔ(x) = 〈ÛΔ(x)〉 (see Equation 29.47). It should be noted 
that for a semiconductor excited by a single-plane wave this 

potential vanishes in an overall neutral system due to the trans-
lational invariance. In the two-wave excitation setup the effect of 
UΔ is small for bound exciton states if the order of the multiwave 
mixing response is not too high.

Equations 29.100 constitute the semiconductor Bloch equa-
tions, which are widely used for studying nonperturbative effects 
in the dynamics of optically excited semiconductors. It should be 
emphasized that the quantity of main interest is the exciton polar-
ization Pμ since these are the excitons that constitute true single-
particle semiconductor states. As follows from Equations 29.63 
and 29.72, Pμ is related to the interband polarization pσ,s through

 P d d p sµ µ σφ µ µ= ∫ x y x y x y* .( ) ( , ),,  (29.102)

For bound exciton states this naturally introduces a characteris-
tic spatial scale, the exciton Bohr radius rB (see Equation 29.67). 
At this point we assume that we deal with a deep and narrow 
quantum well, ϵ(x) = ϵ + Δϵ(z), and that the system is invari-
ant with respect to translations along the quantum well, that is, 
there are no random fluctuations of the width of the well.

The existence of the characteristic spatial scale together with 
the assumption that the typical spatial variation of the external 
excitation in the plane of the quantum well is small compared to 
the Bohr radius K(1,2)rB << 1 allows one to simplify the semicon-
ductor Bloch equation using the parametric approximation. For 
this we introduce new spatial variables R = (x + y)/2 and r = x − y. 
Having in mind the consecutive convolution of the solutions 
with the exciton wave function we can neglect the terms ∝ΔKrB 
and leave only the dependence on R running along the quantum 
well as a parameter. Thus, assuming for simplicity that K(1) = 0 
we approximate Equations 29.98 by
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Here �A Aσ σ σδ, , ,( , ) ( ) ( ) ( ) ( )s s sV pr R R r r r R= − ,  and the integro-
differential operators in Equations 29.100 are substituted by
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Equations 29.103 are sufficiently general for studying various non-
linear effects. Before we turn to further approximations in order 
to extract the Rabi oscillations, we would like to sketch the proce-
dure to find the polarizations of multiwave mixing response. As 
has been discussed earlier in the case of two-wave excitation the 
translational invariance of the semiconductor equations along 
the quantum well is broken. Instead one has the symmetry with 
respect to finite translations ΔR = 2πΔK/ΔK2. The same holds for 
the semiconductor Bloch equations, which is especially evident 
in the parametric approximation. Indeed, the parametric depen-
dence on R originates from A(R), which is a periodic function of 
ΔR and, hence, so are the solutions of Equations 29.103. Thus, the 
interband polarization pσ,s(r = 0, R), which serves as the source 
of the outgoing re-emitted electromagnetic wave (see Equation 
29.40), can be expanded in the Fourier series
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The terms m = 0 and m = 1 correspond to the momenta brought 
by the excitation field, while the remaining terms are the polar-
izations of multiwave mixing response, for example, m = −1, 2 
give the four-wave mixing polarizations, m = −2, 3 are the six-
wave mixing components, and so on. In order to find the ampli-
tudes of the multiwave mixing responses we merely use the 
formula of the inverse Fourier transform
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Thus, once the solution of Equation 29.103 is known, the 
polarizations of the multiwave mixing response can be found 
immediately.

In order to see the oscillatory behavior of the interband polar-
ization driven by the external field we need to make drastic sim-
plifications of Equation 29.103, which correspond to considering 
the case of very short excitation pulses of high intensity. Such 
simplification is possible owing to the existence of the charac-
teristic spatial scale and the radius of exciton states responsible 
for the resonant response. We consider all the terms in the r.h.s. 
of Equation 29.103 besides the kinetic energy as sources. The 
response, therefore, is governed by the free-particle propagators 
for the correlation functions and the Coulomb propagator for 
the interband polarization. The fundamental property of these 
propagators is that in the short time limit t → 0 they turn to 
spatial δ-functions owing to fast spatial oscillations of the kernel

 K t m
it

im t( , ; ) exp .r r r r1 2 1 2
2

2
2= −



π

/  (29.107)

For example, for the interband polarization in the short time 
limit, the Coulomb propagator can be approximated by the 
free-particle propagator (Blinder 1984, Kunikeev 2000) with 
m m m Mh e hh≈ = +− −( )1 1 and m m m Ml e lh≈ = +− −( )1 1, where mσ are 

the excitons’ reduced masses. The effect of the dispersion of the 
electrons and holes on the exciton polarization is expressed as 
the distortion of the exciton wave function under the action of 
the free-particle propagators. The time scale, at which the distor-
tion becomes essential, can be estimated as the time required for 
the initial δ-shape of the kernel to acquire the width of the order 
of the exciton Bohr radius. This leads to the estimate

 T mr
c

B~
2

4π
.  (29.108)

The numerical value of the typical time scale for GaAs is deter-
mined by mhh = 0.45m0, mlh = 0.082m0, m = mΔ, and rB = rxh = 
ϵb/2mxhe2, where m0 is the electron mass in empty space and 
ϵb = 13 is the background dielectric function. Using these values in 
Equation 29.108 we find Tc ∼ 20 fs. We would like to draw attention 
to the fact that Tc >> TR ≈ 1 fs (see Equation 29.57), so that the rotat-
ing wave approximation is applicable at such time scales. Thus, for 
pulses with duration shorter than 20 fs and sufficiently high inten-
sity, we can treat the semiconductor excitations as dispersionless. 
It can be shown that for the states in the discrete spectrum the con-
dition is even less strict (Erementchouk and Leuenberger 2008).

In the dispersionless limit, Equations 29.103 take the simple 
form
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where we assumed the strong resonance regime and neglected 
the small contribution (ϵs − ϵσ − ħΩ)pσ,s. The solutions of 
Equations 29.109 are singular, ∝δ(r), but by virtue of Equation 
29.102 it does not pose any problem.

We limit ourselves to the consideration of the simplest case 
when the external field is circularly polarized with positive helic-
ity (right polarized) and has the amplitude constant in the time, 
which corresponds to the continuous wave excitation tuned to 
resonance with the gap. The condition of circular polarization 
leaves only two nonvanishing interband polarizations corre-
sponding to ph+ and pl+, that is {σ = −3/2, s = −1/2} and {σ = −1/2, 
s = 1/2}, respectively. Thus we find for the respective interband 
polarizations
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where �Ω =σ σ, ,( ) ( )s sR RA . It should be noted that only when 
Ωσ,s is uniform along the quantum well, that is, in the case of 
the single-wave excitation, it defines the frequency of the Rabi 
oscillations. When the semiconductor is excited by two incom-
ing waves, the frequency of temporal oscillations of the polar-
izations of the multiwave mixing response at sufficiently long 
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time scales have two characteristic frequencies obtained as 
superpositions of the Rabi frequencies of each pulse Ω ± Ωσ σ,

( )
,

( )
s s

1 2  
(see Figure 29.4).

29.6 Conclusion

In order to keep the introduction into the theory of the semi-
conductor nonlinear response concise, we have concentrated on 
the problem of low energy excitation, when the dynamics of the 
semiconductor is determined by the bound states of the electron–
hole pairs (excitons). In this regime the most natural description 
is provided by the effective quantum field theory, which accounts 
for the nonconstant number of particles in the semiconductor 
bands. The operator equations of motion, in turn, give access to 
all the information about the semiconductor and the electromag-
netic fields. Using these equations one can either study the time 
evolution of the observables such as the macroscopic electromag-
netic field 〈A(x,t)〉 or the exciton polarization B̂µ ; or one can 
turn, for example, to the single-particle exciton density matrix 

ˆ ˆ†B Bλ µ  in order to incorporate into the picture the decoherence 
effect of the interaction with the phonon bath; or one can study 
the many-body properties of the semiconductor excitations look-
ing at, say, the two-exciton density matrix ˆ ˆ ˆ ˆ† †B B B Bκ νλ µ .

Unfortunately, the analysis of the equations of motion is tre-
mendously hardened by their nonlinearity. The complexity is not 
of merely technical origin but reflects the concealed variety of 
physical phenomena. This should be taken into account when the 
equations of motion are simplified. As demonstrated in the main 
text, one can relatively easily develop the perturbational descrip-
tion of the semiconductor dynamics. However, one should be 
careful in applying the results of the perturbational approach to 
the situation, when the intensity of the excitation is significantly 
high, so that the properly defined pulse area approaches π. The 
perturbational series diverges in this case signifying the appear-
ance of a new class of phenomena related to the reconstruction 
of the spectrum. The effect of the reconstruction on the semicon-
ductor dynamics requires a non-perturbative treatment and has 
been illustrated above for the example of the Rabi oscillations.

We have covered the basics of the theory to the degree where 
it can be straightforwardly applied to various physical situa-
tions. However, we have left many details mentioned only on 
the formal level, such as the symmetries of the semiconductor 
bands, the specific form of the tensors of effective masses, and 
the matrix elements of the momentum operator between differ-
ent bands. These details, while being easy to incorporate into the 
theory developed in the main text, may significantly simplify 
the analysis of the particular case. As a source of the fundamen-
tal insight into the physics of semiconductors we would like to 
refer the reader to the great book by Yu and Cardona (2004), the 
details of the symmetrical properties of the solids are provided 
in Bir and Pikus (1974), and the optical semiconductor response 
is considered in Haug and Koch (2004).

acknowledgment

We would like to thank Prof. Xiaoqin Li for providing us with the 
data obtained in the experiments reported in Zhang et al. (2005). 
We also thank Sergio Tafur for useful comments. We acknowl-
edge support from NSF-ECCS 0725514, the DARPA/MTO Young 
Faculty Award HR0011-08-1-0059, NSF-ECCS 0901784, and 
AFOSR  FA9550-09-1-0450.

references

Arfken, G. B. and H. J. Weber. Mathematical Methods for Physicists. 
Academic Press, New York, 6th edn., 2005.

Bir, G. L. and G. E. Pikus. Symmetry and Strain-Induced Effects in 
Semiconductors. Wiley, New York, 1974.

Blinder, S. M. Semiclassical approximation for the nonrelativistic 
Coulomb propagator. Phys. Rev. Lett., 52(20):1771–1773, 1984.

Cohen-Tannoudji, C., J. Dupont-Roc, and G. Grynberg. Atom–
Photon Interactions. Basic Processes and Applications. Wiley, 
New York, 1992.

Erementchouk, M. V. and M. N. Leuenberger. Rabi oscillations 
in semiconductor multiwave mixing response. Phys. Rev. B, 
78:075206, 2008.

4

2

0

–2

–4
0 2

Effective time

Po
la

riz
at

io
n

4 6 8 10

4

2

0

–2

–4
0 2

Effective time(b)(a)

Po
la

riz
at

io
n

4 6 8 10

FIGURE 29.4 The exciton polarization in the case when the excitation consists of two plane waves with noncollinear wave vectors. The solid 
and dashed lines show the response in the forward (m = 1) and the four-wave mixing (m = 2) directions for (a) Ω Ω =σ σ,

( )
,

( )
s s

1 2 1/ , (b) Ω Ω =σ σ,
( )

,
( )

s s
1 2 2/ . The 

effective time is defined as �t ts= Ωσ,
( )2 .



29-20	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

Erementchouk, M. V., M. N. Leuenberger, and L. J. Sham. Many-
body interaction in semiconductors probed with two-
dimensional Fourier spectroscopy. Phys. Rev. B, 76:115307, 
2007.

Haug, H. and S. W. Koch. Quantum Theory of the Optical and 
Electronic Properties of Semiconductors. World Scientific, 
Singapore, 2004.

Ivchenko, E. L. Optical Spectroscopy of Semiconductor 
Nanostructures. Alpha Science International, Oxford, U.K., 
2005.

Johnson, N. F. and P. M. Hui. Theory of propagation of scalar 
waves in periodic and disordered composite structures. 
Phys. Rev. B, 48(14):10118–10123, 1993.

Jonas, D. M. Two-dimensional femtosecond spectroscopy. Annu. 
Rev. Phys. Chem., 54:425–463, 2003.

Khalil, M., N. Demirdoven, and A. Tokmakoff. Coherent 2d IR 
spectroscopy: Molecular structure and dynamics in solu-
tion. J. Phys. Chem. A, 107:5258–5279, 2003.

Kunikeev, S. D. Coulomb propagator in the WKB approximation. 
J. Phys. A Math. Gen., 33:5405–5428, 2000.

Langbein, W., G. Kocherscheidt, and R. Zimmermann. Probing 
localized excitons by speckle analysis of resonant light 
scattering. In H. Kalt and M. Hetterich (eds.), Optics of 
Semiconductors and Their Nanostructures, vol. 146 of 
Springer Series in Solid-State Sciences, pp. 47–72. Springer, 
Berlin, Germany, 2004.

Li, X., T. Zhang, C. N. Borca, and S. T. Cundiff. Many-body inter-
actions in semiconductors probed by optical two-dimen-
sional Fourier transform spectroscopy. Phys. Rev. Lett., 
96:057406, 2006.

Luttinger, J. M. Quantum theory of cyclotron resonance in semi-
conductors: General theory. Phys. Rev., 102(4):1030–1041, 
1956.

Luttinger, J. M. and W. Kohn. Motion of electrons and holes in 
perturbed periodic fields. Phys. Rev., 97(4):869–883, 1955.

Mukamel, S. Principles of Nonlinear Optical Spectroscopy. Oxford 
University Press, New York, 1995.

Ostreich, T. Higher-order Coulomb correlation in the nonlinear 
optical response. Phys. Rev. B, 64:245203, 2001.

Ostreich, T., K. Schonhammer, and L. J. Sham. Theory of exciton–
exciton correlation in nonlinear optical response. Phys. Rev. 
B, 58(19):12920–12936, 1998.

Parfitt, D. G. W. and M. E. Portnoi. The two-dimensional hydro-
gen atom revisited. J. Math. Phys., 43(10):4681–4691, 2002.

Sakoda, K. Optical Properties of Photonic Crystals, vol. 80 of 
Optical Sciences. Springer, Berlin, Germany, 2nd edn., 2005.

Schiff, L. I. Quantum Mechanics. McGraw Hill, New York, 1949.
Schmitt-Rink, S., D. S. Chemla, and D. A. B. Miller. Linear and 

nonlinear optical properties of semiconductor quantum 
wells. Adv. Phys., 38(2):89–188, 1989.

Yu, P. Y. and M. Cardona. Fundamentals of Semiconductors: 
Physics and Materials Properties. Springer, Berlin, Germany, 
2004.

Zhang, T., C. N. Borca, X. Li, and S.T. Cundiff. Optical two-
dimensional Fourier transform spectroscopy with active 
interferometric stabilization. Opt. Express, 13(19):7432–
7431, 2005.

Zhu, B. and K. Huang. Effect of valence-band hybridization on 
the exciton spectra in GaAs–Ga1–xAlxAs quantum wells. 
Phys. Rev. B, 36(15):8102–8108, 1987.



30-1

30.1 Introduction

The progress in nanotechnology has led to a possibility of fabri-
cating needlelike crystals that have transverse dimensions in the 
submicron range. They can be grown from different inorganic 
semiconductor materials such as InP (Duan et al., 2001; Wang 
et  al., 2001), ZnO (Huang et  al., 2001), GaN (Johnson et  al., 
2002), CdS (Duan et al., 2003), GaSb (Chin et al., 2006), as well 
as from p-phenylene oligomers (Balzer and Rubahn, 2001, 2005; 
Schiek et al., 2005). Alternatively, one can also obtain fibers with 
a diameter of a few tens of nanometers by means of drawing from 
silica (Tong et al., 2003). Such structures are called nanofibers or 
nanowires. The morphology of individual nanofibers and their 
mutual alignment can be controlled by the use of appropriate 
growth conditions and substrate surfaces (Balzer and Rubahn, 
2005). The nanofibers can be detached from the substrate, thus 
allowing one to study their properties under a variety of differ-
ent conditions, including free-floating nanoaggregates (Brewer 
et al., 2005). They act as optical waveguides (Balzer et al., 2003; 
Johnson et al., 2003; Tong et al., 2003; Barrelet et al., 2004) and 
demonstrate remarkable photoluminescence properties (Wang 
et al., 2001; Thilsing-Hansen et al., 2005). Under pumping con-
ditions, they can operate as nanoscale lasers (“nanolasers”) 
(Huang et al., 2001; Johnson et al., 2002, 2003; Duan et al., 2003; 
Agarwal et al., 2005; Quochi et al., 2005, 2006; Chin et al., 2006; 
Zimmler et al., 2008).

Light scattering by nanofibers plays an important role in 
optical processes at the nanoscale. Being grown on a substrate, 
nanofibers form an irregular array. The optical properties of such 
an ensemble are determined, on the one hand, by the optical 

response of individual aggregates and, on the other hand, by light 
scattering from nanofibers, which results in interaction between 
them. Light incident at a sample can launch the nanofiber optical 
modes or create excitons. Both processes manifest themselves in 
the intensity distribution of scattered light, thus providing valu-
able information on different nanofiber properties.

30.2 Background

In the simplest theoretical approach, a nanofiber is represented 
by an infinitely long dielectric circular cylinder. Light scatter-
ing by such an object was the first diffraction problem to be 
solved rigorously. Its solution dates back to Lord Rayleigh (Lord 
Rayleigh, 1881), who found the electromagnetic field diffracted 
from a cylinder of arbitrary radius and refractive index illumi-
nated by a plane wave incident perpendicularly to its axis. Much 
later, that result was generalized to the case of oblique inci-
dence (Wait, 1955). If α is the incidence angle relatively normal 
to the cylinder axis, then the scattered radiation is propagated 
along the surface of the cone with apical angle (π − 2α) (Kerker, 
1969). The field amplitudes inside the cylinder and outside it are 
expressed in terms of a series of the Bessel functions of the first 
kind and Hankel functions, respectively. The result depends 
on the polarization of the incident wave. One can decompose 
it into two independent polarizations: (1) the transverse mag-
netic (TM) mode for which there is no magnetic vector com-
ponent along the cylinder axis and (2) the transverse electric 
(TE) mode for which there is no electric field component along 
that axis. When the incident wave propagates perpendicularly 
to the cylinder axis, both the field inside the cylinder and the 
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scattered field are of the same polarization as the incident wave. 
For oblique incidence, however, the incident TM waves are par-
tially converted into scattered TE waves. Similarly, the incident 
TE waves are partially converted into scattered TM waves.

Light scattering in the far zone is characterized by the scatter-
ing efficiency, Qsca, which is defined as the scattering cross sec-
tion per unit length of the cylinder integrated over all the values 
of the scattering angle, θ, divided by the cylinder diameter, 2a. If 
the polarization of the scattered radiation is not specified, light 
scattering is completely described by the two scattering efficien-
cies, Qsca

TM and Qsca
TE, where the superscript denotes the polariza-

tion of the incident wave. In the limit where the diameter of the 
cylinder is sufficiently small relative to the wavelength, all the 
results are considerably simplified. If the refractive index of 
the cylinder relative to that of the surrounding medium is n 
and the wave number of the incident wave is k, the scattering 
efficiencies are reduced to the following form (Kerker, 1969):

 
Q ka n Q ka n

nsca
TM

sca
TE= − = −

+
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If the angle θ is not close to 0 or π,* the ratio of the intensities of 
the two components is
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This leads to the conclusion that the radiation scattered in both 
forward and backward directions will be partially polarized 
even if the incident radiation is completely unpolarized.

The abandonment of the assumption of an infinite cylinder 
length leads to the necessity to use numerical methods. For some 
ranges of the relevant parameters, simplified treatments can pro-
vide accurate results. If the cylinder radius a is much smaller than 
the wavelength λ, the integral equation for the electric field ampli-
tude can be solved by the method of moments (Uzunoglu et al., 
1978). In the case where the parameter ka(n − 1) is comparable with 
unity or smaller, an iterative method can be applied, which is quite 
effective for both long (Cohen et al., 1983) and short (Haracz et al., 
1984) cylinders. For the general case of a finite cylinder length 
l, the approach based on solving the electric field integral equa-
tion by using the method of moments is not very efficient. A more 
appropriate way is to apply a Fourier transform, which leads to 
a Fredholm integral equation of the first kind. This method has 
been applied to the cylinders with aspect ratios p = l/(2a) as large 
as 10 and the lengths parameters up to kl ∼ 7 (Shepherd and Holt, 
1983). An alternative approach exploits the extended boundary 
condition method (EBCM), also known as the T-matrix method, 
in which both the incident and scattered fields are expanded in 
spherical vector wavefunctions. The truncation of the expansions 
at N terms leads to the system of 2N linear equations for the scat-
tered field coefficients. The EBCM calculations carried out for 

* We reckon the angle θ from the plane perpendicular to the plane of 
incidence (see Figure 30.1).

the backscattering from a dielectric rod in the microwave region 
have demonstrated a satisfactory agreement with the existing 
experimental data (Ruppin, 1990). However, the EBCM method 
is tractable only when the size parameters ka and p are less than 
certain limits; e.g., for n = 1.31, ka < 2.75 and p < 5.0 (Kuik et al., 
1994). Its convergence also becomes more difficult with increasing 
the dielectric constant of the cylinder.

A remarkable feature of light scattering from a dielectric cylin-
der at a fixed angle of incidence is the existence of resonant peaks 
in the scattering cross section plotted versus the size parameter 
(Van Bladel, 1977). Such peaks do not occur for a perfectly con-
ducting cylinder and their sharpness increases with the dielectric 
constant of the cylinder. The resonant frequencies are determined 
by the poles of the expansion coefficients in the complex plane of 
the size parameter (Owen et al., 1981). The linewidths of the peaks 
are very sensitive to the circularity of the cylinder and to optical 
loss within or on the cylinder surface. These findings were con-
firmed experimentally in the scattering of either broadband radia-
tion or light from a tunable laser by optical-communication fibers 
and used for the accurate determination of their diameters and 
shapes (Ashkin et al., 1981; Owen et al., 1981). The peaks of another 
kind are displayed in the dependence of the differential scattering 
efficiency on the angle between the incident light beam and the 
cylinder axis (Birkhoff et al., 1977). Fitting the angular positions 
of observed maxima in the scattered intensity provides a sensitive 
method for determining fiber radii, reproducible within ±3%–5%.

An essential feature of light scattering from nanofibers is 
reflection of the scattered radiation from the substrate surface. 
Therefore, it is desirable to take this effect into account when 
modeling nanofibers. If the cylinder axis is oriented parallelly to 
a flat reflecting surface, the diffraction problem is reduced to a 
two-dimensional one. The influence of the substrate can be cal-
culated by introducing the Fresnel reflection coefficients. The cor-
responding solution can be found in the form of a series of the 
Bessel and Hankel functions. The procedure involves the trun-
cation of the expansions for the field amplitudes at some index 
N, which is related to the size parameter by the rule N ≃ 3ka 
(Borghi et al., 1997). Light scattering from nanofibers grown on a 
substrate involves the multiple-scattering effect. In some special 
cases, the nanofibers form an array of mutually parallel nanoag-
gregates oriented either parallelly or perpendicularly to the sub-
strate surface. As it has been shown for an arbitrary configuration 
of parallel cylinders, the light scattering in such a system can be 
expressed as an infinite sum of the orders of scattering (Twersky, 
1952). The first-order scattering originates from a diffraction 
of the incident wave on each cylinder. The second order results 
from a diffraction of the first-order-scattered radiation on each 
cylinder, and so on. A common approach to calculating the scat-
tered field is to express the multiple-scattering linear equations in 
matrix form and then to find the corresponding scattering coef-
ficients either by iterative method, or by direct matrix inversion, 
or by using a quadratic-programming algorithm. By this means, 
it has been found, in particular, that in an array of abutting cyl-
inders, the resonant character of the cylinders with respect to the 
size parameter, ka, is damped (Bever and Allebach, 1992).
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30.3 Basic theory

In this section, we shall give the basic equations that describe 
light scattering from nanofibers (Bordo, 2006, 2007). We shall 
consider two models of a nanofiber: (1) an infinite circular dielec-
tric cylinder (Figure 30.1) and (2) an infinite circular dielectric 
semicylinder placed on a perfectly reflecting surface (Figure 30.2). 
Although it might be possible that these models do not reproduce 
some details of light scattering, they nevertheless provide a fun-
damental understanding of this phenomenon. To match the con-
ditions of many experiments with nanofibers, we assume that the 
incident radiation is represented by a pulsed Gaussian light beam.

30.3.1 Diffraction by a Cylindrical Nanofiber

Let us assume first that a nanofiber has a circular cross-section 
of radius a, both the nanofiber and surrounding medium are iso-
tropic and are characterized by the dielectric functions ε2 and ε1, 
respectively. We choose the z axis along the nanofiber axis and 
the y axis in the plane containing both the z axis and the beam 
axis. Then the incident wave electric field has the form

 E Ei ix y z t x y z t iq y i z i t( , , , ) ( , , , )exp( ),= − + −0 10 0 0β ω  (30.3)

where the field amplitude is given by
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where
−q10 and β0 are the projections of the wave vector onto the 

axes y and z, respectively
ω0 is the frequency of the incident wave
α is the angle of incidence with respect to the y axis
σ and τ are the radius and pulse duration of the light beam, 

respectively

A similar expression is valid for the magnetic field of the inci-
dent beam, Hi(x, y, z, t).

In experiments, the beam radius is much larger than the 
nanofiber radius, i.e., σ >> a. In such a case, in the vicinity of the 
nanofiber, Equation 30.4 is reduced to the following* form:
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On the other hand, to simplify the consideration, we shall 
assume that the beam radius is much less than the nanofiber 
length. Then one can neglect the edge effects and consider the 
nanofiber as infinitely long.

The total electric field has the form
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where E1 and E2 are the electric field vectors of the scattered field 
and the field inside the nanofiber, respectively. The total mag-
netic field vector, H, is represented in a similar form. The fields 
E1, E2, H1, and H2 in turn can be found in terms of the Hertz vec-
tors, ∏1 and ∏2, whose rectangular components satisfy the sca-
lar wave equation. The Hertz vector for an infinite cylinder has 
the only nonzero component, ∏z ≡ ψ, which can be decomposed 
into two contributions, ψTM and ψTE, associated with TM and 
TE polarizations, respectively. Then, the electromagnetic field 
components in the cylindrical coordinates (r, θ, z) are found as 
(Stratton, 1941)
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* This approximation is valid outside the nanofiber region |z| ≤ a tan α.

k1
y

x

z

α r

θ

FIGURE 30.1 Model of a nanofiber: dielectric cylinder.
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FIGURE 30.2 Model of a nanofiber: dielectric semicylinder on a per-
fectly reflecting surface.
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where
c is the speed of light in vacuum
the subscript j labels different media: j = 1 corresponds to the 

surrounding medium, whereas j = 2 denotes the nanofiber 
interior

We shall seek the functions ψµ
j  (μ = TM or TE) in the form of 

the Fourier integral
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The representation (30.13) can be considered as a superposition 
of an infinite number of the elementary waves �ψµ β ω

j
i z i te − , each of 

which should satisfy the wave equation. The Fourier-transformed 
quantities �ψµ

j , therefore, can be expanded in the series of the 
cylindrical functions as follows:
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where the functions Zn(X) are determined as
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with
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Jn and Hn
(1) are the Bessel functions of the first kind and Hankel 

functions, respectively. The choice of the Bessel functions for the 
cylinder interior ensures finiteness of the solution at its center, 
whereas the Hankel functions have proper behavior at infinite 
distance from the cylinder.

The continuity of the tangential components of the total fields, 
Ejθ, Ejz, Hjθ, and Hjz, across the boundary r = a leads to the equa-
tions for the coefficients ajn, bjn, cjn, and djn. Taking into account 
that y = r sin θ, one can use the expansion
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in Equation 30.3. Then, combining the terms with the same 
θ-dependence in the boundary conditions and performing the 
inverse Fourier transform, one obtains the following equations:
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and
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Here, the prime above the Bessel and Hankel functions 
denotes differentiation with respect to their argument. The vec-
tor functions F⃗n and G⃗n depend on the polarization of the inci-
dent beam and are determined as

 

�

�

�
F

i E J q a
E nJ q a q a

n

n i n

n i n

n

TM =

−
 

2

2

2

0 10

0 10 10

σ α

σ α

σ

cos ( )

sin ( )

��H J q ai n0 10

0

′( )
,





















 

(30.23)

 

�

�

�
G

E J q a
i E nJ q

n

n n i n

n n i nTM =

− −

− −

2 1

2 1
0 10

0 10

τ σ α

τ σ α

( ) cos ( )

( ) sin ( aa q a

i H J q an n i n

)

( ) ( )
,

10

0 102 1
0

 
− −





















τ σ ′�

 

(30.24)



Light	Scattering	from	Nanofibers	 30-5

and
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with
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Here, we have introduced the Fourier-transformed amplitudes 
of the incident beam
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and a similar expression for H̃i0(β, ω).
Solving Equations 30.19 and 30.20, one obtains the Fourier-

transformed electromagnetic field components both inside the 
nanofiber and outside it. We shall be interested, however, in the 
field scattered by the nanofiber, which is described by the coef-
ficients a1n, b1n, c1n, and d1n. They are found as
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where
Dn is the determinant of the matrix M̂n

D1n and D4n are the determinants of the matrices obtained 
from M̂n by replacing the third and fourth columns with 
the column given by  F⃗n, respectively

D2n and D3n are the determinants of the matrices obtained 
from M̂n by replacing the third and fourth columns with 
the column given by  G⃗n, respectively

The corresponding Fourier-transformed electric and mag-
netic field amplitudes can be written in the form
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where the subscript μ runs over the components r, θ, and z, and 
the functions Aμn, Bμn, Cμn, and Dμn are given by the equations
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 A r H q r azn n n( ; , ) ( ) ( , ),( )β ω β ω= 1
1 1  (30.40)
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 C r H q r czn n n( ; , ) ( ) ( , ),( )β ω β ω= 1
1 1  (30.46)

 D r H q r dzn n n( ; , ) ( ) ( , ).( )β ω β ω= 1
1 1  (30.47)

Taking the Fourier transforms of Equations 30.34 and 30.35,
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(30.49)

one obtains the solution of the problem under consideration.
The integrands in Equations 30.48 and 30.49 have the poles 

given by the zeros of the denominators Dn(β, ω) in Equations 
30.30 through 30.33. On the other hand, these zeros determine 
the allowed values of pairs (β, ω) for the electromagnetic field in 
a free nanofiber, i.e., its normal modes (Stratton, 1941).

30.3.2 Nanofiber Normal Modes

Among the solutions of the equations

 Dn( , ) ,β ω = 0  (30.50)

there are those which are represented by pairs of real quantities 
(βnm, ωnm). They give the propagation constants and frequencies 
of the waveguide (bound) modes. Such modes provide a com-
plete description of the light propagation along the fiber in the 
steady-state regime far from the light source (Snyder and Love, 
1983). Besides that, Equation 30.50 has solutions for which either 
β or ω, or both, have imaginary parts, i.e.,

 β β β= +r ii ,  (30.51)

 ω ω ω= −r ii .  (30.52)

The contribution of such poles to the integrals (30.48) and 
(30.49) leads to the transients along the fiber length or in time, 
or in both length and time, respectively. If βi is small, the modes 
of the first type can propagate over long distances, and their 

portions localized within or near the fiber core are known as 
leaky modes (Snyder and Love, 1983). In the following, to dis-
tinguish between different modes, we shall call the first-type 
modes as space-decaying (SD) modes, whereas the second-type 
ones as time-decaying (TD) modes. Figure 30.3 shows the disper-
sion curves βr(ω) calculated numerically for the SD modes, SDnm, 
with n = 0–3 and represented in dimensionless variables. It has 
been assumed that ε1 = 1 and ε2 = 2.89, which correspond to an 
isolated nanofiber obtained from an isotropic para-hexaphenyl 
material immersed in vacuum. The dispersion curves for the 
bound modes are also shown in Figure 30.3. They are disposed 
between the light lines ω β= c �1 (LL1) and ω β= c �2 2(LL ), 
and are denoted as it is accepted in the optical waveguide theory 
(Snyder and Love, 1983). The dispersion curves for the quantities 
βi(ω) are shown in Figure 30.4. Figure 30.5 represents the dis-
persion relations ωr(β) for n = 0–3 calculated for the TD modes, 
TDnm. The corresponding imaginary parts, ωi(β), for the modes 
that are not strongly decaying are plotted in Figure 30.6. Here, 
the subscript m numerates the modes with a given n according 
to the order they approach the axis βr for the SD-modes or the 
axis ωr for the TD-modes. One can observe that some of these 
modes, both SD and TD, can be considered as a continuation of 
waveguide modes beyond cutoff, which coincides with the light 
line LL1. The imaginary parts of the propagation constants or 
frequencies for such modes increase with the deviation of the 
corresponding real parts from cutoff.

30.3.3 Calculation of the Scattered Field

When carrying out the integration in Equations 30.48 and 
30.49, one can take into account that the functions Ẽi0(β, ω) 
and H̃i0(β, ω) in the integrands are essentially different from 
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FIGURE 30.3 Dispersion curves of the SD modes. Real parts of the 
mode propagation constants. The modes with very large values of βi are 
not shown in the figure. ε1 = 1, ε2 = 2.89. (Reprinted from Bordo, V., 
J. Phys.: Condens. Matter, 19, 236220-1, 2007. With permission.)
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zero around their maxima at β = β0 and ω = ω0. For typical 
experimental parameters, the widths of the corresponding 
peaks, Δβ << 1/a and Δω << c/a, and the slowly varying functions 
Aμn(β, ω), Bμn(β, ω), Cμn(β, ω), and Dμn(β, ω) can be taken off the 
integral at the point (β0, ω0).* The remaining integration leads 
to the result

* See Bordo (2007) for detail.
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(30.54)

where Ei0(z, t) and Hi0(z, t) are the amplitudes of the incident 
wave electric and magnetic fields, respectively. In other words, 
under typical experimental conditions, the illumination by a 
pulsed light beam can be treated as the case of an incident plane 
monochromatic wave if instead of its amplitudes, E0 and H0, 
one substitutes the pulsed beam envelope functions, Ei0(z, t) and 
Hi0(z, t), respectively.

We shall be interested in the intensity of light scattered in 
the xy plane. This quantity is determined by the time-averaged 
radial component of the Poynting vector

 
S c E H E Hr z z= −

8 1 1 1 1π θ θRe( * * ),
 

(30.55)

where the asterisk denotes complex conjugation. The substitution 
of the field components, as shown in Equations 30.53 and 30.54, 
into Equation 30.55 gives the intensity of the scattered electro-
magnetic field at any distance from the nanofiber, i.e., in both 
near-field and far-field regions. In the far zone where r >> λ, the 
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FIGURE 30.4 Same as Figure 30.3 but for the imaginary parts of 
the mode propagation constants. (Reprinted from Bordo, V., J. Phys.: 
Condens. Matter, 19, 236220-1, 2007. With permission.)
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Hankel functions and their derivatives can be replaced by their 
asymptotical expansions. Then in the leading order one obtains

 S S Sr r r= +TM TE,  (30.56)

where the TM- and TE-polarized components are given by
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and
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respectively. The total intensity scattered in all directions per 
unit length of the nanofiber is determined by the quantity
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(30.61)

If in an experiment, one varies either the angle of incidence of 
the light beam at a fixed frequency, or tunes the light frequency 
at a fixed angle of incidence, the scattered intensity will also 
change. In the former case, the intensity (30.56) has maxima at 
the values β β0 = nm

r  corresponding to the SD modes. In the latter 
case, the maxima in intensity occur at ω ω0 = nm

r  and correspond 
to the TD modes. The widths of those peaks are determined by 
the quantities βnm

i  and ωnm
i , respectively.*

* Besides the maxima relatively the light frequency discussed here, there 
may also be maxima originating from resonances in ε2(ω).

30.3.4  Semicylinder on an Ideally 
reflecting Surface

The approach developed above can be equally applied to the 
nanofiber model represented by a circular semicylinder placed 
on an ideally reflecting plane. When the reflecting plane at 
y = 0 is present, the total electric field in the half-space y > 0 
can be written as

 E E E E E= + + +i i
ref ref

1 1 ,  (30.62)

where E Ei
ref refand 1  are the electric fields specularly reflected from 

the plane y = 0 originating from the incident wave and the field 
scattered by the nanofiber, respectively. A similar expression 
is valid for the magnetic field vector. The condition of an ide-
ally reflecting surface implies that the tangential components of 
the total electric field at it are equal to zero. This requirement 
will be fulfilled if to introduce, instead of the reflecting plane, 
an image semicylinder illuminated by the image of the incident 
wave below the plane y = 0 so that Er = Ez = 0 at both θ = 0 and 
θ = π (Rao and Barakat, 1994). The same is true for the magnetic 
field components. The fields scattered by the image semicylinder, 
E1

im and H1
im, are determined by Equations 30.34 through 30.47 

with the substitutions

 a a b b c c d dn n n n n n n n1 1 1 1 1 1 1 1
im im im im= − = − = − = −, , , . (30.63)

Then the components of the field scattered by the semi-
cylinder in the presence of the reflecting plane are found as 
E E H H1 1 1 1( ) ( ) and ( ) ( )θ θ θ θ+ − + −im im . Formally, the field compo-
nents can be obtained from Equations 30.53 and 30.54 with the 
following substitutions:

 A A B C C Dn n n n n nµ µ µ µ µ µ→ → → →2 0 2 0, , , .  (30.64)

Let us assume that the angle of incidence, α, differs from 
zero. Then the fields E Hi i

ref refand  do not contribute to the scat-
tered intensity determined by Sr. In the far zone, its TM- and 
TE-polarized components are given by
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respectively. The corresponding total intensity scattered in all 
directions per unit length of the nanofiber is determined by the 
quantity
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Note that here the sum over the modes starts from n = 1, indi-
cating that the modes with n = 0 are not excited in the course of 
light scattering. The suppression of such modes is conditioned by 
the presence of the reflecting plane.

Let us consider the special case of normal incidence with 
respect to the substrate surface (α = 0). In such a case, β0 = 0 
and the equations for TM and TE polarizations are completely 
separated. This means that for TM incident wave polarization, 
one can set c1n = d1n = 0. Besides that, the vector  F⃗n, Equation 
30.23, is nonzero only for odd indices n. Then the coefficients a1n 
are nonzero for odd n and only such modes can be observed in 
scattering. For TE incident wave polarization, a1n = b1n = 0 and 
the vector  G⃗n, Equation 30.26, is nonzero for odd n. As a result, 
one obtains the same selection rule as for TM polarization.

30.4 Some Numerical results

We shall illustrate the general theory considered above with 
some numerical examples. All the calculations have been carried 
out for ε2 = 2.89 that corresponds to an isotropic para-hexaphenyl 
film. We shall compare the results obtained for two different 
models of a nanofiber.

30.4.1 angular Distribution of Scattered Light

Let us consider first the dependence of the Poynting vector 
component Sr, Equation 30.55, calculated in the far zone on the 
detection angle, θ. This quantity is determined by the coeffi-
cients a1n, b1n, c1n, and d1n, as shown in Equations 30.30 through 
30.33. Their variation with the nanofiber radius, a, is more rapid 
for larger values of q c10 0 1= ( ) cosω α/ �  and hence for smaller 
angles of incidence, α. Figures 30.7 and 30.8 show the angular 
distributions of light scattered by a cylindrical nanofiber for the 
TM and TE incident light polarizations, respectively, and for 
α = 45°. One can see that in the case of the TM incident wave 
polarization, there are two lobes directed along the normal to 
the plane of incidence (at θ = 0° and θ = 180°). For relatively 
large nanofiber radius, additional two lobes appear. In the case 
of the TE incident wave polarization, these lobes are more pro-
nounced. Besides that, for small nanofiber radius, the angular 
distribution of scattered light is more isotropic as compared to 
the TM polarization.

The same quantity but calculated for a semicylindrical nano-
fiber placed on a perfectly reflecting substrate and for the TM 
incident wave polarization is depicted in Figure 30.9. The scat-
tering diagram for the TE incident wave polarization has a simi-
lar form. In this case, the lobes directed along the substrate plane 
are suppressed and light is scattered mainly around the plane of 
incidence.

30.4.2  total Scattered Intensity 
versus Incidence angle

Let us consider the total scattered intensity, Stot, as a func-
tion of the incidence angle, α, or, equivalently, the quantity 
β ω α0 0 1= ( ) sin/c � . Figure 30.10 shows this dependence calcu-
lated for a cylinder and for the TM incident wave polarization 
with an account of the terms n = 0–10 in Equations 30.60 and 
30.61. The individual contributions from the terms with n = 0, 
1, and 2 are also shown in Figure 30.10, whereas the other con-
tributions have much smaller amplitude. The intensity drop at 
β0a ≈ 2.2 originates from the approach to the cutoff at which 
q10 = 0. The curve corresponding to n = 2 exhibits a shoulder 
around β0a ≈ 1.75, which is also seen in the total intensity curve. 
Turning to Figure 30.3, one can identify it as being originating 
from the mode SD21. The contributions of the other modes are 
not pronounced because of the large values of the propagation 
constant imaginary parts, βi, corresponding to them. This plot 
can be compared with Figure 30.11, which represents the results 
of calculations for a semicylindrical nanofiber placed on an ide-
ally reflecting surface. In this case, the zeroth term does not con-
tribute to Stot and the contribution of the term with n = 2 is equal 
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FIGURE 30.7 Angular distribution of light scattered from a cylindri-
cal nanofiber of different radii. TM incident wave polarization. α = 45°, 
ε1 = 1, ε2 = 2.89. All curves are normalized to their maximum values.
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to zero at β0 = 0 (normal incidence) in accordance with the selec-
tion rule discussed in Section 30.3.4. As a result, the shoulder 
in the total intensity originating from the mode SD21 becomes 
more distinct.

30.4.3  total Scattered Intensity 
versus Frequency

Another situation when the light beam frequency is scanned at 
a fixed angle of incidence (α = 0) is illustrated in Figure 30.12 
for the case of scattering of a TM-polarized beam by a cylindri-
cal nanofiber. This time the features in the total scattered inten-
sity originate from the TD modes. They can be identified when 
comparing the positions of maxima, which occur for the curves 
with different n with the mode frequencies at β0 = 0 in Figure 30.5. 

In the case of a semicylinder placed on an ideally reflecting plane 
(Figure 30.13), only modes with odd n can be excited, as it is 
expected from the selection rule (see Section 30.3.4). It is worth-
while to note that the modes distinct from those for TM polar-
ization can be observed in the scattering of a TE-polarized light 
beam (not shown).

30.4.4 Excitation near Exciton resonance

So far we have implied that the frequency of the incident beam is 
far from any resonance in the dielectric function of the nanofi-
ber and its frequency dispersion can be neglected. Let us assume 
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ber on a perfectly reflecting surface. (Reprinted from Bordo, V., J. Phys.: 
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FIGURE 30.12 Light intensity scattered from a cylindrical nanofiber 
as a function of ω0 calculated for ε1 = 1, ε2 = 2.89. Normal incidence. TM 
incident wave polarization.
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now that the frequency ω0 is close to an exciton resonance of the 
nanofiber. Then its dielectric function can be written as follows:

 
� �2

2 2

2 2( ) ,ω ω ω
ω ω ω

= −
− + ∞

L

T i Γ  
(30.68)

where
ωT and ωL are the frequencies of the transverse and longitudi-

nal excitons, respectively
Γ is the relaxation constant
ε∞ is the high-frequency dielectric constant, and the spatial 

dispersion has been neglected

Figure 30.14 shows the angular distribution of the scattered 
light in this case calculated for a semicylindrical nanofiber on 
an ideally reflecting surface. It is seen that the polar diagram 
of scattering changes dramatically in a narrow spectral interval 
when the frequency of the incident beam scans across the exci-
ton resonance.

30.5 Experimental Implementation

Experimentally, one can observe light scattering from nanofi-
bers in the following setup (Figure 30.15) (Fiutowski et al., 2008). 
A sample with deposited organic nanofibers is attached to a half-
sphere made of fused silica (ns = 1.48 at 325 nm) with a radius of 
10 mm. The sample is oriented so that the nanofiber axes would 
be parallel to the plane of light incidence. A flat domain of paral-
lelly oriented organic nanofibers is illuminated with a linearly 
polarized beam of a He-Cd laser (λ = 325 nm) from the half-
sphere side, and the scattered light intensity is detected along the 
normal to the sample surface from the backside. The extinction 
ratio of the polarization system is 105. The light beam passes a 
pinhole of diameter 400 μm and is collimated before entering 
the half-sphere, which results in a beam divergence of less than 
0.7° after leaving the half-sphere. The angles of incidence can be 
varied between 20° and 65° with respect to the normal axis of the 

plane of the half-sphere. A photomultiplier mounted on a gonio-
metric table allows one to detect scattered light intensity distri-
butions from a spot on the sample of a diameter of about 500 μm. 
The acceptance angle of the detection system is 44°. The absolute 
and relative accuracies of the incident and the detection angles 
are 1° and 0.5°, respectively. To observe only the wavelengths of 
interest, one can use band pass or interferometric filters in front 
of the photomultiplier.

The intensity of light scattered perpendicularly to the sam-
ple surface as a function of the incidence angle, α, is shown in 
Figure 30.16. Clear peaks at α = 40° in both TE and TM incident 
light polarizations are observed. Those peaks originate from the 
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FIGURE 30.14 Angular distribution of scattered light in the vicinity 
of the exciton resonance. TM incident wave polarization. ε1 = 1, ε∞ = 
2.89, a = 4c/ωT, ωL = 1.2ωT, Γ = 10−3ωT, and α = 30°.
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FIGURE 30.15 Experimental setup. HWP, half-wave plate; P, polar-
izer; Ph, pinhole; MO, microscope objective; F, filter; and PMT, photo-
multiplier. Inset: Fluorescence microscopy image of a sample domain. 
(Reprinted from Fiutowski, J. et al., Appl. Phys. Lett., 92, 073302-1, 2008. 
With permission.)
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nanofiber array exclusively, as seen from a comparison with the 
data obtained from a nanofiber-free mica surface. The scattered 
intensity decreases when the incidence angle exceeds the critical 
angle for total internal reflection at the quartz semisphere–air 
interface, αc = 42.5°. To describe the optical properties of a nano-
fiber grown on a substrate, we use the nanofiber model repre-
sented by a semicylinder placed on an ideally reflecting surface 
and considered above. Figure 30.17 shows the dispersion curves 
of the nanofiber normal modes plotted in the range of the size 
parameter, a/λ, corresponding to the experimentally observed 
typical nanofiber widths (2a) as well as the wavelength of the 
He-Cd laser used for excitation. The condition of the phase 
matching between the incident light and the nanofiber normal 
mode can be written as β = (2π/λ)ns sin α. The corresponding 
dispersion line for the angle α = 40°, at which the resonance in 
scattering is observed, is also shown in Figure 30.17.

The analysis of the polarization properties of the excited nor-
mal modes allows one to specify them. The sharp peak seen in 
the scattered light intensity at α = 40° has comparable ampli-
tudes in both TE and TM incident wave polarizations. It can 
therefore be associated with the excitation of the hybrid SD12 
mode. The increase in intensity at α < 26° originates probably 
from a resonance with the hybrid SD21 mode. The mode SD01 
is suppressed in scattering due to the presence of the reflecting 
substrate (see Section 30.3.4).

The positions of the maxima in Figure 30.16 correspond to 
the most probable size parameter within the illuminated spot. 
The broadenings of the peaks observed in light scattering allow 
one to estimate the distribution of the nanofibers in the array 
over their widths. The angular broadening of about 7° corre-
sponds to a scattering of 0.12λ in nanofiber diameters, which 

gives approximately 40 nm for the relevant wavelength. This 
value agrees qualitatively with that measured via atomic force 
microscope (AFM).

30.6 Discussion

We have considered here the simplest theoretical models of 
nanofibers and applied them for the interpretation of the experi-
mental results on light scattering from an array of organic 
nanoaggregates deposited on a mica substrate. Although the 
morphology of nanoaggregates is far from a cylindrical shape, 
light scattering from them can be similarly described in terms 
of excitation of their radiative normal modes. This conclusion 
is also supported by the measurements of photoluminescence 
excited in the course of light scattering (Fiutowski et al., 2008). 
In that case, the peaks in the photoluminescence intensity versus 
the angle of incidence originate from matching with the nanoag-
gregates’ normal modes, both radiative and waveguiding. Such 
measurements being carried out at a varying frequency of inci-
dent light should allow one to determine the dispersion curves 
of the actual normal modes of nanoaggregates. Then, using an 
appropriate model, one could extract information on the mor-
phology of nanofibers. However, it is necessary to keep in mind 
that the actual normal modes may differ from those of an isotro-
pic cylindrical nanofiber. In particular, the optical anisotropy of 
nanoaggregates can cause distortion of the dispersion curves as 
well as their splitting.

Another point which has to be taken into account is the differ-
ent morphology of nanoaggregates within the illuminated spot. 
As we have already mentioned, this leads to a broadening of the 
peaks in the intensity of scattered light. On the other hand, the 
data obtained from the scattering of a focused light beam reflect 
the local morphology of a sample and, thus, can be used for its 
local characterization.

30.7 Summary and Outlook

In this chapter, we have considered the theory which describes 
the scattering of a pulsed Gaussian light beam at an infinitely 
long dielectric cylinder. The results obtained for this model 
have been generalized to the model represented by a semicyl-
inder placed on a perfectly reflecting plane. Although being 
rather simple, these approaches reproduce the main features of 
light scattering from nanofibers. In particular, this process can 
be understood in terms of the excitation of nanofiber radiative 
modes. As a result, the dependence of the scattered light inten-
sity on the angle of incidence exhibits maxima corresponding to 
matching with the nanofiber SD modes.

These conclusions are in agreement with the measurements 
of light scattering from organic nanoaggregates grown on mica, 
which have demonstrated experimental evidence of mode 
launching in this system. Those modes show up as pronounced 
peaks in light scattering from the nanofibers. Using the model, 
one is able to identify specific modes that have been excited in 
the course of light scattering from the sample. The obtained 
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results provide detailed information about possible electromag-
netic mode propagation in nanosized, needle-shaped aggregates 
and also form the basis for a new way of optically characterizing 
the morphology of sub-wavelength-sized nanostructures via far-
field scattering. The further development of this technique by 
using a tunable light source should allow one to determine the 
actual dispersion curves of nanofibers. On the other hand, one 
can use a broadband light source to illuminate the sample instead 
of a laser. In such a case, one should expect to observe peaks in 
the spectrum of scattered light, which originates from the exci-
tation of TD nanofiber modes. The implementation of this tech-
nique with the use of a scanning near-field optical microscope 
for the registration of scattered field would provide an additional 
advantage. The data obtained in such a setup are not influenced 
by an averaging over the illuminated spot and, thus, are related 
to individual nanofibers. Another possible application of light 
scattering from nanofibers stems from correlation between the 
positions of peaks in scattered intensity and the dispersion of 
nanofiber normal modes. Any change in the optical properties 
of nanofibers caused by either heating, or mechanical tension, or 
adsorption of molecules from ambient medium would result in 
a shift of the peaks in light scattering. This opens up new oppor-
tunities for the creation of nanosensors of various kinds. Due to 
its generic nature, the method discussed in this chapter is not 
limited to organic nanofibers but can be equally well applied to 
other kind of light-emitting nanoaggregates.
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31.1 Introduction

Three centuries of research, beginning with Hooke and Newton, 
have revealed a diversity of optical devices at the nanoscale (or 
at least the submicron scale) in nature.1 These include structures 
that cause random scattering, 2D diffraction gratings, 1D multi-
layer reflectors, and 3D liquid crystals (Figure 31.1a through d). In 
2001, the first photonic crystal was identified as such in animals,2 
and since then the scientific effort in this subject has acceler-
ated. Now we know of a variety of 2D- and 3D-photonic crystals 
in nature (e.g., Figure 31.1e and f), including some designs not 
encountered previously in physics.

Biomimetics is the extraction of good design from nature. Some 
optical biomimetic successes have resulted from the use of conven-
tional (and constantly advancing) engineering methods to make 
direct analogues of the reflectors and antireflectors found in nature. 
However, recent collaborations between biologists, physicists, 
engineers, chemists, and material scientists have ventured beyond 
merely mimicking in the laboratory what happens in nature, lead-
ing to a thriving new area of research involving biomimetics via 
cell culture. Here, the nano-engineering efficiency of living cells is 
harnessed, and nanostructures such as diatom “shells” can be made 
for commercial applications via culturing the cells themselves.

31.2 Engineering of antireflectors

Some insects benefit from antireflective surfaces, either on 
their eyes to see under low-light conditions, or on their wings 
to reduce surface reflections in transparent (camouflaged) areas. 
Antireflective surfaces, therefore, occur on the corneas of moth 
and butterfly eyes3 and on the transparent wings of hawkmoths.4 

These consist of nodules, with rounded tips, arranged in a hex-
agonal array with a periodicity of around 240 nm (Figure 31.2b). 
Effectively they introduce a gradual refractive index profile at 
an interface between chitin (a polysaccharide, often embedded 
in a proteinaceous matrix; r.i. 1.54) and air, and hence reduce 
reflectivity by a factor of 10.

This “moth-eye structure” was first reproduced at its cor-
rect scale by crossing three gratings at 120° using lithographic 
techniques, and employed as antireflective surfaces on glass 
windows in Scandinavia.5 Here, plastic sheets bearing the anti-
reflector were attached to each interior surface of triple-glazed 
windows using refractive-index-matching glue to provide a sig-
nificant difference in reflectivity. Today the moth-eye structure 
can be made extremely accurately using e-beam etching,6 and is 
employed commercially on solid plastic and other lenses.

A different form of antireflective device, in the form of a sinusoi-
dal grating of 250 nm periodicity, was discovered on the cornea of 
a 45-million-year-old fly preserved in amber7 (Figure 31.2a). This 
is particularly useful where light is incident at a range of angles 
(within a single plane, perpendicular to the grating grooves), as 
demonstrated by a model made in photoresist using lithographic 
methods.7 Consequently it has been employed on the surfaces of 
solar panels, providing a 10% increase in energy capture through 
reducing the reflected portion of sunlight.8 Again, this device is 
embossed onto plastic sheets using holographic techniques.

31.3 Engineering of Iridescent Devices

Many birds, insects (particularly butterflies and beetles), fishes, 
and lesser-known marine animals display iridescent (changing 
color with angle) and/or “metallic” colored effects resulting from 
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photonic nanostructures. These appear comparatively brighter 
than the effects of pigments and often function in animals to 
attract the attention of a potential mate or to startle a predator. 
An obvious application for such visually attractive and optically 
sophisticated devices is within the anticounterfeiting indus-
try. For secrecy reasons, work in this area cannot be described, 
although devices are sought at different levels of sophistication, 
from effects that are discernable by the eye to fine-scale optical 
characteristics (polarization and angular properties, for exam-
ple) that can be read only by specialized detectors. However, new 
research aims to exploit these devices in the cosmetics, paint, 
printing/ink, and clothing industries. They are even being tested 
in art to provide a sophisticated color-change effect.

Original work on exploiting nature’s reflectors involved copy-
ing the design but not the size, where reflectors were scaled up to 
target longer wavelengths. For example, rapid prototyping was 
employed to manufacture a microwave analogue of a Morpho 
butterfly scale that is suitable for reflection in the 10–30 GHz 
region. Here the layer thicknesses would be in the order of 1 mm 

rather than 100 nm as in the butterfly, but the device could be 
employed as an antenna with broad radiation characteristics, or 
as an antireflection coating for radar. However, today techniques 
are available to manufacture nature’s reflectors at their true size.

Nanostructures causing iridescence include photonic crystal 
fibers, opal and inverse opal, and unusually sculpted 3D architec-
tures. Photonic crystals are ordered, often complex, sub-wavelength 
(nano) lattices that can control the propagation of light at the single-
wave scale in the manner that atomic crystals control electrons.9 
Examples include opal (a hexagonal or square array of 250 nm 
spheres) and inverse opal (a hexagonal array of similar-sized holes 
in a solid matrix). Hummingbird feather barbs contain variation 
ultrathin layers with variations in porosity that cause their irides-
cent effects, due to the alternating nanoporous/fully dense ultra-
structure.10 Such layers have been mimicked using aqueous-based 
layering techniques.10 The greatest diversity of 3D architectures 
can be found in butterfly scales, which can include micro-ribs with 
nano-ridges, concave multilayered pits, blazed gratings, and ran-
domly punctate nano-layers.11,12 The cuticle of many beetles contain 

(a) (b) (c)

(e) (f ) (d)

FIGURE 31.1 Summary of the main types of optical reflectors found in nature; a–d where a light ray is (generally) reflected only once within 
the system (i.e., they adhere to the single scattering, or first Born, approximation), and e and f where each light ray is (generally) reflected multiple 
times within the system. (a) An irregular array of elements that scatter incident light into random directions. The scattered (or reflected) rays do not 
superimpose. (b) A diffraction grating, a surface structure, from where light is diffracted into a spectrum or multiple spectra. Each corrugation is about 
500 nm wide. Diffracted rays superimpose either constructively or destructively. (c) A multilayer ref lector, composed of thin (ca. 100 nm 
thick) layers of alternating refractive index, where light rays reflected from each interface in the system superimpose either constructively or 
destructively. Some degree of refraction occurs. (d) A “liquid crystal” composed of nano-fibers arranged in layers, where the nano-fibers of one 
layer lie parallel to each other yet are orientated slightly differently to those of adjacent layers. Hence spiral patterns can be distinguished within 
the structure. The height of the section shown here—one “period” of the system—is around 200 nm. (e) Scanning electron micrograph of the “opal” 
structure—a close-packed array of submicron spheres (a “3D photonic crystal”)—found within a single scale of the weevil Metapocyrtus sp.; scale 
bar = 1 μm. (f) Transmission electron micrograph of a section through a hair (neuroseta) of the sea mouse Aphrodita sp. (Polychaeta), showing a 
cross section through a stack of submicron tubes (a “2D photonic crystal”); scale bar = 5 μm.
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structurally chiral films that produce iridescent effects with circu-
lar or elliptical polarization properties.13 These have been replicated 
in titania for specialized coatings,13 where a mimetic sample can 
be compared with the model beetle and an accurate variation in 
spectra with angle is observed (Figure 31.3). The titania mimic can 
be nanoengineered for a wide range of resonant wavelengths; the 
lowest so far is a pitch of 60 nm for a circular Bragg resonance at 
220 nm in a Sc2O3 film (Ian Hodgkinson, pers. com.).

Biomimetic work on the photonic crystal fibers of the Aphrodita 
sea mouse is underway. The sea mouse contains spines (tubes) with 
walls packed with smaller tubes of 500 nm, with varying internal 
diameters (50–400 nm). These provide a bandgap in the red region, 
and are to be manufactured via an extrusion technique. Larger 
glass tubes packed together in the proportion of the spine’s nano-
tubes will be heated and pulled through a drawing tower until they 
reach the correct dimensions. The sea mouse fibre mimics will be 
tested for standard PCF applications (e.g., in telecommunications) 
but also for anticounterfeiting structures readable by a detector.

The analogues of the famous blue Morpho butterfly 
(Figure 31.4a) scales have been manufactured.14,15 Originally, 
corners were cut. Where the Morpho wing contained two lay-
ers of scales—one to generate color (a quarter-wave stack) and 
another above it to scatter the light—the model copied only the 
principle.14 The substrate was roughened at the nanoscale, and 
coated with 80 nm thick layers alternating in refractive index.14 
Therefore the device retained a quarter-wave stack centered in 
the blue region, but incorporated a degree of randomness to 
generate scattering. The engineered device closely matched the 
butterfly wing—the color observed changed only slightly with 
changing angle over 180°, an effect difficult to achieve and useful 
for a broad-angle optical filter without dyes.

A new approach to making the 2D “Christmas tree” struc-
ture (a vertical, elongated ridge with several layers of 70 nm thick 
side branches; Figure 31.4b) has been achieved using focused-
ion-beam chemical-vapor deposition (FIB-CVD).15 By com-
bining the lateral growth mode with ion-beam scanning, the 
Christmas tree structures were made accurately (Figure 31.4c). 
However, this method is not ideal for low-cost mass produc-
tion of 2D and 3D nanostructures, and therefore the ion-beam-
etched Christmas trees are currently limited to high-cost items 
including nano- or micron-sized filters (such as “pixels” in a dis-
play screen or a filter). Recently further corners have been cut 
in manufacturing the complex nanostructures found in many 
butterfly scales, involving the replication of the scales in ZnO, 
using the scales themselves as templates16 (Figure 31.4d and e).

31.4 Cell Culture

Sometimes nature’s optical nanostructures have such an elab-
orate architecture at such a small (nano) scale that we sim-
ply cannot copy them using current engineering techniques. 
Additionally, sometimes they can be made as individual reflec-
tors (as for the Morpho structure), but the effort is so great that 
commercial-scale manufacture would never be cost-effective.

An alternative approach to making nature’s reflectors is to 
exploit an aspect other than design—that the animals or plants can 
make them efficiently. Therefore we can let nature manufacture the 
devices for us via cell-culture techniques. Animal cells are in the 
order of 10 μm in size and plant cells up to about 100 μm, and hence 
suitable for nanostructure production. The success of cell culture 
depends on the species and on type of cell from that species. Insect 
cells, for instance, can be cultured at room temperature, whereas 
an incubator is required for mammalian cells. Cell culture is not a 
straightforward method, however, since a culture medium must be 
established to which the cells adhere, before they can be induced to 
develop to the stage where they make their photonic devices.

The current work in this area centres on butterfly scales. The 
cells that make the scales are identified in chrysalises, dissected, 
and plated out. Then the individual cells are separated, kept alive 
in culture, and prompted to manufacture scales through the 
addition of growth hormones. Currently we have cultured blue 
Morpho butterfly scales in the lab that have identical optical and 
structural characteristics to natural scales. The cultured scales 

(a) (b)

(c)

FIGURE 31.2 Scanning electron micrographs of antireflective sur-
faces. (a) Fly-eye antireflector (ridges on four facets) on a 45-million-
year-old dolichopodid fly’s eye. (Micrograph from Mierzejewski, P. With 
permission.) (b) Moth-eye antireflective surfaces. (c) Moth-eye mimic 
fabricated using ion-beam etching. Scale bars = 3 μm (a), 1 μm (b), 2 μm 
(c). (Micrograph by Boden, S.A. and Bagnall, D.M., Biomimetic subwave-
length surfaces for near-zero reflection sunrise to sunset, Proceedings 
4th World Conference on Photovoltaic Energy, Conversion, Waikoloa, HI, 
2006. With permission.)
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FIGURE 31.3 (a) A Manuka (scarab) beetle with (b) titania mimetic films of slightly different pitches. (c) Scanning electron micrograph of 
the chiral reflector in the beetle’s cuticle. (d) Scanning electron micrograph of the titania mimetic film. (Reproduced from DeSilva, L. et al., 
Electromagnetics, 25, 391, 2005. With permission.)

(a) (b) (c)

(d) (e)

2 μm5 μm

FIGURE 31.4 (a) A Morpho butterfly with (b) a scanning electron micrograph of the structure causing the blue reflector in its scales. (c) A scanning elec-
tron micrograph of the FIB-CVD-fabricated mimic. A Ga+ ion beam (beam diameter 7 nm at 0.4 pA; 30 kV), held perpendicular to the surface, was used 
to etch a precursor of phenanthrene (C14H10). Both give a wavelength peak at around 440 nm and at the same angle (30°). (From Watanabe, K. et al., Jpn. 
J. Appl. Phys., 44, L48, 2005. With permission.) (d) Scanning electron micrograph of the base of a scale of the butterfly Ideopsis similes. (e) Scanning elec-
tron micrograph of a ZnO replica of the same part of the scale in (d). (Reproduced from Zhang, W. et al., Bioinspir. Biomim., 1, 89, 2006. With permission.)
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could be embedded in a polymer or mixed into a paint, where they 
may float to the surface and self-align. Further work, however, is 
required to increase the level of scale production and to harvest the 
scales from laboratory equipment in appropriate ways. A far sim-
pler task emerges where the iridescent organism is single-celled.

31.5 Diatoms and Coccolithophores

Diatoms are unicellular photosynthetic microorganisms. The 
cell wall is called the frustule and is made of the polysaccha-
ride pectin impregnated with silica. The frustule contains pores 
(Figure 31.5a through c) and slits that give the protoplasm access 
to the external environment. There are more than 100,000 dif-
ferent of species of diatoms, generally 20–200 μm in diameter 
or length, but some can be up to 2 mm long. Diatoms have 
been proposed to build photonic devices directly in 3D.17 The 
biological function of the optical property (Figure 31.5d) is at 
present unknown, but may affect light collection by the dia-
tom. This type of photonic device can be made in silicon using 
a deep photochemical-etching technique (initially developed by 
Lehmann18) (e.g., Figure 31.5e). However, there is a new poten-
tial here since diatoms carry the added advantage of exponential 
growth in numbers—each individual can give rise to 100 million 
descendents in a month.

Unlike most manufacturing processes, diatoms achieve a 
high degree of complexity and hierarchical structure under mild 
physiological conditions. Importantly, the size of the pores does 
not scale with the size of the cell, thus maintaining the pattern. 

Fuhrmann et al.17 showed that the presence of these pores in the 
silica cell wall of the diatom Coscinodiscus granii means that the 
frustule can be regarded as a photonic crystal slab waveguide. 
Furthermore, they present models to show that light may be 
coupled into the waveguide and give photonic resonances in the 
visible spectral range.

The silica surface of the diatom is amenable to simple chemi-
cal functionalization (e.g., Figure 31.6a through c). An inter-
esting example of this uses a DNA-modified diatom template 
for the control of nanoparticle assembly.19 Gold particles were 
coated with DNA complementary to that bound to the surface 
of the diatom. Subsequently, the gold particles were bound to 
the diatom surface via the sequence-specific DNA interaction. 
Using this method up to seven layers were added showing how a 
hierarchical structure could be built onto the template.

Porous silicon is known to luminesce in the visible region 
of the spectrum when irradiated with ultraviolet light.20 This 
photoluminescence (PL) emission from the silica skeleton of 
diatoms was exploited by DeStafano21 in the production of an 
optical gas sensor. It was shown that the PL of Thalassiosira 
rotula is strongly dependent on the surrounding environment. 
Both the optical intensity and peaks are affected by gases and 
organic vapors. Depending on the electronegativity and polar-
izing ability, some substances quench the luminescence, while 
others effectively enhance it. In the presence of the gaseous sub-
stances NO2, acetone, and ethanol, the photoluminescence was 
quenched. This was because these substances attract electrons 
from the silica skeleton of the diatoms and hence quench the PL. 

10000x, 7 kV, 14 mm, 3 μm

(a)

(b)

(c)

1 μm EHT = 30.00 kV   WD = 7 mm Signal = SE1           Date: 17 Aug 2004
Photo no. = 1544   Time: 10:05:13

(d) (e)

FIGURE 31.5 (a–c) Scanning electron micrographs of the intercalary band of the frustule from two species of diatoms, showing the square 
array of pores from C. granii ((a) and (b)) and the hexagonal arrays of pores from C. wailesii (c). These periodic arrays are proposed to act as 
photonic crystal waveguides. (d) Iridescence of the C. granii girdle bands. (e) Southampton University mimic of a diatom frustule (patented 
for photonic crystal applications); scanning electron micrograph. (Micrograph by Parker, G. With permission.)
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Nucleophiles, such as xylene and pyridine, which donate elec-
trons, had the opposite effect, and increased PL intensity almost 
ten times. Both quenching and enhancements were reversible as 
soon as the atmosphere was replaced by air.

The silica inherent to diatoms does not provide the optimum 
chemistry/refractive index for many applications. Sandhage 
et al.22 have devised an inorganic molecular conversion reaction 
that preserves the size, shape, and morphology of the diatom 
while changing its composition. They perfected a gas/silica dis-
placement reaction to convert biologically derived silica struc-
tures such as frustules into new compositions. Magnesium was 
shown to convert SiO2 diatoms by a vapor phase reaction at 

900°C to MgO of identical shape and structure, with a liquid 
Mg2Si byproduct. Similarly, when diatoms were exposed to tita-
nium fluoride gas, the titanium displaced the silicon, yielding a 
diatom structure made up entirely of titanium dioxide; a mate-
rial used in some commercial solar cells.

An alternative route to silica replacement hijacks that native 
route for silica deposition in vivo. Rorrer et al.23 sought to incor-
porate elements such as germanium into the frustule—a semi-
conductor material that has interesting properties that could be 
of value in optoelectronics, photonics, thin film displays, solar 
cells, and a wide range of electronic devices. Using a two-stage 
cultivation process, the photosynthetic marine diatom Nitzschia 

(f ) (g)

(d)
600x, 5 kV, 13 mm 600x, 5 kV, 14 mm40 μm 40 μm

(e)
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FIGURE 31.6 Modification of natural photonic devices. (a)–(c) Diatom surface modification. The surface of the diatom was silanized, then 
treated with a heterobifunctional cross-linker, followed by attachment of an antibody via a primary amine group. (a) (i) Diatom exterior surface 
(ii) APS (iii) ANB-NOS (iv) primary antibody (v) secondary antibody with HRP conjugate. Diatoms treated with primary and secondary antibody 
with (b) no surface modification (c) after surface modification. (d and e) Scanning electron micrographs showing the pore pattern of the diatom 
C. wailesii (d) and after growth in the presence of nickel sulphate (e). Note the enlargement of pores, and hence change in optical properties, in (e). 
(f) “Photonic crystal” of the weevil Metapocyrtus sp., section through a scale, transmission electron micrograph; scale bar: 1 μm (see Parker33). 
(g) A comparatively enlarged diagrammatic example of cell membrane architecture: tubular christae in mitochondria from the chloride cell of 
sardine larvae. Evidence suggests that preexisting internal cell structures play a role in the manufacture of natural nanostructures; if these can be 
altered then so will the nanostructure made by the cell. (From Threadgold, L.T., The Ultrastructure of the Animal Cell, Pregamon Press, Oxford, 
U.K., 1967.)
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frustulum was shown to assimilate soluble germanium and fab-
ricate Si-Ge-oxide nanostructured composite materials.

Porous glasses impregnated with organic dye molecules are 
promising solid media for tunable lasers and nonlinear opti-
cal devices, luminescent solar concentrators, gas sensors, and 
active waveguides. Biogenic porous silica has an open sponge-
like structure and its surface is naturally OH-terminated. 
Hildebrand and Palenik24 have shown that rhodamine B and 6G 
are able to stain diatom silica in vivo, and determined that the 
dye treatment could survive the harsh acid treatment needed to 
remove the surface organic layer from the silica frustule.

Now attention is beginning to turn additionally to coc-
colithophores—single-celled marine algae, also abundant in 
marine environments. Here, the cell secretes calcitic photonic 
crystal frustules, which, like diatoms, can take a diversity of 
forms, including complex 3D architectures at the nano- and 
microscales.

31.6 Iridoviruses

Viruses are infectious particles made up of the viral genome 
packaged inside a protein capsid. The iridovirus family com-
prises a diverse array of large (120–300 nm in diameter) viruses 
with icosahedral symmetry. The viruses replicate in the cyto-
plasm of insect cells. Within the infected cell the virus particles 
produce a paracrystalline array that causes Bragg refraction of 
light. This property has largely been considered esthetic to date, 
but the research group of Vernon Ward (New Zealand), in col-
laboration with the Biomaterials laboratory at Wright–Patterson 
Air Force base, is using iridoviruses to create biophotonic crys-
tals. These can be used for the control of light, with this labora-
tory undertaking large-scale virus production and purification 
as well as targeting the manipulation of the surface of iridovi-
ruses for altered crystal properties. These can provide a struc-
tural platform for a broad range of optical technologies, ranging 
from sensors to waveguides.

Virus nanoparticles, specifically Chilo and Wiseana Invertebrate 
Iridovirus, have been used as building blocks for iridescent 
nanoparticle assemblies. Here, virus particles were assembled 
in vitro, yielding films and monoliths with optical iridescence 
arising from multiple Bragg scattering from closely packed crys-
talline structures of the iridovirus. Bulk viral assemblies were 
prepared by centrifugation followed by the addition of glutar-
aldehyde, a cross-linking agent. Long-range assemblies were 
prepared by employing a cell design that forced virus assem-
bly within a confined geometry followed by cross-linking. In 
addition, virus particles were used as core substrates in the 
fabrication of metallodielectric nanostructures. These com-
prise a dielectric core surrounded by a metallic shell. More 
specifically, a gold shell was assembled around the viral core by 
attaching small gold nanoparticles to the virus surface using 
inherent chemical functionality of the protein capsid.25 These 
gold nanoparticles then acted as nucleation sites for electroless 
deposition of gold ions from solution. Such nano-shells could 
be manufactured in large quantities, and provide cores with a 

narrower size distribution and smaller diameters (below 80 nm) 
than currently used for silica. These investigations demonstrated 
that direct harvesting of biological structures, rather than bio-
chemical modification of protein sequences, is a viable route to 
create unique, optically active materials.

31.7  the Mechanisms of Natural 
Engineering and Future research

Where cell culture is concerned it is enough to know that cells 
do make optical nanostructures, which can be farmed appropri-
ately. However, in the future an alternative may be to emulate 
the natural engineering processes ourselves, by reacting to the 
same concentrations of chemicals under the same environmen-
tal conditions, and possibly substituting analogous nano- or 
macro-machinery.

To date, the process best studied is the silica cell wall formation 
in diatoms. The valves are formed by the controlled precipitation of 
silica within a specialized membrane vesicle called the silica depo-
sition vesicle (SDV). Once inside the SDV, silicic acid is converted 
into silica particles, each measuring approximately 50 nm in diam-
eter. These then aggregate to form larger blocks of material. Silica 
deposition is molded into a pattern by the presence of organelles 
such as mitochondria spaced at regular intervals along the cyto-
plasmic side of the SDV.26 These organelles are thought to physi-
cally restrict the targeting of silica from the cytoplasm, to ensure 
laying down of a correctly patterned structure. This process is very 
fast, presumably due to optimal reaction conditions for the synthe-
sis of amorphous solid silica. Tight structural control results in the 
final species-specific, intricate exoskeleton morphology.

The mechanism whereby diatoms use intracellular compo-
nents to dictate the final pattern of the frustule may provide 
a route for directed evolution. Alterations in the cytoplasmic 
morphology of Skeletonema costatum have been observed in 
cells grown in sublethal concentrations of Mercury and Zinc,27 
resulting in swollen organelles, dilated membranes, and vacuo-
lated cytoplasm. Frustule abnormalities have also been reported 
in Nitzschia liebethrutti grown in the presence of mercury and 
tin.28 Both metals resulted in a reduction in the length to width 
ratios of the diatoms, fusion of pores, and a reduction in the 
number of pores per frustule. These abnormalities were thought 
to arise from enzyme disruption either at the silica deposition 
site or at the nuclear level. We grew Coscinodiscus wailesii in 
sublethal concentrations of nickel and observed an increase in 
the size of the pores (Figure 31.6d and e), and a change in the 
phospholuminescent properties of the frustule. Here, the dia-
tom can be “made to measure” for distinct applications such as 
stimuli-specific sensors.

Further, trans-Golgi-derived vesicles are known to manufac-
ture the coccolithophore 3D “photonic crystals.”29 So the organ-
elles within the cell appear to have exact control of (photonic) 
crystal growth (CaCO2 in the coccolithophores) and packing 
(SiO3 in the diatoms).30,31 Indeed, Ghiradella9 suggested that 
the employment of preexisting, intracellular structures lay 
behind the development of some butterfly scales, and Overton32 
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reported the action of microtubules and microfibrils during 
butterfly-scale morphogenesis. Further evidence has been found 
to suggest that these mechanisms, involving the use of molds 
and nano-machinery (e.g., Figure 31.6f and g), reoccur with 
unrelated species, indicating that the basic “eukaryote” (con-
taining a nucleus) cell can make complex photonic nanostruc-
tures with minimal genetic mutation.33 The ultimate goal in the 
field of optical biomimetics, therefore, could be to replicate such 
machinery and provide conditions under which, if the correct 
ingredients are supplied, the optical nanostructures will self-
assemble with precision.

For further information on the evolution of optical devices 
in nature, including those found in fossils, or when they first 
appeared on earth, see references.34,35
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32.1  Introduction

You might think that the great success of quantum electrody-
namics (QED) would settle the debate on the nature of light to 
provide a clear view of its behavior, where the photon is regarded 
as the unit of excitation associated with a quantized mode of 
the electromagnetic (radiation) field. However, Heisenberg’s 
uncertainty principle tells us that a state of definite momentum, 
energy, and polarization associated with a plane wave used as a 
basis function of quantization must be completely indefinite in 
space and time. It suggests the difficulty of spatial localization of 
a photon as a particle. In fact, Newton and Wigner showed that 
a free photon, as a massless particle with spin 1, has no local-
ized states on the basis of natural invariance requirements that 
localized states for which operators of the Lorentz group apply 
should be orthogonal to the undisplaced localized states, after a 
translation (Newton and Wigner 1949). According to them, one 
can obtain a general expression for a position operator for mas-
sive particles and for massless particles of spin 0 or 1/2, not for 
massless particles with finite spin, which indicates that there is 
no probability density for the position of the photon, and thus 
a position-representation wave function cannot be consistently 
introduced. It has also been shown that photons are not localiz-
able, on the basis of imprimitive representations of the Euclidean 
group (Wightman 1962). It is now believed that photons are only 
weakly localizable, although single-photon states with arbi-
trarily fast asymptotic falloff of energy density exist, and that 

a lack of strict localizability is directly related to the absence of 
a position operator for a photon in free space and a position-
representation photon wave function (Hawton 1999).

On the other hand, several authors have claimed that a mini-
mum modification of the naive route leads to a wave-function 
description of a photon, even though the probability density 
for the position of a photon and a position-representation wave 
function cannot be consistently introduced. For example, it has 
been shown to be possible to introduce a position-representation 
wave function 

� �
ψ( , )r t  for a photon, which is the expectation 

value of the photon energy in a region d ⃗r about r⃗ (Sipe 1995, 
Scully and Zubairy 1997, Hawton 1999, Roychoudhuri and Roy 
2003). Mandel et al., from another viewpoint, have found that a 
photon wave function as a probability amplitude is possible in a 
coarse-grained volume whose linear dimensions are larger than 
the photon wavelength (Mandel 1966, Mandel and Wolf 1995, 
Inagaki 1998). The localization of the photon energy density 
and photodetection rates having an exponential or arbitrarily 
fast asymptotic falloff have been discussed, as well as causality 
(Hegerfeldt 1974, Pike and Sarkar 1987, Hellwarth and Nouchi 
1996, Adlard et al. 1997, Bialynicki-Birula 1998, Keller 2005).

When the interactions with matter were considered, differ-
ent views opened up. Dressed states and operators, dressed and 
half-dressed sources in nonrelativistic QED, electromagnetic 
field correlations, and intermolecular interactions between mol-
ecules in either ground or excited states have been discussed 
(Compagno et al. 1988, 1995, Cohen-Tannoudji et al. 1989, 1992, 
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Power and Thirunamachandran 1993), focusing on the fact that 
a bare source interacting with a quantum field is surrounded by 
a cloud of virtual particles. It has been shown that the dress-
ing of the source, or virtual cloud effects, can be detected by a 
test body (detector) located close to the source. Carniglia and 
Mandel (1971) proposed a complete basis for electromagnetic 
fields interacting with a material of refractive index n filled in a 
half space separated by vacuum in order to quantize the source 
fields, while Inoue and Hori (2001) discussed the detector modes 
and the behavior of a photon–atom interacting system near the 
material surface. Kobayashi et al. (2001) focused on the environ-
mental effects on a nanomaterial interacting with photons and 
obtained a near-field optical interaction as an effective interac-
tion between nanomaterials electronically disconnected, but 
closely located, in order to detect the cloud of virtual photons. 
They have also applied it to a discussion of nanophotonic devices 
(Sangu et al. 2004). Focusing on the photon degrees of freedom, 
on the other hand, photon hopping has been employed to dis-
cuss a photon–material interacting system (John and Quang 
1995, Suzuura et al. 1996, Shojiguchi et al. 2003), and a photon 
dressing by material excitations has been recently discussed by 
using the photon-hopping model in real space and a quasipar-
ticle model (Kobayashi et al. 2008).

Focusing on light–matter interactions at the nanoscale, we 
discuss a near-field optical interaction between nanomaterials 
surrounded by a macroscopic system, a dressing mechanism, 
and spatial localization of photons in this article, which is orga-
nized as follows. Section 32.2 is devoted to background issues for 
photon localization, in particular, the difficulty of the definition, 
effective methods, and free-field quantization. In Section 32.3 we 
discuss a dressing mechanism of photons and their localization 
in space, including virtual clouds of photons, electromagnetic 
field correlations and intermolecular interactions, effective near-
field optical interactions, and phonons’ effects on photon local-
ization. Finally, a summary and a future outlook are presented.

32.2  Background

32.2.1  Difficulty in Defining a Wave 
Function of a Photon in real Space

Since there is no probability density for the photon, and thus 
a position-representation wave function in free space cannot 
be consistently defined, one has to follow quantum electrody-
namics (QED), that is, to redefine one- and a few-photon wave 
functions in a physically meaningful way in order to obtain 
fruitful insights into the photon–matter interacting system 
at the nanoscale. In the following subsections, we will give an 
overview of both approaches, after pointing out the difficulties 
involved with a position-representation wave function of a pho-
ton in free space.

We begin with Maxwell’s equations in vacuum:
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where
c is the speed of light
� �
E r t( , )  and 

� �
B r t( , ) are electric and magnetic fields, respectively

Let us now define 
� �
Φ±( , )r t  as 

� � � � � �
Φ± = ±( , ) ( , ) ( , );r t E r t iB r t  then, it 

 follows from Maxwell’s equations that 
� �
Φ±( , )r t  should satisfy
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Using the Fourier transform of these functions, we introduce the 
vectors 

� �
γ ±( , )p t  as

 

� �
�

� � � �
�Φ± ±

⋅= ∫( , )
( )

( , ) ,/
/r t d p p t eip r

3

3 22π
γ  (32.3)

which is associated with γ ±( , )
�
p t  as 

� � � �
γ γ± ± ±=( , ) ( , ) ( )p t p t e p  with
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where two unit vectors e⃗1(̂p) and e⃗2( ̂p) are defined such that the 
unit vectors

 [ ]( ), ( ), | |
� � � �
e p e p p p p1 2ˆ ˆ ˆ = /  

(32.4b)

form a right-handed triad. Then, it is easy to verify that 
γ ±( , )

�
p t  satisfy a Schr.Ödinger-like equation in the momentum 

representation
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γ
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which indicates that γ ±( , )
�
p t  are probability amplitudes for pho-

tons of momentum p⃗, energy E = cp with p = |p⃗|, and positive/ 
negative helicity. Here note that

 
� � � � � � � � � �
γ γ γ γ* *( , ) ( , ) ( ) ( , )+ + − −⋅ = ⋅ ⋅p t p t dp p t p t dp  (32.6a)

and

 
� � � �
γ γ* ( , ) ( , )+ −⋅ =p t p t 0  (32.6b)
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show the probability of detecting a photon of positive helicity 
and momentum p⃗ between p⃗ and p⃗ + dp⃗, and likewise for a pho-
ton of negative helicity. Then the normalization condition is

 

� � � � � �
γ γ γ* *( , ) ( , ) ( , ) ,+ + −⋅ +



 =∫ p t p t p t d p3 1  (32.7)

which leads to
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and it follows from the dynamical equations that
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Here we note that the sum of 
� �
Φ±( , )r t  might be regarded as the 

position-representation wave function of a photon, but it can-
not be regarded as such because Newton and Wigner and also 
Wightman have shown that the photon, being a massless parti-
cle, is not localizable in free space, and that there does not exist a 
probability amplitude and density for the position of the photon 
in the usual sense (see also (32.15a) and (32.15b)) (Newton and 
Wigner 1949, Wightman 1962).

32.2.2  Effective Spatial Wave Function 
of a Single Photon

In order to avoid the difficulties mentioned above, Mandel 
defined an operator representing the number of photons in a vol-
ume V as the integral over V of a so-called “detection operator,” 
which led a simple formula for the probability that n photons are 
present in V, when the linear dimensions of V are larger than the 
wavelength of light used (Mandel 1966).

Sipe took another approach to this issue, seeking a probability 
amplitude 

� �
Ψ( , )r t  for the photon energy to be detected about d ⃗r 

of  ⃗r (Sipe 1995). Assuming that the integral of 
� � � � �
Ψ Ψ*( , ) ( , )r t r t dr⋅  

over all space is proportional to the photon energy, we normalize 
it as follows:
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It is easily shown that if 
� �
Ψ( , )r t  is set as
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the normalization condition is satisfied. Here note that
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At the same time, 
� �
Ψ±( , )r t  should be chosen to satisfy an initial 

condition given by
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Since 
� �
γ ±( , )p t  and 

� � �
Ψ±( , )p r  are not the Fourier transform pairs, 

the arguments of the photon momentum ⃗p and the position r⃗ 
associated with the photon energy are not conjugate variables. 
When 

� �
Φ±( , )r t  and 

� �
Ψ±( , )r t  are related by a local kernel, it can 

usually be regarded as a particle. However, 
� �
Φ±( , )r t , the Fourier 

transform of 
� �
γ ±( , )p t , is not a reasonable candidate for the posi-

tion-representation wave function of the photon because of the 
following relation between 

� �
Φ±( , )r t  and 

� �
Ψ±( , )r t
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with the nonlocal kernel
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Nevertheless, 
� �
Ψ( , )r t  might be meaningful to describe the 

dynamics of a photon such as a spontaneous emission from an 
atom and the inverse process, or at least we can detect a photon, 
within the range of a detector’s precision by placing a detector 
like an atom close to the source. In other words, it indicates that 
light–matter interactions near the source play an important role 
and should be treated consistently.

32.2.3  Canonical Field Quantization: 
Mode Functions, Field Operators, 
and Quantum States

It is natural to follow the canonical quantization of the electro-
magnetic field as a starting point for a discussion of light–matter 
interactions at the nanoscale. Since a lot of famous textbooks on 
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QED or quantum field theory have been published, we follow the 
essence of the theory and restrict ourselves to the free field that 
is free from charges and currents and whose scalar potential can 
be set to zero (Sakurai 1967, Roychoudhuri and Roy 2003). In the 
Coulomb gauge with ∇⋅ =

� �
A r t( , ) 0 for the vector potential 

� �
A r t( , ), 

three basic equations we work with for the free-field case are
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We expand 
� �
A r t( , ) into a complete set of mode functions 

� �
�u rk a, ( ) 

defined by the Helmholtz equation

 
( ) , ( ) ,∇ + =2 2 0

� � �
�k u rk a  (32.17)

and the boundary conditions set by the shape of a virtual cavity, 
for example, a box taken to be a cube of side L = V1/3. It follows 
from the Coulomb gauge that the direction of 

� �
�u rk a, ( ) has to be 

orthogonal to the wave vector ⃗k, and thus there are two polariza-
tion degrees of freedom indicated by the index α. Note that the 
mode functions become more complicated, or even impossible 
for more sophisticated cavity shapes. The mode functions satisfy 
the orthonormality condition
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where we have for simplicity combined the three components 
of the wave vector k⃗ and the polarization index α to one index ℓ. 
Using the normalization constant At and the time-dependent 
amplitude qt(t), we have

 

� � � � � �
� � � � � �

�

A r t A q t u r A q t u r( , ) ( ) ( ) * *( ) *( ) ,= +



∑  (32.19)

where qt(t) follows from the differential equation of a harmonic 
oscillator of frequency Ω� �

�
≡ c k :
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The Hamiltonian of the field is
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Noticing a typical term for the  ⃗E2 integration
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and for the B⃗2 integration
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we obtain
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If we define
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the Hamiltonian can be expressed in terms of a collection of 
independent and uncoupled harmonic oscillators as
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2
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Here, Pℓ and Qℓ are seen to be canonical variables:
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The natural method to quantize the field is to replace the vari-
able qℓ and its conjugate momentum pℓ ≡ dqℓ/dt by operators q̂ℓ 
and ̂pℓ that satisfy the commutation relations ˆ , ˆq p i� � ���[ ] = ′δ , or 
[ ],Q P i� � ���′ ′= δ . Then, the Hamiltonian operator for the quan-
tized field can be written as follows:
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Next we consider linear combinations of  P̂ℓ and Q̂ℓ, given by
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where we insert a factor to make âℓ and ˆ†a� dimensionless and 
thus satisfy the following boson commutation relations:
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Taking care of the order of âℓ and ˆ†a ′� , we obtain the Hamiltonian 
operator of the electromagnetic field as

 

ˆ ˆ ,H n= +



∑� � �

�

Ω 1
2

 (32.31)

where ˆ ˆ ˆ†n a a� � �≡  denotes the number operator. The contribu-
tion 1/2 arises from the commutation relations and results in 
the familiar zero-point energy. Since there are infinitely many 
modes, the zero-point energy becomes infinite, but in general 
we drop this contribution by shifting the vacuum energy, which 
does not influence the dynamics. The quantization procedure is 
completed by writing the vector potential in terms of âℓ and ˆ†a�  
as a field operator
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Thus, ˆ†a� is called the creation operator for a photon specified in 
ℓ as corresponding to the quantum-mechanical excitations of 
the electromagnetic field, while âℓ is interpreted as the annihi-
lation operator for a photon in state ℓ. It is important to note 
that the ⃗r and t that appear in the quantized field 

� �ˆ
( , )A r t  are not 

quantum-mechanical variables but just parameters on which the 
field operator depends, and, in particular, ⃗r and t should not be 
regarded as the space–time coordinates of the photon.

When we adopt a linearly polarized plane wave as the mode 
function
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with the polarization vector 
�

�ε αk , the energy and momentum of 
the photon are � �

�
�Ωk k c=  and ħk⃗, respectively. Therefore, the 

mass of the photon is zero. In addition, since 
�

�ε αk  transforms like 
a vector, the general theory of angular momentum encourages 
us to associate with it one unit of angular momentum, which 
means that the photon has one unit of spin angular momentum.

The field operators described above operate on quantum state 
vectors, and quantum states |Ψ〉 of the electromagnetic field are, 
in general, multimode states that involve quantum states |ψℓ〉 for 
each mode ℓ. One of the useful quantum states is photon num-
ber states denoted by |nℓ〉, which are eigenstates of the number 
operator n̂ℓ

 
n̂ n n n� � � �| |〉 = 〉  (32.34)

with integer eigenvalues nℓ. At the same time, |nℓ〉 are eigenstates 
of the Hamiltonian with eigenenergy nℓħΩℓ, that is, nℓ times 
the fundamental unit ħΩℓ. It should be noted that nℓ quanta of 
energy ħΩℓ are in the mode, but the energy is distributed over 
the entire space, that is, not localized. Other useful quantum 
states used later are coherent states |α〉, which are eigenstates of 
the annihilation operator âℓ with eigenvalues α

 
ˆ .a�| |α α α〉 = 〉

 
(32.35)

The phase of the coherent states is completely determined, while 
the number of photons is completely undetermined.

In the subsequent sections, we will employ a quantum electro-
magnetic field discussed above in order to discuss the nature of 
light–matter interactions apparently exhibited at the nanoscale.

32.3  Dressing Mechanism and Spatial 
Localization of Photons

32.3.1  Virtual Photon Cloud Surrounding 
a Neutral Source (in Ground State 
or Excited State) in QED

A quantum source material system interacting with a quan-
tum field is influenced by virtual processes such as emission 
and absorption of virtual quanta of the field, and the source 
can be described as a dressed source, that is, the “bare” source 
surrounded by a cloud of virtual particles (Compagno et al. 
1988, 1995). It is true for a detector. The virtual-cloud effects are 
responsible for the modification of the values of fundamental 
constants. For example, in nonrelativistic quantum electrody-
namics, the presence of a virtual cloud around a hydrogen atom 
in its ground state contributes to the Lamb shift. Dressed-source 
effects can also be seen in different physical systems, such as a 
nucleon coupled to the meson field, and an electron coupled to 
the optical phonon modes of a semiconductor (polaron). The 
virtual cloud around the source also modifies the energy den-
sity distribution of the electromagnetic field, and the detailed 
properties have direct physical significance. The energy density 
of the virtual photon cloud at a given point is in fact related 
to the van der Waals interaction experienced by a suitable test 
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object as a detector at that point. The presence of a virtual cloud 
around a source can influence not only its energy levels but also 
its dynamics.

Let us roughly estimate the linear dimensions of the virtual 
cloud surrounding the source or the detector. Even when the 
source–field system is in the ground state, a fluctuation of the 
field leads to the possibility of absorption or the emission of pho-
tons, not necessarily to the conservation of energy. Such energy 
imbalance δE is constrained by the Heisenberg uncertainty prin-
ciple δE ∼ ħ/τ, where τ is the duration of the fluctuation. Since 
these fluctuations take place continuously, a steady-state cloud 
of virtual photons is continuously emitted and reabsorbed. The 
virtual photon can only attain a finite distance from the source 
or the detector given by

 
r c c

E
~ ~τ

δ
� ,  (32.36)

where c is the speed of light. For a transition corresponding to 
one of typical visible light, we set δE ∼ 2 eV and obtain a typical 
linear dimension of 100 nm. This indicates that dressing effects 
might be prominent at the nanoscale.

We have discussed the virtual clouds of the source or detec-
tor in its ground state. From now on, we discuss the virtual 
cloud of the source or the detector in excited states, which 
can decay by emission of real photons. The above discussion 
inclines us to use the perturbation theory, but it fails due to the 
near degeneracy of states that gives rise to vanishing energy 
denominators at all the orders of perturbation theory. Another 
difficulty is the description of decay processes in a consis-
tent way. One of such attempts is based on an extension of 
the eigenvalue problem to the complex E-plane. The underly-
ing theory, unfortunately, has not yet been established, but it 
seems to imply time symmetry breaking and irreversibility in 
the dynamics of the system Section 32.3.2 will be devoted to 
an approach focusing on field correlations and intermolecular 
interactions due to the virtual clouds.

32.3.2  Electromagnetic Field Correlations 
and Intermolecular Interactions 
between Molecules in Either 
Ground or Excited States

The London–van der Waals interaction between two molecules 
in their ground states located in free space is attractive with an 
R−6 power law, where R is the intermolecular separation (Power 
and Thirunamachandran 1993). When both molecules are 
excited, the potential energy gives a repulsive force. If one of the 
pair is excited, the sign of the potential depends on the relative 
magnitudes of the relevant transition energies of the two mole-
cules. In both cases the power law is R−6 in the near zone. On the 
other hand, the power law in the far zone tends to R−7 for large 
intermolecular separations, which is called the Casimir–Polder 
potential, since the finite speed of propagation (retardation 
effect) plays an important role in the far zone.

In these kinds of studies, the multipolar quantum dynamics in 
Coulomb gauge is employed because all the interactions, except 
for the Coulomb binding within each molecule, are mediated by 
transverse photons, and at the same time the retarded effects are 
automatically satisfied (Power and Thirunamachandran 1993). 
For example, for upward transitions from the ground state |0〉 
to an excited state |m〉, the electric–electric spatial correlation 
expectation value after spatial averaging of the molecular orien-
tation is given by using the second-order perturbation method 
to include virtual-cloud effects:
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where D ri( )
�

 is the i-component of the transverse displacement 
vector field 

� �
D r( ), which satisfies ∇⋅ =
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D r

m
( ) ,0

0
µ  is the electric 

dipole transition moment for the molecular states |m〉 and |0〉, 
and k0 ≡ km0 ≡ (Em − E0)/(ħc) denotes the wave number associated 
with the m ← 0 transition of the molecule. The i-component of 
the unit vector  ̂r is designated by r̂i, while the absolute value of 
the position vector ⃗r is expressed by r. The Kronecker delta is 
denoted by δij.

Similarly, for downward transitions from an excited state |p〉 
to the ground state |0〉, the electric–electric correlation function 
is obtained:
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(32.38)

where p0 ≡ p0p ≡ (Ep − E0)/(ħc) denotes the wave number associ-
ated with the 0 ← p transition of the molecule. It should be noted 
that the r−2 dependence arises from the real photon emission, 
while the r−6 dependence and the r−7 dependence are due to the 
virtual photon exchange. The far-zone behavior for the mag-
netic–magnetic correlation functions due to an electric-dipole 
source is also described by the same r−2 or r−7 dependence, while 
the near-zone result is different from its electric analog and the 
power law is r−5 instead of r−6.

We have discussed the electric and magnetic correlation 
functions leading to the electric and magnetic energy densities 
associated with electric-dipole transitions in a source molecule, 
which can be detected by their effect on polarizable test bodies 
placed in the neighborhood of the source. This situation is analo-
gous to an optical near-field system in which a nanometric mate-
rial source connected to a macroscopic material and light source 
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interacts with a nanometric detector connected to a macroscopic 
detector system. The difference is that the nanometric detector 
serving as a test body can disturb the field formed by the nano-
metric source in the case of the optical near-field system. We will 
move on to this topic in Section 32.3.3.

32.3.3  Effective Near-Field Optical 
Interaction between Nanomaterials 
Disconnected but Closely Separated

Several theoretical approaches to optical near-field problems, 
different from each other in viewpoints, have been proposed in 
the last two decades (Pohl and Courjon 1993, Ohtsu and Hori 
1999). The optical near-field problems, including the application 
to nanophotonics, are ultimately regarded as how one should for-
mulate a separated (more than two elements) composite system, 
each of which consists of a photon–electron–phonon interacting 
system on a nanometer scale as a source or a detector system 
and, which, at the same time, is connected with a macroscopic 
light–matter system. These questions must be clearly answered 
to achieve practical realization of nanophotonics. In order to 
provide a base for a variety of discussions in this research field, a 
new formulation has been developed within a quantum theoreti-
cal framework, putting matter excitations (electronic and vibra-
tional) on an equal footing with photons (Kobayashi et al. 2001).

As discussed in Section 32.2, a “photon,” whose concept has 
been established as a result of quantization of a free electromag-
netic field, corresponds to a discrete excitation of electromagnetic 
modes in a virtual cavity. Unlike an electron, a photon is mass-
less, and it is difficult to construct a wave function in the position 
representation that gives a picture of the photon as a spatially 
localized point particle like an electron. However, if there is a 
detector near the optical source, such as an atom, to absorb a 
photon in an area whose linear dimension is much smaller than 
the wavelength of light, it would be possible to detect a photon 
with the same precision as the detector size. In optical near-field 
problems, it is required to consider the interactions between light 
and nanomaterials surrounded by a macroscopic material sys-
tem and detection of light by other nanomaterials on a nano-
meter scale. Then, a more serious question for the quantization 
of the field is how to define a virtual cavity, or which normal 
modes are to be used, since there exist more than two systems 
(nano-source and nano-detector) with arbitrary shape, size, and 
material in the nanometer region, which are still connected with 
a macroscopic material system, such as a source or a detector 
system. In this section, we describe a model and a theoretical 
approach to address the issue, which is essential to understand 
the operating principles nanophotonic devices, as well as nano-
fabrication using optical near fields (Ohtsu et al. 2008).

Let us consider a nanomaterial system surrounded by an inci-
dent light and a macroscopic material system, which electro-
magnetically interacts with one another in a complicated way, as 
schematically shown in Figure 32.1. Using the projection opera-
tor method, we can derive an effective interaction between the 
relevant nanomaterials in which we are interested (nano-source 

and nano-detector—either one is in the excited state), as a result 
of renormalizing the other effects. It corresponds to an approach 
to describe “photons localized around nanomaterials,” as if each 
nanomaterial would work as a detector and light source in a 
self-consistent way. The effective interaction related to optical 
near-fields is hereafter called a near-field optical interaction. As 
will be discussed in detail in this section, the near-field optical 
interaction between nanomaterials separated by R is as follows:

 
V aR

Reff
exp= −( ) ,

 
(32.39)

where a−1 is the interaction range that represents the character-
istic size of the nanomaterials and does not depend on the wave-
length of the light used. It indicates that photons are localized 
around the nanomaterials (either of which is in the excited state) 
as a result of the interaction with matter fields, from which a 
photon, in turn, can acquire a finite mass. Therefore, we might 
consider that the near-field optical interaction is produced via 
localized photon hopping between nanomaterials. On the basis 
of the projection operator method, we will investigate formula-
tion of an optical near-field system that was briefly mentioned 
above. Moreover, the explicit functional form of the near-field 
optical interaction will be given by using the effective interac-
tion mV̂eff in a perturbative way.

32.3.3.1  relevant Nanometric Subsystem and 
Irrelevant Macroscopic Subsystem

As schematically illustrated in Figure 32.1, the optical near-field 
system consists of two subsystems: One is a macroscopic subsys-
tem including the incident light, whose typical dimension is much 
larger than the wavelength of the incident light. The other is a 
nanometric subsystem (nano-source and nano-detector), whose 
constituents are, for example, a nanometric aperture or a protru-
sion at the apex of a near-field optical probe, and a nanometric 
sample. We call such an aperture or  a  protrusion  a  probe  tip. 

Incident light

Virtual clouds of photons
(dressed photons)

Nano
source

Nano
detector

Radiation

Relaxation

Macroscopic material
system

FIGURE 32.1 Nanometric source and detector system induced by 
incident light and a macroscopic material system.
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As  a nanometric sample we mainly suppose a single atom/
molecule, or quantum dot (QD). Two subsystems are interact-
ing with each other, and it is very important to formulate the 
interaction consistently and systematically. Here let us call the 
nanometric subsystem a relevant subsystem n, and the macro-
scopic subsystem an irrelevant subsystem M. We are interested 
in the subsystem n; in particular, the interaction induced in the 
subsystem n. Therefore, it is the key to renormalize the effects 
originating from the subsystem M in a consistent and systematic 
way. Now we show a formulation based on the projection opera-
tor method, described below.

32.3.3.2  P Space and Q Space

It is preferable, for a variety of discussions, to express exact 
eigenstates |ψ〉 for the total system described by the total 
Hamiltonian Ĥ in terms of a small number of bases of as small a 
number of degrees of freedom as possible, which span P space. 
In the following, let us assume two states as the P-space com-
ponents: |ϕ1〉 = |s*〉|p〉 ⊗ |0(M)〉 and |ϕ2〉 = |s〉|p*〉 ⊗ |0(M)〉, both of 
which are eigenstates of the unperturbed Hamiltonian Ĥ0. Here 
|s〉 and |s*〉 are eigenstates of the sample that is isolated from the 
others, while |p〉 and |p*〉 are eigenstates of the probe tip, which 
is also isolated. In addition, exciton polariton states, which are 
a mixture of photons and electron–hole pairs, are used as bases 
to describe the macroscopic subsystem M, and thus |0(M)〉 rep-
resents the vacuum for exciton polaritons. Note that there exist 
photons and electronic matter excitations even in the vacuum 
state |0(M)〉. The direct product is denoted by the symbol  ⊗ . The 
complementary space to the P space is called Q space, which is 
spanned by a huge number of bases of a large number of degrees 
of freedom not included in the P space, as schematically shown 
in Figure 32.2.

32.3.3.3  Effective Interaction Exerted 
in the Nanometric Subsystem

Noticing the relation between a bare interaction Hamiltonian 
V̂ = ̂H − ̂H0 and an effective interaction Hamiltonian operator ̂Veff, 

namely, 〈ψ|̂V|ψ〉 = 〈ψ|PV̂effP|ψ〉, we obtain the effective interac-
tion Hamiltonian operator in the P space, given by

 
ˆ ( ˆ ˆ ) ( ˆ ˆ ˆ )( ˆ ˆ ) ,† / † † /V PJ JP PJ VJP PJ JPeff = − −1 2 1 2  (32.40)

and tracing out the other degrees of freedom gives an effective 
interaction Hamiltonian of the nanometric subsystem n after 
renormalizing the effects from the macroscopic subsystem M. 
Here, P is the projection operator, and Q is the complimentary 
operator defined by Q = 1 − P, both of which satisfy the follow-
ing relations:

 
P P P P P H= = =†, , , ˆ ,[ ]2

0 0  (32.41a)

 
Q Q Q Q Q H= = =†, , , ˆ ,[ ]2

0 0  (32.41b)

 PQ QP= = 0.  (32.41c)

The operator ̂J is defined by

 
ˆ ( ˆ ) ˆ ,[ ]J E H QV= − − − −1 0

1 1  (32.42)

where E are the eigenvalues of the total Hamiltonian Ĥ. Using 
the effective interaction Hamiltonian, one can forget the sub-
system M as if the subsystem n were isolated and separated from 
the subsystem M.

To obtain an explicit expression of the effective interaction 
Hamiltonian, let us employ the bare interaction V̂ between the 
two subsystems, which in the multipolar formalism (Craig and 
Thirunamachandran 1998) is given by

 
ˆ ˆ ˆ ˆ ˆ

,V D r u D rs s p p= − ⋅ ( ) + ⋅ ( )







⊥ ⊥� � � � � �
µ  (32.43)

where the canonical momentum of the vector potential operator 
� �ˆ

( )A r  is proportional to the transverse displacement vector field 

operator* 
� �ˆ

( )D r⊥ , while the electric dipole operator is denoted as 
� �ˆ

( )µ r . It should be noted that there are no interactions, i.e., 
V̂ = 0, without incident photons in the macroscopic subsystem 
M. The subscripts s and p represent physical quantities related to 
the sample and the probe tip, respectively. Representative posi-
tions of the sample and the probe tip are chosen, for simplicity, 
by the vectors ⃗rs and ⃗rp, respectively, but may be composed of 
several positions. In that case the quantities inside curly brackets 

in (32.43) should be read as a summation. The operator 
� �ˆ

( )Π r  con-

jugate to 
� �ˆ

( )A r  is expressed in terms of 
� �ˆ

( )D r⊥  as follows:

* The transverse component is defined by ∇⋅ =⊥
�
F 0, while the longitudinal 

component is defined by ∇ × =
�
F || 0, for an arbitrary vector field  ⃗F( ⃗r).

.

.

.

.

.

.

|s |p |0(M)

.

.

.

|s* |p*

P space

Q space

Total space spanned by
eigenstates of the total Hamiltonian

FIGURE 32.2 Subdivision of the space spanned by eigenstates of the 
total Hamiltonian of the system.
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� � � � � � � �ˆ

( )
ˆ

( )
ˆ ˆ

( ),Π r
c

E r
c

P r
c

D r= − − ( ) = −⊥ ⊥ ⊥1
4

1 1
4π π

 (32.44)

where 
� �ˆ

( )E r⊥  and 
� �ˆ

( )P r⊥  are the transverse electric field and the 
induced polarization field, respectively. With the help of the 

mode expansion of 
� �ˆ

( )A r  and 
� �ˆ

( )Π r , that is,

 

� � � � � �
�

� �ˆ
( ) ( ) ˆ ( ) ˆ

/

†A r c
V

e k a k e a
kk

ik r=






+

=

⋅∑∑ 2 2

1

1 2
π
ω

λ

λ λ λ(( ) ,
� � �
k e ik r− ⋅{ }

 
(32.45)

and

 

� � � � � ��

�

� �ˆ
( ) ( ) ˆ ( )

/

Π r i
c V

e k a k ek

k

ik r= − 





=

⋅∑∑4
2

1

2 1 2

π
π ω

λ

λ λ −−{ }− ⋅ˆ ( ) ,†a k e ik r
λ

� � �

 
(32.46)

we can rewrite the transverse component of the electric displace-
ment operator as

 

� � � � � ��

�

� �ˆ
( ) ( ) ˆ ( ) ˆ

/

D r i
V

e k a k e ak

k

ik r⊥

=

⋅= 





−∑∑ 2

1

2 1 2
π ω

λ

λ λ λλ
†( ) ,

� � �
k e ik r− ⋅{ }

 
(32.47)

where the plane waves are used for the mode functions, and 
the creation and annihilation operators of a photon with wave 
vector k⃗, angular frequency ωk⃗, and polarization component λ 
are designated by ˆ ( )†a kλ

�
 and ˆ ( )a kλ

�
, respectively. The quantiza-

tion volume is V, and the unit vector related to the polarization 
direction is shown by 

� �
e kλ( ). Note that the electric field outside 

the material corresponds to 
� �ˆ

( )D r⊥ .
Since exciton polariton states are employed as bases to describe 

the macroscopic subsystem M, the creation and annihilation 
operators of a photon in (32.47) are rewritten using the exciton 
polariton operators ˆ †( )ξ

�
k  and ˆ( )ξ

�
k , and then they are substi-

tuted into (32.43). Using the electric dipole operator defined by

 
� � � �ˆ ˆ ˆ ,†µ µα α α α= ( ) + ( )( )B r B r  (32.48)

with the creation and annihilation operators of excitation in sub-
system n, ˆ ( )†B r

�
α  and ˆ( )B r

�
α , and the transition dipole moments 

μ⃗α (α = s, p), we obtain the bare interaction in the exciton polari-
ton picture:

 
ˆ ˆ ˆ ( )ˆ( )

/

†V i
V

B r B r K k k K
ks

p

= − 



 ( )+ ( )( ) −∑∑

=

2
1 2

π ξ
α

α α α
� � � � �

�
αα ξ*( )ˆ ( ) .†

� �
k k( )

 
(32.49)

Here Kα(k⃗) is the coupling coefficient between the exciton polari-
ton and the nanometric subsystem n, given by

 
K k e k f k eik r

α ε λ

λ

µ α( ) ( ) ( )
� � � � � �

= ⋅( ) ⋅

=
∑

1

2

 (32.50)

with

 
f k ck

k
k

k ck
( )

( )
( )

( ) ( )
.= −

− −Ω
Ω Ω

Ω Ω

2 2

2 2 22
 (32.51)

The complex conjugate of Kα(k⃗) is denoted by K kα
*( )

�
, while c, Ω(k), 

and Ω are light speed in vacuum and the eigenfrequencies of both 
exciton polariton and electronic polarization of the macroscopic 
subsystem M, respectively. The dispersion relation for a free pho-
ton, ω k⃗ = ck, is used in (32.51). Note that the wave-number depen-
dence of f(k) characterizes a typical interaction range of exciton 
polaritons coupled to the nanometric subsystem n.

The next step is to evaluate the amplitude of the effective 
interaction exerted on the nanometric subsystem, for example, 
the effective sample–probe-tip interaction in the P space after 
tracing out the polariton degrees of freedom:

 V Veff eff( , ) .2 1 2 1≡ 〉〈  φ φˆ  (32.52)

With the first-order approximation Ĵ (1) of Ĵ in (32.42), we can 
explicitly write (32.52) in the following form:

  
V PVQV E E P P E E VQVP Q P Qeff ( , ) ( ) ( )2 1 2

0 0 1
1 2

0 0 1= − + −− −〈   〉 〈 φ φ φˆ ˆ ˆ ˆ PP

PVQ m m QVP
E E E E

m P Qm P Qm

 〉

〈   〉〈   〉

φ

φ φ

1

2 1
1

0 0
2

0 0
1 1=
−

+
−





∑ ˆ ˆ ..

 
(32.53)

The second line shows that a virtual transition from the initial 
state |ϕ1〉 in the P space to an intermediate state |m〉 in the Q 
space is followed by a subsequent virtual transition from the 
intermediate state |m〉 to the final state |ϕ2〉 in the P space. Here 
E EP P1

0
2

0( ) and EQm
0  denote eigenenergies of |ϕ1〉(|ϕ2〉) in the P space 

and that of |ϕm〉 in the Q space, respectively. Now we can proceed 
to the next step by substituting the explicit bare interaction V̂ 
in (32.49) with (32.50) and (32.51) into (32.53). First of all, note 
that the one-exciton polariton state among arbitrary intermedi-
ate states |m〉 can only contribute to nonzero matrix elements. 
Therefore, (32.53) can be transformed into

 
V d k

K k K k
k s

K k K kp s s p
eff ( , )

( )
( ) *( )

( ) ( )
( ) *( )

2 1
2 2

3

0
= −

−
+∫�

� � � �

π Ω Ω ΩΩ Ω( ) ( )
,

k s+











0  
(32.54)

where the summation over k⃗ is replaced by k⃗-integration, i.e., 
V d k

( )2 3
3

π ∫ , in the usual manner. Excitation energies of the 
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sample (between |s*〉 and |s〉) and the probe tip (between |p*〉 and 
|p〉) are denoted as Es = ħΩ0(s) and Ep = ħΩ0(p), respectively.

Exchanging the arguments 1 and 2, or the role of the sample 
and probe tip, we can similarly calculate Veff(1,2) ≡ 〈ϕ1|̂Veff|ϕ2〉:

 
V d k

K k K k
k p

K k K ks p p s
eff ( , )

( )
( ) *( )

( ) ( )
( ) *( )

1 2
2 2

3

0
= −

−
+∫�

� � � �

π Ω Ω ΩΩ Ω( ) ( )
.

k p+











0  
(32.55)

Therefore, the total amplitude of the effective sample–probe-tip 
interaction is given by the sum of (32.54) and (32.55), which 
includes the effects from the macroscopic subsystem M. We 
write this effective interaction for the nanometric subsystem n 
as Veff( ⃗r ) in the following way:

 

V r d k e k e kp s
p s

eff
� � � � � � �

( ) = − ⋅( ) ⋅( )



∫∑

==

1
4 2

3

π
µ µλ λ

αλ

( ) ( )
,11

2

2

∑
⋅ − ⋅

+
+

−









× �

� � � �

f k e
E k E

e
E k E

ik r ik r

( )
( ) ( )α α  

(32.56)

where we have set E(k) = ħΩ(k), and Eα = ħΩ0(a*) − ħΩ0(α) for 
α  = p and α = s. The summation over polarization λ is per-
formed as

 

� � � �
e k e k k ki i ij i jλ λ

λ

δ( ) ( ) ,
=

∑ = −
1

2

 (32.57)

and thus the summation of 
� � � � � �
µ µλ λp se k e k⋅( ) ⋅( )( ) ( )  over λ can be 

reduced as follows:

� � � � � � � � � � � �
µ µ µ µλ λ

λ

λ λp s pi i sj je k e k e k e k⋅( ) ⋅( ) = ( )
=

∑ ( ) ( ) ( ) ( )
1

2

(( )
= −( )

∑∑

∑
= i j

pi sj

i j

ij i jk k

,

,

λ

µ µ δ

1

2

ˆ ˆ  (32.58)

with the unit vector k̂ ≡ k⃗/k. Noticing that d3k = k2dkd Ω = k2dk 
sin θd θdφ and

 

δ δ θ ϕ δ πθ
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ik r
ij

ikr
ij

ikr ie d e d d
ikr

e e± ⋅ ±

−

−= = −∫ ∫
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(32.59b)

we find
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(32.60)

where r̂ is the unit vector defined by r̂ ≡ r̂/r, and the jth com-
ponent is denoted by r̂j. Hence, the effective interaction can be 
rewritten as

 

V r k dk f k
E k E E k Ea aa s p

eff ( ) ( )
( ) ( )

(

,

�
�= −

+
+

−






×

−∞

∞
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1 3 3
2 2 3 3

 (32.61)

where the integration range is extended from (0, ∞) to (−∞, ∞). 
When the dispersion relation of exciton polaritons, which have 
been chosen as a basis for describing the macroscopic subsystem 
M, is approximated as

 
E k k

m
E ck

Em( ) ( ) ( ) ,= + = +�
� �Ω

2 2

2 2pol pl
 (32.62)

in terms of the effective mass of exciton polaritons, mpol, or 
Epl = mpolc2 and the electronic excitation energy of the macro-
scopic subsystem M, Em = ħΩ, (32.61) is further simplified:
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with

 
∆ ≡ ± >±α α α

1 2
�c

E E E E Em mpl ,( ) ( ).  (32.63b)

The k-integration can be performed with the residues evaluated 
at k = iΔα±, and we have
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(32.64a)

where the constants Wα± are defined by
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If the angular average of ( )( )
� �
µ µs pr r⋅ ⋅ˆ ˆ  is taken, the expression
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(32.65)

is obtained for the effective interaction, or the near-field opti-
cal interaction Veff(r), which consists of the sum of the Yukawa 
functions Y r e rr( )∆ ≡±

−∆ ±
α

α  with a shorter interaction range 
Δα+(heavier effective mass) and a longer interaction range 
Δα−(lighter effective mass).

To sum up, we find that the major part of the effective inter-
action exerted in the nanometric subsystem n is the Yukawa 
potential after renormalizing the effects from the macroscopic 
subsystem. This interaction comes from the mediation of mas-
sive virtual photons corresponding to the counter-rotating term, 
or polaritons, where exciton polaritons have been employed in 
an explicit formulation, but in principle other types of polari-
tons would be applicable. In this section we have mainly focused 
on the effective interaction of the nanometric subsystem n, after 
tracing out the other degrees of freedom. It is certainly possible 
to have a formulation with a projection onto the P space that is 
spanned in terms of the degrees of freedom of the massive virtual 
photons, although this is left as the subject of future work. This 
kind of formulation emphasizes a “dressed photon” picture, in 
which photons are not massless but massive, due to light–matter 
interactions at the nanoscale.

32.3.4  Localization of a Photon 
Dressed by Matter Excitation in 
Nanomaterials at the Nanoscale

In this section, we consider a simple model system, for example, 
a pseudo one-dimensional near-field optical probe system, to 
discuss the mechanism of photon localization in space as well 
as the phonon’s role. In order to focus on the photon–phonon 
interaction, the interacting part between photon and electronic 
excitation is first expressed in terms of a polariton, and is called a 
photon in the model. Then the model Hamiltonian that describes 
the photon and phonon interacting system is presented. Using 
the Davydov transformation, we rewrite the Hamiltonian in 
terms of quasiparticles. On the basis of the Hamiltonian, we pres-
ent numerical results on the spatial distribution of photons and 
discuss the mechanism of photon localization due to phonons.

32.3.4.1  Model Hamiltonian

We consider a near-field optical probe, schematically shown in 
Figure 32.3, as an example system where light interacts with 
both phonons and electrons in the probe on a nanometer scale. 
Here, the interaction of a photon and an electronic excitation 
is assumed to be expressed in terms of a polariton basis, as dis-
cussed above, and is hereafter called a photon so that special 
attention is paid to the photon–phonon interaction. The system 
is simply modeled as a one-dimensional atomic or molecular 
chain coupled with photon and phonon fields. The chain consists 
of finite N molecules (representatively called), each of which is 
located at a discrete point (called a molecular site) whose sepa-
ration represents a characteristic scale of the near-field system. 
Photons are expressed in the site representation and can hop 
to the nearest neighbor sites due to the short-range interaction 
nature of the optical near fields.

The Hamiltonian for the above model is given by
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 (32.66)

where
ˆ†ai  and âi correspondingly denote the creation and annihila-

tion operators of a photon with energy ħω at site i in the 
chain

x̂i and p̂i represent the displacement and conjugate momen-
tum operators of the vibration, respectively

Site 1 2 3 i

J
kk

N – 2 N – 1

mi

FIGURE 32.3 Simple one-dimensional model for a light–matter interacting system on a nanometer scale.
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The mass of a molecule at site i is designated by mi, and each 
molecule is assumed to be connected by springs with spring 
constant k. The third and fourth terms in (32.66) stand for the 
photon–vibration interaction with coupling constant χ and the 
photon hopping with hopping constant J, respectively. After 
the vibration field is quantized in terms of phonon operators of 
mode p and frequency Ωp, ˆ†bp, and b̂p, the Hamiltonian (32.66) 
can be rewritten as
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(32.67)

with the coupling constant χip of a photon at site i and a phonon 
of mode p. It should be noted that the index p designates not 
the momentum but the mode number, because the translational 
invariance of the system is broken and the momentum is not a 
good quantum number. The site-dependent coupling constant 
χip is related to the original coupling constant χ in terms of the 
transformation matrix as Pip as

 
χ χip ip

i pm
= P �

2 Ω
,  (32.68)

and the creation and annihilation operators of a photon and a 
phonon satisfy the boson commutation relation as ˆ , ˆ†a ai j ij  = δ  
and ˆ , ˆ†b bp q pq



 = δ . The Hamiltonian (32.67), which describes the 

model system, is not easily handled because of the third order of 
the operators in the interaction term. To avoid this difficulty, this 
direct photon–phonon interaction term in (32.67) is eliminated 
by the Davydov transformation in the following subsection.

32.3.4.2  Davydov transformation

Before going into the explicit expression, we discuss a unitary 
transformation Û generated by an anti-Hermitian operator Ŝ, 
defined as

 
ˆ ( ˆ), ˆ ˆ†U S S S≡ = −exp with  (32.69a)

and

 ˆ ˆ .U U† = −1  (32.69b)

Assume a Hamiltonian  ̂H that consists of a diagonalized part Ĥ0 
and a non-diagonal interaction part V̂:

 ˆ ˆ ˆ .H H V= +0  (32.70)

Transforming the Hamiltonian in (32.70) as

 
�H UHU UHU≡ = −ˆ ˆ ˆ ˆ ˆ ˆ ,† 1  (32.71)

we have
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If the interaction V̂ can be perturbative, and if the operator Ŝ is 
chosen so that the second and third terms in (32.72) are canceled 
out, then

 
ˆ ˆ, ˆ ,[ ]V S H= − 0  (32.73)

the Hamiltonian (32.70) is rewritten as

 
� �H H S S H= − 



 +ˆ ˆ, ˆ, ˆ ,[ ]0 0

1
2

 (32.74)

and can be diagonalized within the first order of V̂.
Now we apply the above discussion to the model Hamiltonian 

(32.67),
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tentatively neglecting the hopping term. Assuming the anti-
Hermitian operator Ŝ
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we can determine fip from (32.73) as follows:
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ip

p
=

χ
Ω

.  (32.76b)

This operator form of Ŝ leads us to not the perturbative but the 
exact transformation of the photon and phonon operators:

 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ,α
χ

i i i
ip

p
p p

p

N

U a U a b b† † † † †≡ = − −( )









=
∑exp

Ω
1

 (32.77a)



Photon	Localization	at	the	Nanoscale	 32-13

 

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ,( )α
χ

i i i
ip

p
p p

p

N

U a U a b b≡ = −










=
∑† †exp

Ω
1

 (32.77b)

 

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ,β
χ

p p p
ip

p
i i

i

N

U b U b a a† † † † †≡ = +
=

∑ Ω
1

 (32.77c)

 

ˆ ˆ ˆ ˆ ˆ ˆ ˆ .β
χ

p p p
ip

p
i i

i

N

Ub U b a a≡ = +
=

∑† †

Ω
1

 (32.77d)

These transformed operators can be regarded as the creation and 
annihilation operators of quasiparticles—dressed photons and 
phonons—that satisfy the same boson commutation relations as 
those of photons and phonons before the transformation, namely, 

ˆ , ˆ ˆ ˆ , ˆ ˆα α δi j i j ijU a a U† †  = [ ] =  and ˆ , ˆ ˆ ˆ , ˆ ˆβ β δp q p q pqU b b U† † †



 = 



 = .

Using the quasiparticle operators, we can rewrite the 
Hamiltonian (32.67) as
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with
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where it is noted that the direct photon–phonon coupling term has 
been eliminated, while the quadratic form  N̂i  ̂Nj with the number 
operator of ˆ ˆ ˆNi i i= α α†  has emerged as well as the site-dependent 
hopping operator Ĵi in (32.78b). The number states of quasipar-
ticles are thus eigenstates of each terms of the Hamiltonian 
(32.78a), except the last term that represents the higher-order 
effect of photon–phonon coupling through the dressed photon 
hopping. Therefore, it is a more appropriate form to discuss the 
phonon’s effect on photon’s behavior as localization.

32.3.4.3  Quasiparticle and Coherent State

In the previous section, we have transformed the original 
Hamiltonian with the Davydov transformation. In order to 
grasp the physical meanings of the quasiparticles introduced 
above, the creation operator α̂i

† is applied to the vacuum state |0〉. 
Then, it follows from (32.77a) that
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where a photon at site i is associated with phonons in a coherent 
state, i.e., a photon is dressed by an infinite number of phonons. 
This corresponds to the fact that an optical near field is gener-
ated from a result of interactions between the photon and matter 
fields.

When β̂p
† is applied to the vacuum state |0〉, we have

 
ˆ ˆ ,βp pb† †0 0=  (32.80)

and it is expressed by only the bare phonon operator (before the 
transformation) in the same p mode. Therefore, we mainly focus 
on the quasiparticle expressed by ( , )ˆ ˆ†α αi i  in the following sub-
section. Note that it is valid only if the bare photon number (the 
expectation value of ˆ ˆα αi i

†  is not so large that the fluctuation is 
more important than the bare photon number. In other words, 
the model we are considering is suitable for discussing the quan-
tum nature of a few photons in an optically excited probe system.

In the coherent state of phonons, the number of phonons, as 
well as energy, is fluctuating. This fluctuation allows incident 
photons into the probe system to excite phonon fields. When all 
the phonons are in the vacuum state at time t = 0, the excitation 
probability P(t) that a photon incident on site i in the model sys-
tem excites the phonon mode p at time t is given by
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where the photon-hopping term is neglected for simplicity. The 
excitation probability oscillates at a frequency of 2π/Ωp and has 
the maximum value at t = π/Ωp. The frequencies of the localized 
phonon modes are higher than those of the delocalized ones, 
and the localized modes at the earlier time are excited by the 
incident photons.

Figure 32.4 shows the temporal evolution of the excitation 
probability P tp0 ( ) calculated from
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(32.82)

where a specific phonon mode p0 is excited, while other modes 
are in the vacuum state. In Figure 32.4, the solid curve repre-
sents the probability that a localized phonon mode is excited as 
the p0 mode, while the dashed curve illustrates how the lowest 
phonon mode is excited as the p0 mode. It follows from the figure 
that the localized phonon mode is dominantly excited at an ear-
lier time.
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32.3.4.4  Localization Mechanism of Dressed Photons

In this section, we discuss how phonons contribute to the spatial 
distribution of photons in the pseudo one-dimensional system 
under consideration. When there are no interactions between 
photons and phonons, the frequency and hopping constant 
are equal at all sites, and thus the spatial distribution of pho-
tons is symmetric. It means that no photon localization occurs 
at any specific site. However, if there are any photon–phonon 
interactions, spatial inhomogeneity or localization of phonons 
affects the spatial distribution of photons. On the basis of the 
Hamiltonian (32.78a), we analyze the contribution from the 
diagonal (the third term) and off-diagonal (the fourth term) 
parts of the Hamiltonian (32.78a) in order to investigate the 
localization mechanism of photons.

32.3.4.4.1   Contribution from the Diagonal Part
Let us rewrite the third term of the Hamiltonian (32.78a) with 
the mean field approximation as
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In addition, for the moment, we neglect the site dependence of 
the hopping operator Ĵi, which is approximated as J. Then the 
Hamiltonian regarding the quasiparticles (̂α and α̂†) can be 
expressed as
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or in matrix form as
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with
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where the effect from the phonon fields is involved in the diago-
nal elements ωi. Denoting an orthonormal matrix to diagonal-
ize the Hamiltonian (32.85a) as Q and the rth eigenvalue as Er, 
we have
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and
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Using the above relations (32.86a) through (32.86c), we can write 
down the time evolution of the photon number operator  N̂i at 
site i as follows:
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The expectation value of the photon number operator N̂i(t) is 
then given by
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FIGURE 32.4 Temporal evolution of a specific phonon mode. The 
solid curve represents the probability for a localized phonon mode, 
while the dashed curve shows that of the lowest delocalized phonon 
mode.
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in terms of one photon state at site j defined by
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Since the photon number operator N̂i commutes with the 
Hamiltonian (32.84), the total photon number is conserved, 
which means that a polariton, called a photon in this sec-
tion, conserves the total particle number within the lifetime. 
Moreover, 〈Ni(t)〉j can be regarded as the observation probability 
of a photon at an arbitrary site i and time t, initially populated 
at site j. This function is analytically expressed in terms of the 
Bessel functions Jj±i:

 
N t J Jt J Jti j j i

i
j i( ) ( ) ( ) ( ) ,= − −{ }− +2 1 2

2

 
(32.90)

when there are no photon–phonon interactions (ωi = 0) and the 
total site number N becomes infinite. Here the argument J is the 
photon hopping constant, and (32.90) shows that a photon ini-
tially populated at site j delocalizes to the whole system.

Focusing on the localized phonon modes, we take the summa-
tion in (32.83b) over the localized modes only, which means that 
an earlier stage is considered after the incident photon excites 
the phonon modes, or that the duration of the localized phonon 
modes that are dominant over the delocalized modes is focused 
on (see Figure 32.4). This kind of analysis provides us with an 
interesting insight into the photon–phonon coupling constant 
and the photon hopping constant, which is necessary for under-
standing the mechanism of photon localization.

The temporal evolution of the observation probability of a 
photon at each site is shown in Figure 32.5. Without the photon–
phonon coupling (χ = 0), a photon spreads over the whole sys-
tem as a result of the photon hopping, as shown in Figure 32.5a. 

Here the photon energy ħω = 1.81 eV and the hopping constant 
ħJ = 0.5 eV are used in the calculation. Impurities are assumed 
to be doped at sites 3, 7, 11, 15, and 19, while the total number 
of sites N is 20, and the mass ratio of the host molecules to the 
impurities is 5. Figure 32.5b shows a result with χ = 1.4 × 103 
fs−1  nm−1; the other parameters used are the same as those in 
Figure 32.5a. It follows from the figure that a photon moves from 
one impurity site to another impurity site instead of delocalizing 
to the whole system. As the photon–phonon coupling constant 
becomes much larger than χ = 1.4 × 103 fs−1 nm−1, a photon can-
not move from the initial impurity site to others, but stays there.

The effect due to the photon–phonon coupling constant χ 
is expressed by the diagonal component in the Hamiltonian, 
while the off-diagonal component involves the photon hopping 
effect due to the hopping constant J. The above results indicate 
that a photon’s spatial distribution depends on the competi-
tion between the diagonal and off-diagonal components in the 
Hamiltonian, i.e., χ and J, and that a photon can move among 
impurity sites and localize at those sites when both components 
are comparable under the condition

 
χ ~ N kJ

�
,

 
(32.91)

where the localization width seems very narrow.

32.3.4.4.2   Contribution from the Off-Diagonal Part
In the previous subsection, we have approximated J as a constant 
independent of the sites, in order to examine the photon’s spatial 
distribution as well as the mechanism of the photon localiza-
tion. Now let us treat the photon hopping operator Ĵi more rig-
orously, and investigate the site dependence of the off-diagonal 
contribution, which includes the inhomogeneity of the phonon 
fields. Noticing that a quasiparticle transformed from a photon 
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FIGURE 32.5 (See color insert following page 21-4.) Probability that a photon is found at each site as a function of time (a) without the photon–
phonon coupling, and (b) with the photon–phonon coupling comparable to the photon hopping constant.
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operator by the Davydov transformation is associated with 
phonons in the coherent state (see (32.77a) and (32.77b)), we 
take expectation values of Ĵi in terms of the coherent state of 
phonons |γ〉 as

 J Ji i≡ 〈   〉γ γˆ .  (32.92)

Here, the coherent state |γ〉 is an eigenstate of the annihilation 
operator b̂p with eigenvalue γp and satisfies

 
ˆ .bp pγ γ γ=  (32.93)

Since the difference between the creation and annihilation oper-
ators of a phonon is invariant under the Davydov transforma-
tion, the following relation holds:

 
ˆ ˆ ˆ ˆ .β βp p p pb b† †− = −  (32.94)

Using (32.78b), (32.93), and (32.94), we can rewrite the site-
dependent hopping constant Ji in (32.92) as
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(32.95a)

where Cip is denoted by
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ip i p
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Figure 32.6 shows the site dependence of Ji in the case of 
N = 20. Impurities are doped at sites 4, 6, 13, and 19. The mass 
ratio of the host molecules to the impurities is 5, while ħJ = 0.5 eV 
and χ = 14.0 fs−1 nm−1 are used. It follows from the figure that 
the hopping constants are highly modified around the impu-
rity sites and the edge sites. The result implies that photons are 
strongly affected by localized phonons and hop to the impurity 
sites to localize. Here we have not considered the temperature 
dependence of Ji, which is important for phenomena domi-
nated by incoherent phonons. This is because coherent phonons 
weakly depend on the temperature of the system. However, there 
remains room to discuss a more fundamental issue, i.e., whether 
the probe system is in a thermal equilibrium state or not.

In Figure 32.7, we present a typical result that photons localize 
around the impurity sites in the system as the photon–phonon 

coupling constants χ vary from 0 to 40.0 fs−1 nm−1 or 54.0 fs−1 
nm−1, while keeping ħJ = 0.5 eV. As depicted by the filled squares 
in the figure, photons delocalize and spread over the system 
without the photon–phonon couplings. When the photon– 
phonon couplings are comparable to the hopping constants, 
χ = 40.0 fs−1 nm−1, photons can localize around the impurity site 
with a finite width and two sites at half width and half maxi-
mum (HWHM), as shown by the filled circles. This finite width 
of photon localization comes from the site-dependent hopping 
constants. As the photon–phonon couplings are larger than 
χ = 40.0 fs−1 nm−1, photons can localize at the edge sites with a 
finite width, as well as the impurity sites. In Figure 32.7, the pho-
ton localization at the edge site, shown by the filled triangles, 
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FIGURE 32.6 Site dependence of the hopping constant Ji in the case 
of N = 20. Impurities are doped at sites 4, 6, 13, and 19. The mass ratio 
of the host molecules to the impurities is 1–0.2, whereas ħJ = 0.5 eV and 
χ = 40.0 fs−1 nm−1 are used.
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40.0, and 54.0 fs−1 nm−1, respectively. Other parameters are the same 
as Figure 32.6.
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originates from the finite size effect of the molecular chain. This 
kind of localization of photons dressed by the coherent state of 
phonons leads us to a simple understanding of phonon-assisted 
photodissociation using an optical near field: molecules in the 
electronic ground state approach the probe tip within the local-
ization range of the dressed photons, and can be vibrationally 
excited by the dressed-photon transfer to the molecules, via a 
multi-phonon component of the dressed photons, which might 
be followed by electronic excitation. Thus, it leads to the disso-
ciation of the molecules even if an incident photon energy less 
than the dissociation energy is used.

As a natural extension of the localized photon model, we have 
discussed the inclusion of the phonon’s effects into the model. 
The study was initially motivated by experiments on the pho-
todissociation of molecules by optical near fields, whose results 
show unique features different from the conventional one with 
far fields (Ohtsu et al. 2008). After clarifying whether the vibra-
tion modes in a pseudo one-dimensional system are delocalized 
or localized, we focused on the interaction between dressed 
photons and phonons by using the Davydov transformation. We 
have theoretically shown that photons are dressed by the coher-
ent state of phonons, and found that the competition between 
the photon–phonon coupling constant and the photon hopping 
constant governs the photon localization or delocalization in 
space. The obtained results lead us to a simple understanding 
of an optical near field itself as an interacting system of photon, 
electronic excitation (induced polarization), and phonon fields 
in a nanometer space, which are surrounded by macroscopic 
environments, as well as phonon-assisted photodissociation 
using an optical near field.

32.4  Summary and Future Perspective

We have briefly outlined the difficulties in defining the position-
representation wave function of a photon, followed by several 
trials to overcome these issues. On the basis of canonical quan-
tization of the electromagnetic fields in free space, we have 
discussed a dressing mechanism and spatial localization of 
photons, which is a natural viewpoint from light–matter inter-
actions, or from virtual photon clouds and field correlations. 
Finally, with the projection operator method, we have shown an 
effective interaction between nanomaterials electronically dis-
connected, but closely separated, which are also surrounded by 
a macroscopic system, in order to detect the virtual clouds. We 
have discussed the photon dressing by material excitation and 
pointed out the importance of the phonon’s role for spatial local-
ization of photons at the nanoscale.

The pace of development in photonics has accelerated, but 
most of the underlying science of the field is still Maxwell’s 
classical electromagnetism, not field-quantized photons. In the 
near future, however, we are anticipating new breakthroughs in 
nano- and atom photonics, where the localized and quantized 
nature of photons, as well as an exact quantization formulation 
for an optical near-field system, including relaxation processes 
at the nanoscale, will play a critical role.
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33.1 Introduction

Recently, a vast number of studies on nanophotonics have been 
published in the field of nanoscale optical measurement and bio-
imaging with super-resolution (Ohtsu 1998, Maheswari et  al. 
1999, Hosaka and Saiki 2001, Matsuda et al. 2003) and informa-
tion processing technologies (Biolatti et al. 2000, Rinaldis et al. 
2002, Troiani et al. 2002), owing to the unique characteristics of 
optical near field, which far exceed the technical limitations of 
conventional optics (Ohtsu et al. 2008). Especially, nanophoton-
ics has shown promise and is expected to be the technology for 
next-generation nanoscale devices dealing with large amounts 
of information resources and low energy consumption (Ohtsu 
et al. 2002). In such devices, optical near field plays an impor-
tant role in nanophotonic device operations, since the optical 
near field is a mixed state between photon and matter excitation, 
not only breaking the diffraction limit that is dependent on the 
wave nature of light, but also utilizing interesting characteristics 
inherent in nanophotonics, such as unidirectional energy trans-
fer, optical forbidden transition (Kawazoe et al. 2002), and oper-
ations based on coherence of nanometric matters (Sangu et al. 
2004), which have not been used in conventional optical devices.

Nanophotonic device is interpreted as a system that con-
sists of several matter systems, localized photon field (optical 
near field) for driving carriers in the systems, and free pho-
ton (radiation) field for extracting some information, as illus-
trated in Figure 33.1. The important point of nanophotonic 
system is that the spatial distribution of photons is localized in 
a nanometric space rather than the matter itself being nanome-
ter-sized. From this point, valuable device operations incon-
siderable in conventional optical devices are expected. Relating 
to a theoretical viewpoint, some restrictions under the long 

wavelength approximation is allowed in a nanophotonic device 
system (Cho 2004). Moreover, quantum nature appears in car-
rier dynamics.

In order to control the carriers, quantum systems with 
discrete energies, such as quantum dots and molecules, are 
adapted as matter systems because the processes with matter 
coherence and with energy dissipation are clearly distinguish-
able. And also, excitation energies and dissipation dynam-
ics are readily determined by adjusting the sizes of quantum 
objects. In addition, optical allowed and forbidden transitions 
for external far-field light are usable to prepare initial exci-
tations. In this chapter, a quantum-dot system is assumed as 
a matter system of nanophotonic device, and thus the signal 
carriers correspond to excitons, that is, electron–hole pairs, in 
the quantum dots. Although such systems resemble a quan-
tum computation device, let us note that a nanophotonic 
device need not keep quantum coherence in the entire system, 
and is divided into several quantum coherent parts via dis-
sipative process.

In this chapter, operation principles of typical nanopho-
tonic operations are covered by describing exciton popula-
tion dynamics theoretically and numerically on the basis 
of the density matrix formalism (Walls and Milburn 1994, 
Carmichael 1999, Breuer and Petruccione 2002). Basic for-
mulations for energy transfer, dissipation, and exciton excita-
tion are explained, and then, nanophotonic switch and carrier 
up-converter are numerically demonstrated in Section 33.2. 
In Section 33.3, nanophotonic device operations, such as logic 
gates and memory, are described, in which system coherence 
and spatial symmetries play important roles. As a summary, 
design concepts for nanophotonic device systems are discussed 
in Section 33.4.
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33.2  Dissipation-Controlled 
Nanophotonic Devices

In this section, nanophotonic devices, where signal carrier in a 
single input terminal transfers to that in an output one, are for-
mulated and evaluated numerically. Dynamics of signal trans-
fer and control in a nanophotonic device can be described by 
density matrix formalism. Since quantum mechanical theory 
expresses an energy-conservative system, dissipation process 
should be introduced by some sort of approximation because a 
functional device operation needs to guarantee unidirectional 
signal transfer. After explanation of basic principles of exciton 
energy transfer and creation of excitation in a quantum-dot sys-
tem with dissipation process, some concrete functional opera-
tions are explained in the later part of this section.

33.2.1 Basic Principles

33.2.1.1  Energy transfer between 
two Quantum Dots

As the simplest example of carrier dynamics, exciton energy 
transfer between two quantum dots with radiative and non-
radiative relaxations is described by using density matrix 
formalism (Carmichael 1999, Sangu et al. 2003). Figure 33.2 
denotes energy diagram for a two-quantum-dot system, where 
exciton ground state in QD-A and first exciton excited state in 
QD-B resonantly couple with each other. This resonant condi-
tion can be realized by adjusting the size of quantum dots. For 
example, in the case of a cubic quantum dot, such as CuCl quan-
tum dot (Masumoto 2002, Kawazoe et al. 2003), the energy with 
the quantum numbers (nx, ny, nz) is given as
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where M and Eg denote the exciton mass and bulk exciton 
energy, respectively. Obviously, when the sizes of QD-A and 
QD-B are set as a and 2a, respectively, the (1, 1, 1)-level in 
QD-A and (2, 1, 1), (1, 2, 1), and (1, 1, 2)-levels in QD-B are the 
same energy and, thus, they couple resonantly. In the following, 
the energy levels for three quantum numbers are dealt with col-
lectively and labeled as ħΩ1- and ħΩ2-levels, since degeneracy of 
several energy levels is not essential. Energy state of the system 
is described by the following non-perturbative and interaction 
Hamiltonians:
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FIGURE 33.1 Schematic representation of a nanophotonic device system, in which carriers are transferred via localized photon field with 
interaction length in the order of a matter size.
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FIGURE 33.2 Energy diagram of a two-quantum-dot system, where 
the sizes of quantum dots are determined to satisfy the resonant condi-
tion, and are set as a (QD-A) and 2a (QD-B). There are exciton sub-
levels in QD-B because of unidirectional energy transfer. Intra-sublevel 
relaxation originates from coupling between excitons and phonon 
reservoir.
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where
Ω1 and Ω2 are eigenfrequencies of QD-A and QD-B
U represents the optical near-field coupling strength, and cre-

ation and annihilation operators for excitons are depicted 
in Figure 33.2

The interaction Hamiltonian Ĥint is well known as the Förster-
type interaction (Förster 1965), which is often used by describing 
intermolecular and inter-quantum-dot interaction. Although 
the actual interaction between QD-A and QD-B occurs via inter-
mediate virtual states of exciton-polaritons (Kobayashi et al. 
2000), which are the coupled state of excitons and photons, such 
exciton-polariton degree of freedom is neglected in Equation 
33.2 as is traced out and renormalized in the coupling strength U.

Exciton dynamics can be expressed by using density operator 
ˆ( )ρ t , which is a projection operator expanding a certain energy 
state to appropriate bases depending on possible exciton states in 
a quantum-dot system. There are a three-exciton state, three two-
exciton states, three one-exciton states, and a vacuum state in a 
two-quantum-dot system, as illustrated in Figure 33.3. Equation 
of motion of the density operator is given by the Liouville equa-
tion in the case without dissipation (Breuer and Petruccione 
2002). Dynamics with dissipation is often expressed by so-called 
Lindblad type notation on the bases of the first-order Born 
approximation (Carmicheal 1999), in which free photon and 
phonon fields are considered as energy reservoirs as follows:

 d
d photon phonon
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where photon (phonon) is a superoperator defined as
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n is the number of phonons in the reservoir, and the number 
of photons is assumed as zero because of external field being a 
vacuum state. As you readily understand from the bottom of 
Equation 33.4, energy transfer between the excited and ground 
states of an exciton occurs by mediating the intra-sublevel transi-
tion with non-radiative relaxation constant Γ, which guarantees 
unidirectional energy transfer in the two-quantum-dot system.

Since analytical solution of Equation 33.3 is complex and 
the physical meaning is unclear, the following is discussed on 
the basis of numerical calculations. For far-field light excita-
tion, excitons in a two-quantum-dot system are created via 
mixed states of several bases, which are shown in Figure 33.3, 
because the two quantum dots cannot distinguish each other 
due to the diffraction limit of light. On the other hand, high 
spatial resolution of optical near field permits direct access for 
individual quantum dots. For example, an optical fiber probe 
possesses sub-100 nm spatial resolution (Hosaka and Saiki 2001, 
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e  A g,g  B
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g  A e,g  B
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Two-exciton state
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FIGURE 33.3 Appropriate base states in which excitation and ground states for an isolated quantum dot are used. There are eight bases, which 
include a three-exciton state, three two-exciton states, three one-exciton states, and a vacuum state.
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Matsuda et al. 2003) and plasmonic excitation in metallic nano-
structures are utilized as an interface in a nanophotonic device 
(Yatsui et al. 2001, Nomura et al. 2005). As an initial condition 
to demonstrate energy transfer between the two-quantum-dot 
systems, an exciton in QD-A is locally prepared that is expressed 
by density matrix elements of ρin( ) , ,t e g g e g gA B A B

= =ρ̂ 1 
and otherwise being zero. Output population is given by the 
density matrix element of ρout( ) , ,t g g e g g eA B A B= ρ̂ , which 
is the lower-level state excited in QD-B, and (| g, e〉B)† = B〈 g, e|. In 
this case, two- and three-exciton bases decouple from the output 
population dynamics, and it is enough to consider only four base 
states for calculating the dynamics.

In the following, numerical solutions in Equation 33.3 are 
explained, in which two types of typical dynamics appear depend-
ing on the optical near-field coupling strength. Figures 33.4 and 
33.5 show the exciton population in the input (QD-A) and output 
(QD-B) energy levels, respectively, when the optical near-field 

coupling strength are applied as U−1 = 10 ps (Figures 33.4a and 
33.5a) and 50 ps (Figures 33.4b and 33.5b). For Figure 33.4a, oscil-
lating behavior still remains because the sublevel relaxation con-
stant Γ is the same order of the coupling strength U. While in 
the case of Γ > U, coherence in the upper energy levels quickly 
reduces, and the exciton energy that is stored in the lowest energy 
level in the system is released as radiative relaxation. The exciton 
population given in Figure 33.5 is proportional to photolumines-
cence intensity from the coupled quantum-dot system.

Key point to design of a nanophotonic device is to deter-
mine energy transfer paths by using resonant coupling among 
plural energy states, and internal and external dissipation pro-
cesses. Density matrix formalism discussed above is a useful 
tool to solve signal dynamics in an exciton–photon coupled or 
polariton-mediated system. In addition, multi-exciton process 
is important for functional operations, such as nanophotonic 
switch, which are given in Sections 33.2.2 and 33.2.3.
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FIGURE 33.4 Temporal evolution of exciton population in the ħΩ2-level in QD-A (input). The optical near-field coupling strength are (a) U−1 = 10 ps 
and (b) 50 ps, and the other parameters are set as ħΩ2 = 3.22 eV (M = 2.3me, Eg = 3.20 eV, a = 5 nm or 7.07 nm), ħΩ1 = 3.21 eV (a = 7.07 nm), γA

−1 = 1 ns, 
γB

−1 = 0.5 ns, and Γ−1 = 10 ps, where a CuCl quantum cube is assumed as a coupled two-quantum-dot system. For simplicity, zero temperature (n = 0) 
is assumed.
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33.2.1.2 Creation of Excitation by an External Field

Before explanation of multi-exciton process, a way to describe 
the creation of signal carriers in a quantum-dot system is dis-
cussed by means of the density matrix formalism. There are two 
types of carrier excitations: resonant and nonresonant. In the 
resonant excitation, energy of external photon field (laser pulse) 
corresponds to that of the exciton state (Carmicheal 1999), and 
the equation of motion, which is given in Equation 33.3, is modi-
fied with additional contribution of Ĥr as

 

d
d r photon phonon
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where â and â† represent annihilation and creation operators 
of external photon field, and on the basis of the semi-classical 
approximation, ˆ ˆ ( )†a a V t g= ≡ . It means that the annihila-
tion and creation operators are renormalized in the parameter 
(Rabi frequency) V(t). Equation 33.5 expresses the coherent pro-
cess, which is well known as π-pulse excitation.

While in the case of the nonresonant excitation, coherence 
between an exciton and a photon is already lost because of interac-
tion among a large number of energy states. This situation appears 
in such a case that an exciton creates mediated by continuous energy 
levels and surrounding barrier levels. The formulation of exciton 
excitation is equivalent to exciton creation from photon reservoir 
with finite temperature. According to Equation 33.4, the following 
term is added to Equation 33.3 for nonresonant excitation:
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where Vα(t) is pumping rate in the optically allowed state in QD-α.

The above formulations are useful for making initial excited 
states in a quantum-dot system as well as for applying control 
signal to select energy transfer paths. In the following, exciton 
population dynamics for a two-quantum-dot system (Figure 
33.2), which is driven by the external photon field, is explained 
by using numerical results of Equations 33.5 and 33.6. When the 
bases are restricted less than the one-exciton state, there are four 
states in this system (See Figure 33.3). Temporal evolution of exci-
ton population in the ħΩ2-levels in QD-A and ħΩ1-level in QD-B 
are plotted in Figure 33.6a and b, respectively, which is in the case 
of resonant excitation. The results for nonresonant excitation are 
also given in Figure 33.7a and b. In both cases, the time width of 
pumping is set as 50 ps, which is denoted by the vertical dashed 
lines in Figures 33.6a and 33.7a. Temporal evolutions for resonant 
and nonresonant excitation are similar with each other except for 
those in the period when an external field is applied. Since the 
resonant oscillation keeps matter coherence, the population once 
increases and then decreases beyond π-pulse excitation. Figures 
33.7b and 33.8b represent the population in QD-B, and the tem-
poral profiles are similar in both cases, where the decay profiles 
are determined by the radiative relaxation constant in the lower 
energy level in QD-B, but total populations (the area of popula-
tion curves) reflect the population for the early stage in QD-A.

Resonant and nonresonant exciton creations are important for 
projecting input signal to a quantum-dot system as well as for con-
trolling signal carrier transiently in a nanophotonics device. Due 
to the above formulations for energy transfer, dissipation, and 
creation of excitation, some functional device operations can be 
demonstrated numerically, which are discussed in Sections 33.2.2 
and 33.2.3.

33.2.2 Nanophotonic Switch

General switching device consists of three terminals, which 
correspond to input, output, and control. Similarly, a three-
quantum-dot system can operate as a nanophotonics switch, 
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where three quantum dots correspond to input, output, and 
control terminals (Kawazoe et al. 2003). In Figure 33.8, energy 
diagram of the three-quantum-dot system is illustrated where 
the two resonant paths are labeled ħΩ2 and ħΩ3. The resonance 
conditions can be realized by choosing the quantum-dot sizes 
as A B C: : : := 1 2 2 (see Equation 33.1), where the interaction 
between QD-A and QD-B is not considered because interdot dis-
tance between them is assumed large enough for neglecting the 
interaction. The principle of the switching operation is as follows: 
when the control signal is injected in the ħΩ1-level in QD-C, 
the dissipation path toward the ħΩ1-level is blocked because of 
Fermionic feature of excitons in a system with discrete energies, 
an initial exciton in QD-A transfers to the second stable state of 
ħΩ2-levels in QD-B, and annihilates an exciton with a radiative 
photon. What is important for this type of functional operation, 

in which dissipation paths are selectively determined, is to deal 
with a multi-exciton dynamics in a system.

Equation of motion of the nanophotonic switch can be 
written in accordance with the manner presented in Section 
33.2.1, where the considered bases are extended in two-exci-
ton states, and resonant exciton excitations are applied as an 
input signal in QD-A and a control signal in QD-C. Since 
output luminescent intensity is proportional to the ħΩ2-level 
population in QD-B, the population dynamics in QD-B is 
discussed in the following.

Figure 33.9 represents the numerical result of one and two-
exciton population dynamics. The dashed curve shows the 
output population in QD-B, when rectangular optical pulse 
(π-pulse) with the duration of 10 ps is injected in the input ter-
minal of QD-A. The exciton created in QD-A transfers to QD-C 
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via optical near-field coupling UAC and then relaxes to the lowest 
energy level in QD-C because of fast intra-sublevel relaxation. 
Therefore, output population in QD-B is detected as very small 
value (OFF-state). While, the solid curve represents the case that 
two optical pulses with 10 ps-pulse duration are injected simul-
taneously in the lowest energy levels in QD-A and QD-C. In 
the early stage of the dynamics, a somewhat large signal with 
oscillation appears (ON-state). This is the result of occupation 
in the ħΩ1-level in QD-C, which is the optical nutation between 
lower resonant energy levels in QD-B and QD-C. The rise time 
or switching time is estimated less than 100 ps, which depends 
on the optical near-field coupling strength (Sangu et al. 2003).

The readers may see that the signal falling time from ON- 
to OFF-state is quite slower than the rising time from OFF- to 
ON-state. This is surely constrained by the radiative relaxation 
time in the control port of QD-C. However, the falling time 
is controllable by injection of the third control pulse, because 
π-pulse excitation can remove the exciton occupied in the ħΩ1-
level in QD-C. Figure 33.10 represents the same result of exciton 
population dynamics shown in Figure 33.9, but additional rect-
angular optical pulse is injected with the delay of 200 ps in the 
control port of QD-C. The dashed curve represents timing of the 
control pulse. By injecting the third pulse, the optical nutation 
completely disappears and the dissipation path toward the low-
est energy level in QD-C becomes effective.

Nanophotonic switches and nanophotonic devices, in which 
dissipation paths are controlled by the state-filling property of 
excitons, can realize quite low energy operations. Ideally, the 
energy loss is determined by intra-sublevel relaxation, which is 

in the order of a few tens of meV. This is a big advantage not only 
for miniaturizing photonic devices, but also for heat dissipation 
and wiring in nanometric devices.

33.2.3 Carrier Manipulation (Up-Converter)

Unidirectional energy transfer and switching operation are 
guaranteed by considering the phonon reservoir system which 
is coupled with excitons. On the other hand, intense pulse exci-
tation can create the finite phonons in the phonon reservoir 
system. This leads to blow back an exciton from lower to upper 
energy levels, instantaneously. Therefore, direction of energy 
transfer is also controllable by external optical pulse, which has 
been demonstrated experimentally in the recent publication 
(Yatsui et al. 2009). This up-conversion dynamics is formulated 
in a two-quantum-dot system, as shown in Figure 33.2. The 
intense optical pulse should be dealt with coherent interaction 
between excitons in the ħΩ1-level in QD-B and external pho-
tons. Therefore, the equation of motion described in Equation 
33.5 is adopted. Since the atomic lattice in the reservoir system is 
transiently vibrated by the optical pulse, the phonon number of 
n(ω0) in Equation 33.4 is given as the following function:
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1
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  −� in  

(33.7)

where ω0, T, and kB are the angular frequency of incident 
light, temperature of the system, and the Boltzmann constant, 
respectively. Equation 33.7 is the Bose–Einstein distribution 
function. For simplicity, the temperature is assumed to be 
proportional to the time integration of the optical pulse, Iin. 
The calculated results of the exciton population dynamics are 
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FIGURE 33.9 Temporal evolution of exciton population in the ħΩ2-
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the cases where a single rectangular optical pulse is injected in QD-A 
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injected with a delay of 200 ps and pulse duration of 10 ps. The other 
parameter values set are the same as in Figure 33.9.



33-8	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

plotted in Figure 33.11. Figure 33.11a and b represent the popu-
lations in the ħΩ1-level in QD-B and in the ħΩ2-level in QD-A 
which is the up-converted energy level. The solid, dashed, and 
dotted curves correspond to π/2-pulse, π-pulse, and 3π/2-
pulse, respectively. Owing to coherent excitation process by 
optical pulse injection, the population in the lower energy 
level in QD-B maximally increases for π-pulse excitation, and 
decreases for more intense excitation. Temporal evolution 
in this energy level obeys solely relaxation time of the lower 
energy level. The population dynamics in QD-A is more com-
plex. The peak values depend on the population in the ħΩ1-level 
in QD-B for each optical pulse area while the number of pho-
nons in the phonon reservoir monotonically increases depend-
ing on the power of the optical pulse. Therefore, population 
lifetime depicted in the dotted curve in Figure 33.11b becomes 
longer than the dashed one because of longer pulse injection 
period. Such an up-conversion signal cannot observe in an iso-
lated quantum dot, since dipole inactive transition from QD-B 
to QD-A never occurs without optical near-field interaction.

Carrier dynamics driven by both exciton–photon and exci-
ton–phonon interactions has large possibilities for some applica-
tions, such as novel light sources, optical near–far field interface 
devices, efficient photodetectors, and efficient photoelectric con-
version devices (Yatsui et al. 2009).

33.3  Nanophotonic Devices Using 
Spatial Symmetries

In Section 33.2, nanophotonic devices, in which dissipation 
paths are selected by a state-filling condition in multi-exciton 
excitation states, were discussed. While another type of device 
using a coherently-coupled state shows interesting features. For 
such devices, the number of excitons in a system as well as the 
spatial symmetry of the system determine the device operations. 
In this section, some logical operations, memory operations, and 

operations mediating quantum entangled states are explained 
with basic theoretical formulations.

33.3.1 Basic Principles

33.3.1.1 Symmetric and antisymmetric States

When two identical quantum dots sharing an exciton are cou-
pled with each other, as shown in Figure 33.12, appropriate bases 
for coupled states instead of those for individual quantum dots 
give a clear view for system dynamics. There are two coupled 
states via optical near-field interaction that are described by 
using mixed states between vacuum and exciton states for indi-
vidual quantum dots, are as follows:
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where the bases for the coupled states, |S〉 and |A〉 are called as sym-
metric and antisymmetric states as explained later in this section. 
At the beginning, energies in the symmetric and antisymmetric 
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states are evaluated. Since the system Hamiltonian in a two-
quantum-dot system with optical near-field coupling is given as
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(33.9)

where radiative relaxation terms are ignored for simplicity and 
assuming that the relaxation lifetime is longer than that of opti-
cal near-field interaction. The energies for these states are easily 
derived as
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Equation 33.10 explains that the symmetric and antisymmetric 
states have positive and negative energy shift U from the energy 
in each quantum dot, respectively. In order to extract carrier 
excitation from the two identical quantum-dot systems, the 
third (output) quantum dot is set with resonance energy to the 
symmetric state or antisymmetric state. Detailed explanation of 
energy transfer properties in the three-quantum-dot system is 
given in Section 33.3.1.2.

In this stage, to examine total dipole moment in such a system 
is quite instructive. The total dipole moment is expressed by an 
expectation value of a summation of creation and annihilation 
operators, such as
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where μ denotes the dipole moment for QD-A and QD-B. 
Apparently, transition from vacuum state to the antisymmet-
ric state is inactive and, thus, it cannot couple to the external 
far-field light; this is the reason this state is known as the anti-
symmetric state. In contrast, optical near field can excite the 
antisymmetric state because it has a spatial localization charac-
ter beyond the diffraction limit of light, and can create an exci-
ton in a one-side quantum dot. The state with an exciton is equal 
to a superposition between symmetric and antisymmetric states.

As described above, if the symmetric and antisymmet-
ric states can be manipulated freely, coupling from near- to 
far-field light becomes controllable, which is useful for some 
functional operations, such as nanophotonic buffer memory. 
Furthermore, optical near-field coupling between the two 
identical quantum dots and the third output dot creates char-
acteristic behaviors depending on spatial symmetry, where the 
symmetric and antisymmetric states play important roles, as 
explained in Section 33.3.1.2.

33.3.1.2 Selective Energy transfer

For far-field light, excitation in each quantum dot is not distin-
guishable and radiation is proportional to total dipole moment, 
which is discussed in Section 33.3.1.1. However, optical near 
field can resolve the spatial distribution of exciton occupation 
in a nanometer scale. In order to access the excited states in a 
two-identical quantum-dot system by using optical near field, 
third quantum dot, QD-C, is considered as an output port. 
Figure 33.13 represents the energy transfer from two-identical 
quantum-dot system to the third quantum dot. The two iden-
tical quantum dots make symmetric and antisymmetric states 
via optical near-field interaction, and these states also couple to 
the third quantum dot with optical near-field interaction. Here, 
to evaluate transition moment between two identical quantum 
dots to the third quantum dot is useful for understanding the 
effect of spatial alignment of quantum dots. The interaction 
Hamiltonian is given as
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where UAC and UBC represent optical near-field coupling strength 
between QD-A and QD-C, and QD-B and QD-C, respectively. 
Using these interaction Hamiltonians, the transition matrix ele-
ment from symmetric state to excited state in QD-C reads
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and that from antisymmetric state to excited state in QD-C is
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FIGURE 33.13 Schematic representation of energy transfer between 
two-identical quantum-dot system (input) and a larger quantum dot 
(output) than the other two. Antisymmetric state becomes dipole-
allowed and dipole-forbidden states, depending on spatial symmetry of 
the output quantum dot.
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From Equation 33.14, the transition matrix element can take a 
zero value when the initial state is an antisymmetric state and 
the coupling strength toward QD-C are set as UAC = UBC ≠ 0. 
This condition can be realized by spatial symmetric alignment 
of quantum dots. Therefore, energy transfer mediating anti-
symmetric state is strongly dependent on spatial symmetry in a 
quantum-dot system.

The feature of selective energy transfer is useful for functional 
operations of a nanophotonic device, such as logic and memory 
operations. In the following sections, some functional opera-
tions using coherently coupled states, which are symmetric and 
antisymmetric states, are explained with numerical calculation 
results.

33.3.2 aND- and XOr-Logic Gates

Similar to Section 33.3.1.2, let us consider a three-quantum-
dot system that consists of two identical input quantum dots 
(QD-A and QD-B) and the third output quantum dot (QD-C) 
with energy sublevels. QD-C is located in symmetrical position 
from QD-A and QD-B. Important points for this system are 
energy transfer reflecting spatial symmetry and difference of 
resonance conditions in one- and two-exciton states. By using 
these points, the principle of logic operations has been proposed 
(Sangu et al. 2004).

First, the case QD-C negatively detuned with energy shift ħU 
is considered. Figure 33.14 represents energy diagram from ini-
tial state to final state in this system. The left (initial state) has 
no excitation in QD-C, and the right (final state) has an exciton 
in QD-C. Although negative energy shift creates resonance con-
dition between the states of |A〉|g〉C and |g〉A|g〉B|e〉C for the one-
exciton state, the energy transfer mediated by the antisymmetric 
state is not permitted in the quantum-dot system that is sym-
metrically aligned, as explained in Section 33.3.1.2. While, for 
the two-exciton state, the excited state |e〉A|e〉B|g〉C couples reso-
nantly to the symmetric state |S〉|e〉C, which is allowed transition. 
Therefore, this quantum-dot system permits the energy transfer 

only in the case of two-exciton state. This behavior represents 
just an AND-logic operation.

Second, the energy level in QD-C is set as positive energy 
shift ħU. The energy diagram is illustrated in Figure 33.15. In 
this case, two-exciton state is inactive because of antisymmetric 
state, while symmetric one-exciton state |S〉|g〉C can resonantly 
couple to the final state of |g〉A|g〉B|e〉C. This means that the energy 
transfer occurs when either QD-A or QD-B is initially excited, 
where excitation in a quantum dot in two-identical quantum-
dot system is equivalent to excite symmetric and antisymmetric 
states, simultaneously (see Equation 33.8). This corresponds to 
the XOR-logic operation.

Temporal evaluation of the above two logic operations can be 
derived analytically on the basis of the density matrix formal-
ism. The system Hamiltonian is the same as Equation 33.9 except 
for additional third quantum dot terms, which include non-per-
turbed energy and non-radiative intra-sublevel relaxation, and 
radiative relaxation is ignored because optical near-field coupling 
and sublevel relaxation process are assumed to be fast enough. 
Final solution for one-exciton state, which is detected in lower 
energy level in QD-C, is written as follows (Sangu et al. 2004):
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ing abbreviations have been used:
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FIGURE 33.14 Energy diagram in three-quantum-dot system, which 
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case of two-exciton state.

Ω
(Ω + U) U΄
(Ω – U)

2Ω

Initial state Final state

Dipole
inactive

ΔΩ = U

g A g  B g  Cg A g  B g  C

g A g  B e  C

e A e  B g  C
A e  C
S e  C

A g  C

S g  C

FIGURE 33.15 Energy diagram in three-quantum-dot system, which 
consists of two identical quantum dots (input port) and a third quan-
tum dot (output port). The third quantum dot is positively detuned 
against each input quantum dot. The energy transfer occurs only in the 
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where ħΔΩ is the energy shift in QD-C against that in QD-A or 
QD-B. In Equation 33.15, the second term denotes the energy 
transfer or nutation between two-identical quantum-dot system 
QD-A and QD-B, and the third of QD-C. Apparently, this term 
becomes the maximum value in the case of positive detuning 
ΔΩ = U, because the denominator ω ω+ −−2 2 becomes minimum. 
This corresponds to dynamics in the XOR-logic operation, as 
is mentioned in Figure 33.15. The exciton population can reach 
maximum value of 0.5 not 1. This is because one-side quantum 
dot in QD-A or QD-B is excited as an initial excitation, which 
is same as coupled state between symmetric and antisymmetric 
states, and the antisymmetric state cannot couple to QD-C due 
to the symmetrically aligned system.

On the other hand, analytical solution for two-exciton state is 
given in a similar form as
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From Equations 33.17 and 33.18, negative detuning 
ΔΩ = −U makes resonance condition for two-exciton state, 

while the negative detuning for one-exciton state is off-resonant 
to symmetric state (see Equations 33.15 and 33.16). Therefore, 
the energy transfer rate is quite small. This is the AND-logic 
operation.

Population dynamics in these devices are plotted in Figure 
33.16, where exciton population in QD-C is analytically derived 
by using Equations 33.15 and 33.17. The solid and dashed curves 
represent one- and two-exciton states, respectively. Figure 
33.16a is the result of the AND-logic gate with negative detun-
ing ΔΩ = −U, where the strength of optical near-field interac-
tion between QD-A and QD-B, and that between QD-A(B) and 
QD-C are set as U−1 = 10 ps and U′−1 = 50 ps. In this operation, 
the two-exciton state in QD-A and QD-B is resonantly coupled 
with QD-C, while the one-exciton state is not, because of off-
resonant condition. On the other hand, the XOR-logic operation 
is shown in Figure 33.16b. In this case, the one-exciton state in 
QD-A and QD-B is resonant to the energy level in QD-C, where 
initial population is prepared in QD-A, which is same as the 
coupled state between symmetric and antisymmetric states, and 
thus, the population reaches only the value of 0.5 because the 
antisymmetric state is a dark state in a spatially symmetric sys-
tem. Although ON/OFF ratio is not so high, the XOR-logic gate 
operation is surely observed.

33.3.3 Nanophotonic Buffer Memory

As mentioned in Section 33.3.1.2, using energy transfer via a 
dipole inactive state, which can be controlled by energy detuning 
and quantum dot alignment or spatial symmetry, various func-
tional operations inherent in nanophotonic devices are expected. 
In this section, one of interesting operations of a nanophotonic 
buffer memory is introduced. Quantum-dot alignment for real-
izing nanophotonic buffer memory is illustrated in Figure 33.17, 
in which two identical quantum dots (QD-A and QD-B) couple 
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FIGURE 33.16 Temporal evolution of exciton population in three-quantum-dot systems, which consist of input-side two identical quantum 
dots (QD-A and QD-B) and an output-side quantum dot (QD-C) with intra-sublevel relaxation. (a) and (b) represent the cases where upper energy 
level is negatively (AND-logic gate) and positively (XOR-logic gate) detuned. The solid and dashed curves correspond to the one-exciton and two-
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33-12	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

to the third quantum dot (QD-C) with maximal asymmetric 
position. The third quantum dot is detuned positively with the 
energy ħ(Ω + U), that is, ΔΩ = U, which has the same energy 
diagram as in Figure 33.15, but energy transfer via antisym-
metric state is allowed. When both QD-A and QD-B are excited 
as an initial condition, the two-exciton state in the input side 
resonantly couples to antisymmetric state with excitation in 
QD-C and then relaxes to the one-exciton antisymmetric state. 
This antisymmetric state decouples with outer far-field light 
because of dipole inactive (dark) state. This is just buffer memory 
operation.

Dynamics of buffer memory operation is numerically evalu-
ated by using density matrix formalism, as explained above. The 
calculation results are plotted in Figure 33.18, where the vertical 
axis represents population relating to the two-exciton coupled 
states, and the coupling strengths via optical near field are set as 
U−1 = 10 ps for QD-A and QD-B, and U′−1 = 50 ps for QD-B and 
QD-C (QD-A and QD-C are decoupled). The solid and dashed 
curves represent antisymmetric and symmetric states, respec-
tively. In this calculation, radiative relaxation is ignored because 
the radiative relaxation time is longer than exciton population 
dynamics via optical near field and, thus, two-exciton antisym-
metric state becomes the final state. Actually, the two-exciton 
state decays into the one-exciton antisymmetric state with a 
photon radiation from QD-C, and an exciton is retained in the 
system.

In Section 33.3.2, the dark state is used for suppressing energy 
transfer, leading to logical operations, while it is used to create 

excitation in a dark state in this section, which enables us to con-
trol far- and near-field conversion. It is one of the characteristic 
features of nanophotonic devices.

33.3.4  Manipulation of Quantum-
Entangled States

As mentioned in Sections 33.3.1 through 33.3.3, a nanophotonic 
device system consists of coherent energy transfer process 
and dissipation process. Since the coherent energy transfer 
process maintains quantum coherence, this system can be 
used for quantum information processing as well as interface 
between quantum and classical computations. As an instruc-
tive example, a typical device that identifies quantum mixed 
states is numerically demonstrated in this section. Figure 33.19 
schematically shows spatial alignment of quantum dots, where 
two identical quantum dots couple resonantly, and the excita-
tions are led to two output quantum dots with positive (QD-C) 
and negative (QD-D) detuning. Both QD-C and QD-D are set at 
symmetric and asymmetric positions, respectively. Apparently, 
QD-C resonantly couples to the symmetric state in the input 
quantum dots, and QD-D couples to the antisymmetric state. 
Therefore, this device operates that input signal with arbitral 
quantum state divides two quantum bases of symmetric and 
antisymmetric states into two different output signals with 
different optical frequencies as well as different positions in a 
nanometric space. Temporal evolution of an input quantum 
mixed state is numerically calculated in Figure 33.20. When 
an input state c1|S〉 + c2|A〉 is injected, where one-exciton state 
is assumed, the output exciton population in QD-C and QD-D 
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FIGURE 33.17 Schematic representation of nanophotonic buffer 
memory, which consists of two identical quantum dots, and the larger 
quantum dot with positive detuning ΔΩ = U. The three quantum dots 
are aligned maximally asymmetric and, thus, the coupling strength 
between QD-A and QD-C can be neglected.
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reflects the coefficients of c1 and c2 of an input state. In Figure 
33.20, the coefficients of initial quantum mixed state are set as 
c1 = 1/3 and c2 = 2/3, and thus, the output populations approach 
these values asymptotically.

Although general quantum information processing devices 
are built upon quantum coherent states in whole device systems, 
nanophotonic devices are characterized by the control of dis-
sipation processes, but keeping the quantum coherence locally. 
Such a mixed operation of classical and quantum information 
processing may open up future device technologies.

33.4 Summary

In this chapter, operation of a nanophotonic device, in which 
characteristics of the light localized among nanometric objects, 
that is, optical near fields, are positively used, has been demon-
strated theoretically and numerically. Resonant energy trans-
fer between quantum systems mediated by optical near-field 
interaction and fast energy relaxation in intra-energy levels 
via exciton–phonon interaction are fundamental for a switch-
ing device and excitation carrier manipulations, as discussed 
in Section 33.2. By using coupled states, which are made from 
resonant optical near-field interaction between quantum sys-
tems, nanophotonic logic-gate, memory, and quantum-classical 
interface devices can be realized with the help of selective energy 
transfer depending on energies of the coupled state and a selec-
tion rule for optical near and far fields. These nanophotonic 
devices are taken as extensions of classical devices, in which 
simple functions are tandemly arranged, to novel-type devices 
locally utilized the quantum nature. Here, the optical near fields 
play important roles for controlling quantum coherence and/or 
decoherence.

As a summary, key fundamental design concepts for nano-
photonic inherent operations are enumerated in the following:

• Externally switchable dissipation paths
• Dependence of the number of excitation carriers
• Selection rule for optical near field based on spatial 

arrangement of quantum systems
• Selection rule for optical far field based on total dipole 

moment

The above may not explain all concepts for designing nano-
photonic devices—additional unique natures may be hidden. 
Accomplished device systems might be realized, which have 
possible advantages such as low energy consumption, low 
heat liberation, large parallelism, miniaturization, and envi-
ronmental tolerance, by comprehending physical phenomena 
inherent in nanophotonics correctly and designing nanopho-
tonic devices from a standpoint throughout from nano- to 
macro-scales.
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34.1 Introduction

To accommodate the continuously growing amount of digital 
data and qualitatively new requirements demanded by industry 
and people in society, optics is expected to be highly integrated 
and to play a wider role in enhancing system performance. 
However, many technological difficulties remain to be in over-
come in adopting optical technologies in critical information 
and communication systems; one problem is the poor integra-
bility of optical hardware due to the diffraction limit of light 
(Pohl and Courjon 1993, Ohtsu and Hori 1999).

Nanophotonics, on the other hand, which is based on local 
interactions between nanometer-scale matters via optical near 
fields, offers ultrahigh-density integration since it is not con-
strained by the diffraction limit. Fundamental nanophotonic 
processes, such as optical excitation transfer via optical near 
fields between nanometer-scale matters, have been studied in 
detail (Ohtsu et al. 2002, 2008, Maier et al. 2003). Moreover, this 
higher integration density is not the only advantage that optical 
near fields have over conventional optics and electronics. From 
a system architectural perspective, nanophotonics drastically 
changes the fundamental design rules of functional optical sys-
tems, and suitable architectures may be built to exploit this. As 
a result, it also gives qualitatively strong impacts on information 
and communication systems.

This chapter discusses system architecture for nanophoton-
ics considering the unique physical principles of optical near-
field interactions as well as their experimental verification based 
on technological vehicles, such as quantum dots and engi-
neered metal nanostructures. In particular, two unique physical 

processes in light–matter interactions in the nanometer scale are 
exploited. One is optical excitation transfer via optical near-field 
interactions and the other is the hierarchical property in optical 
near-field interactions, which are explained in Sections 34.2 and 
34.3, respectively.

The overall structure of this chapter is outlined in Figure 34.1. 
Through these architectural and physical insights, nanophotonic 
information and communication systems are demonstrated, 
which overcome the integration-density limit imposed by the 
diffraction of light with ultralow-power operation, as well as pro-
vide unique functionalities that are only achievable using optical 
near-field interactions.

34.2  System architectures Based 
on Optical Excitation transfer

34.2.1  Optical Excitation transfer via 
Optical Near-Field Interactions 
and Its Functional Features

In this section, optical excitation transfer processes involv-
ing optical near-field interactions are reviewed from a system 
perspective. Here, their fundamental principles are first briefly 
reviewed and their functional features are introduced for later 
discussion.

The interaction Hamiltonian between an electron and an 
electric field is given by

 
ˆ ˆ ( ) ˆ ( )

ˆ
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†H r r D r dr= − ⋅∫ψ µψ
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where�
µ is a dipole moment
ˆ ( )†ψ

�
r  and ˆ ( )ψ

�
r  are, respectively, creation and annihilation 

operators of an electron at r⃗
� �ˆ

( )D r  is the operator of electric flux density

In usual light–matter interactions, the operator 
� �ˆ

( )D r  is a con-
stant since the electric field of propagating light is considered 
to be constant on the nanometer scale. Therefore, as is well 
known, one can derive optical selection rules by calculating 
a transfer matrix of an electrical dipole. As a consequence, 
in the case of cubic quantum dots, for instance, transitions 
to states described by quantum numbers containing an even 
number are prohibited. In the case of optical near-field inter-
actions, on the other hand, due to the steep electric field of 
optical near fields in the vicinity of nanoscale matter, an 
optical transition that violates conventional optical selection 
rules is allowed.

Optical excitations in nanostructures, such as quantum dots, 
can be transferred to neighboring ones via optical near-field 
interactions (Ohtsu et al. 2002, 2008). For instance, assume two 
cubic quantum dots, QDA and QDB, whose side lengths L  are 
a  and 2a, respectively (see Figure 34.2a). Suppose that the 
energy eigenvalues for the quantized exciton energy level speci-
fied by quantum numbers (nx, ny, nz) in a QD with side length 
L are given by
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2
π

 
(34.2)

where
EB is the energy of the bulk exciton
M is the effective mass of the exciton

According to Equation 34.2, there exists a resonance between 
the level of quantum number (1, 1, 1) for QDA and that of quan-
tum number (2, 1, 1) for QDB. There is an optical near-field 
interaction, which is denoted by U, due to the steep electric 
field in the vicinity of QDA. Therefore, excitons in QDA can 
move to the (2, 1, 1)-level in QDB. Note that such a transfer is 
prohibited for propagating light since the (2, 1, 1)-level in QDB 
contains an even number (Tang et al. 1993). In QDB, the exciton 
sees a sublevel energy relaxation, denoted by Γ, which is faster 
than the near-field interaction, and so the exciton goes to the 
(1, 1, 1)-level of QDB. It should be emphasized that the sublevel 
relaxation determines the unidirectional exciton transfer from 
QDA to QDB.

Now, several unique functional aspects should be noted in the 
above excitation transfer processes. First, as already mentioned, 
the transition from the (1, 1, 1)-level in QDA to the (2, 1, 1)-level 
in QDB is usually a dipole-forbidden transfer. In contrast, the 
optical near field allows such processes. Second, in the reso-
nant energy levels of those quantum dots, optical excitation 
can go back and forth between QDA and QDB, which is called 
optical nutation. The direction of excitations is determined by 
the energy dissipation processes. Therefore, based on the above 
mechanisms, the flow of optical excitations can be controlled in 
quantum-dot systems via optical near-field interactions.

From an architectural standpoint, such a flow of excitations 
directly leads to digital processing systems and computational 
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FIGURE 34.1 Overview of this section: from light–matter interactions on the nanometer scale to system architectures for nanophotonics.
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architectures. First of all, two different physical states appear 
by controlling the dissipation processes in the larger dot; this is 
the principle of the nanophotonic switch (Kawazoe et al. 2003). 
Also, such a flow control itself allows an architecture known as a 
binary decision diagram, where an arbitrary combinatorial logic 
operation is determined by the destination of a signal flowing 
from a root (Akers 1978).

Such optical excitation transfer processes also lead to unique 
system architectures. In this regard, Section 34.2.2 discusses a 
massively parallel architecture and its nanophotonic implemen-
tations. Also, Section 34.2.3 demonstrates that optical excitation 
transfer provides higher tamper resistance against attacks than 
conventional electrically wired devices, by focusing on environ-
mental factors for signal transfer.

34.2.2  Parallel architecture Using 
Optical Excitation transfer

34.2.2.1 Memory-Based architecture

This section discusses a memory-based architecture where 
computations are regarded as a table lookup or database search 
problem, which is also called content addressable memory 
(CAM) (Liu 2002). The inherent parallelism of this architecture 
is well matched with the physics of optical excitation transfer, 
and provides performance benefits in high-density, low-power 
operations.

In this architecture, input signal (content) serves as a query to 
a lookup table, and the output is the address of the data match-
ing the input. This architecture plays a critical role in various 
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systems for example in a data router where the output port for 
an incoming packet is determined based on the lookup tables.

All optical means for implementing such functions have 
been proposed, for instance, by using planar lightwave circuits 
(Grunnet-Jepsen et al. 1999). However, since separate opti-
cal hardware for each table entry is needed if based on today’s 
known methods, if the number of entries in the routing table is 
on the order of 10,000 or more, the overall physical size of the 
system becomes impractically large. On the other hand, by using 
diffraction-limit-free nanophotonic principles, huge lookup 
tables can be configured compactly.

Then, it is important to note that the table lookup problem is 
equivalent to an inner product operation. Assume an N-bit input 
signal S = (s1,…, sN) and reference data D = (d1,…, dN). Here, the 

inner product S D⋅ = ⋅
=∑ s di i

i

N

1
 will provide a maximum value 

when the input perfectly matches the reference data with an 
appropriate modulation format (Naruse et al. 2004). Then, the 
function of a CAM is to derive j, which maximizes the S · Dj.

34.2.2.2  Global Summation Using Near-Field 
Interactions

As discussed in Section 34.2.2.1, the inner product operations 
are the key functionalities of the memory-based architecture. 
The multiplication of two bits, namely, xi = si · di, has already 
been demonstrated by a combination of three quantum dots 
(Kawazoe et al. 2003). Therefore, one of the key operations 
remaining is the summation, or data gathering scheme, denoted 
by xi∑ , where all data bits should be taken into account, as 
schematically shown in Figure 34.2b.

In known optical methods, wave propagation in free-space 
or in waveguides, using focusing lenses or fiber couplers, for 
example, well matches such a data gathering scheme because the 
physical nature of propagating light is inherently suitable for the 
collection or distribution of information, such as global sum-
mation. However, the level of the integration of these methods is 
restricted due to the diffraction limit of light. In nanophotonics, 
on the other hand, the near-field interaction is inherently physi-
cally local, although functional global behavior is required.

The global data gathering mechanism, or summation, is 
realized based on the unidirectional energy flow via an optical 
near field, as schematically shown in Figure 34.2c, where sur-
rounding excitations are transferred toward a quantum dot QDC 
located at the center (Kawazoe et al. 2005, Naruse et al. 2005b). 
This is based on the excitation transfer processes presented in 
Section 34.2.1 and in Figure 34.2a, where an optical excitation 
is transferred from a smaller dot (QDA) to a larger one (QDB) 
through a resonant energy sublevel and a sublevel relaxation 
process occurring at a larger dot. In the system shown in Figure 
34.2c, similar energy transfers may take place among the reso-
nant energy levels in the dots surrounding QDC so that excita-
tion transfer can occur. The lowest energy level in each quantum 
dot is coupled to a free photon bath to sweep out the excitation 
radiatively. The output signal is proportional to the (1, 1, 1)-level 
population in QDB.

A proof-of-principle experiment was performed to verify 
the nanoscale summation using CuCl quantum dots in a NaCl 
matrix, which has also been employed for demonstrating nano-
photonic switches (Kawazoe et al. 2003) and optical nano-foun-
tains (Kawazoe et al. 2005). A quantum-dot arrangement where 
small QDs (QD1–QD3) surrounded a large QD at the center 
(QDC) was chosen. Here, at most three light beams with different 
wavelengths, 325, 376, and 381.3 nm, are irradiated, which excite 
the quantum dots QD1–QD3 having sizes of 1, 3.1, and 4.1 nm, 
respectively. The excited excitons are transferred to QDC, and 
their radiation is observed by a near-field fiber probe tip. Notice 
the output signal intensity at a photon energy level of 3.225 eV 
in Figure 34.2d, which corresponds to a wavelength of 384 nm, 
or a QDC size of 5.9 nm. The intensity varies approximately as 
1:2:3 depending on the number of excited QDs in the vicinity, as 
observed in Figure 34.2d. The spatial intensity distribution was 
measured by scanning the fiber probe, as shown in the inset of 
Figure 34.2d, where the energy is converged at the center. Hence, 
this architecture works as a summation mechanism, counting 
the number of input channels, based on exciton energy transfer 
via optical near-field interactions.

Such a quantum-dot-based data-gathering mechanism is also 
extremely energy efficient compared to other optical methods 
such as focusing lenses or optical couplers. For example, the 
transmittance between two materials with refractive indexes n1 
and n2 is given by 4n1n2/(n1 + n2)2; this gives a 4% loss if n1 and n2 
are 1 and 1.5, respectively. The transmittance of an N-channel-
guided wave coupler is 1/N from the input to the output if the 
coupling loss at each coupler is 3 dB. In nanophotonic summa-
tion, the loss is attributed to the dissipation between energy 
sublevels, which is significantly smaller. Incidentally, it is energy- 
and space-efficient compared to electrical CAM VLSI chips (Lin 
and Kuo 2001, Arsovski et al. 2003, Naruse et al. 2005a).

34.2.2.3 Broadcast Interconnects

For the parallel architecture shown in Section 34.2.2.2, it should 
also be noted that the input data should be commonly applied 
to all lookup table entries. In other words, broadcast intercon-
nect is another important requirement for parallel architectures. 
Broadcast is also important in applications such as matrix-
vector products (Goodman et al. 1978, Guilfoyle and McCallum 
1996) and switching operations, for example, broadcast-and-
select architectures (Li et al. 2001). Optics is in fact well suited to 
such broadcast operations in the form of simple imaging optics 
(Goodman et al. 1978, Guilfoyle and McCallum 1996) or in 
optical waveguide couplers; thanks to the nature of wave propa-
gation. However, the integration density of this approach is 
physically limited by the diffraction limit, which leads to bulky 
system configurations.

The overall physical operation principle of broadcast using 
optical near fields is as follows. Suppose that the arrays of nano-
photonic circuit blocks are distributed within an area whose 
size is comparable to the wavelength. For broadcasting, multiple 
input QDs simultaneously accept identical input data carried by 
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diffraction-limited far-field light by tuning their optical frequency 
so that the light is coupled to dipole-allowed energy sublevels.

The far- and near-field coupling mentioned above is explained 
based on a model assuming cubic quantum dots, which was 
introduced in Section 34.2.1. According to Equation 34.2, there 
exists a resonance between the quantized exciton energy sub-
level of quantum number (1, 1, 1) for the QD with effective side 
length a and that of quantum number (2, 1, 1) for the QD with 
effective side length 2a. Energy transfer from the smaller QD 
to the larger one occurs via optical near fields, which is forbid-
den for far-field light (Kawazoe et al. 2003).

The input energy level for the QDs, that is, the (1, 1, 1)-level, can 
also couple to the far-field excitation. This fact can be utilized for 
data broadcasting. One of the design restrictions is that energy 
sublevels for input channels do not overlap with those for out-
put channels. Also, if there are QDs internally used for near-field 
coupling, dipole-allowed energy sublevels for those QDs cannot 
be used for input channels since the inputs are provided by far-
field light, which may lead to the misbehavior of internal near-
field interactions if resonant levels exist. Therefore, frequency 
partitioning among the input, internal, and output channels is 
important. The frequencies used for broadcasting, denoted by 
Ωi = {ωi,1, ωi,2,…, ωi,A}, should be distinct values and should not 
overlap with the output channel frequencies Ωo = {ωo,1, ωo,2,…, 
ωo,B}. A and B indicate the number of frequencies used for input 
and output channels, respectively. Also, there will be frequen-
cies needed for internal device operations, which are not used 
for either input or output, denoted by Ωn = {ωn,1, ωn,2,…, ωn,C}, 
where C is the number of those frequencies. Therefore, the design 
criteria for global data broadcasting is to exclusively assign input, 
output, and internal frequencies, Ωi, Ωo, and Ωn, respectively.

In a frequency multiplexing sense, this interconnection 
method is similar to multi-wavelength chip-scale interconnec-
tion (De Souza et al. 1995). Known methods, however, require a 
physical space comparable to the number of diffraction-limited 
input channels due to wavelength demultiplexing, whereas in 
the nanophotonic scheme, the device arrays are integrated on 
the sub-wavelength scale, and multiple frequencies are multi-
plexed in the far-field light supplied to the device.

To verify the broadcasting method, the following experiments 
were performed using CuCl QDs inhomogeneously distributed 
in a NaCl matrix at a temperature of 22 K (Naruse et al. 2006). To 
operate a 3-dot nanophotonic switch (2-input AND gate) in the 
device, at most two input light beams (IN1 and IN2) were irradi-
ated. When both inputs exist, an output signal is obtained from 
the positions where the switches exist, as described above. In the 
experiment, IN1 and IN2 were assigned to 325 and 384.7 nm, 
respectively. They were irradiated over the entire sample (global 
irradiation) via far-field light. The spatial intensity distribution 
of the output, at 382.6 nm, was measured by scanning a near-
field fiber probe within an area of approximately 1 μm × 1 μm. 
When only IN1 was applied to the sample the output of the AND 
gate was ZERO (OFF state). When both inputs were irradiated 
the output was ONE (ON state). Note the regions marked by 
◾, ⚫, and ♦ in Figure 34.2e. In those regions, the output signal 

levels were, respectively, low and high, which indicate that mul-
tiple AND gates were integrated at densities beyond the scale of 
the globally irradiated input beam area. That is to say, broadcast 
interconnects to nanophotonic switch arrays are accomplished 
by diffraction-limited far-field light.

Combining this broadcasting mechanism with the summation 
mechanism discussed in Section 34.2.2.2 will allow the develop-
ment of the nanoscale integration of massively parallel architec-
tures, which have conventionally resulted in bulky configurations.

34.2.3  Secure Signal transfer in Nanophotonics

In addition to breaking through the diffraction limit of light, 
such local interactions of optical near fields also have important 
functional aspects, such as in security applications, which par-
ticularly tamper resistance against attacks (Naruse et al. 2007a). 
One of the most critical security issues in present electronic 
devices is so-called side-channel attacks, by which informa-
tion is tampered either invasively or noninvasively. This may be 
achieved, for instance, merely by monitoring their power con-
sumption (Kocher et al. 1998).

In this section, it is shown that devices based on optical excita-
tion transfer via near-field interactions are physically more tam-
per-resistant than their conventional electronic counterparts. 
The key is that the flow of information in nanoscale devices can-
not be completed unless they are appropriately coupled with their 
environment (Hori 2001), which could possibly be the weakest 
link in terms of their tamper resistance. A theoretical approach 
is presented to investigate the tamper resistance of optical exci-
tation transfer, including a comparison with electrical devices.

Here, the tampering of information is defined as involving 
simple signal transfer processes, since the primary focus is on 
their fundamental physical properties.

In order to compare the tamper resistance, an electronic 
system based on single-charge tunneling is introduced here, 
in which a tunnel junction with capacitance C and tunneling 
resistance RT is coupled to a voltage source V via an external 
impedance Z(ω), as shown in Figure 34.3a. In order to achieve 
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FIGURE 34.3 Model of tamper resistance in devices based on (a) sin-
gle charge tunneling and (b) optical excitation transfer. Dotted curves 
show the scale of a key device and dashed curves show the scale of the 
environment required for the system to work.
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single charge tunneling, besides the condition that the electro-
static energy EC = e2/2C of a single excess electron be greater than 
the thermal energy kBT, the environment must have appropriate 
conditions, as discussed in detail in Ingold and Nazarov (1992). 
For instance, with an inductance L in the external impedance, 
the fluctuation of the charge is given by

 
〈 〉 = 





δ
ρ

β ωQ e S2
2

4 2
coth � ,

 
(34.3)

where
ρ = EC/ħωS

ωS = (LC)−1/2

β = 1/kBT

Therefore, charge fluctuations cannot be small even at zero 
temperature unless ρ >> 1. This means that a high-impedance 
environment is necessary, which makes tampering technically 
easy, for instance by adding another impedance circuit.

Here, let us define two scales to illustrate tamper resistance: 
(1) the scale associated with the key device size and (2) the scale 
associated with the environment required for operating the sys-
tem, which are, respectively, indicated by dotted and dashed 
curves in Figure 34.3. In the case of Figure 34.3a, scale I is the 
scale of a tunneling device, whereas scale II covers all of the 
components. It turns out that the low tamper resistance of such 
wired devices is due to the fact that scale II is typically the mac-
roscale, even though scale I is the nanometer scale.

In contrast, in the case of the optical excitation transfer shown 
in Figure 34.3b, the two quantum dots and their surrounding 
environment are governed by scale I. It is also important to note 
that scale II is the same as scale I. More specifically, the transfer of 
an exciton from QDA to QDB is completed due to the non-radia-
tive relaxation process occurring at QDB, which is usually difficult 
to tamper with. Theoretically, the sublevel relaxation constant is 
given by

 Γ = 2 2π ω ω| ( ) | ( ),g D  (34.4)

where
ħg(ω) is the exciton–phonon coupling energy at frequency ω
ħ is Planck’s constant divided by 2π
D(ω) is the phonon density of states (Carmichael 1999)

Therefore, tampering with the relaxation process requires some-
how “stealing” the exciton–phonon coupling, which would be 
extremely difficult technically.

It should also be noted that the energy dissipation occurring 
in the optical excitation transfer, derived theoretically as E(2,1,1) − 
E(1,1,1) in QDB based on Equation 34.2, should be larger than the 
exciton-phonon coupling energy of ħΓ, otherwise, the two levels in 
QDB cannot be resolved. This is similar to the fact that the condi-
tion ρ >> 1 is necessary in the electron-tunneling example, which 
means that the mode energy ħωS is smaller than the required 

charging energy EC. By regarding ħΓ as a kind of mode energy in 
the optical excitation transfer, the difference between the optical 
excitation transfer and a conventional wired device is the physi-
cal scale at which this mode energy is realized: nanoscale for the 
optical excitation transfer and macroscale for electric circuits.

34.3  Hierarchical architectures 
in Nanophotonics

34.3.1  Physical Hierarchy in Nanophotonics 
and Functional Hierarchy

In this section, another feature of nanophotonics, the inherent 
hierarchy in optical near-field interactions, is exploited. As sche-
matically shown in Figure 34.4a, there are multiple layers associ-
ated with the physical scale between the macroscale world and 
the atomic-scale world, which are primarily governed by propa-
gating light and electron interactions, respectively. Between 
these two extremes, typically in scales ranging from a few nano-
meters to wavelength size, optical near-field interactions play a 
crucial role. In this section, such hierarchical properties in this 
mesoscopic or sub-wavelength regime are exploited.

Such physical hierarchy in optical near-field interactions will 
be analyzed by a simple dipole–dipole interaction model and an 
angular spectrum representation of optical near fields, as shown 
in Section 34.3.2. Before going into the details of the physical 
processes, functionalities required for system applications are 
briefly reviewed in terms of hierarchy.
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One of the problems for ultrahigh-density nanophotonic sys-
tems is interconnection bottlenecks, which have been addressed 
previously in Section 34.2.3 regarding broadcast interconnects. 
In fact, a hierarchical structure can be found in these broadcast 
interconnects by relating far-field effects at a coarser scale and 
near-field effects at a finer scale.

In this regard, it should also be mentioned that such physi-
cal differences in optical near-field and far-field effects can be 
used for a wide range of applications. The behavior of usual opti-
cal elements, such as diffractive optical elements, holograms, 
or glass components, is associated with their optical responses 
in optical far fields. In other words, nanostructures can exist in 
such optical elements as long as they do not affect the optical 
responses in far fields. Designing nanostructures accessible only 
via optical near fields provides additional, or hidden, informa-
tion recorded in those optical elements, while maintaining the 
original optical responses in far fields. In fact, a “hierarchical 
hologram” or “hierarchical diffraction grating” has been experi-
mentally demonstrated, as schematically shown in Figure 34.5 
(Tate et al. 2008).

Since there is more hierarchy in the optical near-field regime, 
further applications should be possible, for example, it should be 
possible for nanometer-scale high-density systems to be gradu-
ally hierarchically connected to coarse layer systems.

Hierarchical functionalities are also important for several 
aspects of memory systems. One is related to recent high-density, 
huge-capacity memory systems, in which data retrieval or 
searching from entire memory archives is made even more dif-
ficult. Hierarchy is one approach for solving such a problem by 
making systems hierarchical, that is, by recording abstract data, 
metadata, or tag data in addition to the original raw data.

Hierarchy in nanophotonics provides a physical solution to 
achieve such functional hierarchy. As will be introduced below, 
low-density, rough information is read out at a coarser scale, 
whereas high-density, detailed information is read out at a finer 
scale. Sections 34.3.2 and 34.3.3 will show physical mechanisms 
for such hierarchical information retrieval.

Another issue in hierarchical functionalities will be security. 
High-security information is recorded at a finer scale, whereas 
less-critical security information is associated with a coarse layer. 
Also, in addition to associating different types of information 
with different physical scales, another kind of information can 
also be related to one or more layers of the physical hierarchy, for 
instance, traceability, history, or aging of information. Section 
34.3.3 will demonstrate a traceable memory as an example.

34.3.2 Hierarchical Memory retrieval

This section describes a physical model of optical near-field 
interactions based on dipole–dipole interactions (Ohtsu and 
Kobayashi 2004). Suppose that a probe, which is modeled by a 
sphere of radius rP, is placed close to a sample to be observed, 
which is modeled as a sphere of radius rS. Figure 34.4b shows 
three different sizes for the probe and the sample. When they 
are illuminated by incident light, whose electric field is E0, 
electric dipole moments are induced in both the probe and 
the sample; these moments are denoted by pP = αPE0 and pS = 
αSE0, respectively. The electric dipole moment induced in the 
sample pS, then generates an electric field, which changes the 
electric dipole moment in the probe by an amount ΔpP = ΔαPE0. 
Similarly, pP changes the electric dipole moment in the sample 
by ΔpS = ΔαSE0. These electromagnetic interactions are called 
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dipole–dipole interactions. The scattering intensity induced by 
these electric dipole moments is given by
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where Δα = ΔαS = ΔαP (Ohtsu and Kobayashi 2004). The second 
term in Equation 34.5 shows the intensity of the scattered light gen-
erated by the dipole–dipole interactions, containing the informa-
tion of interest, which is the relative difference between the probe 
and the sample. The first term in Equation 34.5 is the background 
signal for the measurement. Therefore, the ratio of the second term 
to the first term of Equation 34.5 corresponds to a signal contrast, 
which will be maximized when the sizes of the probe and the sam-
ple are the same (rP = rS), as shown in Figure 34.4c. (A detailed 
derivation is found in Ohtsu and Kobabashi (2004).) Thus, one 
can see a scale-dependent physical hierarchy in this framework, 
where a small probe, say rP = D/2, can nicely resolve objects with a 
comparable resolution, whereas a large probe, say rP = 3D/2, can-
not resolve a detailed structure but it can resolve a structure with 
a resolution comparable to the probe size. Therefore, although a 
large diameter probe cannot detect smaller-scale structure, it 
could detect certain features associated with its scale.

Based on the above simple hierarchical mechanism, a hierar-
chical memory system is constructed. Consider, for example, a 
maximum of N nanoparticles distributed in a region of a sub-
wavelength scale. These nanoparticles can be nicely resolved by 
a scanning near-field microscope if the size of its fiber probe 
tip is comparable to the size of individual nanoparticles; in 
this way, the first-layer information associated with each dis-
tribution of nanoparticles is retrievable, corresponding to 
2N-different codes. By using a larger-diameter fiber probe tip 
instead, the distribution of the particles cannot be resolved, but 
a mean-field feature with a resolution comparable to the size 
of the probe can be extracted, namely, the number of particles 
within an area comparable to the size of the fiber probe tip. 
Thus, the second-layer information associated with the number 
of particles, corresponding to (N + 1)-different level of signals, 
is retrievable. Therefore, one can access different set of signals, 
2N or N + 1, depending on the scale of observation. This leads to 
hierarchical memory retrieval by associating this information 
hierarchy with the distribution and the number of nanopar-
ticles using an appropriate coding strategy, as schematically 
shown in Figure 34.6a.

For example, in encoding N-bit information, (N − 1)-bit sig-
nals can be encoded by the distributions of nanoparticles while 
associating the remaining 1-bit with the number of nanoparti-
cles. The details of encoding/decoding strategies will be found in 
Naruse et al. (2005c).

Simulations were performed assuming ideal isotropic metal 
particles to see how the second-layer signal varies depending on 
the number of particles using a finite-difference time-domain 
simulator (Poynting for Optics, a product of Fujitsu, Japan). 

Here, 80 nm-diameter particles are distributed over a 200 nm-
radius circular grid at constant intervals. The solid circles in 
Figure 34.6d show calculated scattering cross sections as a 
function of the number of particles. A linear correspondence to 
the number of particles was observed. This result supports the 
simple physical model described above.

In order to experimentally demonstrate such principles, an 
array of Au particles, each with a diameter of around 80 nm, 
was distributed over a SiO2 substrate in a 200 nm-radius circle. 
These particles were fabricated by a liftoff technique using elec-
tron-beam (EB) lithography with a Cr buffer layer. Each group 
of Au particles was spaced by 2 μm. A scanning electron micro-
scope (SEM) image is shown in Figure 34.6b in which the values 
indicate the number of particles within each group. In order to 
illuminate all Au particles in each group and collect the scat-
tered light from them, a near-field optical microscope (NOM) 
with a large-diameter-aperture (500 nm) metallized fiber 
probe was used in an illumination collection setup. The light 
source used was a laser diode with an operating wavelength of 
680 nm. The distance between the substrate and the probe was 
maintained at 750 nm. Figure 34.6c shows an intensity profile 
captured by the probe, from which the second-layer informa-
tion is retrieved. The solid squares in Figure 34.6d indicate the 
peak intensity of each section, which increased linearly. These 
results show the validity of hierarchical memory retrieval from 
nanostructures.

34.3.3  Design of Unscalable 
Hierarchical response

The coarse graining process is usually an averaging process, 
meaning that the signal in the coarser layer is obtained in terms 
of a mean-field approximation of the fine-grained, lower-layer 
signals, which is also the case shown in Section 34.3.2. However, 
it should be noted that the optical near-field amplitude can be 
distributed independently at different scales of observation. In 
other words, the coarse graining of the optical near fields in fact 
provides an optical property independent of the lower-layer fea-
ture; such an unscalable hierarchical property of optical near 
fields will be analyzed below.

Here, the angular spectrum representation of the electromag-
netic field is used for discussing the hierarchy in optical near 
fields (Wolf and Nieto-Vesperinas 1985, Inoue and Hori 2005, 
Naruse et al. 2007b). This allows an analytical treatment and 
gives an intuitive picture of the localization of optical near fields 
and represents relevance/irrelevance in optical near-field inter-
actions at different scales of observation since it describes elec-
tromagnetic fields as a superposition of evanescent waves with 
different decay length and corresponding spatial frequency.

Suppose, for example, that there is an oscillating electric 
dipole, d(k) = d(k)(cosϕ(k), 0), on the xz plane, which is ori-
ented parallel to the x axis. Now, consider the electric field of 
radiation observed at a position displaced from the dipole by 
R = ( , )||

( ) ( ) ( )r zk k kcosϕ . The angular spectrum representation of 
the z-component of the optical near field is given by
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Here, s∙ is the spatial frequency of an evanescent wave propagat-
ing parallel to the x axis, and Jn(x) represents Bessel functions 
of the first kind. Here, the term fz(s∙, d(1),…, d(N)) is called the 
angular spectrum of the electric field.

In the following, a two-layer system is introduced where (1) by 
observing very close to the dipoles, two items of first layer infor-
mation are retrieved, and (2) by observing relatively far from the 
dipoles, one item of second-layer information is retrieved.

Suppose that there are two closely spaced dipole pairs (so there 
are four dipoles in total). The dipoles d(1) and d(2) are oriented in 
the same direction, namely, φ(1) = φ(2) = 0, and another dipole 
pair, d(3) and d(4), are both oriented in the opposite direction to 
d(1) and d(2), namely, φ(3) = φ(4) = π. These four dipoles are located 
at positions shown in Figure 34.7a. Here, at a position close to 
the x axis equidistant from d(1) and d(2), such as at the position A1 
in Figure 34.7a, the electric field is weak (logical ZERO) since (1) 
the angular spectrum originating from d(1) and d(2) vanishes, and 
(2) the electric field originating from d(3) and d(4) is small because 
they are far from the position A1. In fact, as shown by the dashed 
curve in Figure 34.7b, since the angular spectrum at position A1 
oscillates, the integral of the angular spectrum, which is corre-
lated to the field intensity at that point, will be low.

For the second layer retrieval, consider the observation at 
an intermediate position between the dipole pairs, such as the 
position B in Figure 34.7a. From this position, the four dipoles 
effectively appear to be two dipoles that are oriented in oppo-
site directions to each other. As shown by the solid curve in 
Figure 34.7b, the angular spectrum involving relatively low 
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spatial-frequency components shows a single peak, indicating 
that the electric field in the xy-plane is localized to the degree 
determined by its spectral width so that a logical ONE is retriev-
able at position B. Meanwhile, the angular spectrum observed at 
position A2, shown in Figure 34.7a, is identical to that observed 
at position A1, meaning that the electric field at A2 is also at a 
low level.

To summarize the above mechanisms, a logical level of ONE 
in the second layer can be retrieved even though the two items 
of information retrieved in the first layer are both ZEROs; there-
fore, an unscalable hierarchy is achieved.

As described above, one of the two first-layer signals, the elec-
tric field at A1, primarily depends on the dipole pair d(1) and d(2), 
and the other, the electric field at A2, depends primarily on the 
dipole pair d(3) and d(4). The second-layer signal is determined 
by all of those dipoles. Concerning such a hierarchical mecha-
nism, it was shown that a total of eight different signal combina-
tions were achieved by appropriately orienting the four dipoles 
(Naruse et al. 2007b).

Numerical simulations were performed based on finite-dif-
ference time-domain methods to see how they agree with the 
theoretical analysis based on the angular spectrum. Four silver 
nanoparticles (of radius 15 nm) containing a virtual oscillating 
light source were assumed in order to simulate dipole arrays. 
Their positions are shown in Figure 34.7c. The first and the sec-
ond layers were located 40 and 80 nm away from the dipole plane, 
respectively. The operating wavelength was 488 nm. The electric 
fields obtained at A1, A2, and B agree with the combinations of the 

first- and second-layer signals to be retrieved, as shown in Figure 
34.7c. As another unscalable hierarchy example, Figure 34.7d rep-
resents a situation where logical ONEs are obtained at the first 
layer, while logical ZERO is obtained at the second layer. These 
agree with the theoretical analysis based on the angular spectrum.

34.3.4  Versatile Functionalities Based on 
Hierarchy in Optical Near-Fields

The hierarchical nature has been further exploited by combining 
other physical mechanisms in nanophotonics. For example, we 
can associate one of the hierarchical layers with energy dissipa-
tion processes. Specifically, a two-layer system is demonstrated 
where (1) at smaller scale, called Scale 1, the system should 
exhibit a unique response, and (2) at a larger scale, called Scale 2, 
the system should output two different signals. Such a hierarchi-
cal response can be applied to functions like the traceability of 
optical memory in combination with a localized energy dissipa-
tion process at Scale 1 (Naruse et al. 2008c). Optical access to 
this memory will be automatically recorded due to energy dissi-
pation occurring locally in Scale 1, while at the same time, infor-
mation will be read out based on Scale 2 behavior. Therefore, 
such hierarchy enables the traceability of optical memory, which 
will be important for the security (confidentiality is ensured) 
and management of digital content.

Shape-engineered metal nanostructures can achieve the hier-
archy required for traceable memory (Naruse et al. 2008e). Here, 
two types of shapes are assumed. The first one (Shape I) has two 
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triangular metal plates aligned in the same direction, and the 
other one (Shape II) has them facing each other, as shown in 
Figure 34.8a. The metal is gold, the gap between the two apexes 
is 50 nm, the horizontal length of one triangular plate is 173 nm, 
the angle at the apex is 30°, and the thickness is 30 nm. An 
incident uniform plane wave with a wavelength of 680 nm is 
assumed for input light. The polarization is parallel to the x axis 
in Figure 34.8b. Now, Scale 1 is associated with the scale around 
the gap of the triangles, and Scale 2 is associated with the scale 
covering both of the triangles, as shown in Figure 34.8a.

Regarding the optical response at Scale 1, as shown in Figure 
34.8b, the electric field near the surface (1 nm away from the 
metal surface) shows an intensity nearly five orders of magni-
tude higher than the surrounding area. It should also be noted 

that nearly comparable electric-field enhancements are observed 
near the apexes of Shapes I and II, which are, respectively, 
denoted by the squares and circles in Figure 34.8b.

On the other hand, Shapes I and II exhibit different responses 
at Scale 2. As shown in Figure 34.8c, Shape I exhibits larger scat-
tering cross section compared to Shape II. This indicates that a 
digital output is retrievable by observing the scattering from the 
entire structure (Scale 2), where, for example, digital 1 and 0 are 
associated with Shape I and Shape II, respectively.

In order to experimentally demonstrate the principle, Shapes I 
and II were fabricated in gold metal plates on a glass substrate by 
a  liftoff technique using EB lithography. A NOM in an illumi-
nation collection setup was used with an apertured fiber probe 
having a diameter of 500 nm, as shown in Figure 34.8d. The light 
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source used was a laser diode with an operating wavelength of 
780 nm. The distance between the substrate and the probe was 
maintained at 375 nm. Figure 34.8e shows the electric field 
intensity depending on the shape of the metal plates, where the 
Shape I series exhibited larger values compared to the Shape II 
series, as expected.

Hierarchical nature in optical near-field interactions provides 
other unique functions. For example, the near-field photolumi-
nescence of semiconductor quantum dots exhibits a hierarchi-
cal nature and its spectra diversity is maximized at an optimal 
scale of the optical near fields. This leads to a novel non-pix-
elated memory architecture, which can simultaneously retrieve 
a sequence of bits, as opposed to conventional bit-sequential 
pixelated architecture. The principles have been experimentally 
verified by InAs quantum dots (Naruse et al. 2008a). Also, a 
nanophotonic lock-and-key system has been demonstrated for 
the authentication of applications based on shape-engineered 
nanostructures and their associated optical near fields (Naruse 
et al. 2008b,d).

34.4 Summary

In this chapter, fundamental nanophotonic system architectures 
were presented along with two principal physical features of 
nanophotonics: one is optical excitation transfer and the other 
is hierarchy in optical near-field interactions. Both of these 
physical features originate from light–matter interactions on the 
nanometer scale. It should be emphasized that those basic fea-
tures provide versatile applications and functionalities besides 
the example demonstrations shown in the above sections. Also, 
there are many other degrees-of-freedom in the nanometer scale 
that need to be deeply understood for systems. Further explora-
tion and attempts to exploit nanophotonics for future devices 
and systems will certainly be exciting.
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35.1 Introduction

The optical near field is an electromagnetic field that mediates 
the interaction between nanometric particles located in close 
proximity to each other. Nanophotonics utilizes this field to real-
ize novel devices, fabrications, and systems. That is, a photonic 
device with a novel function can be operated by transferring 
the optical near-field energy between nanometric particles and 
subsequent dissipation. In such a device, the optical near field 
transfers a signal and carries the information. Novel photonic 
systems become possible by using these novel photonic devices. 
Furthermore, if the magnitude of the transferred optical near-
field energy is sufficiently large, structures or conformations of 
nanometric particles can be modified, which suggests the feasi-
bility of novel photonic fabrications.

Note that the true nature of nanophotonics is to realize “quali-
tative innovation” in photonic devices, fabrications, and systems 
by utilizing novel functions and phenomena caused by optical 
near-field interactions, which are impossible as long as conven-
tional propagating light is used. On reading this note, one may 
understand that the advantage of going beyond the diffraction 
limit, that is, “quantitative innovation,” is no longer essential, 
but only a secondary nature of nanophotonics. In this sense, 
one should also note that optical near-field microscopy, that is, 
the methodology used for image acquisition and interpretation 
in a nondestructive manner, is not an appropriate application 
of nanophotonics because the magnitude of the optical near-
field energy transferred between the probe and sample must be 
extrapolated to zero to avoid destroying the sample.

Quantitative innovation has already been realized by break-
ing the diffraction limit. Examples include the optical–magnetic 

hybrid disk storage systems, nanophotonic devices and systems, 
and photochemical vapor deposition and photolithography. 
However, it is important to note that these examples also realize 
qualitative innovation. Details of these examples are described 
in this chapter.

35.2  Excitation Energy transfer 
in Nanophotonic Devices

Kagan et al. observed the energy transfer among CdSe quantum 
dots (QDs) coupled via a dipole–dipole inter-dot interaction [1]. 
Crooker et al. also studied the dynamics of the exciton energy 
transfer in close-packed assemblies of monodisperse and mixed-
size CdSe nanocrystal QDs and reported the energy-dependent 
transfer rate of excitons from smaller to larger dots [2]. These 
examples are based on the optical near-field interaction. The 
physical model for the unidirectional resonant energy trans-
fer between QDs via the optical near-field interaction has been 
presented, and the optically forbidden energy transfer among 
randomly dispersed CuCl QDs has been demonstrated experi-
mentally using optical near-field spectroscopy [3]. The theo-
retical analysis and temporal evolution of the energy transfer 
via the optical near-field interaction were discussed in Ref. [4]. 
This section reviews the principles of nanophotonic devices and 
experimental works involving the direct observation of energy 
transfer from the exciton state in a CuCl QD to the optically for-
bidden exciton state in another CuCl QD using optical near-field 
spectroscopy.

Cubic CuCl QDs embedded in an NaCl matrix have the 
potential to be an optical near-field coupling system that exhibits 
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the optically forbidden energy transfer. This is made possible 
because for this system, other forms of energy transfer, such as 
carrier tunneling and Coulomb coupling, can be neglected as 
the carrier wave function is localized in the QDs; this occurs 
because the potential depth exceeds 4 eV and the Coulomb inter-
action is weak due to the small exciton Bohr radius of 0.68 nm in 
CuCl [3]. The energy transfer via a propagating light is also neg-
ligible, since the optically forbidden transition in nearly perfect 
cubic CuCl QDs is used; that is, the transition to the confined 
exciton energy levels has an even principal quantum number [5].

So far, this type of energy transfer has not been observed directly 
because such a nanometric system is usually extremely complex. 
However, CuCl QDs in a NaCl matrix is a very simple system. The 
translational motion of the exciton center of mass is quantized due 
to the small exciton Bohr radius for CuCl QDs, and CuCl QDs 
become cubic in a NaCl matrix [6–8]. The potential barrier of CuCl 
QDs in a NaCl crystal can be regarded as infinitely high, and the 
energy eigenvalues Enx,ny,nz

 for the quantized Z3 exciton energy level 
(nx, ny, nz) in a CuCl QD with side length L depends on the val-
ues of quantum numbers nx, ny, nz, and the effective side length 
d = (L − aB) found after considering the dead layer correction [6], 
where aB is an exciton Bohr radius. The exciton energy levels with 
even quantum numbers are dipole-forbidden states, which are 
optically forbidden [5]. However, the optical near-field interaction 
is finite for such coupling to the forbidden energy state [9].

Figure 35.1 shows schematic drawings of different-sized cubic 
CuCl QDs (A and B) and the confined exciton Z3 energy levels. 
Here, d and 2d are the effective side lengths of cubic QDs A and 
B, respectively. The quantized exciton energy levels of (1,1,1) in 
QD A and (2,1,1) in QD B resonate with each other. Under this 

resonant condition, the coupling energy of the optical near-field 
interaction is given by the following Yukawa function [9,10]:
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where
A is a proportional constant
r is the separation between the two QDs
a is the size of the QD
mp is the effective mass of an exciton–polariton
me is the effective mass of an electron

Assuming that the two CuCl QDs in the NaCl matrix have 
side lengths 5 and 7 nm (a size ratio of 1 2: ) and the inter-dot 
distance is 6.1 nm, then the coupling energy V(r) is 5.05 μeV. This 
corresponds to an energy transfer time of 130 ps due to the opti-
cal near-field coupling, which is much shorter than the exciton 
lifetime of a few nanoseconds. In addition, the inter-sublevel 
transition τsub, from higher exciton energy levels to the lowest, 
as shown in Figure 35.1, is generally less than a few picoseconds 
[11] and is much shorter than the transfer time τet. Therefore, 
most of the energy of the excitation in a cubic CuCl QD with a 
side length of d is transferred to the lowest exciton energy level 
in a neighboring QD with a side length of 2d and recombines 
radiatively in the lowest level.

The CuCl QDs embedded in NaCl matrix used experimen-
tally were fabricated using the Bridgman method and succes-
sive annealing, and the average size of the QDs was found to be 
4.3 nm. The sample was cleaved just before the near-field opti-
cal spectroscopy experiment to keep the sample surface clean. 
The cleaved surface of a 100 μm-thick sample was sufficiently flat 
for the experiment; that is, its roughness was less than 50 nm, 
at least within a few microns squared. A 325 nm He–Cd laser 
was used as the light source. A double-tapered fiber probe was 
fabricated using chemical etching and a 150 nm gold coating was 
applied [12]. A 50 nm aperture was fabricated using the pound-
ing method [13].

The spatial distributions of the luminescence intensity, 
that is, near-field optical microscope images, clearly show 
anti-correlation features in their intensity distributions. 
This anti-correlation feature can be clarified by noting that these 
spatial distributions in luminescence intensity represent not 
only the spatial distributions of the QDs, but also some kind of 
resonant interaction between the QDs. This interaction induces 
energy transfer from QDs A (L = 4.6 nm) to QDs B (L = 6.3 nm) 
because most of the 4.6 nm QDs located close to 6.3 nm QDs 
cannot emit light, but instead transfer the energy to the 6.3 nm 
QDs. As a result, in the region containing embedded 6.3 nm 
QDs, the luminescence intensity from 4.6 nm QDs is low, while 
the intensity from the 6.3 nm QDs is high at the corresponding 
position. This anti-correlation feature originates from the near-
field energy transfer, which appears for every pair of QDs with 
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FIGURE 35.1 (a) Schematic drawings of closely located cubic CuCl 
QDs A and B with effective side lengths (L – aB) of d and 2d, respec-
tively, where L and aB are the side lengths of the cubic quantum dots and 
the exciton Bohr radius, respectively. (b) Their exciton energy levels. nx, 
ny, and nz represent quantum numbers of an exciton. EB is the exciton 
energy level in a bulk crystal.
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different sizes to satisfy the resonant conditions of the confine-
ment exciton energy levels. This is the first spatially resolved 
observation of energy transfer between QDs via an optical near 
field. This evidence of the near-field energy transfer between 
QDs can give rise to a variety of applications, as shown in the 
following sections.

35.3 Device Operation

Optical fiber transmission systems require increased integration 
of photonic devices for higher data transmission rates. Since con-
ventional photonic devices, for example, diode lasers and opti-
cal waveguides, have to confine light waves within their cavities 
and core layers, respectively, their minimum sizes are limited by 
the diffraction of light [14]. Therefore, they cannot meet the size 
requirement, which is beyond this diffraction limit. An optical 
near field is free from the diffraction of light and enables the 
operation and integration of nanometric optical devices. That 
is, by using a localized optical near field as the carrier, which is 
transmitted from one nanometric element to another, the above 
requirements can be met. Based on this idea, nanometer-sized 
photonic devices have been proposed, which are called nano-
photonic devices [15]. A nanometric all-optical AND gate (i.e., 
a nanophotonic switch) is one of the most important devices for 
realizing nanophotonic integrated circuits, and the operation of 
a nanophotonic AND gate has been already demonstrated using 
a coupled QD system.

A logic gate, for example, an AND gate and a NOT gate, is 
a block in a digital system. Logic gates have some inputs and 
some outputs, and every terminal is under one of two binary 
conditions, low (0) or high (1), given by different optical intensi-
ties for the optical device. The logic state of the input terminal 
is controlled by the optical input signal, and the logic state of 
the output terminal changes depending on the logic state of the 
input terminals. An intensity of approximately zero and a much 
higher intensity are preferable in the low and high logic states, 
respectively, such that the ratio of high to low intensity exceeds 
30 db. For nanophotonic devices, the high state (1), which is 
called “true,” is defined simply as the higher intensity state and 
the low state (0), which is called “false,” is defined as the lower 
intensity state.

Section 35.3.1 presents the operation of nanophotonic AND 
gates using three CuCl QDs [16,17], while a nanophotonic NOT 
gate using CuCl QDs is outlined in Section 35.3.2. The optically 
forbidden energy transfer between neighboring nanostructures 
via the optical near-field interaction, which was reviewed in 
Section 35.2, is a key phenomenon for these operations.

35.3.1 Nanophotonic aND Gate

Operation of a nanophotonic AND gate using cubic CuCl QDs 
embedded in a NaCl matrix has been demonstrated [16,17]. 
When closely spaced QDs with quantized energy levels reso-
nate with each other, near-field energy is transferred between 
them, even if the transfer is optically forbidden, as noted in 

Section 35.2. The output is “true” when both inputs are “true”; 
otherwise, the output is “false.” Figure 35.2a and b explains the 
“false” and “true” states of the proposed nanophotonic AND 
gate. Three cubic QDs, QDinput A, QDinput B, and QDoutput, are used 
as the two inputs and output ports of the AND gate, respectively. 
Assuming an effective size ratio of 1 2 2: : , the quantized energy 
levels (1,1,1) in QDinput A, (2,1,1) in QDoutput, and (2,2,2) in QDinput B 
resonate with each other. Furthermore, energy levels (1,1,1) in 
QDoutput and (2,1,1) in QDinput B also resonate. In the “false” state 
operation (Figure 35.2a), for example, input A is “true” and 
input B is “false,” almost all of the exciton energy in QDinput A is 
transferred to the (1,1,1) level in the neighboring QDoutput, and 
then to the (1,1,1) level in QDinput B. Therefore, the input energy 
escapes to QDinput B, and consequently no optical output signals 
are generated from QDoutput. This means that the output is “false.” 
In the “true” state (Figure 35.2a) when inputs A and B are both 
“true,” the escape route to QDinput B is blocked by the excitation of 
QDinputB due to state filling in QDinput B on applying the input B 
signal. Therefore, the input energy is transferred to QDoutput and 
an optical output signal is generated. This means that the output 
is “true.” These operating principles are realized with the condi-
tion τex > τet > τsub, where τex, τet, and τsub are the exciton lifetime, 
energy transfer time between QDs, and inter-sublevel transition 
time, respectively. Since τex, τet, and τsub are a few nanoseconds, 
100 ps, and a few picoseconds, respectively, for the CuCl QDs 
used in a NaCl matrix, the condition of operation described in 
Section 35.2 is satisfied.
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FIGURE 35.2 Principle of AND-gate operation. (a) and (b) The 
“false” and “true” states of the nanophotonic AND gate, respectively.



35-4	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

In an experiment using CuCl QDs embedded in a NaCl 
matrix, a double-tapered UV fiber probe was fabricated using 
chemical etching and coated with 150 nm-thick aluminum (Al) 
film. An aperture less than 50 nm in diameter was formed by 
the pounding method [13]. To confirm the AND-gate operation, 
the fiber probe was used to search for a trio of QDs that had an 
effective size ratio of 1 2 2: : . Since the homogeneous linewidth 
of a CuCl QD increases with the sample temperature [18,19], the 
allowance in the resonatable size ratio is 10% at 15 K. The separa-
tion of the QDs must be less than 30 nm for operation of the pro-
posed AND gate because the energy transfer time increases with 
the separation; moreover, it must be shorter than the exciton 
lifetime. It is estimated that at least one trio of QDs that satisfies 
these conditions exists in a 2 × 2 μm scan area. To demonstrate 
AND-gate operation, a QD trio had to be found in the sample, as 
shown in Figure 35.2.

Near-field photoluminescence (PL) pump-probe spectroscopy 
was used to find the QD trio. Figure 35.3 shows the PL spectrum 
obtained at the position where the QD trio exists. In this figure, 
peaks appear at the positions of the (1,1,1) levels in the 4.6 and 
3.5 nm QDs. The appearance of the satellite peaks means that 
the AND-gate system proposed in Figure 35.2 was present in the 
area under the probe. In other words, a trio of cubic QDs with 
sizes of 3.5, 4.6, and 6.3 nm existed. Since their effective respec-
tive sizes L − aB were 2.8, 3.9, and 5.6 nm (aB: an exciton Bohr 
radius of 0.7 nm in CuCl), the size ratio was close to 1 2 2: :  and 
they could be used as QDinputA, QDoutput, and QDinputB, respec-
tively. The pumping to the 6.3 nm QD blocks the energy transfer 
from the 3.5 and 4.6 nm QDs to the 6.3 nm QD due to state fill-
ing of the 6.3 nm QD, and the 3.5 and 4.6 nm QDs emit light 
that results in the peaks in Figure 35.3. Therefore, a QD trio for 
a nanophotonic AND gate was found. The PL peak from the 
4.6 nm QD corresponds to the output signal in Figure  35.2b. 

The PL intensity from the 4.6 nm QD was 0.05–0.02 times the 
PL intensity from the 6.3 nm QD, which was obtained with 
the probe laser only. This value is quite reasonable considering 
the pumping pulse energy density of 10 μW/cm2 because the 
probability density of excitons in a 6.3 nm QD is 0.1–0.05 [18], 
which is close to the PL intensity from the 4.6 nm QD. This result 
indicates that the internal quantum efficiency of the AND-gate 
system is close to unity.

In the experiment examining the AND-gate operation, the 
second harmonics of Ti:sapphire lasers (wavelengths 379.5 and 
385 nm), which were tuned to the (1,1,1) exciton energy levels of 
QDinputA and QDinputB, respectively, were used as the signal light 
sources for inputs A and B. The output signal was collected by 
the fiber probe, and its intensity was measured using a cooled 
microchannel plate after passing through three interference fil-
ters of 1 nm bandwidth tuned to the (1,1,1) exciton energy level in 
QDoutput at 383 nm. Figure 35.4a and b shows the spatial distribu-
tion of the output signal intensity in the “false” state (i.e., with 
one input signal only) and in the “true” state (i.e., with both input 
A and input B signals) using near-field spectroscopy at 15 K. The 
insets in this figure are schematic drawings of the existing QD 
trio used for the AND gate, which was confirmed by the near-
field PL spectra. Here, separation of the QDs by less than 20 nm 
was estimated theoretically from time-resolved PL measure-
ments, as explained in the next paragraph (see the illustrations 
in Figure 35.4). In the “false” state, no output signal was observed 
because the energy of the input signal was transferred to QDinputB 
and swept out as PL at 385 nm. To quench the output signal in the 
“false” state, which was generated by accumulating excitons in 
QDinputB, the input signal density to QDinputA was regulated to less 
than 0.1 excitons in QDinputB. In the “true” state, a clear output 
signal was obtained in the dashed circle of Figure 35.4b. The out-
put signal was proportional to the intensity of the control signal, 
which had a density of 0.01–0.1 excitons in QDinputB.

Next, the dynamic properties of the nanophotonic AND gate 
were evaluated using the time-correlation single-photon counting 
method. As a pulse-input B signal source, the 385 nm second har-
monic of a mode-locked Ti:sapphire laser was used. The repetition 
rate of the laser was 80 MHz. To avoid cross talk originating from 
spectral broadening of the pulse duration between input signals 
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FIGURE 35.3 Near-field differential PL spectra measured at the posi-
tion of a QD trio acting as a nanophotonic AND gate.
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FIGURE 35.4 Spatial distribution of the output signal from the nano-
photonic AND gate in the “false” (a) and “true” (b) states measured 
using near-field microscopy.
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A and B, the pulse duration of the mode-locked laser was set to 
10 ps. The time resolution of the experiment was 15 ps. Figure 35.5 
shows the temporal evolution of the input B pulse signal (lower 
part) applicable to QDinputB and the output signal (upper part) 
from QDoutput. The output signal increases synchronously with the 
input B pulse within less than 100 ps, which agrees with the theo-
retically expected result based on the Yukawa model [9]. As this 
signal rise time is determined by the energy transfer time between 
the QDs, the separation between the QDs can be estimated from 
the rise time as being less than 20 nm; the rise time can be short-
ened to a few picoseconds by decreasing the separation of the 
QDs. Since the decay time of the output signal is limited by the 
exciton lifetime, this nanophotonic AND gate can be operated 
at a few hundred megahertz, and the operating frequency can be 
increased to several gigahertz by exciton quenching using plas-
mon coupling [20]. The output signal ratio between “true” and 
“false” was about 10, which is sufficient for use as an all-optical 
AND gate, and can be increased using a saturable absorber and 
electric field enhancement of the surface plasmon [21].

The advantages of this nanophotonic device are its small size 
and high-density integration capability based on the locality of 
the optical near field. The figure of merit (FOM) of an optical 
AND gate should be more important than the switching speed. 
Here, the FOM is defined as F = C/VtswPsw, where C, V, tsw, and 
Psw are the “true”–“false” (ON–OFF) ratio, volume of the device, 
switching time, and switching energy, respectively. The FOM of 
the nanophotonic AND gate is 10–100 times higher than that of 
conventional photonic gates because its volume and switching 
energy are 10−5 times and 10−3 times those of conventional pho-
tonic gates, respectively.

35.3.2 Nanophotonic NOt Gate

A nanophotonic NOT gate is a key device for realizing a function-
ally complete set of logic gates for nanophotonic systems, and its 

operation is demonstrated in this section using CuCl QDs [22]. 
Figure 35.6 shows a schematic explanation of the nanophotonic 
NOT gate. QDIN and QDOUT correspond to the input and out-
put terminals of the NOT gate, respectively. Assuming a pair 
of QDs with a size ratio of 1 2 1+ <<α α: ( ), the quantized 
energy levels with the set of quantum numbers (2,1,1) in QDIN 
and (1,1,1) in QDOUT are slightly nonresonant with each other. 
The energy from the optical power supply generates an exciton 
in QDOUT. Without the input signal (i.e., the input is “false”), 
the exciton in QDOUT disappears and emits a photon, which is 
observed as an output signal, as shown in Figure 35.6a. That is, 
input = “false” and output = “true.” Conversely, by applying the 
input signal (i.e., the input is “true”), the energy level (2,1,1) in 
QDIN becomes resonant to (1,1,1) in QDOUT due to broadening of 
its line width. This broadening was confirmed experimentally 
for CuCl QDs; anti-holes appear on both sides of the spectral 
hole in the absorption spectrum of CuCl QDs observed in a far-
field hole-burning experiment at 5 K. This experimental result 
shows that the excitation broadens the homogeneous line width 
of QDs, which might arise from shortening of the phase relax-
ation time of the excitons in QDs due to carrier–carrier scatter-
ing. Consequently, the exciton energy in QDOUT is transferred to 
QDIN via an optical near-field interaction [3], which suppresses 
output signal generation (Figure 35.6b, i.e., input = “true” and 
output = “false”). As a result, the temporal behavior of the out-
put signal is the inverse of that of the input signal. By selecting a 
suitable threshold to distinguish “true” and “false,” these behav-
iors are used for a NOT gate.

CuCl QDs embedded in a NaCl matrix were used to verify 
operation of the NOT gate, as CuCl QDs offer discrete energy 
levels similar to the exciton described in Figure 35.6 [6]. The 
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FIGURE 35.5 Temporal evolution of the output signal from the 
nanophotonic AND gate located in the dashed circle in Figure 35.4b. 
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mean size of the QDs was 4.1 nm and the mean distance between 
the QDs was 25 nm. In the experiment, the second harmonics 
of a continuous-wave (CW) Ti:sapphire laser (ħω = 3.2704 eV) 
and a mode-locked Ti:sapphire laser (ħω = 3.2195 eV) were used 
as the optical power supply and input signal pulse, respectively. 
The respective power densities were 1 and 2 W/cm2 at the sample 
surface. Under the excitation condition, fewer than 0.1 excitons 
occurred in a QD. These lasers excited the sample from its back 
and the output signal was observed using a near-field spectrome-
ter in collection mode. The sample temperature was controlled at 
15 K. To find the QD pair acting as a nanophotonic NOT gate, the 
QD positions were mapped by measuring the luminescence dis-
tribution on the sample, which was obtained using a near-field 
spectrometer using He–Cd laser excitation (ħω = 3.81 eV). The 
signal was observed after several QD pairs were selected as can-
didates for nanophotonic NOT-gate operation. Finally, a nano-
photonic NOT gate was found, with the probability of about one 
device per 1 μm2 of scanning area. Figure 35.7a shows the spa-
tial distribution of the optical near-field output-signal intensity 
when an input signal is “false” (i.e., with the optical power supply 
only). Figure 35.7b shows the distribution when the input signal 
is “true.” The insets in this figure are schematic drawings of an 
existing QD pair that function as a NOT gate, which was con-
firmed from the PL spectra. The sizes of the two QDs estimated 
from the wavelengths of their luminescence were 5.0 and 6.3 nm, 
which satisfy the NOT-gate operation condition, as shown in 
Figure 35.6. Note that the photon energy of the optical power 
supply (ħω = 3.2704 eV) is maintained nonresonant to the (1,1,1) 
exciton level in the 5.0 nm QD (ħω = 3.2304 eV) to decrease the 
artifact originating from the laser by using narrowband optical 
filters and observing a clear output signal. Sufficiently low opti-
cal power was supplied to the 5.0 nm QD from neighboring QDs 
[3,23]. The NOT-gated signal appears at the center of the dashed 
circle in Figure 35.7a, from which the size of the device was esti-
mated to be 20 nm. Comparison of Figure 35.7a and b clearly 
demonstrates the operation of a NOT gate.

The dynamic behavior of the NOT gate was observed using 
the time-correlation single-photon counting method. Figure 
35.8 shows the temporal evolution of the output signal. The hori-
zontal dashed line indicates the output signal level without the 

input signal pulses (i.e., the input is “false”). Without the input 
pulses, the signal level is constant, since a CW laser was used as 
the optical power supply. This signal level is defined as “true.” 
With the input pulses, the output signal increases within a time 
period shorter than the time resolution of 20 ps due to the arti-
fact of the input pulses, and it decreases to a level lower than the 
initial level. Here, the signal level lower than the dotted line is 
defined as “false.” Then, the output signal level becomes “false” 
50 ps after the “true” input pulse. The fall time of the output sig-
nal to the minimum level is about 100 ps, which corresponds to 
the energy transfer time between QDs. The “false” output sig-
nal level recovers to the “true” level within 10 ns. The recovery 
time is longer than the exciton lifetime in 6.3 nm CuCl QDs 
(τex ∼ 1 ns) because the energy transfer from the optical power 
supply affects the recovery. That is, the recovery time depends 
on the competition between exciton annihilation via recombina-
tion and exciton creation via energy transfer.

35.3.3 Interconnection with Photonic Devices

An interconnection device needs to be developed to collect the 
incident propagating light and drive the nanophotonic device 
for efficient operation of the system [15,24,25]. Conventional far-
field optical devices, such as convex lenses and concave mirrors, 
cannot be used for this interconnection because of their diffrac-
tion-limited operation. This section demonstrates a novel opti-
cal device, the optical nanofountain, which concentrates optical 
energy in a nanometric region using optical near-field energy 
transfer among QDs. This nanometric optical device enables 
highly efficient interconnection to nanophotonic devices. The 
optical nanofountain is operated using the energy transfer 
between QDs via an optical near-field interaction, as shown 
in Figure 35.1 [9–11]. The unidirectional energy transfer from 
smaller to larger QDs concentrates the optical energy in a nano-
metric region. When different sized QDs with resonant energy 
sublevels are distributed, as shown in Figure 35.9a, energy trans-
fer occurs via the optical near field, as illustrated by the arrows. 
Light incident to the QD array is ultimately concentrated in 
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FIGURE 35.7 The spatial distribution of the output signal from a 
nanophotonic NOT gate measured using near-field microscopy at 
Input = “false” (a) and Input = “true” (b).
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the largest QD. The area of optical energy concentration corre-
sponds to the size of the QD.

The name optical nanofountain was proposed because light 
spurts from the largest QD after it is concentrated by stepwise 
energy transfer from smaller neighboring QDs, so that this 
device looks like a fountain in a basin. From the experimental 
tests of nanophotonic AND-gate operation in Section 35.3.1, the 
concentration efficiency of this device should be close to unity 
because no other possible relaxation paths exist in the system. 
The operation of an optical nanofountain was demonstrated 
using CuCl cubic QDs embedded in a NaCl matrix. The aver-
age QD size was 4.2 nm and the average separation was less than 
20 nm. Although the QDs have an inhomogeneous size distri-
bution and are arranged in the matrix randomly, the operation 
can be confirmed if an appropriate QD group is found using a 
nanometric-resolution near-field spectrometer. For the opera-
tion, the optimum sample temperature T was 40 K. At T < 40 K, 
the resonant condition becomes tight due to narrowing of the 
homogeneous line width of the quantized energy sublevels, while 
at T > 40 K, the unidirectional energy transfer is obstructed by 
the thermal activation of excitons in the QDs. A 325 nm He–Cd 
laser was used as the excitation light source. A double-tapered 
UV fiber probe with an aperture 20 nm in diameter was fabri-
cated using chemical etching and coated with a 150 nm-thick Al 
film to ensure sufficiently high detection sensitivity [12].

Figure 35.9b shows the typical spatial distribution of the PL 
from QDs operating as an optical nanofountain. The bright spot 
inside the dashed circle corresponds to a spurt from an opti-
cal nanofountain, i.e., the focal spot of the nanometric optical 
condensing device. The diameter of the focal spot was less than 
20 nm, which was limited by the spatial resolution of the near-
field spectrometer. From the Rayleigh criterion (i.e., resolution = 
0.61 . λ/NA) [26], its numerical aperture (NA) was estimated to 
be 12 for λ = 385 nm. To demonstrate the detailed operating 
mechanism of the optical nanofountain, we show the size-selec-
tive PL intensity distribution; that is, the photon energy is shown 
in Figure 35.9c. Here, the collected PL photon energy, Ep, was 
3.215 eV ≤ Ep ≤ 3.350 eV, which corresponds to the PL from QDs 
of size 2.5 nm ≤ L ≤ 10 nm. The area scanned by the probe are 

equivalent to those in Figure 35.9b. The PL intensity distribution 
is shown using a gray scale.

This device can also be used as a frequency selector based on 
the resonant frequency of the QDs, which can be applied, for 
example, to frequency domain measurements, multiple optical 
memories, multiple optical signal processing, and frequency 
division multiplexing.

Practical nanophotonic devices for room-temperature opera-
tion are under development using III–V compound semicon-
ductor QDs [27] and ZnO nanorods [28].

35.4 Nanophotonics Fabrication

This section presents the nonadiabatic processes involved in 
optical chemical vapor deposition (CVD) and photolithography. 
These methods have realized qualitative innovation in nano-
fabrications by utilizing the spatially localized nature of optical 
near fields.

35.4.1 Nonadiabatic Near-Field Optical CVD

Conventional optical CVD utilizes a two-step process: photodis-
sociation and adsorption. For photodissociation, a propagating 
light must resonate the reacting molecular gases to excite mol-
ecules from the ground state to an excited electronic state. The 
Franck–Condon principle holds that this resonance is essential 
for excitation. The excited molecules then relax to the dissocia-
tion channel, and the dissociated atoms adsorb to the substrate 
surface. However, a nonadiabatic photodissociation process 
is observed in near-field optical chemical vapor deposition 
(NFO-CVD) under the nonresonant condition of the electronic 
transition, which violates the Franck–Condon principle. This 
section discusses the nonadiabatic NFO-CVD of nanometric 
Zn dots and presents experimental results based on the exciton– 
phonon–polariton (EPP) model.

Figure 35.10 shows the cross-sectional profiles of the shear-
force topographical images after NFO-CVD for photon energies 
of 5.08 eV (λ = 244 nm; broken curve) and 2.54 eV (λ = 488 nm; 
solid curve) of Zn dots deposited on a sapphire substrate in 

(a) (b) 50 nm 50 nm(c)

FIGURE 35.9 Optical nanofountain. (a) Schematic explanation of the optical nanofountain and unidirectional energy transfer. (b) Spatial distri-
bution of the PL intensity in an optical nanofountain. The bright spot surrounded by a dashed circle is the focal spot. (c) Spatial distribution of the 
PL intensity of CuCl QDs for 2.5 nm ≤ L ≤ 10 nm (3.215 eV ≤ Ep ≤ 3.350 eV) for the same area as in (b). The cubes represent the positions estimated 
from the PL intensity distribution.
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atomic-level steps [29]. In the experiment, diethylzinc (DEZn) 
was used as the CVD gas source. For the broken curve, the laser 
power was 1.6 μW and the irradiation time was 60 s. Before car-
rying out NFO-CVD, 0.4 nm-high atomic-level step structures 
were clearly observed on the sapphire substrate. After NFO-
CVD, they disappeared and a deposited Zn dot less than 50 nm 
in diameter was seen at the center of the image. This occurred 
because the optical near field deposited the Zn dot directly under 
the apex of the fiber probe. Furthermore, since high-intensity 
propagating light leaks from a bare fiber probe, that is, one with-
out a metallic coating, and is absorbed by the DEZn, a Zn layer 
was deposited on top of the atomic-step structures.

For the solid curve, the laser power was 150 μW and the irra-
diation time was 75 s. The photon energy (2.54 eV) was higher 
than the dissociation energy of DEZn, but it was still lower 
than the absorption edge of DEZn [30]. Therefore, it was not 
absorbed by DEZn. However, a Zn dot less than 50 nm in diam-
eter appears at the center. While using conventional CVD with 
propagating light, a Zn film cannot be grown using a light source 
with a photon energy lower than the absorption edge (4.13 eV: 
λ = 300 nm) [31]. Deposited Zn dots were observed on the sub-
strate just below the apex of the fiber probe using NFO-CVD. 
The atomic-level steps in this figure are still observed, despite the 
leakage of the propagating light from the bare fiber probe. These 
curves confirm that Zn dots with a full-width at half-maximum 
(FWHM) of 30 nm were deposited in the region where the opti-
cal near field is dominant.

The dashed curve has 4 nm-high tails on both sides of the dot, 
which represent the deposition caused by the leaked propagat-
ing light. This deposition process is based on the conventional 
adiabatic photochemical process. In contrast, the solid curve has 
no tails; therefore, it is clear that the leaked 488 nm propagat-
ing light did not deposit a Zn layer. Note that a Zn dot 30 nm in 
diameter without tails was deposited under nonabsorbed condi-
tions (λ = 488 nm).

Figure 35.11 shows shear-force topographical images of 
the sapphire substrate after NFO-CVD using an optical near 

field with photon energies of 3.81 eV (λ = 325 nm) (a), 2.54 eV 
(λ  =  488 nm) (b), and 1.81 eV (λ = 684 nm) (c). The respective 
laser power and irradiation time were (a) 2.3 μW and 60 s, (b) 
360 μW and 180 s, and (c) 1 mW and 180 s. The high quality of 
the deposited Zn was confirmed by x-ray photoelectron spec-
troscopy. Furthermore, PL was observed from ZnO dots, which 
were fabricated by oxidizing the Zn dots deposited by NFO-
CVD [8]. In Figure 35.11a, the photon energy (ħω) exceeds the 
dissociation energy (Ed) of DEZn, and is close to the absorption 
band edge (Eabs) of DEZn, i.e., ħω > Ed and ħω ≅ Eabs [30]. The 
diameter (FWHM) and height of the topographical image were 
45 and 26 nm, respectively. The small tail (shown by the dotted 
curve) represents a Zn layer less than 2 nm thick, and was depos-
ited by the propagating light leaking from the bare fiber probe. 
This deposition is possible because the DEZn absorbs some of 
the propagating light at ħω = 3.18 eV. The very high peak sug-
gests that the optical near field enhances the photodissociation 
rate at this photon energy because its intensity increases rapidly 
at the apex of the fiber probe. In Figure 35.11b, the photon energy 
still exceeds the dissociation energy of DEZn, but is lower than 
the absorption band edge of DEZn, i.e., Eabs > ħω > Ed [30]. The 
diameter and height of the image were 50 and 24 nm, respec-
tively. This image has no tail because Zn was not deposited by 
the high-intensity propagating light leaking from the bare fiber 
probe. This confirmed that the photodissociation of DEZn and 
Zn deposition occurred only with an optical near field of ħω = 
2.54 eV. Figure 35.11c represents the cases ħω < Ed and ħω < Eabs. 
Zn dots were deposited successfully at these low photon energies. 
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FIGURE 35.11 Shear-force topographical images after NFO-CVD at 
wavelengths of λ = 325 nm (a), 488 nm (b), and 684 nm (c). The laser 
output power and irradiation time for deposition were 2.3 μW and 60 s 
(a), 360 μW and 180 s (b), and 1 mW and 180 s (c), respectively.
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The topographical image showed dots with a diameter of 40 nm 
and a height of 2.5 nm. The experimental results in Figure 35.11 
demonstrate dissociation based on a nonadiabatic photochemi-
cal process that violates the Franck–Condon principle.

To discuss this novel dissociation process quantitatively, 
Figure 35.12 shows the relationship between the photon flux (I) 
and the deposition rate of Zn (R). For ħω = 3.81 eV (▲), R is pro-
portional to I. For ħω = 2.54 eV (■) and 1.81 eV (●), higher order 
dependencies appear and R is fitted by the third-order function 
R = aħωI + bħωI2 + cħωI3. The respective values of aħω, bħω, and 
cħω are a3.81 = 5.0 × 10−6, b3.81 = 0, and c3.81 = 0 for ħω = 3.81 eV, 
a2.54 = 4.1 × 10−12, b2.54 = 2.1 × 10−27, and c2.54 = 1.5 × 10−42 for 
ħω = 2.54 eV, and a1.81 = 0, b1.81 = 4.2 × 10−29, and c1.81 = 3.0 × 10−44 
for ħω = 1.81 eV. The results of fitting are shown with the solid, 
dashed, and dotted curves in Figure 35.12. Since no conventional 
photochemical processes, for example, the Raman process and 
two-photon absorption, can explain these experimental results, 
the discussion below uses a unique theoretical model based on 
the discussion in Ref. [32].

Figure 35.13 shows the potential curves of an electron in a 
DEZn molecular orbital drawn as a function of the internuclear 
distance of the C–Zn bond, which is involved in photodissocia-
tion [30]. The relevant energy levels of the molecular vibration 
mode are indicated by the horizontal broken lines in each poten-
tial curve. When a propagating light is used, photo-absorption 
(indicated by the white arrow) triggers the dissociation of DEZn 
[33]. With an optical near field nonresonant to the electronic 
state, there are three possible origins of photodissociation [34]: 
(1) the multiple-photon absorption process; (2) a multiple-step 
transition process via the intermediate energy level induced by 
the fiber probe; and (3) multiple-step transition via an excited 
state of the molecular vibration mode. Case (1) is negligible 
because the optical power density was less than 10 kW/cm2. 

Case (2) is also negligible because the DEZn was dissociated by 
ultraviolet–near-infrared light, although DEZn does not have 
relevant energy levels over such a broad wavelength region. As 
a result, the experimental results strongly support Case (3). That 
is, the photodissociation is caused by a transition to an excited 
state via a molecular vibration mode, which involves three mul-
tiple-step excitation processes, as shown in Figure 35.13. Since 
the system is strongly coupled with the vibration state, it must be 
considered a nonadiabatic system.

For this consideration, an exciton–phonon polariton (EPP) 
model was presented in Ref. [32]. The EPP model holds that the 
optical near fields excite the molecular vibration mode due to 
the steep spatial gradient. Since the optical near-field energy 
distribution is spatially inhomogeneous in a molecule due to its 
gradient, the electrons respond inhomogeneously. As a result, 
the molecular vibration modes are excited because the molecu-
lar orbital changes and the molecule is polarized as a result of 
the inhomogeneous response of the electrons. The EPP model 
describes this excitation process quantitatively. The EPP is a qua-
siparticle, which is an exciton–polariton carrying the phonon 
(lattice vibration) generated by the steep spatial gradient of the 
optical field energy distribution. In contrast, since the propagat-
ing light energy distribution is homogeneous in a molecule, only 
the electrons in the molecule respond to the electric field of the 
propagating light. Therefore, the propagating light cannot excite 
the molecular vibration.

Zinc-bis(acetylacetonate) (Zn(acac)2) has never been used for 
conventional optical CVD due to its low optical activity. With 
NFO-CVD, however, the optical near field can activate the mol-
ecule nonadiabatically and the dissociated Zn atom is adsorbed 
under the fiber probe. Figure 35.14a shows a shear-force topo-
graphical image of Zn deposited on a sapphire substrate. The 
laser power and irradiation time were 1 mW and 15 s, respec-
tively. The Zn dot was 70 nm in diameter and 24 nm high [35,36]. 
The chemical stability of Zn(acac)2 keeps the substrate surface 
clean and helps to fabricate an isolated nanostructure. Figure 
35.14b shows the shear-force topographical image of a depos-
ited Zn dot that is among the smallest ever fabricated using 
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NFO-CVD (5 nm in diameter and 0.3 nm high). The deposition 
conditions consisted of Zn(acac)2 at a pressure of 70 mTorr in the 
CVD chamber and a laser wavelength, power, and irradiation 
time of 457 nm, 65 μW, and 30 s, respectively.

35.4.2  Nonadiabatic Near-Field 
Photolithography

Section 35.4.1 reviewed a unique nonadiabatic photochemical 
reaction, which was explained using the EPP model. According 
to this model, the nonadiabatic photochemical reaction can be 
considered a universal phenomenon and is applicable to several 
photochemical processes. This section reviews the application of 
the nonadiabatic photochemical reaction to photolithography, 
which can be called nonadiabatic photolithography [36,37]. For 
the mass production of photonic and electronic devices, non-
adiabatic photolithography can be used because conventional 
photolithographic components can be applied to this system.

The wave properties of propagating light cause problems 
for high-resolution photolithography due to diffraction and 
the dependence on the coherency and polarization of the light 
source. To fabricate high-density corrugations, the optical 
coherent length is too long compared to the separation between 
adjacent corrugation elements, even when a Hg lamp is used. 
In addition, the absorption by the photoresist is insufficient 
to suppress interference of scattered light. Furthermore, since 
the intensity of the propagating light transmitted through a 

photomask strongly depends on its polarization, the photomask 
must be designed while considering these dependences. In con-
trast, the outstanding advantage of nonadiabatic photolithogra-
phy is that it is free from these problems.

Figure 35.15a shows a schematic configuration of the photo-
mask and the Si substrate on which the photoresist (OFPR-800: 
Tokyo-Ohka Kogyo) was spin-coated. They were used in con-
tact mode. Figure 35.15b and c shows atomic force microscopy 
(AFM) images of the photoresist surface after development. 
Figure 35.15b shows the result obtained using conventional pho-
tolithography. The g-line (436 nm) from a Hg lamp was used as 
the light source. The fabricated pattern of corrugation was an 
exact replica of the photomask. Conversely, with nonadiabatic 
photolithography using a 672 nm-wavelength light source, the 
grooves on the photoresist appeared along the edges of the Cr 
mask pattern, as shown in Figure 35.15c. The corrugated pattern 
was 30 nm deep. The line width was 150 nm, which was narrower 
than the wavelength of the light source. On the photomask, a 
steep spatial gradient of optical energy distribution is expected 
due to optical near fields, while direct irradiation with 672 nm 
light cannot expose the photoresist. This demonstrated that the 
photoresist was patterned using a nonadiabatic process.

Figure 35.16 shows AFM images of another photoresist sur-
face (TDMR-AR87 for the 365 nm-wavelength i-line from a Hg 
lamp: Tokyo-Ohka Kogyo) after development. Figure 35.16a 
shows the corrugated pattern fabricated using linearly polar-
ized g-line light. Two-dimensional arrays of circles and T-shapes 
have also been fabricated successfully on this photoresist 
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FIGURE 35.14 Shear-force topographical images after NFO-CVD 
using Zn(acac)2 with a 457 nm-wavelength light source. (a) A deposited 
Zn dot with a diameter of 70 nm and height of 24 nm. (b) A deposited Zn 
with a diameter of 5 nm and height of 0.3 nm.
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FIGURE 35.15 Experimental results of nonadiabatic photolithogra-
phy. (a) A schematic of the photomask and Si substrate on which the 
photoresist (OFPR-800) was spin-coated. (b) Atomic force microscopy 
images of photoresist OFPR-800 exposed to the g-line of a Hg lamp. 
(c) AFM images of photoresist OFPR-800 developed after a 4 h exposure 
with a 672 nm laser.
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(see Figure 35.16b and c). This would be impossible using adia-
batic photolithography due to its polarization-dependent nature 
and interference effects.

An optically inactive electron beam (EB) resist film (ZEP-
520: ZEON) can also be patterned nonadiabatically. Figure 35.17 
shows an AFM image of the developed EB resist surfaces. The 
light source was the third harmonic of a Q-switched Nd:YAG 
laser and the exposure time was 5 min. A two-dimensional array 
of 1 μm-diameter disks was fabricated successfully, even on the 
EB resist, which would be impossible using propagating light. 
The developed pattern had a depth of 70 nm, which is sufficient 
for the subsequent etching of the substrate. Since the EB resist 
film has an extremely smooth surface, the homogeneity in the 
contact with the photomask was improved. This suggests that a 
smooth organic or inorganic thin film can be used as a photore-
sist irrespective of its optical inactivity.

35.5 Summary

After nanophotonics was proposed by M. Ohtsu in 1993 [38], 
it now exists as a novel field of optical technology in nanomet-
ric space. However, the name “nanophotonics” is occasionally 
used for photonic crystals [39], plasmonics [40], metamaterials 
[41,42], silicon photonics [43], and QD lasers [44] using con-
ventional propagating lights. For example, plasmonics utilizes 
the resonant enhancement of the light in a metal by exciting 
free electrons. The letters “on” in the word “plasmon” represent 
the quanta, or the quantum mechanical picture of the plasma 
oscillation of free electrons in a metal. However, plasmonics 
utilizes the classical wave optical picture using conventional 
terminology, such as the refractive index, wave number, and 
guided mode. Even when a metal is irradiated with light that 
obeys the laws of quantum mechanics, the quantum mechani-
cal property is lost because the light is converted into the 
plasma oscillation of electrons, which has a short phase 
relaxation time. Furthermore, the energy transferred via this 
interaction must be dissipated in the nanometric particles or 
adjacent macroscopic materials to fix the position and mag-
nitude of the transferred energy. Since plasmonics does not 
deal with this local dissipation of energy, it is irrelevant for 
quantitative innovation by breaking the diffraction limit, or 
for qualitative innovation. Local energy transfer and its subse-
quent dissipation have become possible only in nanophotonics 
by using optical near fields [45,46].

Here, we should consider the stern warning by C. Shannon 
on the casual use of the term “information theory,” which was 
a trend in the study of information theory during the 1950s 
[47]. The term “nanophotonics” has been used in a similar way, 
although some work in “nanophotonics” is not based on optical 
near-field interactions. For the true development of nanopho-
tonics, one needs deep physical insights into the virtual exciton–
polariton and the nanometric subsystem composed of electrons 
and photons.

(b) (c)1000 nm 1000 nm 1000 nm(a)

FIGURE 35.16 Experimental results of nonadiabatic photolithography. (a) AFM images of photoresist TDMR-AR87 exposed to the linearly 
polarized g-line of a Hg lamp for 3 s. (b) AFM images of photoresist TDMR-AR87 exposed to the linearly polarized g-line of a Hg lamp for 10 s 
using a circle-shaped array photomask. (c) AFM images of photoresist OTDMR-AR87 developed after a 40 s exposure to the g-line of a Hg lamp 
using a T-shaped array photomask.

1000 nm

FIGURE 35.17 AFM image of the surface of an electron beam resist 
exposed for 5 min using a Q-switched laser (355 nm) and a circle-shaped 
(1 μm diameter) array photomask.
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36.1 Introduction

Systems of optically coupled quantum structures should be 
applicable to quantum information processing (Bayer et al. 2001, 
Stinaff et al. 2006). Additional functional devices, i.e., nano-
photonic devices (Ohtsu et al. 2002, Kawazoe et al. 2003, 2005, 
2006), can be realized by controlling the exciton excitation in 
quantum dots (QDs) and quantum-well structures (QWs). This 
chapter reviews the recent achievements with nanophotonic 
devices based on colloidal QDs (Section 36.2) and nanorod QWs 
(Section 36.3).

36.2  Nanophotonic Devices 
Based on Quantum Dots

36.2.1  Discrete Energy Levels in 
Spherical Quantum Dots

The translational motion of the exciton center of mass is quan-
tized in nanoscale semiconductors when the size is decreased 
so that it is as small as an exciton Bohr radius. If the QDs are 
assumed to be spheres with radius R, with the following potential
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the quantized energy levels are given by a spherical Bessel func-
tion as
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Figure 36.1 shows the lth order of the spherical Bessel function. 
Note that an odd quantum number of l has an odd function and 
it is a dipole-forbidden energy state. To satisfy the boundary 
conditions as

 R R A jnl nl l n l( ) ( ),= =ρ 0  (36.3)

the quantized energy levels are calculated using
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where πξn,l = ρn,l is the nth root of the spherical Bessel 
 function of the lth order. The principal quantum number n 
and the  angular momentum quantum number l take values 
n = 1, 2, 3,…, and l = 0, 1, 2,…, respectively. ξn,l takes values 
ξ1,0 = 1, ξ1,1 = 1.43, ξ1,2 = 1.83, ξ2,0 = 2, and so on (see Table 36.1) 
(Sakakura and Masumoto 1997).

Figure 36.2 show schematic drawings of different-sized spher-
ical QDs (X and Y) and confined exciton energy levels. Here, R 
and 1.43R are the radii of spherical QDs X and Y, respectively. 
According to Equation 36.4, the quantized exciton energy lev-
els of E(1,0) in QD X and E(1,1) in QD Y resonate with each 
other. Although the energy state E(1,1) is a dipole-forbidden 
state, the optical near-field interaction is finite for such coupling 
to the forbidden energy state (Kobayashi et al. 2000). In addition, 
the intersublevel transition, τsub, from higher exciton energy lev-
els to the lowest one, is generally less than a few picoseconds and 
is much shorter than the transition time due to optical near-field 
coupling (τET) (Suzuki et al. 1996). Therefore, most of the energy 
of the exciton in a QD X with radius R transfers to the lowest 
exciton energy level in the neighboring QD Y with a radius of 
1.43R and recombines radiatively at the lowest level. In this man-
ner, unidirectional energy flow is achieved. 
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36.2.2  the Observation of Dissipated Optical 
Energy transfer between CdSe QDs

To evaluate the energy transfer and the energy dissipation, we 
used CdSe/ZnS core–shell QDs from Evident Technologies. As 
described in Section 36.2.1, assuming that the respective diam-
eters, D, of the QDa1 and QDa2 were 2.8 and 4.1 nm, the ground 
energy level in the QDa1 and the excited energy level in the 
QDa2 resonate (Trallero-Giner et al. 1998). A solution of QDsa1 
(D = 2.8 nm) and QDsa2 (D = 4.1 nm) in 1-feniloctane at a density 

of 1.0 mg/mL was dropped on mica substrate (see Figure 36.3a), 
such that areas A and C consisted of QDsa1 and QDsa2, respec-
tively, while there were both QDsa1 and QDsa2 in area B. Using 
transmission electron microscopy (TEM), we confirmed the 
mean center-to-center distance of each QD was maintained at 
about less than 10 nm in all areas, due to the 2 nm-thick ZnS 
shell and surrounding ligands (2 nm-length long chain amine) 
of the QDs (Figure 36.3b).

In the following experiments, the light source used was the 
third harmonic of a mode-locked Ti:sapphire laser (wavelength 
306 nm, frequency 80 MHz, and pulse duration 2 ps). The incident 
power of the laser was 0.6 mW and the spot size was 1 × 10−3 cm2. 
The density of QDs was less than 3.5 × 1012 cm−2 and the quantum 
yield of CdSe/ZnS QD was 0.5. Under these conditions, the prob-
ability of exciton generation by one laser pulse in each QD was 
calculated to be 1.6 × 10−2. Therefore, we assumed single-exciton 
dynamics in the following experiments.

The energy transfer was confirmed using micro-photolumi-
nescence (PL) spectroscopy. Temperature-dependent micro-PL 
spectra were obtained. In the spectral profile of the PL emitted 
from area A, we found a single peak which originated from the 
ground state of QDa1 at a wavelength of λ = 540 nm, from room 
temperature to 30 K (broken line in Figure 36.4). From area C, 
the single peak, which originated from the ground state of QDa2, 
was found at λ = 600 nm (dotted line in Figure 36.4). By contrast, 
area B had two peaks at room temperature, as shown by solid 
line in Figure 36.4. This figure also shows that the PL intensity 
peak at λ = 540 nm decreased relative to that of at λ = 600 nm 
on decreasing the temperature. This relative decrease in the PL 
intensity originated from the energy transfer from the ground 
state in the QDa1 to the excited state in the QDa2 and the sub-
sequent rapid dissipation to the ground state in the QDa2. This 
is because the coupling between the resonant energy levels 
becomes stronger due to the increase in the exciton decay time 
on decreasing the temperature (Itoh et al. 1990). Furthermore, 
although nanophotonic device operation using CuCl quantum 
cubes (Kawazoe et al. 2003, 2005, 2006) and ZnO quantum wells 
(Yatsui et al. 2007) has been reported at 15 K, we observed the 
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FIGURE 36.2 Schematic drawings of different-sized spherical QDs 
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TABLE 36.1 Calculated ξn,l to Satisfy the Condition 
of jl(πξn,l) = 0

l = 0 l = 1 l = 2 l = 3 l = 4 •

n = 1 1 1.43 1.83 2.22 2.61 •

n = 2 2 2.46 2.90 3.31 • •

n = 3 3 • • • • •

• • • • • • •
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decrease in the PL intensity at λ  =  540 nm at temperatures as 
high as 130 K, which is advantageous for the high-temperature 
operation of nanophotonic devices.

To confirm this energy transfer from QDa1 to QDa2 at the tem-
perature under 130 K, we evaluated the dynamic property of the 
energy transfer using time-resolved spectroscopy with the time 
correlation single photon counting method. Circles Aa1, squares 

Ba1, and triangles Ba2 in Figure 36.5a represent the respective 
time-resolved micro-PL intensities (60 K) from ground energy 
level in QDa1 (D = 2.8 nm) in area A, QDa1 (D = 2.8 nm) in area 
B, and QDa2 (D = 4.1 nm) in area B. The peak intensities at t = 0 
were normalized to unity. Note that Ba2 decreases faster than 
Aa1, although these signals were generated from QDs of the 
same size. In addition, although the exciton lifetime decreases 
on increasing the QD size, owing to the increased oscillator 
strength, Ba2 decreased more slowly than Aa1 over the range 
t < 0.2 ns (see the inset of Figure 36.5a). Furthermore, as we did 
not see any peak in the power spectra of Aa1, Ba1, and Ba2, we 
believe that the temporal signal changes originated from the 
optical near-field energy transfer and subsequent dissipation. 
Since the QDsa1 in area B were near QDsa2 whose excited energy 
level resonates with the ground energy level of the QDa1 (see 
Figure 36.5b), near-field coupling between the resonant lev-
els resulted in the energy transfer from the QDa1 to the QDa2 
and the consequent faster decrease in the excitons of the QDa1 
in area B compared with area A. Furthermore, as a result of 
inflow of the carriers from the QDa1 to the QDa2, the PL inten-
sity from the QDa2 near the QDa1 decayed more slowly than that 
of the QDa1.

For comparison, we also obtained time-resolved PL pro-
files of different pairs of CdSe/ZnS QDs. Their diameters were 
D = 2.8 nm (QDa1) and 3.2 nm (QDb1), which means that their 
energy levels did not resonant with each other. Figure 36.6a 
shows a schematic image of a sample named area D, where QDsa1 
and QDsb1 are mixed with a mean center-to-center distance of 
less than 10 nm. Circles Aa1 and diamonds Da1 in Figure 36.6b 
show the time-resolved PL intensity (30 K) from the ground 
energy level in QDsa1 from areas A and D, respectively. There 
is no difference in the decay profile. This indicates that the 
excited carriers in QDsa1 did not couple with QDsb1 due to their 
off-resonance and, consequently, no energy was transferred 
(Figure 36.6c). This supports the postulate that Figures 36.4 and 
36.5 demonstrate energy transfer and subsequent dissipation 
due to near-field coupling between the resonant energy levels of 
the QDsa1 and QDsa2.
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FIGURE 36.3 (a) Schematic images of CdSe QDs dispersed substrate. Areas A, B, and C are covered by QDsa1, both QDsa1 and QDsa2, and QDsa2, 
respectively. (b) TEM image of dispersed CdSe/ZnS core–shell QDs in area B.
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To discuss the exciton energy transfer from QDa1 to QDa2 
quantitatively, we investigated the exciton dynamics by fitting 
multiple exponential decay curve functions to curves Aa1, Ba1, 
and Ba2 (Bawendi et al. 1992, Crooker et al. 2003):
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We used double exponential decay for Aa1 and Ba2 (Equations 36.5 
and 36.7), which corresponds to the non-radiative lifetime (fast 
decay: τS1 and τL1) and radiative lifetime of free-carrier recombina-
tions (slow decay: τS2 and τL2). Given the imperfect homogeneous 

distribution of the QDsa1 in area B, some QDsa1 lack energy trans-
fer routes to QDa2. However, we introduced the mean energy 
transfer time τt from QDsa1 and QDsa2 in Equation 36.6. In these 
equations, we neglected the energy dissipation time of about 1 ps 
(Guyot-Sionnest et al. 1999) because that is much smaller than 
exciton lifetimes and energy transfer time. Figure 36.7 shows 
the best-fitted numerical results and experimental data. Here, 
we used exciton lifetimes of τS2 = 2.10 ns and τL2 = 1.79 ns. The 
mean energy transfer time was τt = 135 ps, which is comparable 
with the observed energy transfer time (130 ps) in CuCl quantum 
cubes (Kawazoe et al. 2003) and ZnO QWs (Yatsui et al. 2007). 
Furthermore, the relation τt < τS2 agrees with the assumption that 
most of the excited excitons in QDsa1 transfer to excited exciton 
energy level in a QDa2 before being emitted from QDa1.

36.2.3  Controlling the Energy transfer 
between Near-Field Optically 
Coupled ZnO QDs

ZnO is a promising material for room-temperature operation of a 
nanophotonic device because of its large exciton binding energy 
(Ohtomo et al. 2000, Huang et al. 2001, Sun et al. 2002). Here, we 
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used chemically synthesized ZnO QD to realize a highly inte-
grated nanophotonic device. We observed the energy transfer 
from smaller ZnO QDs to larger QDs with mutually resonant 
energy levels. The energy transfer time and energy transfer ratio 
between the two QDs were also calculated from the experimen-
tal results (Yatsui et al. 2008).

ZnO QDs were prepared using the sol-gel method (Spanhel 
and Anderson 1991, Meulenkamp 1998).

 1. A sample of 1.10 g (5 mmol) of Zn(Ac)2
 . 2H2O was dis-

solved in 50 mL of boiling ethanol at atmospheric pres-
sure, and the solution was then immediately cooled to 0°C. 
A sample of 0.29 g (7 mmol) of LiOH . H2O was dissolved 
in 50 mL of ethanol at room temperature in an ultrasonic 
bath and cooled to 0°C. The hydroxide- containing solu-
tion was then added dropwise to the Zn(Ac)2 suspen-
sion with vigorous stirring at 0°C. The reaction mixture 
became transparent after approximately 0.1 g of LiOH had 
been added. The ZnO sol was stored at 0°C to prevent par-
ticle growth.

 2. A mixed solution of hexane and heptane, with a volume 
ratio of 3:2, was used to remove the reaction products 
(LiAc and H2O) from the ZnO sol.

 3. To initiate the particle growth, the ZnO solution was 
warmed to room temperature. The mean diameter of ZnO 
QD was determined from the growth time, Tg.

Figure 36.8a shows a TEM image of synthesized ZnO dots after 
the second step. Dark areas correspond to the ZnO QD. This 
image suggested that monodispersed single crystalline particles 
were obtained.

To check the optical properties and diameters of our ZnO 
QD, we measured the photoluminescence (PL) spectra using 
He–Cd laser (λ = 325 nm) excitation at 5 K. We compared the 
PL spectra of ZnO QD with Tg = 0 and 42 h (solid and dashed 
curves in Figure 36.8b, respectively). A redshifted PL spectrum 
was obtained, indicating an increase in the QD diameter. Figure 
36.8c shows the growth time dependence of the QD diameter. 
This was determined from the effective mass model, with peak 
energy in the PL spectra, Eg

bulk eV= 3 35. , me  = 0.28, mh = 1.8, 
and ε = 3.7 (Brus 1984). This result indicated that the diameter 
growth rate at room temperature was 1.1 nm/day.

Assuming that the diameters, D, of the QDS and the QDL 
were 3.0 and 4.5 nm, respectively, ES1 in the QDS and EL2 in the 
QDL resonated (Figure 36.9a). An ethanol solution of QDS and 
QDL was dropped onto a sapphire substrate. The mean surface-
to-surface separation of the QD was approximately 3 nm.

The spectra S and L in Figure 36.9b correspond to the QDS 
and the QDL, with spectral peaks of 3.60 and 3.44 eV, respec-
tively. The curve A in Figure 36.9b shows the spectrum from the 
QDS and QDL mixture with R = 1, where R is the ratio (number 
of QDS)/(number of QDL). The spectral peak of 3.60 eV, which 
corresponded to the PL from the QDS, was absent from this 
curve. This peak was thought to have disappeared due to energy 
transfer from the QDS to the QDL, because the first excited 
state of the QDL resonated with the ground state of the QDS. 
Our hypothesis was supported by the observation that when R 
was increase by eightfold, the spectral peak from the QDS reap-
peared (see spectrum C in Figure 36.9b).

To confirm this energy transfer from the QDS to the QDL at 
5 K, we evaluated dynamic effects using time-resolved spectros-
copy with the time-correlated single photon counting method. 
The light source used was the third harmonic of a mode-locked 
Ti:sapphire laser (photon energy 4.05 eV, frequency 80 MHz, 
and pulse duration 2 ps). We compared the signals from mixed 
samples with ratios R = 2, 1, and 0.5. The curves TA (R = 2), 
TB (R = 1), and TC (R = 0.5) in Figure 36.10 show the respective 
time-resolved PL intensities from the ground state of the QDS 
(ES1) at 3.60 eV. We investigated the exciton dynamics quanti-
tatively by fitting multiple exponential decay curve functions 
(Bawendi et al. 1992, Crooker et al. 2003):
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We obtained average τ1 and τ2 values of 144 ps and 443 ps, 
respectively (see Table 36.2). Given the disappearance of the 
spectral peak at 3.60 eV in the PL spectra, it is likely that these 
values corresponded to the energy transfer time from the 
QDS to the QDL and the radiative decay time from the QDS, 
respectively. This hypothesis was supported by the observation 
that the average value of τ1 (144 ps) was comparable with the 
observed energy transfer time in CuCl quantum cubes (130 ps) 
(Kawazoe et al. 2003).
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FIGURE 36.7 Experimental results (circles, squares and trian-
gles) and fitting curves (broken, solid, and short broken lines) using 
Equations 36.5 through 36.7 for the PL intensity profiles. The fitting 
parameters are RS1 = 0.560, τS1 = 2.95 × 10−10, RS2 = 0.329, τS2 = 2.10 × 10−9, 
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We also investigated the value of coefficient ratio A1/A2 (see 
Table 36.2); this ratio was inversely proportional to R, hence pro-
portional to the number of QDL. This result indicated that an 
excess QDL caused energy transfer from QDS to QDL, instead 
of direct emission from the QDS.

We observed the dynamic properties of exciton energy trans-
fer and dissipation between ZnO QD via an optical near-field 
interaction, using time-resolved PL spectroscopy. Furthermore, 
we successfully increased the energy transfer ratio between the 
resonant energy state, instead of the radiative decay from the 
QD. Chemically synthesized nanocrystals, both semiconductor 
QD and metallic nanocrystals (Brust and Kiely 2002), are prom-
ising nanophotonic device candidates, because they have uni-
form sizes, controlled shapes, defined chemical compositions, 
and tunable surface chemical functionalities.

36.3  Nanophotonic aND-Gate Device 
Using ZnO Nanorod Double-
Quantum-Well Structures

ZnO/ZnMgO nanorod heterostructures have been fabricated 
and the quantum confinement effect has been observed from 
single QW structures (Park et al. 2003, 2004). In this section, we 
review the time-resolved near-field spectroscopy to demonstrate 
the switching dynamics that result from controlling the optical 
near-field energy transfer in ZnO nanorod double-quantum-
well structures (DQWs). We observed nutation of the population 
between the resonantly coupled exciton states of DQWs, where 
the coupling strength of the near-field interaction decreased 
exponentially as the separation increased (Yatsui et al. 2007).

To evaluate the energy transfer, three samples were pre-
pared (Figure 36.11a): (1) Single-quantum-well structures 
(SQWs) with a well-layer thickness of Lw = 2.0 nm (SQWs), 
(2) DQWs with Lw = 3.5 nm with 6 nm separation (1-DQWs), 
and (3) three pairs of DQWs with Lw = 2.0 nm with different 
separations (3, 6, and 10 nm), where each DQW was separated 
by 30 nm (3-DQWs). ZnO/ZnMgO quantum-well structures 
(QWs) were fabricated on the ends of ZnO nanorods with a 
mean diameter of 80 nm using catalyst-free metalorganic 
vapor phase epitaxy (Park et al. 2002). The average concentra-
tion of Mg in the ZnMgO layers used in this study was deter-
mined to be 20 atm %.

The far-field PL spectra were obtained using a He–Cd laser 
(λ = 325 nm) before detection using near-field spectroscopy. 
The emission signal was collected with an achromatic lens 
(f = 50 mm). The near-field photoluminescence (NFPL) spectra 
were obtained using a He–Cd laser (λ = 325 nm), collected with 
a fiber probe with an aperture diameter of 30 nm, and detected 
using a cooled charge-coupled device through a monochroma-
tor. Blueshifted PL peaks were observed at 3.499 (IS), 3.429 (I1D), 
and 3.467 (I3D) eV in the far- and near-field PL spectra (Figure 
36.12a). These peaks originated from the respective ZnO QWs 
because their energies are comparable to the predicted ZnO 
well-layer thicknesses of 1.7 (IS), 3.4 (I1D), and 2.2 (I3D) nm, 
respectively, calculated using the finite square-well potential 
of the quantum confinement effect in ZnO SQWs (see Figure 
36.12b) (Park et al. 2004).

To confirm the near-field energy transfer between QWs, we 
compared the time-resolved near-field PL (TRNFPL) signals at 
the IS, I1D, and I3D peaks. For the time-resolved near-field spec-
troscopy, the signal was collected using a micro-channel plate 
through a band-pass filter with 1 nm spectral width. Figure 36.13 
shows the typical TRNFPL of SQWs (TRS), 1-DQWs (TR1D), and 
3-DQWs (TR3D).

We calculate the exciton dynamics using quantum 
mechanical density-matrix formalism (Coffey and Friedberg 
1978, Kobayashi et al. 2005), where the Lindblad-type dissi-
pation is assumed for the relaxation due to exciton–photon 
and  exciton–phonon couplings:

PL
 in

te
ns

ity
 (a

.u
.)

0 1 1.50.5

TA

τ1

τ2

TB

TC

Time (ns)

FIGURE 36.10 Time-resolved PL spectra observed at 5 K. The values 
of R were 2, 1, and 0.5 for curves TA, TB, and TC, respectively.

TABLE 36.2 Dependence of the Time 
Constants (τ1 and τ2) on R as Derived from the 
Two Exponential Fits of the Time-Resolved PL 
Signals and the Coefficient Ratio A1/A2

R = QDS/QDL τ1 (ps) τ2 (ps) A1/A2

2 133 490 12.4
1 140 430 13.7
0.5 160 410 14.4
Average 144 443
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where
ρ is the density operator
H is the Hamiltonian in the considered system
An

† and An are creation and annihilation operators for an 
exciton energy level labeled n

γn is the photon or phonon relaxation constant for the energy 
level

The exciton population is calculated using matrix elements for 
all exciton states in the system considered. First, we apply the 

calculation to a three-level system of SQWs (Figure 36.14a), 
where the continuum state ħΩC is initially excited using a 10 ps 
laser pulse. Then, the initial exciton population in ZnO QWs is 
created in ħΩ1S, where the energy transfer from ħΩC to ħΩ1S is 
expressed phenomenologically as a Gaussian input signal with a 
temporal width of 2σ1S (an incoherent excitation term is added 
in Equation 36.9), because non-radiative relaxation paths via 
exciton–phonon coupling make a dephased input signal, statis-
tically. Finally, an exciton carrier relaxes due to the electron–
hole recombination with relaxation constant γ1S. Figure 36.14b 
shows a numerical result and experimental data. Here, we used 
2σ1S = 100 ps, and γ1S was evaluated as 460 ps.

A similar calculation was applied for DQWs. We used two 
three-level systems, coupled via an optical near-field with a 
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coupling strength of U12 (Figure 36.14c). Figure 36.14d shows 
the numerical results for the exciton population in QWs1 and 
the experimental data. Here 2σ1D and 2σ2D were set at 200 ps, 
which is twice the value for SQWs, because the relaxation 
paths extend the barrier energy state in the two quantum wells 
(QWs). γ1D and γ2D are evaluated as 200 ps. We believe that the 
faster relaxation for DQWs compared with SQWs reflects the 
lifetime of the coupled states mediated by the optical near-
field. Furthermore, the characteristic behavior that results 
from near-field coupling appears as the oscillatory decay in 
Figure 36.14d. This indicates that the timescale of the near-
field coupling is shorter than the decoherence time, and that 
coherent coupled states, such as symmetric and antisymmet-
ric states (Sangu et al. 2004), determine the system dynamics. 
Furthermore, nutation never appears unless unbalanced ini-
tial exciton populations are prepared for ħΩ1D and ħΩ2D. In the 
far-field excitation, only the symmetric state is excited because 
the antisymmetric state is dipole-inactive. Then, the exciton 
populations of the two quantum wells are equal and they have 
the same decay rate. By contrast, in the near-field excitation, 
both the symmetric and antisymmetric states are excited due 
to the presence of a near-field probe. Since the symmetric and 
antisymmetric states have different eigenenergies, the inter-
ference of these states generates a detectable beat signal. The 
unbalanced excitation rate is given by A1/A2 = 10 here. From 
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the period of nutation, the strength of the near-field coupling is 
estimated to be U12 = 7.7 ns−1 (= 4.9 μeV).

We evaluated nutation frequencies using Fourier analysis. 
In Figure 36.15a, the power spectral density of SQWs (PSS) 
does not exhibit any peaks, indicating a monotonic decrease. 
By contrast, the power spectral density of 1-DQWs (PS1D) had 
a strong peak at a frequency of 2.6 ns−1. Furthermore, that 
of 3-DQWs (PS3D) had three peaks at 1.9, 4.7, and 7.1 ns−1. 
Since, the degree of the coupling strength, which is propor-
tional to the frequency of the nutation, increases as the sep-
aration decreases, the three peaks correspond to the signals 
from DQWs with separations of 10, 6, and 3 nm, respectively. 
Since the coupling strength ħU [eV] is given by ħπf ( f: nuta-
tion frequency), ħU is estimated as 4.0, 9.9, and 14.2 μeV for 
DQWs with respective separations of 10, 6, and 3 nm. These 
values are comparable to that estimated above (U12 = 4.9 μeV). 
Furthermore, the peak intensity for the DQWs with 3 nm sep-
aration is much lower than for those with 10 nm separation, 

which might be caused by decoherence of the exciton state due 
to penetration of the electronic carrier. Considering the car-
rier penetration depth, the strong peak of DQWs with 10 nm 
separation originates from the near-field coupling alone. The 
solid line in Figure 36.15b shows the separation dependence 
of the peak frequency. The exponentially decaying dependence 
represented by this line supports the origin of the peaks in 
the power spectra from the localized near-field interaction 
between the QWs.

Next, we performed the switching operation. Figure 36.16a 
and b explains the “OFF” and “ON” states of the proposed nano-
photonic switch, consisting of two coupled QWs. QW1 and QW2 
are used as the input/output and control ports of the switch, 
respectively. Assuming Lw = 3.2 and 3.8 nm, the ground exciton 
state in QW1 and the first excited state in QW2 resonate. In the 
“OFF” operation (Figure 36.16a), all the exciton energy in QW1 
is transferred to the excited state in the neighboring QW2 and 
relaxes rapidly to the ground state. Consequently, no output 
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signals are generated from QW1. In the “ON” operation (Figure 
36.16b), the escape route to QW2 is blocked by the excitation of 
QW2 owing to state filling in QW2 on applying the control signal; 
therefore, an output signal is generated from QW1.

Figure 36.17 shows the NFPL for the three pairs of DQWs with 
Lw = 3.2 and 3.8 nm with different separations (3, 6, and 10 nm). 
Curve NFOFF was obtained with continuous input light illumina-
tion from a He–Cd laser (3.814 eV). No emission was observed 
from the exciton ground state of QW1 (EA1) or the excited state 
of QW2 (EB2) at a photon energy of 3.435 eV, indicating that the 
excited energy in QW1 was transferred to the excited state of 
QW2. Furthermore, the excited state of QW2 is a dipole-forbid-
den level. Curve NFControl shows the NFPL signal obtained with 
control light excitation of 3.425 eV with a 10 ps pulse. Emission 
from the ground state of QW2 at a photon energy of 3.425 eV was 
observed. Both input and control light excitation resulted in an 
output signal with an emission peak at 3.435 eV, in addition to the 
emission peak at 3.425 eV (curve NFON), which corresponds to the 
ground state of QW2. Since the excited state of QW2 is a dipole-
forbidden level, the observed 3.435 eV emission indicates that the 
energy transfer from the ground state of QW1 to the excited state 
of QW2 was blocked by the excitation of the ground state of QW2.

Finally, the dynamic properties of the nanophotonic switch-
ing were evaluated. We observed TRNFPL signals at 3.435 eV with 
both input and control laser excitation (see Figure 36.18). The 

decay time constant was found to be 483 ps. The output signal 
increased synchronously, within 100 ps, with the control pulse. 
Since the rise time is considered equal to one-quarter of the 
nutation period τ (Sangu et al. 2003), the value agrees with those 
obtained for DQWs with the same well width in the range from 
τ/4 = 36 ps (3 nm separation) to τ/4 = 125 ps (10 nm separation).

We observed the nutation between DQWs and demonstrated 
the switching dynamics by controlling the exciton excitation in 
the QWs. Examination of the electronic coupling between QWs 
is now in progress to analyze the detailed switching dynam-
ics. For room-temperature operation, since the spectral width 
reaches thermal energy (26 meV), a higher Mg concentration 
in the barrier layers and narrower Lw are required so that the 
spectral peaks of the first excited state (E2) and ground state (E1) 
do not overlap. This can be achieved by using two QWs with 
Lw = 1.5 nm (QW1) and 2 nm (QW2) with a Mg concentration of 
50%, where the energy difference between E2 and E1 in QW2 is 
50 meV (Park 2001).
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37.1 Introduction

The term nanophotonics may be understood as abbreviation from 
“photonics of nanostructures.” This rapidly evolving research area 
deals with light interaction in nanostructured materials and their 
applications in photonic devices like light sources, modulators, 
detectors, etc.

37.1.1  Basic types of Waveguides 
for Nanophotonics

Optical waveguides are structures that are able to confine 
and guide optical electromagnetic field. Classical waveguides 
(optical fibers, Figure 37.1a) use refractive index difference 
between the core and the cladding layer to guide light by total 
internal reflection. When the size of waveguide approaches 
the wavelength of light, the confinement decreases and losses 
increase. Therefore, the size of practical classical waveguides 
is limited to several hundreds of nanometers. Somewhat bet-
ter confinement can be achieved in more complex waveguides 
with guiding properties determined by the formation of pho-
tonic bands due to their regular spatial structure (Figure 37.1b 
and c): (1) photonic crystal waveguides using “defects” in peri-
odic structures of photonic crystals to confine light and (2) 
plasmonic waveguides based on metallic nanostructures with 
plasmon resonance (see, e.g., Pavesi and Guillot 2006). Due 
to limited space, we are going to describe only a special type 
of the “classical” waveguides formed by luminescing silicon 
nanocrystals (Si-nc).

37.1.2 Silicon Nanophotonics

The recent years can be characterized by the association of micro-
electronics with optoelectronics or photonics. While the micro-
electronics is based almost exclusively on silicon (indirect band-gap 
semiconductor), photonic light sources are currently made out of 
direct band-gap III–V compounds (family of GaAs materials). In 
order to reduce the material diversity, an effort to develop an effi-
cient, electrically pumped silicon-compatible light-emitting device 
is becoming very strong (Pavesi and Lockwood 2004). This ten-
dency to “siliconize photonics” is driven also by the need to reduce 
the overheating of silicon integrated circuits due to the ohmic resis-
tance of excessively long multilevel metal interconnects (Pavesi and 
Guillot 2006). Supplementary advantages like the reduction in 
charging (RC) time constant (speeding up the circuit performance) 
and prevention from crosstalks can be obtained as a bonus.

Since bulk silicon, as an indirect band-gap semiconductor, 
is a very bad light emitter, nanometer-sized silicon nanocrys-
tals, brightly luminescent at room temperature, represent one 
of the possible solutions (Pavesi and Lockwood 2004). It is then 
expected that the light signal originating in Si-nc and carry-
ing the required information propagates in a low-loss medium, 
which assures, at the same time, a good directionality of the 
radiation. It has been discovered recently that slabs of fused 
quartz SiO2 “doped” with Si-nc are able to accomplish both the 
role of a light emitter and that of a waveguide (Khriachtchev 
et al. 2001, Valenta et al. 2003a, Khriachtchev et al. 2004). We 
shall call this type of nanophotonic waveguides (which generate 
the luminous signal themselves and therefore there is no need to 
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couple the light to them from an external source) “active wave-
guides.” In this chapter, we shall describe the preparation meth-
ods of active nanocrystalline waveguides, their experimentally 
observed properties, and relevant theoretical description. We 
shall also briefly mention their various application possibilities.

37.2  Fabrication of Planar 
and rib Waveguides

There have been many various methods of how to grow thin 
sheets of luminescent Si-nc embedded in an optically transparent 
matrix: (1) Implantation of fused quartz (SiO2) slabs with Si+ ions 
(Figure 37.2) (Cheylan et al. 2000), (2) reactive Si deposition onto 
fused quartz (Khriachtchev et al. 2002), (3) plasma-enhanced 
chemical vapor deposition (PECVD) of substoichiometric sili-
con oxide SiOx thin films on a Si substrate (Iacona et al. 2000), 
(4) co-sputtering of a Si wafer and a piece of glass using fused 
quartz plates or Si wafers as a substrate (Imakita et al. 2005), 

(5) crystallization of Si/SiO2 superlattices with nm-thick amor-
phous Si or SiO layers (Riboli et al. 2004), and (6) embedding 
of porous silicon grains into sol-gel derived SiO2 layers (Luterová 
et al. 2004), to list at least the most frequently used. Most of 
these techniques comprise high-temperature (1100°C–1200°C) 
annealing of deposited SiOx films in order to achieve the phase 
separation between Si-nc and the SiO2 matrix. The thickness of 
the resulting sheets containing Si-nc can vary from hundreds 
of nanometers to tens of micrometers. Due to the difference in 
refractive index between the matrix (nsilica ≈ 1.45) and silicon 
(nSi ≈ 3), such sheets act as planar or rib waveguides. Interestingly, 
the attractive waveguiding features that we are going to discuss, 
namely, the wavelength selective guiding of light (which can be 
also called “spectral filtering”) and microcavity-like behavior, 
are critically dependent upon the preparation method: Till now, 
they have been discovered only in samples fabricated using the 
first two methods. We describe them in detail.

Implantation of accelerated Si+ ions can be applied either 
to fused quartz (silica) slabs or to a thin SiO2 layer thermally 
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FIGURE 37.2 (a) The schematics of a Si-nc planar waveguide preparation. (b) Refractive index profiles (n as a function of the depth z beneath the 
surface) of silicon nanocrystalline waveguides (implanted with 400 keV Si+ ions and different implant fluences), extracted from optical transmis-
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grown on a silicon wafer. Implantation energy varies usually 
between 30 and 600 keV, and implant fluences (ion doses) are 
of the order of 1016–1017 cm−2. The attractive waveguide prop-
erties of fabricated planar waveguides, i.e., pronounced emis-
sion line narrowing and high output beam directionality in the 
visible region, have been found in waveguides prepared from 
1 mm thick silica (Infrasil) slabs with optically polished surface 
and edges, using the implantation energy of 400 keV and the 
implant fluences 1 × 1017 cm−2 to 6 × 1017 cm−2. Because the Si+ 
ions are almost monoenergetic, their stopping distance beneath 
the silica slab surface has only a small dispersion, which results 
in narrow and slightly skewed implant distribution, as reflected 
in the resulting refractive index profiles shown in Figure 37.2 
(Valenta et al. 2004). Peak excess Si concentration was up to 26 
atomic%. Spherical silicon nanocrystals with diameter distri-
bution roughly from 4 to 6 nm were formed by annealing the 
implanted samples at 1100°C in a nitrogen ambient for 1 h. To 
enhance several times the luminescence intensity of Si-nc, an 
additional anneal at 500°C in forming gas (N2 + H2) for 1 h was 
applied (Cheylan and Elliman 2001). The last operation pro-
motes enhanced hydrogen passivation of non-radiative defects.

The reactive silicon deposition has yielded substoichiomet-
ric SiOx films on circular 1 mm-thick substrate silica plates 
(Khriachtchev et al. 2001, 2004). Electron beam evaporation 
and radio frequency cells were used as silicon and oxygen 
sources. The SiOx layer thickness was ∼2 μm, and the value of 
the x parameter varied around x = 1.70. The as-grown mate-
rial contained amorphous Si inclusions. Annealing of these 
“suboxide” films at 1100°C in nitrogen atmosphere resulted in 
the formation of well-defined Si-nc with diameters of 3–4 nm, 
as evidenced by Raman spectroscopy. Extensive investigations 

of this type of silica waveguides containing Si-nc discovered a 
small effective optical birefringence inside the layers, however, 
without radically influencing the properties of the waveguides 
(Khriachtchev et al. 2007). Refractive index profile across the 
thickness of these waveguides is flat, unlike the preceding case 
of the implanted layers.

The reason why Si-nc waveguides fabricated using other tech-
niques do not show the spectral filtering effect are not fully clear 
at present. Of course, the condition sine non qua is asymmetry 
of the waveguide, i.e., the waveguiding layer must not be sand-
wiched between two materials (cladding layers) having the same 
effective refractive index, as we shall see in the next section. One 
can speculate about several further critical parameters: suitable 
composition and optical quality of the matrix; suitable density of 
Si-nc (in the order of 1018 cm−3); favorable layer thickness (around 
1 μm); excellent flatness and parallelism of both interfaces; and, 
last but not least, certain optimum value of propagation losses 
(several dB/cm). The dominant losses in the waveguides under 
discussion are probably due to self-absorption and Mie light 
scattering on Si-nc clusters, not due to surface roughness (Pelant 
et al. 2006).

The above discussion has dealt implicitly with planar wave-
guides. Rib-loaded waveguides containing nanocrystals seem, 
in principle, even more desirable for nanophotonic applications. 
They can be also prepared using the ion implantation technique 
in either thin SiO2 films thermally grown on Si or in polished 
fused quartz slabs, as described above. The rib structure can be 
formed (using standard photolithography and etching) by two 
possible means: either before or after the implantation proce-
dure. Figure 37.3a represents schematics of such a rib waveguide 
structure.
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FIGURE 37.3 (a) Sketch of a rib waveguide structure with silicon nanocrystals, prepared on a polished silica slab. The ribs were fabricated by 
optical lithography before Si+ implantation. (b) Microscopic (reflection) image of a part of the structure. The spacing between the ribs is 100 μm. 
(c) Methods to selectively excite the rib waveguides through the TIR prism or the evanescent field of a fiber. (After Skopalová, E., Mode structure in 
the light emission from planar waveguides with silicon nanocrystals, Diploma thesis, Charles University, Prague, Czech Republic, 2007.)
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Lateral confinement of the light in a narrow rib is expected, 
in comparison with the planar waveguides, to have some advan-
tages: saving considerable space in photonics circuits and offer-
ing much wider variability in their design. On the other hand, 
the transition from the two-dimensional to the one-dimensional 
case can degrade the optical quality of the waveguide and intro-
duce additional losses, such as those due to sidewall roughness 
or even due to considerably deformed rib cross section. Indeed, 
measurements of propagation losses in similar waveguides 
have given values above 10 dB/cm, and this loss coefficient even 
increases for rib widths below 4 μm (Pellegrino et al. 2005). 
Therefore, in what follows, we discuss predominantly the two-
dimensional nanocrystalline waveguides, and limited space 
only will be given to the rib structures.

37.3 Experimental techniques

37.3.1  techniques to Study 
Internal Photoluminescence 
Propagation in Waveguides

One of the most important advantages of active waveguides is 
that light sources are embedded in the waveguide. In our mate-
rial, Si nanocrystals forming the waveguide core can efficiently 
emit luminescence in the orange-red-infrared spectral range 
when excited with the UV-blue light (usually focused laser 
beam). Such internally produced light is automatically coupled 
to all possible modes of the waveguide: radiation, substrate, and 

guided modes (see Section 37.5). The emission modes may be 
distinguished by measuring their propagation direction, spec-
tra, and polarization, which imposes requirements to experi-
mental setup.

Two types of setups can be conveniently applied to study 
luminescence from active waveguides: (1) The micro-imaging-
spectroscopy setup is based on a microscope connected to an 
imaging spectrograph with a CCD camera (Figure 37.4a). For 
good angular resolution, low numerical aperture (NA) objec-
tive lenses should be used (in our experiments, we used mostly 
the lens with 2.5 × magnification and NA = 0.075, i.e., an 
angular resolution of about 8.6°). The sample is fixed to an 
x−y−z table with a rotating holder and excited by a laser beam 
(325 nm from the cw He–Cd laser), approximately perpendic-
ular to the objective axis. (2) In order to achieve better angular 
resolution, an experimental arrangement based on a goniom-
eter is employed (Figure 37.4b). Here, the sample is fixed to the 
center of the goniometer, and the photoluminescence emission is 
collected by a silica optical fiber (core diameter 1 mm) rotated 
around the sample at a distance of 50 mm, giving an angular 
resolution slightly less than 1° (NA ∼ 0.01). The output of the 
fiber can be coupled to the same detection system (a spectrograph 
with a CCD camera), as described above.

Typical images observed with the microscopic setup (Figure 
37.4a) are illustrated in Figure 37.4c and d. Here, the diameter of 
the excitation spot, located about 1 mm from the sample edge, is 
roughly 1 mm. One can easily recognize PL emission from the 
excited spot as a bright ellipsoid. However, there is also a second 
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FIGURE 37.4 (a) Micro-spectroscopy setup for studying spatially resolved emission from waveguides, (b) collection of signals from a waveguide 
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contribution emanating from the facet of the sample. This light 
is obviously guided in the implanted layer or close to it. The 
images in Figure 37.4c and d were collected for sample incli-
nation angles of −15° and +15°, respectively, i.e., in a geometry 
for which the excited spot was observed either directly (Figure 
37.4c) or through the substrate (Figure 37.4d). The experimen-
tal arrangement shown in Figure 37.4a enables the detection of 
the PL either from the excited spot or from the edge of sample 
by positioning the entrance slit of the spectrograph to differ-
ent locations of the PL image. All experiments described in this 
chapter were performed at room temperature.

37.3.2  techniques to Study Propagation 
of Light from External Sources

The coupling of external light to narrow submicrometer waveguides 
is a difficult task. The most used approaches are as follows: (1) Prism 
coupling of light from the surface of the sample (Figure 37.5a). Light 
from Xe lamp, halogen lamp, or LED is collimated into a prism in 
contact with waveguide. For better optical contact, an immerse 
liquid should be dropped between the prism and the sample (the 
best optical contact—i.e., minimizing reflections on interface—is 
achieved when refractive index of the immersion liquid is between 
the values for the materials to be connected). A second prism may 
be placed on the opposite surface of waveguide to couple out the 
passing beam to avoid total internal reflection. (2) Direct coupling 
into the facet (Figure 37.5b, sometimes called end-fire coupling). The 
edge of the sample can be polished at some angle (here 70°) in order 
to separate light refracted to the higher index waveguide from light 

entering lower index substrate. For both the external light coupling 
setups, the signal can be collected by an optical fiber and guided to 
the entrance slit of the imaging spectrometer with a CCD detector. 
The other coupling methods described in literature are grating cou-
pling and evanescent wave coupling (sometimes called waveguide-
to-waveguide coupling) (see Figure 37.5c and d).

37.3.3  techniques to Study Losses and Optical 
amplification in Waveguides

The losses in waveguide are divided into insertion (coupling) losses 
and propagation losses, which contain scattering, radiation, and 
absorption (Figure 37.6a). If the waveguide material can be pumped 
to reach population inversion, the guided light may be amplified 
by stimulated emission. In this case, the absorption coefficient α 
becomes negative and it is called the gain coefficient g(g = −α).

The most used methods to measure losses in waveguides are 
(Figure 37.6b through e) (1) “cutback” method detecting light 
output from waveguide with different length; (2) scattering 
detection from different points of waveguide surface; (3) Fabry–
Perot resonance method, which can be applied to waveguides 
with good facets; and (4) shifting excitation spot (SES) method; 
which can be applied to active waveguides.

Optical gain is measured by the variable stripe-length (VSL) 
method or by the pump-and-probe (PP) method. The principle of 
the VSL method consists in excitation of a narrow stripe-like region 
at the edge of a sample (Figure 37.7a) (Shaklee and Leheny 1971, 
Valenta et al. 2003b, Dal Negro et al. 2004). If the pumping is able 
to induce population inversion in studied material, photons passing 
through the excited region can be amplified by stimulated emis-
sion. It corresponds to a single-pass optical amplifier. If the emis-
sion from the sample edge IVSL(l, λ) is detected as a function of the 
stripe length l, the net optical gain G(λ) is calculated from a simple 
equation

 I l
I
G

G lVSL sp( , )
( )
( )

exp( ( ) ) ,λ
λ
λ

λ= ⋅ − 1  (37.1)

where
Isp is the intensity of spontaneous emission
G(λ) = [g(λ) − K] is net optical gain (K stands for losses and 

g(λ) is material gain coefficient, i.e., negative absorption 
coefficient) (Valenta et al. 2002)

Equation 37.1 is valid only when Isp(λ) and g(λ) are constant over 
the whole excited stripe. It means that the exciting power density 
and properties of sample must be uniform. Also, the coupling of 
the output emission to a detector must be constant, independent 
of x, for any part of the stripe. In reality, the geometry and emis-
sion properties of the sample are never perfectly constant, and 
the coupling of light is influenced by directionality of emitted 
light, limited collection angle (NA), the confocal effect of imag-
ing optics, etc. (Valenta et al. 2003b). Therefore, the SES method 
has been proposed to correct the VSL method (Valenta  et al. 
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FIGURE 37.5 External light coupling into a narrow waveguide: (a) 
prism coupling, (b) end-fire coupling, (c) grating coupling, and (d) eva-
nescent-wave coupling. (Adapted from Janda, P. et al., J. Lumin., 121, 267, 
2006; Pavesi, L. and Guillot, G. (Eds.), Optical Interconnects. The Silicon 
Approach, Springer-Verlag, Berlin, Germany, 2006.)
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2002). The principle of the SES method takes advantage of the 
fact that instead of the whole stripe, only small segments are 
excited and measured separately (Figure 37.7b).

Figure 37.8 illustrates the procedure to compare the VSL 
and SES results. The most transparent approach consists of SES 

measurement with the spot width equal to the shift step. Let us 
assume that the VSL measurement is done using the same ele-
mental steps x0 as the SES experiment (obviously, also the stripe 
width and excitation density must be the same for both SES and 
VSL). Then we can compare the VSL signal In

VSL for a stripe con-
sisting of n elemental steps (l = n . x0) with integrated SES signal 
In

iSES, i.e., sum of SES signals from n steps
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FIGURE 37.6 (a) Schematic illustration of losses in a waveguide. Methods to measure losses: (b) cutback, (c) scattering light detection, (d) Fabry–
Perot resonance, and (e) SES methods.
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Integrated SES signal should contain the same amount of spon-
taneous emission as the VSL measurement (including losses and 
effects of imperfect experimental conditions), the only differ-
ence being that in VSL experiment some photons go through the 
excited area and might be amplified by stimulated emission or 
affected by induced absorption. Which effect takes place is clear 
from plotting both In

VSL and In
iSES  in one figure.

Similarly, we can calculate the differential VSL intensity 
In

dVSL , i.e., the difference of signals obtained for stripe lengths 
l = n . x0 and l = (n − 1) . x0

 I I In n n
dVSL VSL VSL= − −1

and compare it with In
SES. Again, the detected signal comes 

from spontaneous emission in the nth excited spot that is 
passing through the excited or unexcited area for the dVSL 
and SES, respectively. In the ideal case, we can use equations 
I g K d I Kdn n n n

dVSL SESconst exp[( and const exp(= − = −) ] ) to derive 
the net optical gain g(λ)

 
g

I I

d
n n

n
( )

ln ( ) / ( )
,λ

λ λ
=

( )dVSL SES

where dn is the distance of the center of the nth spot from the edge.
The PP technique is based on the application of two beams: the 

first one is pumping the active sample and the second one is test-
ing the state created by the pumping beam. In case of studying 
stimulated emission, the test beam may be amplified by stimulated 

emission. In general, the test beam spot must be situated inside the 
pumping spot in order to test area pumped as homogeneously as 
possible. In case of pulsed beams, the temporal coincidence of both 
pumping and testing pulses must be controlled (the test beam may 
be delayed after pumping pulses to study decay of the effect). If the 
thickness of the active layer is small, the induced effect on the test 
beam may be difficult to detect. Therefore, for waveguide samples, 
the test beam is often coupled to the waveguide, which is excited 
from the surface (Figure 37.9b). Then, changes of the outcoupled 
light with and without pumping are detected.

37.4  Main Experimental Observations 
in active Si-nc Waveguides

The most important observations for active planar waveguides 
are (1) spectral filtering; (2) TE (transverse electric) and TM 
(transverse magnetic) mode splitting; and (3) high direction-
ality of TE, TM mode emission. These effects are illustrated in 
Figure 37.10; the panel (a) shows that the PL leaving the edge of 
waveguide layer is substantially different from the PL perpen-
dicular to the layer. The perpendicular PL is formed by a single 
band that corresponds to the well-known emission of Si nano-
crystals, but the edge PL contains two narrow PL bands. Both 
narrow lines are linearly polarized, one in the direction of the 
waveguide layer (TE mode) and the second one perpendicular 
to the layer (TM mode). The spectral position of the TE and 
TM modes depends on the exact profile of the refractive index, 
it means on the implantation fluence (see also Figure 37.16, 
which shows spectra of another set of samples). The panels (b) 
and (c) illustrate that the TE and TM modes are emitted only 
in an extremely narrow angle (a few degrees), basically in the 
direction of the waveguide plane (only slightly inclined to the 
substrate, i.e., under positive angles in our notation).
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FIGURE 37.9 The basic arrangement of the PP experiment for a (a) planar and (b) rib waveguide.
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The coupling and propagation of external light in active 
Si-nc waveguides were studied by the direct (end-fire) and the 
prism coupling (Figure 37.5a and b). The results for one sample 
are illustrated in Figure 37.11. For prism coupling, two broad 
transmission bands (in the blue and red spectral region) are 
observed in the measured spectral range. The positions of both 
bands coincide with those of the PL modes (Figure 37.10a). Our 
calculations show that the red and blue bands corresponds to 
the second and third order of substrate modes (the first order 
being in the infrared region), see Section 37.5 and Figure 37.14. 
Broadening of the mode structure may be a consequence of the 
very low number of reflections undertaken by coupled light 
before escaping to the substrate. Coupling of external light 
through a truncated facet (Figure 37.5b) gives the best result 
for a coupling angle γ ∼ 20°, as expected (Figure 37.11, upper 
curves). In this configuration, the narrow and polarization-
split peaks at an output angle α ∼ 2° are detected. The peaks 

are, however, not transmission but absorption peaks. This can 
be understood if it is assumed that the detected light comes 
not from substrate modes (which represent a small portion of 
transmitted light) but from filtered transmitted light propagat-
ing almost parallel to the Si-nc waveguide from which a part 
of power escaped to the substrate modes that are, however, 
gradually absorbed in the waveguide core. The blue third order 
modes are much stronger compared to second order because of 
higher absorption in the blue spectral region.

Experimental observation of rib waveguides indicates 
(Figure 37.12) that normal guiding of light is improved—see 
increased intensity of the long-wave edge of PL spectra in 
Figure 37.12a and b. This is due to the introduction of confine-
ment in the second lateral direction of waveguide (in this case, 
the confining refractive index profile is symmetrical and the 
contrast higher (compared to the implanted layer profile) as the 
surrounding medium is air). On the other hand, roughness of 
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the rib edges can introduce significant losses due to scattering. 
The influence of rib structure on the substrate (leaky) modes is 
less significant (see Figure 37.12c and d). This is because these 
modes propagate mostly in substrate, where the effect of side 
walls is negligible.

37.5  theoretical Description 
of active Lossy Waveguides

Light coupling to a waveguide and its further propagation may be 
understood in terms of coupling between the waveguide modes 
and nanocrystals emitting photons. Light field inside the wave-
guide may be expressed as a coherent superposition of excited 
waveguide modes, which arise as a solution of a homogeneous 
wave equation with proper boundary conditions [the waveguide 
modes are an orthonormal basis of the waveguide optical field 
(Snyder and Love 1983)]. It is therefore necessary to distinguish 
between various types of the waveguide modes in order to explain 
different types of energy transport in the waveguides.

Let us consider a common model structure with three trans-
parent layers (see Figure 37.13): the top cladding layer with the 
refractive index n1, the bottom substrate with the refractive index 
n3, and the core with the refractive index n2 > n3 > n1 and thickness 
d. We may imagine the modes as rays emerging from inside the 
waveguide core and propagating toward one of the core boundar-
ies. At the boundary, the ray may be either totally reflected back 
to the core or it may be partially reflected and partially refracted. 
The ray then travels toward the other boundary where it totally 
or partially reflects again. Only those modes that are totally 
reflected twice during one round-trip may propagate in the core 
without losses: these are the common guided modes. There are, 
in addition, lossy modes that are called the substrate radiation 
modes (they are refracted only into the substrate) and the radia-
tion modes refracted both to the substrate and the cladding.

In many applications, considering traveling of light at large 
distances compared to its wavelength (and thus working in the 
far-field limit), we may consider only the guided modes as effi-
cient carriers of energy between a source and a detector. In sili-
con-based nanophotonics devices, however, the situation may be 
even more complicated. The typical distances between compo-
nents on a chip may be comparable to the light wavelength and 
the far-field approach fails. It is therefore important to analyze 
an influence of the substrate radiation modes on the response. 
We may rule out the radiation modes at this stage: compared to 
the substrate modes, they play only a negligible role in the overall 
system behavior.
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Once light is emitted by a nanocrystal inside the waveguide 
mode, it undergoes internal reflections at the core/cladding and 
the core/substrate boundaries. The overall intensity of electric 
field of an excited mode inside the waveguide core may be written 
as superposition of the partial waves:

E E r r in d

E

mode ( , ) ( ) exp cos( )λ θ λ π θ
λ2 0 21 23

2 21 4= + 





+






=

�

00

21 23 2 21 4
( )

exp[ cos( ) / ]
.λ

π θ λ− r r in d  (37.2)

Here, r21 and r23 are the reflection coefficients at the respective 
boundaries, which depend upon the propagation angle θ2. The 
wavelength is λ and E0(λ) is an effective emission amplitude of 
a nanocrystal to the waveguide mode. Considering the guided 
modes and thus |r21| = |r23| = 1, the electric field intensity reveals 
sharp resonances implying there are well-defined discrete guided 
modes. The energy carried by each mode is finite, indeed. Unlike 
the guided modes, the electric field intensity is finite for the sub-
strate modes and there are no sharp resonances in the spectra. 
We may, however, resolve some weak resonances, depending on 
the phase factor of the term r21r23 exp[4πin2d cos(θ2)/λ]: the elec-
tric field is maximum if this term is positive and real.

It is clear from the ray optics that there are substrate modes 
that refract to the substrate at the angles near π/2, which means 
that they propagate nearly parallel to the core/substrate bound-
ary; these modes may be understood as a crossover between the 
guided modes and the substrate radiation modes which decou-
ple rapidly from the core, possessing mixed characteristics of the 
both types of modes. As the modes may be assigned to a distinct 
guided mode of the nth order (energy of the substrate mode is 
slightly below the cutoff energy of the nth guided mode), we 
denote each series of the substrate modes to be of the nth order 
(see Figure 37.14). The Fresnel formulae give us |r21| = 1 and |r23| ≈ 1 
in such a case (Figure 37.15), and it is then clear from Equation 
37.2 that these substrate modes reveal sharp resonances in the 
spectra (for a fixed angle θ2 < arcsin(n2/n3)). Energy carried by 
the substrate modes may be therefore comparable to the energy 
carried by guided modes. The most important point here is that 
this type of substrate modes cannot be experimentally distin-
guished from the guided modes at short distances from the 
source as they propagate near the core/substrate boundary. The 
substrate modes therefore significantly contribute to the system 
response and they may play an important role in many experi-
ments as well as in real on-a-chip devices.

Although the guided and the substrate modes propagate 
in a similar direction, they may behave in very different ways 
because they propagate in two different environments. In our 
particular case, the guided modes are mostly localized inside 
the waveguide core doped by Si-nc, providing a possibility of 
reabsorption or optical amplification. The substrate modes, on 
the contrary, propagate in a transparent substrate and they are 
therefore neither amplified nor attenuated. Rigorous deriva-
tion of PL spectra in real waveguides accounting for losses or 

amplification, decoupling of the light from the waveguide and 
real detection geometry is presented elsewhere (Ostatnický et al. 
2008); here, we summarize only the main results.

Considering lossy waveguide core, the substrate modes become 
dominant in the optical response of a waveguide when detected 
in the direction parallel to the core/substrate boundary using a 
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detector with a small numerical aperture. This situation is clearly 
illustrated through the comparison of our experimental data with 
the theoretical estimates in Figure 37.16 (we considered a continu-
ous refractive index profile in our calculations). The broad part 
of the emission spectra originates from the (attenuated) guided 
modes and the narrow peaks are due to the substrate modes. The 
double-peak structure is further resolved as two single peaks 
with the respective TE and TM polarizations. In order to explain 
this point, we should remark that the coefficient r23 is real for the 
substrate modes while the coefficient r21 is in general complex. 
Considering a fixed angle of incidence θ2, r21 gives different values 
of the phase shift for the respective TE and TM polarizations (see 
Figures 37.14 and 37.15). Therefore, the resonance condition is met 
at different wavelengths for different polarizations. From these 
considerations, the necessity of waveguide asymmetry for the 
appearance of the TE–TM polarization–resolved modes follows.

The TE–TM splitting was also reported in Khriachtchev 
et al. (2004), but the respective peaks have an opposite order 
in the spectra compared to our experiments. Our numerical 

calculations have shown that the TE–TM splitting depends 
strongly on the refractive index profile of the waveguide core. 
For the three-layer structures, the TE mode is positioned always 
at the high-energy side of the PL spectra. It is, nevertheless, pos-
sible to fabricate a structure with multiple layers or with a graded 
refractive index profile, which provides an arbitrary TE–TM 
splitting (including both negative and positive values and also 
their degeneracy); this feature is well illustrated in Figure 37.14b, 
where the respective TE and TM modes interchange depending 
on the thickness of the guiding layer.

The appearance of the substrate modes is well controllable 
by the parameters of the particular layers of the waveguide. 
Clearly, the optical thickness of the core d determines the reso-
nance condition through the exponent in the denominator in 
Equation 37.2 and the ratio n2/n1 has influence on the phase of 
the r21 term. The latter may be used in detectors integrated on a 
chip—the cladding can be made of a material that changes its 
refractive index due to the changes of the surrounding environ-
ment conditions, and the position of the emission peak may then 
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be correlated with some external variable (temperature, pH, etc., 
see Figure 37.20) (Luterová et al. 2006).

As the sharp resonance in the spectra of the substrate modes 
is restricted only to the region where r23 ≈ 1, we may expect dis-
appearance of the substrate modes at large detection angles, i.e., 
when the substrate modes do not propagate parallel to the core/
substrate boundary. This feature is illustrated in Figure 37.17 in 
comparison to the experimental and the theoretical data. We see 
a very good agreement justifying the correctness of our model.

An important aspect of nanodevices is the magnitude of the 
decoupling length for the substrate modes, i.e., the distance at 
which the substrate modes completely leak out from the wave-
guide core. Our calculations (Ostatnický et al. 2008) show that 
this distance may be few micrometers but also it may be as large 
as several hundreds of micrometers. As a consequence, the 
appearance of the substrate modes and their decoupling from 
the waveguide core may be of a big importance in nanodevices 
on the contrary to the fiber optics where the optical response to 
any excitation is provided solely by the guided modes at the typi-
cal distances of the order from meters to kilometers.

37.6  application of active 
Nanocrystalline Waveguides

37.6.1 amplification of Light

The significant narrowing of substrate leaky mode emis-
sion suggests immediately that optical amplification could be 
responsible for this observation. The VSL method (described 
in Section 37.3.3) has been applied to the planar asymmetric 
Si-nc waveguides in several laboratories (Khriachtchev et al. 
2001, Ivanda et al. 2003, Luterová et al. 2005). It is tempting 
to interpret the frequently observed initial weak exponential 
growth of the VSL curve (Figure 37.18a) as a manifestation of 

the occurrence of optical gain. High output directionality of 
the substrate mode emission apparently supports such inter-
pretation. However, it has turned out that, as shown above, it is 
very difficult if not impossible to evaluate correctly the optical 
gain magnitude of the substrate modes because the nonlinear 
growth can originate in the mode leaking itself. Figure 37.18 
demonstrates that the evaluation of the VSL experiments can 
yield a false optical gain if proper comparison between the 
VSL and SES results is not taken into account. On the other 
hand, VSL measurements employing a high pulsed laser exci-
tation, performed on a similar sample, revealed a characteris-
tic switch from the light attenuation (G < 0) to amplification 
(G > 0) with increasing excitation energy density (Figure 37.19). 
It may be also of interest here to call the reader’s attention to 
recent articles reporting firmly positive optical gain on leaky 
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substrate modes in asymmetric thin-film organic waveguides 
(Nakanotani et al. 2007, Yokoyama et al. 2008).

At present, checking the reliability of the VSL method in the 
case of active asymmetric thin waveguides represents an issue 
requiring further investigation.

37.6.2 Other applications

Although the benefit of the waveguide spectral filtering for 
nanocrystalline thin-film laser design is still controversial, the 
substrate modes may be attractive for other nanophotonic appli-
cations. Firstly, they provide a way how to generate easily the spec-
trally narrow, polarization resolved and directional emission in the 
wavelength range 650–950 nm without the necessity of building 
optical (micro)cavities. Moreover, this emission can be spectrally 
tuned simply by engineering the silicon excess content, as shown 
in Figures 37.10 and 37.16. Potential feasibility of these properties 
for demultiplexing optical signal in photonic circuits is evident, but 
improvement in quality of the rib waveguides is anticipated.

Secondly, spectral sensitivity of the radiative substrate modes 
to surrounding (organic) compounds can be utilized in pho-
tonic sensing (Figure 37.20): Magnitude of the refractive index 
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n1 of the compound (playing role of the cladding layer) affects 
markedly the spectral position of the TE–TM doublet. When n1 
exceeds the magnitude of the core refractive index (n2 ≈ 1.45), 
the condition of total reflection |r21| = 1 is canceled and the TE–
TM doublet completely disappears. A more systematic research 
in this direction is, however, missing.

Finally, the active waveguides give the chance to circumvent 
the coupling problem connected with discrete photonic elements, 
i.e., the problem of how to inject efficiently light from an external 
source in a waveguide (Orobtchouk 2006). The active waveguides 
eliminate the need of any optical couplers and enable it to design 
integrated photonic circuits. Theoretical analysis of active Si-nc 
devices integrating optical emission and waveguiding, compat-
ible with silicon VLSI processing technology, have been submit-
ted quite recently (Milgram et al. 2007, Redding et al. 2008).

37.7 Conclusions

Active waveguides formed by densely packed silicon nanocrys-
tals represent a promising type of nanophotonic waveguides. In 
contrast to other types of nanowaveguides (based on photonic 
waveguides, plasmonic structures, etc.), it can be prepared by 
various technological approaches available and well mastered in 
many research and industrial laboratories. Its potential applica-
tions range from optical amplifiers and filters to optical sensors. 
The descriptions of characterization techniques and theory of 
waveguide modes in this chapter are applicable to many other 
waveguide structures.
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38.1  Introduction

Due to the constant development of nanotechnologies and func-
tional nanomaterials used in information systems, researchers 
need to look for new ideas and radically new constructive solu-
tions to ensure efficient device operation, record-breaking high 
speed, and integration of elements. On the other hand, functional 
elements being formed in nanometer range require landmark 
approaches. It refers especially to the formation of information-
logical devices at the molecular level. That is, the formation of 
nanodevices by direct impact on separate molecules or atoms is 
not efficient in the long run. The total time taken for operations 
with separate molecules leads to tremendous amount of time 
taken to form the device and huge costs.

Another techno-systematic problem is the necessity to use 
“macro–nano” and “nano–macro” interfaces to put in the origi-
nal information and deduce final results. The advantages of the 
small-size molecular elements cannot help to ensure access to 
them. Probably the only effective way to arrange the bonding 
with molecular system is to use optical interaction.

Under the circumstances, it seems quite reasonable to refer 
to the most competent specialist, whose experience in creat-
ing molecular systems cannot raise any doubts, that is, to the 
nature itself and try to apply bionic principles to engineering 
and design. The solution seems to be connected with hierarchic 
structural and functional self-organization of molecular sys-
tems that use assemblies of molecules as a basis for molecular 
information-logical appliances.

Among all the information systems, bionic approach seems to 
be the most effective, harmonic, and holistic one; it is important 

to point out molecular neural network appliances. Both adap-
tive self-organization principles of data processing and self- 
organization principles of functional nanostructures can be 
applied to those systems.

Below you will find a detailed description of techno- systematic 
approaches aimed at implementation of biomolecular neural net-
work appliances. Mentioned below, biological material— protein 
“bacteriorhodopsin”—has unique technological potential and its 
optical properties allow the use of optical input–output devices 
and create molecular appliances based on self-organization 
principles.

38.1.1  Bacteriorhodopsin Is an advanced 
Material for Molecular Nanophotonics

Bacteriorhodopsin (BR)—light-sensitive protein—is similar to 
the optic rhodopsin of the human eye. BR is obtained from halo-
bacteria containing BR in cellular membranes (so-called purple 
membranes). During the separation from the bacterial cells, 
purple membranes save the entire structure (Vsevolodov, 1988; 
Oesterhelt et al., 1991). The typical size of purple membranes is 
500–1000 nm. It is the unique biocrystalline structure capable 
of saving its permanent properties for a number of years, which 
consists of dry and polymer films with the thickness from 5 nm 
(monolayer) up to a few tens of micrometers.

The fundamental BR property is the photochemical cycle 
availability: after the light quantum absorption, BR molecule 
passes through the sequence of states and spontaneously returns 
to the primary form (Figure 38.1). At that point, in compliance 
with the cycling of BR molecule state, the light-induced cycling 
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of optical characteristics (refraction and absorption indices) 
occurs (Haronian and Lewis, 1991; Zeisel and Hampp, 1992). 
Each of the interstitial states is identified as the intermediate 
according to its absorption spectrum. The existence of branched 
photocycles is typical for some BR types (Birge et al., 1999).

The main BR function in purple membranes is light- dependent 
proton transfer (H+) over the purple membrane that results in 
electrochemical hydrogen potential formation on halobacteria 
membrane. The potential energy is utilized by cell. Ejection of 
H+ occurs outside the cell membrane, and the H+ is captured 
inside the cell (from cytoplasm). Supposedly, it happens dur-
ing the formation and the disappearance of intermediate M412 
(Siebert et al., 1982; Haronian and Lewis, 1991).

BR spectral sensitivity lies in the optical band (Figure 38.2). 
Absorption maximum in primary state of BR570 corresponds to 
wave length 570 nm. M412 in the main intermediate state reaches 
its absorption maximum at wave length 412 nm (Birge et al., 1999). 
The absorption of optical emission by BR-containing medium is 
characterized by certain peculiarities. That happens due to the 
change of adsorption sites concentration (molecules in form 
BR570), which is the result of light quantum absorption at wave 

length 570 nm by these sites and transition to form M412 with a 
low absorption at wave length 570 nm. As a result, absorption in 
the yellow range reduces; medium becomes more transparent—
bleached. The intensity of BR-containing medium bleach effect 
depends particularly on the time of intermediate M412 molecules 
relaxation to form BR570. Relaxation time is characterized by 
half-value period of intermediate M412 molecules. The light effect 
at wave length 412 nm results in fast coercive transition of mol-
ecules to the primary state. The values of photocycle time param-
eters lie in the range from microseconds up to tens of seconds.

Thus, BR behaves as a photochromic medium with a quick 
time of information storage. Optical and dynamic BR character-
istics change in wide range by production conditions and matrix 
composition (medium).

38.2  Some techniques of Neuro-
Molecular and Molecular 
Information Processing Using 
Bacteriorhodopsin (Basic Processes, 
Constructions, technology)

38.2.1  Basic Process of Classic 
Optical Neural Network in 
Bacteriorhodopsin Medium

BR properties listed above allow us to illustrate one of the avail-
able basic processes of data transformation in BR-containing 
media. It is based on reversible light-sensitive changes of absorp-
tion index and appears in optical effects considered below.

38.2.1.1  Nonlinear absorption of Optical 
radiation: Medium Bleaching

The absorption of optical radiation in substance is described by 
some known classic equations. Generalized Bouguer–Beer law 
associates intensities of the incident light and the light transmit-
ted through the substance layer with the thickness of the layer 
and molecular concentration of absorption agent:

 I I e I e I eD d cd= ⋅ = ⋅ = ⋅− − −
0 0 0

α ε ,  (38.1)

where
I is the transmitted light intensity
I0 is the incident light intensity
D is the optical density of the substance
α is the absorption index of the substance
d is the thickness of the substance layer
c is the molar concentration of absorbing substance molecules
ε is the extinction coefficient, characteristic feature of absorb-

ing substance molecule

The values of ε, α, and D depend on the wave length of inci-
dent light. When the values of coefficients in Equation 38.1 are 
invariable, the transmitted light intensity is in direct proportion 
to the incident light intensity.
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Nonlinear absorption of optical radiation by BR-containing 
media is connected to the change of absorption centers concentra-
tion (molecules in form BR570) as a result of light quanta absorp-
tion by these centers at wave length 570 nm and transformation to 
M412 with low absorption at wave length 570 nm. Finally, as was 
mentioned above, absorption in the yellow range (λ = 570 nm) 
decreases, medium becomes more transparent—bleached.

38.2.1.2  Indirect Interaction of Optical 
radiation Fluxes in Bacteriorhodopsin-
Containing Media

Mediated interaction of optical radiation fluxes appears during 
the sequential or combined transmission through the same part 
of BR-containing medium and is at its clearest for monochro-
matic radiation with wave length 412 and 570 nm.

As a result of interaction between BR and the radiation with 
wave length 570 nm during the transmission through the medium, 
the energy of the light flux is absorbed, and in BR-containing 
medium, the photo-induced allocation of the absorption index 
forms. The light-induced allocation of the absorption index vari-
ation corresponds to energy distribution along the surface of the 
transmitted light wave front (Figure 38.3A).

Non-modulated along the front surface, the light pulse with 
the wave length of 570 or 412 nm (as actuating or inhibiting sig-
nal) absorbs spatially and nonuniformly in compliance with the 
changed value of the absorption index (Figure 38.3B and C).

Thus, the energy distribution along the preceding pulse front 
surface, indirectly, over the BR-containing medium, modulates 
the energy distribution along the following pulse front surface.

As a result, BR-containing medium is capable of accumulat-
ing (summing up) effects signed “+” and “−,” correspondingly, 
at wave lengths 570 and 412 nm. Predicating upon the indirect 
interaction of optical radiation in BR-containing media, the 
method of formal neuron creation in such media is available to 
offer. At that point, all the main functions can be realized by opti-
cal technique.

38.2.1.3  One of the Possible Methods of Formal 
Neuron Main Functions realization 
in Bacteriorhodopsin Medium

Realization of the main operations of neuronet algorithms—
weighing of input signal vector according to the matrix of weigh-
ing coefficients of synaptic bonds; composition of weighed values 
of input signals; realization of activation (threshold) function 
by optical method without optoelectronic buffering—permits 
to simplify the construction and the technological realization 
of multilayered optical neuronet, to increase the integration of 
neuro-like elements in device, and to solve the problem of areal 
density limitation inherent in microelectronic elements and 
electric connections.

38.2.1.4  Formation of the Neuro-Like Element

The neuro-like element is formed under the exposure of optical 
emission with the spectrum, corresponding to the absorption 
spectrum of BR molecules’ initial state and BR-containing mate-
rial medium. This element is a part of the BR-containing medium 
with photo-induced absorption index. The threshold properties 
of such neurons are defined by the concentration ratio of mol-
ecules in primary and photo-induced forms, and the interaction 
of neuro-like elements is provided by optical emission.

The example of the similar neuronet realization, based on 
information conversion of basic process in BR-containing media 
(Figure 38.4), is considered below.

Construction for optical neuronet formation includes the 
following:

 1. The source of the plane light front (transparent for normal 
incident light flux) providing the signal formation and 
transfer to neurons.

 2. Photo-detecting layer based on BR-containing material 
for imaging of the input optical information by photo-
induced variation (according to light energy distribution 
along the surface of input light front) of absorption/trans-
mission in BR-containing medium.

(A)

λ = 570 nm

λ = 412 nm

λ = 412 nm
(B) (C) (D)

FIGURE 38.3 The indirect interaction of optical radiation fluxes in BR-containing media: (A) green light pulse (modulated along the front sur-
face) acts on a layer of BR-containing medium (nontransparent for green light); (B) modulated allocation of molecules in form M412 (transparent 
for green light) and BR570 (nontransparent for green light), (C) the action of unmodulated blue light pulse, (D) modulated blue pulse as a result of 
transmission via the modulated medium (BR-containing medium layer recovered the primary state).
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 3. Light flux expanding lens.
 4. Layer of synaptic bond synthesis (matrix of weighing coef-

ficients) made of BR-containing material.
 5. The lens, focusing the light flux on layer 7 and forming the 

combination of input optical signals based on neuro-like 
elements in that manner.

 6. The source of flat light front (transparent for normal inci-
dent light flux) for parallel comparison with thresholds, 
formation, and transfer to other layers of output neuron 
signals in layer 7 as light front, modulated by intensity 
along front surface according to the values of absorption/
transmission area of BR-containing medium (correspond-
ing to neuro-like elements).

 7. The layer of neuro-like optical elements (being obtained 
on the basis of BR-containing material) composes input 
optical signals, traversing matrix 4 and realizing the 
activation function during the light front traverse from 
the source 6, and forms thereby output signals.

The input optical information in the form of light flux (input 
vector) effects the photo-detecting layer 2 that results in the 
absorption of light flux energy in BR-containing medium of 
photo-detecting layer and the distribution of the photo-induced 
absorption index forms.

Distribution of the photo-induced BR-containing medium 
absorption index along the surface and in depth corresponds 
to the power distribution along the surface of the effective light 
front.

Plain light front from the source 1, modulated by intensity accord-
ing to the contour of absorption index of photo-detecting layer 2 by 
lens 3, allocates on the surface of weighing coefficients layer 4.

38.2.1.5  realization of Weighing Function

The input vector weighing function comes around during the 
transfer process of input light signal—the components of input 
vector—over the matrix of weighing coefficients 4. By the com-
ponent of input vector, we mean the quantity of the light energy 
(the intensity multiplied by exposure—exposition) affecting the 
matrix section.

Weighing coefficient (by which the input vector component 
is multiplied) is a transmission coefficient of the corresponding 
section of BR-containing matrix:

 I t I tw ij ij in i⋅ = ⋅ ⋅ω ,  (38.2)

where
Iw ij is the light intensity transmitted over the ij matrix section 

or weighed component of the input vector
Iin i is the light intensity of the light front section or a compo-

nent of the input vector
t is the exposition time of the corresponding component of 

the input vector
ωij is the weighing coefficient or transmission of the corre-

sponding ij-section of the BR-containing matrix

Transmission of the ij matrix section is defined according to 
Bouguer–Beer law

 ω ε
ij

dce i f ij= − / ,  (38.3)

where
ε is the BR absorption factor
d is the thickness of BR-containing layer
ci/f ij is the concentration of the BR molecules in the initial 

state in the ij matrix section

The properties of the input vector weighed components are 
formed by lens 5 in a light flux that gets to the inputs of the cor-
responding neuro-like elements of the layer 7.

38.2.1.6  realization of the Weighed Signals 
Composition Function

Composition function of the input signals is realized in the 
BR-containing medium in layer 7 by the converging cylindri-
cal lens 5 as a result of the combined effect at the same area of 
BR-containing medium of the light energy exposition by the 
corresponding components of the input vector.

Every component of the input vector contributes to the forma-
tion of the molecules ensemble in photo-induced state in pro-
portion to the intensity and exposure time:

 ∆c k I tj p i w ij/ = ⋅ ⋅∑ ,  (38.4)

Light

1 2

3

Realization of weighting function Realization of the activation
function

Realization of the weighted
signals composition function

4 5 6 7

FIGURE 38.4 Neuronet organization based on the basic process: 1, 
6—plane waveguides, including gitters for emission input/output; 2, 4, 
7—BR-containing layers (photo-detecting layer, layer of weighting coef-
ficients and neuron layer); 3, 5—cylindrical lenses.
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where
Δcj p/i is the concentration of BR molecules in photo-induced 

spectral state
k is the coefficient of proportionality depending on the 

concentration of BR molecules in the initial state, cross-
section interaction, photo response of BR-molecules tran-
sition from the initial to the photo-induced form, and the 
effecting light wave length

Iw ij is the intensity of the input vector weighed ij-component
t is the exposure time of the input vector i-component

Thus, Δcj p/i contains information about the value of the 
weighed input interactions sum on the j-neuron.

38.2.1.7  realization of the activation Function

Magnitude I tw ij
i

⋅∑  (the total dose of light energy effecting 
on the j-area of BR-containing medium) assigns the point at 
the graph (dependence of the transmission value on the sum of 
weighed input effects) and defines the transmission of the light 
signal over the j-neuro-like element.

The changed transmission ωn/e value of the BR-containing 
medium j-section according to the j-neuro-like element assigns 
the value of the activation function and the output signal of the 
neuro-like element in layer 7, according to Figure 38.5. This 
magnitude depends on the number of molecules possessing the 
changed spectral properties of the medium section correspond-
ing to the neuro-like element of the layer 7 according to

 ω ε −
n e j

d c ce i f p i
/

( )/ / .= − ∆ j  (38.5)

The graphic chart on the dependence of the BR-containing layer 
relative transmission on the emission energy consists of the area 
with the initial transmission value (unequal to zero), the area of 
almost linear transmission change, and the saturation area (Figure 
38.5). In general, the curve corresponds to the activation function 
proposed for the neuronet realization by Grossberg (Wasserman, 
1989). The similar compressive function automatically provides 
the output signal range from 0 to 1 and corresponds to the nec-
essary requirements for realization of reconversion algorithm 
during the neuronet learning, for example, according to scheme 
(Wasserman, 1989).

The output signal formation of neuro-like element (threshold 
comparison and realization of the activation function) is car-
ried out by the light front of the specified intensity and duration 
induced by the source-former 6.

The output signal of the neuro-like j-element is formed as an 
energy portion of the active light signal being transferred over to 
the corresponding section of BR-containing medium in the layer 
of neuro-like elements 7 (according to the transmission of the 
section considered) in conformity with the formula

 I t W I tn e n eout active active active/ / .⋅ = ⋅ ⋅  (38.6)

The minimum value of the output signal is fixed by the trans-
mission of non-firing neuron (the input signals sum value is 
close to zero) and corresponds to the initial transmission of 
photochromic medium, and the maximum value is close to 
the value of active front energy and corresponds to the satu-
ration area of the curve (Figure 38.5) and to the maximum 
excited state (transmission) of firing neuron. Output signals 
of neuro-like elements form the continued light front being 
modulated according to the activation function at every point 
of BR-containing layer 7. System learning (formation of matrix 
weighing coefficients) corresponds to the formation of adequate 
values of transmission coefficients of matrix sections based on 
BR-containing medium that can be achieved by the inverse 
transformation method.

The optical version of the inverse transformation method 
can be simply and effectively realized (failing optoelectronic 
transformations) by combined presentation of learning pair: the 
input image in its usual direction and the ordered output as the 
light front in the counter direction. Due to the reversibility of 
the light passing, both of light fronts will affect the matrix made 
of BR-containing material and will change the matrix transmis-
sion corresponding to the intensity distribution.

38.2.2  Neuronets Based on Multilayered 
Optical Structures Including Polymeric 
Bacteriorhodopsin-Containing Layers

The considered approach of neuro-computer element base for-
mation takes into account the cyclicity of processes in living 
systems appearing, for example, in spontaneous activity of pace-
making (assigning the rhythm of functioning) neurons. As was 
conclusively shown in Prigogine (1980), the cyclicity proceeds 
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FIGURE 38.5 Transmission (Pout/Pin) of BR-containing layer depend-
ing on the effective emission energy (Pin).
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as a result of the processes’ self-organization in open nonlinear 
nonequilibrium systems and the origination of stable dissipative 
structures due to which the coordination of trophic processes 
(providing cell nutrition) is possible in living systems.

The similarity of cyclic processes in the living cell membranes 
(including neurons) and the processes under optical emission 
exposure in isolated purple membranes is obvious, particularly, 
taking into consideration that in that case one of the halobacte-
ria trophic cycles is reproduced.

If the neuron is represented as a structure population (purple 
membranes) allocated in media and the interactions between the 
neurons are carried out by light fluxes, the “neurolike medium” 
in question can be considered as the alternative to the net of 
neuro-like elements (Grebennikov, 1997).

In the interpretation being stated, the problem of neuronet 
formation is in simulation of nonequilibrium nonlinear systems 
in BR-containing media with allocated parameters by optical 
emission of two different wave lengths corresponding to the 
absorption maxima of two “long-living” intermediates. It can be 
solved in the following consequence:

 1. Using the spectral sensitivity of BR in optical range to ini-
tiate the cyclic light-dependent processes by the light flux 
and to control the processes by the application of emission 
with various wave lengths.

 2. Stationary and dynamic structuring of BR-containing films 
by modulated light fluxes to create the conditions of forma-
tion and development of neuro-like relations in neuro-like 
medium and to correlate the multitude of cyclic processes.

Data input and processing in that case is “deformation” of the 
correlated cyclic processes in BR-containing medium, and the 
commands of system behavior control are the transient pro-
cesses originating in the organized neuro-like medium.

On the other hand, analyzing the development tendencies of 
neuronet technology, the best perspective can be emphasized, 
and their combination in the same device can provide essential 
expansion of neuronet data processing:

 1. Optical mechanism of data transmission and processing, 
which will allow to construct three-dimensional nets that 
function simultaneously at high speed. The problem of 
wide application is in large dimensions, peculiar to optical 
systems, and the inevitable efficiency losses due to multi-
ple intermediate optoelectronic conversions and the finite 
size of the optoelectronic elements.

The application of continuous photochromic media with high 
resolution close to molecular level of data representation and 
processing can become a solution to the problem. BR is the most 
available and well-investigated (at present) photochromic mate-
rial with sufficiently high cyclicity (>106) and is suitable for the 
considered purposes. Using BR enables to carry out data pro-
cessing in optical mode without intermediate optoelectronic 
conversions and to increase the areal density of neuro-like ele-
ments value comparable to the native neuron systems.

 2. Neuro-like structure construction on the principles of self-
organization of the processes in the open nonlinear allo-
cated dissipative systems like biological objects. Although 
in model version, systems require substance transfer 
proceeding for nonequilibrium conditions maintenance.

BR application can solve the problem of substance transfer that 
complicates the construction and limits the continuous working 
life of neuro-like media processing. Light-dependent properties 
of that material allow the open nonlinear allocated dissipative 
systems to simulate effectively. Optical exposure in the range of 
520–650 nm is like the input flux and dissipative properties, and 
in that case can be provided by the component of trophic cycle 
that remains invariable in composition of artificial medium (for 
example, in polymeric matrix) and also by emission exposure in 
blue light range (λ = 400–420 nm).

 3. Element base adaptability to losses of some elements dur-
ing the preparation and exploitation compensated by 
self-organizing and self-modification of neuro-like struc-
tures. Application of continuous media based on BR in 
conjunction with optical methods permits to form neuro-
like elements, and the bonds between it suit requirements 
according to the light energy allocation.

Classic methods of the light fluxes formation by lens systems 
result in the loss of advantages expected from significant density 
of neuro-like elements and dimension restrictions of elements 
and systems, peculiar to optical computers. Moreover, when the 
volume of BR-containing medium is greater, the probable pro-
cess integration is higher. However, the emission access to all the 
molecule groups is more unfavorable as the medium absorption 
increases.

In the field of optoelectronic technology, efforts are made to 
deflate the construction dimension of optical neuro-comput-
ers by the application of multilayered structures. Multilayered 
structures forming neuronets and containing the layer of spa-
tial light modulators as the liquid crystal matrix, the layer of 
 photoconducting material (Engel, 1990) or material with the 
photovoltaic effect (Akiyama et al., 1995), and the layer of elec-
tric transducer-amplifiers (forming and transducing the com-
mands to liquid crystal panels) are proposed.

Essential disadvantage of the proposed constructions is the 
facility of intermediate conversion of light exposure to elec-
tric current or voltage used for the following changes of opti-
cal transmission modulator. Furthermore, neuronet function 
realization requires the application for these purposes of opto-
electronic and microelectronic elements. Consequently, the 
application of metallic conductors in inter-cell links for realiza-
tion of neuro-systems with a great number of neurons results in 
delays in communication lines and neuronet processing deceler-
ation due to the capacity influence of inter-cell communication 
lines. The existing areal density restrictions of optoelectronic 
elements and electrical bonds inevitably limit the spatial resolu-
tion of constructions.
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38.2.2.1  Multilayered Constructions, Including 
Bacteriorhodopsin-Containing Films

We proposed multilayered structures including layers based on 
the BR for the realization of neuronet medium in nonequilib-
rium nonlinear dynamically allocated dissipative systems.

Supposedly, the multilayered structures would allow the 
data processing to continue at the level of BR molecules groups 
by forming neuro-like elements using optical methods in 
BR-containing media.

The basic processes in BR medium are defined by light-
dependent changes in absorption index allocation profile along 
the surface of BR-containing polymeric films. In multilayered 
structures, many light fluxes circulate without interaction. This 
property is usually proved as an advantage of optical methods 
enabling data processing and transmission in the three-dimen-
sional space. At the same time, the information arrays in the form 
modulate indirectly by intensity light fronts over the reciprocal 
fluctuation of absorption index local value of BR-containing 
media sections, and the local intensity value of the light front 
sections realize concurrent information interactions in the 
three-dimensional space of the multilayered structure.

We would like to consider a possibility of neuro-like element 
net organization in BR medium by optical method using mul-
tilayered structures (Figure 38.6) including BR-based layers, 
wave guide layers, and reflecting layers. To allocate light fluxes, 
the system of waveguides, transparent in the optical range, is 
formed in BR-containing medium. It is possible to input the 
controlled emission in the form of light front in BR-containing 
medium, activating at that point the groups of neuro-like ele-
ments, by producing the sections with the disturbed conditions 
of total internal reflection in waveguides.

It is expected that the multilayered structure will provide not 
only functioning and interaction of neurons and their ensembles 
but also the generation of new neurons and links (emission out-
put from one layer and penetrating to the other layers) between 
single neurons and neuronets, and will permit, according to the 
information (image) at system output, to connect and to cor-
relate the cyclical processes originating in BR medium. At that 

point, the process of self-organization of data processing system 
will continue.

The adaptability principles realization of data processing ele-
ments and system self-organization will permit to essentially 
reduce the requirements of the elements and facility as a whole 
to provide reliable functioning in case of the single-element 
failure.

Reduction of technological requirements is achieved by that 
neuro-like elements and links that are formed in continuous 
(uniform, i.e., not divided into constructive matrix elements) 
transparent (without optical dispersion) layer of photochromic 
material according to the light energy allocation.

38.2.2.2  Expected Parameters of the Element Base

According to the traditional criteria, it is acceptable to evaluate 
the number of the neuro-like elements in medium containing 
BR at area 10 mm2 in quantity not less than 106. At the area in 
question, not less than 1011 bonds per second are realized (circuit 
time 0.1 ms, coefficient of bond formation 10).

38.2.2.3  the Basic Elements of the 
Multilayered Structures

The multilayered structures (Figure 38.6) for the realization of 
the basic neuronet data processing include: the system of flat 
waveguides, the elements of optical emission input as gitter, and 
the devices of the surface light front formation (Figure 38.7).

BR-containing polymeric films are meant for neuro-like ele-
ments formation by the change of the absorption/transmission 
surface geometry by modulated light flux effect.

The elements of optical emission input in flat waveguides and 
the elements of output are made as diffraction lattices (gitters) 
(Zlenko et al., 1975; Unger, 1980). The angles of radiation input 
and output depend on different layer indexes and glitter spacing; 
therefore, those angles can be different for various multilayered 
waveguides.
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FIGURE 38.6 Fragment of multilayer structure: 1—substrate (glass 
K-8); 2, 10—layers, containing BR; 3, 5—boundary layers of flat 
waveguide; 4—guide layer of flat waveguide; 6—emission input area; 
7—input emission; 8—output emission; 9—output emission gitter, 11—
input emission gitter; L is the length of the output emission gitter.
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FIGURE 38.7 Device for surface light front formation: Θ1, Θ2—angles 
of emission input; Λ1, Λ2—diffraction lattice spacing; n0, n1, n2—refrac-
tion indices.
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The device for surface light front formation (Figure 38.7) gen-
erates directed light fluxes for effective allocation of the light 
energy in BR-containing polymeric films for neuro-like elements 
concurrent formation, their concurrent interaction, and output 
of the data processing results in neuro-like element medium as 
optical signals.

38.2.2.4  requirements of Br-Containing 
Polymeric Films

The following are the requirements of optical and geometrical 
properties of BR-containing polymeric films.

For photochromic effects (induced changes of refraction and 
absorption indexes) to significantly appear during functioning 
process, high optic density and consequently substantial BR 
concentration in polymeric films are needed. Optical density 
of such films should be 0.8–1.3. In those conditions, basic char-
acteristics of BR-containing media are utilized under optimum 
light flux density so that the media could be used for technical 
purposes. Exposure to light of the fluxes with radiation density 
equal to 10–100 mW/cm2 induces the films to experience changes 
in their absorption and transmission characteristics as much as 
10%–50% from the original indexes in as long as 0.1–10 s.

Functioning of films under induced changes in absorption 
level requires quite homogenous distribution of BR concentra-
tion, as optical heterogeneity infringes the conversion of optical 
information.

Besides, we must ensure repeatability of the main structural 
parameters: film thickness, surface finish, homogenous BR dis-
tribution throughout film surface (1–10 cm2), etc.

Requirements to physical and chemical properties of poly-
meric matrix. Selection of matrix material.

To minimize the influence of diffraction divergence on infor-
mation conversion processes, the thickness of BR-containing 
films must be 6–14 μm. To reach the specified optical density 
with that thickness, the volume of BR content in polymeric films 
should be 40%–50%. Far from all, the polymers transparent in 
optical range can meet the requirements above. Moreover, only 
water-soluble polymers can be used to form BR-containing poly-
meric films.

The comparative studies held to form polyvinyl alcohol- and 
gelatine-based BR-containing polymeric films have proved 
that gelatin-based polymeric matrixes have obvious advantages.

Gelatin-based films could apparently have the highest possi-
ble BR concentration (up to 50 vol. %) without aggregation of PM 
fragments due to thermodynamic peculiarities of gelatin polym-
erization process. Gelatin properties allow us to avoid destruc-
tion of BR protein structure while making polymeric mixture 
and further polymerization.

PM fragments embedded into a gelatin matrix are long-lasting 
and resistant to many technological factors. Polymerized gelatin 
creates optimum conditions for BR to function while retain-
ing enough water needed for photochromic cycle. For the same 
reason, gelatin matrices make it possible to place environment-
modifying water-soluble components and to change the photo 
cycle time frame.

38.2.2.5  Obtaining of Bacteriorhodopsin-Containing 
Polymeric Films for Multilayered Structures

It is important for processing and conversion of optical informa-
tion to take into consideration the dispersion of optical emission 
in BR-containing media conditioned by purple membranes size 
(500–1000 nm)—comparable to the wave length of the optical 
range emission. Therefore, the primary suspensions of PM and 
BR-containing films based on them are optically nonhomoge-
neous, which results in the functional properties loss.

The dispersion demagnification is reached consequently: at 
the step of preparation of purple membranes suspension—by 
PM fragments separation; at the steps of polymeric mixture 
preparation and polymerization—by elimination of the aggre-
gation process of the purple membranes fragments.

38.2.2.5.1   Preparation of Bacteriorhodopsin Suspension
For the preparation of PM suspension, the triple centrifugal 
purification (3000 rpm, 5 min) was carried out; pH value and BR 
concentration in suspension were measured. The pH value is sig-
nificant for the following polymeric solutions and film obtain-
ing, since the investigations showed that at pH less than 4.1 PM 
aggregated, the optical transparency of the suspension was not 
achieved. It was determined that the ultrasound exposure results 
in the decrease of pH value in suspension at 0.2–0.4. The control 
of pH value was managed by the addition of 0.01 M borax buf-
fer solution Na2B4O7 · 10H2O, pH = 9.18. During the ultrasound 
treatment, the suspension temperature must not exceed 36°C.

As the result of technological investigations of ultrasound 
treatment, optically transparent homogeneous BR suspensions 
were obtained without detergent addition. The side effect can be 
the partial melting of protein. Optically transparent PM suspen-
sions were obtained with BR concentration up to 15 mg/mL.

Size evaluation (8.7 ± 0.5 μm) of PM fragments in treated 
suspensions was carried out by the intensity of Rayleigh scatter-
ing and showed that the applied technological mode of suspen-
sion treatment permits to separate PM into naturally minimum 
 fragments—trimers without BR protein destruction and the prin-
ciple possibility of BR-containing medium optical resolution at 
the level of a few thousand lines per millimeter can be considered.

38.2.2.5.2   Preparation of Bacteriorhodopsin-Containing Mixture
During the preparation of polymeric mixture based on BR, the 
last exhibited the property of aggregation on the polymer mol-
ecules that lead to optical heterogeneity of films. As the result of 
technological experiments combining thermal parameters and 
operating pH of components, the conditions selected under that 
aggregation were not observed and transparent optically homo-
geneous BR-containing polymeric mixtures were obtained. 
At the step of polymeric mixture preparation, pH control of 
gelatine solution was carried out because pH value in gelatine 
solution depends either on the obtaining method or on gela-
tine concentration. The component stirring in the mixture was 
also carried out by the ultrasound exposure. All the modifying 
components were put into the polymeric mixture at the last step 



Biomolecular	Neuronet	Devices	 38-9

under condition: the final pH value of the polymeric mixture 
had to be >4.1.

38.2.2.6  the Properties of Br-Containing Polymeric 
Films for Multilayered Structures

According to the elaborated technology, there are  transparent 
and optically homogeneous BR-containing polymeric films 
(thickness 6–14 μm with optical density 0.8–1.3 D at λ = 570 nm) 
on substrates of glass K-8 and fused quartz (area up to 
60 × 48 mm2) and also on Si plates (76 mm in diameter).

38.2.2.6.1   Evaluation of PM Size Embedded to Film
Since during the film polymerization from the polymeric mix-
ture fragment aggregation is possible, the evaluation of PM frag-
ments size is being embedded into film. The placement of films 
with the embedded PM fragments in detection system between 
crossed polarizers resulted in no changes in the initial zero sig-
nal of photodetector. It means either no rotation of polarization 
in the light-pass direction, or no significant dispersion that con-
firms the PM fragments size to be much less than 0.63 μm.

Optical heterogeneity specified by surface geometry and allo-
cation of BR concentration to the film surface is given below.

The distribution of optical absorption heterogeneity coeffi-
cient of BR-containing films is specified by the product of two 
values: the allocation heterogeneity of BR bulk concentration 
to the film surface and quality of the film surface as the local 
dilatation from the average thickness value. In the aggregate it 
results in the local dilatation of so-called surface concentration 
and, correspondingly, the optical density.

The optical homogeneity of the film being specified only by 
the surface quality is provided comparatively easily both for the 
films being realized by glazing method and for the films being 
obtained by centrifugation method. It was determined that 
the typical thickness deviation of BR-containing films being 
obtained equals less than 50 nm at length 10 mm, that, for exam-
ple, at film thickness >5 μm equals <1%.

The support of the optical homogeneity being concerned with 
the allocation of BR bulk concentration along the film surface 
is hampered by the molecules migration in polymeric solu-
tions during the polymerization process to the area of increased 

surface tension. Nevertheless, the attained deviation from the 
average value for allocation of BR bulk concentration does not 
exceed 3% since the changes of surface concentration and opti-
cal density lie in the same range.

38.2.2.6.2   The Structure of Bacteriorhodopsin-Containing Films
It is ascertained that the structure of BR-containing polymeric 
films surface depends on the obtaining conditions. Depending 
on pH, the surface is either smooth (Figure 38.8A) or it has 
punctual (100–300 nm) and rectilinear (400–1000 nm length-
wise, 100–200 nm wide) protuberances (Figure 38.8B and C). 
The cutting of the surface geometry elements is observed (Figure 
38.8B). These investigations confirmed the necessity of pH value 
maintenance higher than 4.1.

Surface roughness (step height Rz of surface geometry) 
of the film with particle size of BR phase <10 nm amounts to 
Rz  ≈ 0.1 μm, with particle size of BR phase ∼100–1000 nm 
Rz ≈ 0.6–3.8 μm.

The analysis of the films with thickness 20 μm (containing 
BR-phase cutting) by Roentgen diffractometry led to the missing 
crystalline phase. Only amorphous gallo is observed on roent-
genograms of BR-containing polymeric films, being formed 
under various conditions in the range of Bragg angles 2θ = 5°–8° 
(kα—copper emission).

Clearly defined diffraction maximum appears on roentgeno-
grams of some samples for angles 2θ = 7.5°–7.8° (Figure 38.9) 
corresponding to interplanar spacing d/n = 1.179–1.133 nm. For 
a number of samples, diffraction maximum appears on roent-
genograms for angles 2θ = 18°–19° (d/n = 0.467–0.493 nm). That 
indicates the ordered placement of protein complexes in poly-
meric (gelatinous) matrix. Apparently, the axial texturing of 
lamellar protein complexes exists by the axis normal to the sur-
face of BR plates.

38.2.2.6.3   Refraction Index of BR and BR-Containing 
Polymeric Films

Information about refraction index in literature (Hampp, 2000) 
is inconsistent and not exact enough to solve the problem of the 
multilayered structure construction. Therefore, we made our 
own measurements.

(A) (B) (C)
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FIGURE 38.8 The structure of BR-containing polymeric film surface being formed from the polymeric mixture: (A) pH = 4.2–4.5; (B) pH = 
3.8–4.0 (the enlarged surface fragment is presented at the insertion); (C) pH = 3.5–3.7.
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The refraction index measurement was carried out using 
refractometer IRF-454B capable of measuring the refraction 
index in the range from 1.2 to 1.7 in reflected and transmitted 
light. BR-containing film was formed on the surface of measur-
ing prism by the method of suspension glazing (concentration 
15–20 mg/mL) and the following drying at 22°C temperature, 
relative 60% humidity. The film thickness reached 20 ± 5 μm.

The value 1.534 ± 0.002 of refraction index was obtained in 
the white light. This result is well reproducible on every one of 
the samples being prepared from the three different halobacte-
ria strains and conforms to the results of the following refrac-
tion index measurements in polymeric BR-containing films. The 
value of the refraction index in that case is defined by BR con-
centration in the film.

The refraction index measurement of gelatin was held in order 
to predict the parameters of the polymeric BR-containing films 
under construction depending on BR concentration in the film. 
The refraction index value of polymeric film based on gelatin 
without BR (formation by the glazing method on the surface of 
the refractometer measuring prism) got equal to 1.543 ± 0.001. 
Refraction index was measured at 22°C temperature and relative 
60% humidity.

The refraction index value of BR-containing gelatinous 
film with thickness 50 ± 10 μm lies in the range of 1.539–1.542 
depending on BR concentration in gelatin.

38.3  Nanostructuring of 
Bacteriorhodopsin-Containing 
Molecular Media

Functional parameters of BR-based multilayered structures on 
the base of BR (the increase of photochromic sensitivity, manage-
ment of photocycle duration) can reach their maximum capac-
ity in use by additional nanostructuring of molecular media. 
Enhancement of functional properties of multilayered structures 
is caused by introduction of new functional elements—hybrid 

nanostructures—making it possible to further realize a new class 
of optical information systems based on self-organizing oscil-
latory and auto wave hierarchical processes in BR-containing 
nanocomposites.

Both nanotechnological and nanotechno-systematic approaches 
are described below.

While developing BR-based media used to process informa-
tion with neural network methods, two ways of material structur-
ing are applied. The first way means introduction of modifying 
organic and nonorganic additives into the system to improve 
functional characteristics of BR. Modification is done on molecu-
lar level that is why such material is a molecular one. The second 
way means building of hybrid functional structures with every 
component performing its own function. In this way, structur-
ing goes at nanometric range instead of molecular level. Hybrid 
nanostructures are systems made of three components—colloidal 
nanoparticles (metal or semiconductor structures based on tran-
sition element [TM] chalcogenide), bridge molecules (spacers) 
with various linear dimensions, and BR molecules.

38.3.1  Procedure of Complex Estimation 
of Functional Characteristics of 
Bacteriorhodopsin-Containing Materials

To characterize and compare functional characteristics of 
BR-based films made by various methods and difference in 
thickness, optical absorption, structure, and content (including 
concentration of BR molecules), it is convenient to apply the des-
ignated factor for quantity estimation of photochromic sensitiv-
ity. For optimization of experimental investigations, we developed 
the simulator of photo-dependent processes and designated factor 
k570(t) of the photo-induced transitions of BR molecules from the 
primary state BR570:

 k t N t
N

N N t
N570

2

0

0 1

0
( ) ( ) ( ) ,= = −  (38.7)

where
N1 is concentration of BR570
N2 is the concentration of BR412
N1 + N2 = N0 is the total concentration of BR molecules

That factor k570(t) named by us as the coefficient of photo-
induced transition of BR molecules from basic state BR570 was 
determined from experimental data of changing optical absorp-
tion at wavelength 570 nm under the influence of active induc-
ing radiation. This complex parameter takes into consideration 
the temporary characteristics of excitation and relaxation pro-
cesses, quantum efficiency, and cross-section of BR molecules 
contained in the nanocomposite nanostructured films (media).

While studying the influence of technological formation 
processes on properties of BR-containing materials, it is very 
labor-consuming to measure each of the above specified charac-
teristics. Therefore, we use a model to describe photo- dependent 
processes that pass in BR-based materials under radiation. 

5

In
te

ns
ity

 (r
el

. u
n.

)

10 15 20 25 30 35 40

1

2

3

2υ (grad)

FIGURE 38.9 Roentgenograms, obtained on the samples: 1—glass 
K-8; 2—glass K-8 with the deposited gelatinous film; 3—glass K-8 with 
the deposited BR-containing polymeric film.
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We have also designed a method to assess the functional charac-
teristics of those media after one measurement. To carry out all 
necessary measurements, we can use a soft- and hardware com-
plex (Figure 38.10), making it possible to combine light exposure 
with two wave lengths in the band of main intermediate absorp-
tion (at 570 and 412 nm, respectively).

The light radiated by the source of continuous testing radia-
tion with up to 2 mW/cm2 intensity passes through the sample 
and falls onto the monochromator where a narrow spectrum line 
(at 570 nm) is allocated. The signal goes to the photo-electronic 
multiplier being adjusted to convert the signal and transfer it to 
the oscillograph. The sample is exposed to light pulsed by the 
source of exciting radiation with intensity at least 10 times more 
than the intensity of testing radiation. The signal registered with 
the oscillograph goes to the computer for mathematic curve pro-
cessing as per the below physical and mathematic ratios.

Based on the Buger–Lambert–Beer law, taking into consid-
eration photo-induced changing concentrations N1 and N2, the 
expression has been obtained that allows to calculate the value 
of k570(t) from the experimental data recording testing light 
λ = 570 nm transmission changing under illumination of excit-
ing radiation:

 k t
I t I

I I570
1

1 0
( )

( )
,=

( )
( )

lg
lg

 (38.8)

where
I0 is the intensity of the incident test light
I1 is the intensity of the transmitted test light in the absence 

of exciting radiation
I(t) is the intensity of the transmitted test light under exciting 

radiation at the time moment t

Also the proposed method of the complex estimation is based 
on the kinetic equation evaluating concentration distribution of 
BR molecules between forms of BR570 (N1) and M412 (N2):

 dN
dt

A P
h

N N1
1 1 1 2

1= − ⋅ ⋅
⋅

⋅ + ⋅σ
ν τ

,  (38.9)

where
σ1 is the absorption cross-section of BR570 form (on wave-

length of acting light)
A1 is the quantum yield of photoreaction
P is the power density of acting light
τ is the lifetime of M412 form
h is the Plank constant
ν is the acting light frequency

From the same experimental data (Figure 38.11) based on the 
solution of equation evaluating concentration distribution of BR 
molecules between forms BR570 (N1) and M412 (N2), the estima-
tion of quantum yield of photoreaction A1 from the value of the 
derivative at the point t = 0 (the beginning of exciting radiation 
action) and the estimation of the lifetime of M412 form τ from 
value of derivative at the point t = t* (the end of exciting radia-
tion action) may be obtained. As time goes by, film transmission 
value being influenced by the relaxation of excited molecules 
approaches to the original transmission level.

38.3.2  Functional Characteristics of 
Nanostructured Bacteriorhodopsin Films

To form the effective functional structures out of biomaterials, 
we need to apply various technological methods. In particular, 
we can use BR-containing materials to prove the necessity to use 
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FIGURE 38.10 Schematic diagram of a soft- and hardware complex designed to study functional characteristics of BR-based materials.
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the additional nanostructuring of functional biomolecular films 
subject to storage and neural network processing with optical 
methods.

As a result of non-modified BR films’ investigations, we estab-
lished  that immediately after obtaining the values, k570(t) are 
in interval 0.5–0.7 and then decrease to value 0.2 for 3–5 h 
and demonstrate this value during a few years. In the primary 
formed films, BR molecules constitute the structure that in time 
is destroyed in consequence of the heat oscillations, resulting 
in disordered molecule orientation relative to each other and 
destruction of hydrogen bonds. To keep the high photochromic 
sensitivity for the whole period, we can create additional linkages 
(covalent or hydrogenous) between protein molecules by using 
chemical reagents.

For example, our use of diamine (1.4-diaminobenzen [DAB]) 
in the ratio of BR:DAB = 1:3, 1:6 и 1:9 (molecular ratio) has 
resulted in increased values of factor k570(t) (0.35–0.5) in compar-
ison with non-modified BR films (0.2–0.25) during 12 days. The 
stabilization of the primary formed BR structure occurs due to 
the fact that 1.4-diaminobenzen is an aromatic amine and capa-
ble to interact with the carboxyl groups of glutamic and aspartic 
acids. In our opinion, the high values k570(t) for BR:DAB films are 
the result of raising the lifetime of M412 form owing to the fact 
that 1,4-diaminobenzen screens extract proton groups.

At the same time the use of glutaric dialdehyde (GA) with 
sodium tetraborate for the alkaline catalysis of the reac-
tion of bonding between amine groups of BR lysine residues 
and  aldehydic groups of GA (the Schiff base) for the samples 
BR:GA = 1:5 had more high values of factor k570(t) = 0.55 (Figure 
38.12), whereas BR:GA = 1:10 and 1:30 had k570(t) = 0.4–0.5, 
which is explained by the high content of GA oxidation prod-
ucts by atmospheric O2 (glutaric acid) that partially destroy 
BR molecules. The dynamics change of decay factor k570(t) 

value was studied during 1 year for BR:GA films (Figure 38.12). 
The samples BR:GA = 1:5 kept the high value of factor k570(t) 
(≥0.45) for 120 days. After 330 days for all the samples of BR:GA 
k570(t) = 0.3.

Introduction of amino acids in the content of BR-containing 
films leads to even better results. The films of BR: glycine, BR: 
isoleucine, and BR: lysine in molecular ratio from 1:1 to 1:25 
had been made. The BR: glycine and BR: isoleucine films were 
first inhomogeneous optically and characterized by the high 
light scattering, and consequently had low values of factor k570(t) 
within the limits of 0.05–0.1. The BR: lysine films were opti-
cally transparent and homogeneous. The dynamics of chang-
ing value k570(t) for the films with ratio BR: lysine = 1:10 and 
1:25 was shown in Figure 38.13. The samples with the ratio 
BR: lysine = 1:25 kept stable higher values during not less than 
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80 days—k570(t) (0.4–0.55)—in comparison with the check sam-
ple (0.15–0.2). At that optical density and transparency, films 
did not change throughout that time. The samples with ratio 
BR: lysine = 1:10 demonstrated higher values k570(t) (0.35−0.5) in 
comparison with the check sample (0.15−0.2) for 330 days.

The above results prove that there are considerable opportu-
nities to improve functional characteristics of BR-containing 
materials by nanostructuring (by forming additional bonds 
between BR molecules).

38.3.3  Metal Nanoparticles and 
Bacteriorhodopsin-Based 
Hybrid Nanostructures

The other way to expand the functional opportunities of molecu-
lar nanophotonics materials is to form hybrid nanostructures. We 
suggest the system use of some physical phenomena common for 
nanoscale structures as the basic processes for photonic informa-
tion systems. In particular, we can use the effect that nano-objects 
have on the lifetime of excited atoms and molecules located closer 
than radiation wavelength. This effect is rapidly enhanced near 
nanoparticles when strong electromagnetic fields locate at plasma 
resonance frequency. Strong local fields influence the speed of 
electron transitions (i.e., the processes of light absorption and 
spontaneous radiation). Such fields can also change spectral char-
acteristics of those processes and lead to substantial enhancement 
of various nonlinear optical effects. In particular due to strong 
local fields we can manage tumescence enhancement and effec-
tive suppression (depending on the distance), have radiationless 
energy transition, and manage the quantum efficiency of BR 
photoreaction and the lifetime of its spectral intermediates. The 
specified mechanisms could be useful to design photonic devices, 
which perform basic functions of information systems on the 
basis of nonlinear dissipative media with distributed feedbacks. 
It is to be taken into account that the effect nanoparticles have 
on the excited state of the functional molecule becomes different 
with the change of the distance between them. This circumstance 
creates wide opportunities to crease hybrid nanostructure-based 
composition materials with bridge molecules of various lengths.

In general, hybrid nanostructures are the systems made of 
three components—colloidal nanoparticles, bridge molecules 
(spacers) with various linear dimensions, and functional (pho-
tochromic, photoluminescence, electroluminescence, etc.) mol-
ecules. Below is the description and diagram (Figure 38.14) to 

show different aspects of hybrid nanostructures’ formation with 
metal nanoparticles.

Formation of the hybrid nanostructures with adjusted dis-
tance between a nanoparticle and a functional molecule includes 
several key stages:

 1. Formation and stabilization of nanoparticles in the polar 
or nonpolar solvent.

 2. Modification of nanoparticle surface in order to function-
alize and to ensure selective and self-organizing hybrid 
nanostructures.

 3. Binding of functional molecules with nanoparticle surface.

Formation of nanoparticles compatible with BR photochromic 
protein has its own peculiarities due to the biological nature of 
the material as water is used as the main solvent.

The number of spacers used to form BR-based hybrid structures 
is quite limited due to the chemical properties of both components. 
First, the spacers must be hydrophilic substances, well soluble in 
water. Second, functional groups are also very limited. As BR is a 
protein, its structure is based on polypeptide amino acid conse-
quence, including among others asparagic and glutamic acid resi-
dues. Those residues have free carboxylate groups taking no part in 
the formation of peptide bonds. pH area, where BR demonstrates its 
functional characteristics, is limited to pH > 5. Under those condi-
tions the molecule is negatively charged. Therefore, to bind with BR 
functional spacer, the groups must be positively charged. The most 
efficient spacers look like molecules, including free aliphatic posi-
tively charged amino acids. Those substances include, for example, 
symmetrical diamines (1.6-diaminohexane, 1.7-diaminoheptane) 
or lysine (2.5- diaminopentane acid). Besides, in low-molecular 
compounds, one can use polymers, including amino acids in their 
structure. Polylysine is one of such polymers.

Gold nanoparticle-based nanohybrid structures are relatively 
easy to form as gold nanoparticles are chemically inert in aque-
ous suspensions. At the first technological stage we apply the 
borohydride method, which makes it possible to get smaller par-
ticles with more homogenous size distribution than nanopar-
ticles obtained by using the citrate method. Besides to reach that 
we do not need to use any additional technological tricks. To 
apply the borohydride method, add 1 mL 1% HAuCl4, 0,5 mL 
0.1 M K2CO3 to 100 mL distilled water. While stirring the mix-
ture vigorously with a magnetic stirrer, add 140 μL 0.1 M NaBH4 
solution (in some 10 μL portions during 10 min).

The technological methods of forming hybrid structures that 
we are developing are based on mechanisms of special bonding 
and self-organization activated by interaction of spacers with 
the appropriate functional groups. To build hybrid nanostruc-
tures based on formed gold nanoparticles, we have to modify 
nanoparticle surface with amino-containing spacers, which are 
able to actively interact with both BR molecules and the sur-
face of nanoparticle. We have selected symmetrical aliphatic 
diamines, in particular, 1.6-diaminohexane. The surface of 
nanoparticles is modified by introducing 1.6-diaminohexane 
water solution with up to 5000 spacer molecules to 1 nanopar-
ticle. The intensity of spacer molecules bonding with the surface 
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FIGURE 38.14 Schematic composition of hybrid nanostructures.
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of nanoparticles can be indicated by the fact that after introduc-
ing 1.6- diaminohexane, excess gold nanoparticles are quick to 
aggregate (sometimes with residue). The results of that process 
can be seen while extracting films out of suspensions by methods 
of atom microscopic investigation (Figure 38.15).

Comprehensive studies have proved that we need to not only 
modify the surface of gold nanoparticles but also remove the 
suspension reacting system components that have failed to react 
during nanoparticle synthesis as those components destruct 
BR molecules and obstruct synthesis of hybrid structures. To 
solve this problem, we have suggested the use of dialyze. Place 
nanoparticle-containing suspension in the so-called dialysis 
bag, which is a hollow plastic container with some nanometer-
size holes. Sink the dialysis bag into the solution of the sub-
stance to be introduced into the system (concentration of the 
solution should be enough to modify the surface of nanopar-
ticles effectively). The volume of that solution is usually at least 
10  times more than the volume of the original suspension. 

During the process, small organic and nonorganic molecules 
migrate through the hollow walls of the dialysis bag, depend-
ing on the  concentration gradient of the hole. Nanoparticles 
that are bigger than bag holes stay inside the dialysis bag. Some 
time (around 2 days) later thermodynamic balance is reached. 
That means that concentration of organic and nonorganic sub-
stances get homogenous throughout the volume. Therefore, the 
solution inside the dialysis bag experiences dilution due to con-
taminating impurities to an extent and solution volume relates 
to the volume of the original suspension. Concentration of the 
substance to modify nanoparticle surface is the same as that of 
the original solution. Using this method, we have obtained gold 
nanoparticles with 1.6-diaminohexane-modified surface. Those 
suspensions are stable. The studies of spectral characteristics of 
such suspensions have proved that dialysis has no effect on the 
spectrum of gold nanoparticles form (Figure 38.16).

We have synthesized hybrid structures with nanoparticles to 
BR molecules ratio 1:3600. BR suspension (51 mg/mL) is used as 
an original one. Hybrid structures are formed by vigorously stir-
ring the suspension with a magnetic stirrer for 2 days at the tem-
perature of the reaction mixture equal to 20°C–25°C. Figure 38.17 
demonstrates spectral characteristics of the hybrid nanostructures 
suspension based on gold nanoparticles, 1.6-diaminohexane, and 
BR. We have to stress that characteristic spectral maximums of 
certain components do not decompose and therefore make it more 
complicated to study functional characteristics of those structures. 
By using extraction, we have obtained films with the surface char-
acterized by atom microscopic investigation (Figure 38.18).

The use of silver nanoparticles providing optimum combina-
tion of spectral characteristics in the nanoparticle–BR system is 
of more interest. At the same time, silver nanoparticles demon-
strate substantial chemical and photochemical activity in water 
suspension and require special stabilization measures.
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To solve this problem, we introduce bridge molecules with 
various functional groups into the reaction system used to 
synthesize nanoparticles. This single technological operation 
includes two stages: formation and stabilization of nanoparticles 
and modification of their surface.

By using this method, we have obtained water suspensions 
of hybrid nanostructures based on BR and silver nanoparticles 
while using cysteine, arginine, lysine, and polylysine as spacers.

To form water colloidal suspension of silver nanoparticles we 
have used the following original water solutions:

 1. Cysteine, arginine, and lysine with concentrations 
c = 0.09%, 0.118%, and 0.122% (weight) correspondingly

 2. Polylysine with concentration c = 0.125% (weight)
 3. Silver nitrate with concentration c = 0.024% (weight)
 4. Water solution of sodium boron hydride with concentra-

tion c = 0.4% (weight) (to stabilize particles we have added 
2.5% (vol.) 1 M solution of sodium hydroxide)

To form nanoparticles, first we add the specified volume of 
spacer solution (up to 0.2% total volume) into silver nitrate 
solution. Then we introduce 120 μL boron hydride solution 
(divided into several 30 μL portions to be introduced every 
5 min) while stirring the mixture vigorously with a magnetic 
stirrer. Characteristic absorption maximums in the spectrums 
of silver nanoparticles suspensions stabilized with lysine, argi-
nine, cysteine, and polylysine are at wavelength 390–400 nm 
(Figure 38.19). Comparing the bands of absorption of silver 
nanoparticles stabilized with monomer amino acids and sta-
bilized with polylysine, we can conclude that nanoparticles 
stabilized with amino acids are smaller in size than nanopar-
ticles stabilized with polylysine. That conclusion is proved by 
the fact that the spectral maximum of the polylysine-stabi-
lized nanoparticles is located in a longer wavelength area, 
at λ = 398 nm, whereas absorption maximums for amino-
acid-stabilized nanoparticles are located at λ = 390–392 nm. 
Nanoparticles of smaller sizes are likely to occur due to the 
higher mobility of monomer molecules as synthesis is a quick 
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reaction, whereas polymer molecules of polylysine are too big to 
take optimal confrontation that fast. It could also be explained 
by the fact that silver nanoparticles quite easily form nonspheri-
cal structures. This can lead to absorption maximums moving 
to the long wavelength area (Krutyakov et al., 2008).

The spectral characteristics (location of absorption maximum 
and absorption intensity) of the silver nanoparticle suspensions 
also depend on spacer concentration. Nanoparticles of the most 
homogenous sizes have been formed in suspensions with silver 
into spacer ratio close to 1:1. The fact is proved by the smaller 
semi-width of characteristic peaks in the nanoparticle spectrum 
(Figure 38.20).

Figure 38.19 demonstrates that characteristic maximums in 
the spectrum of absorption of silver nanoparticles and BR are 
divided into 160–170 nm to make it easier for the analysis and 
application of hybrid nanostructure optical properties to form 
functional nanocomposites to happen.

As mentioned above, the technological methods of forming 
hybrid nanostructures are based on the mechanisms of special 
bonding and self-organization activated by selecting appropri-
ate bridge molecules for various functional groups. For example, 
during formation and stabilization of silver nanoparticle mol-
ecules of cysteine, arginine, lysine, and polylysine bond with the 
surface with the help of thio- (cysteine), guanydo- (arginine), or 
amino groups (lysine and polylysine). At the same time those 
molecules are spacers as they include additional amino groups 
which are able to actively interact with carboxyl groups of glu-
tamic and asparagic acid residues, included in the amino acid 
consequence of BR. So, by using silver nanoparticles and BR 
molecules we can obtain hybrid nanostructures.

Such hybrid structures are synthesized with nanoparticles 
into BR molecules ratio equal to 1:3600. We use 5 mg/mL BR 
suspension as the original one. The hybrid nanostructures are 
formed by vigorously stirring the suspension with a magnetic 
stirrer for 1 day at the temperature of the reaction mixture equal 
to 22°C–25°C.

Figures 38.21 and 38.22 demonstrate spectral characteristics 
of hybrid nanostructures using lysine and polylysine as spacers.
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FIGURE 38.21 Absorption spectrum for suspension of hybrid nano-
structures based on silver nanoparticles, lysine, and BR.
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While analyzing the technological results of obtaining hybrid 
nanostructures, we have to pay attention to the following:

The spectral characteristics of hybrid nanostructure sus-
pensions demonstrate two characteristic spectral maximums, 
corresponding to certain components. It proves that BR and 
nanoparticle bonding causes no destruction of materials and BR 
molecules keep their functioning.

 1. The characteristic spectral maximums of certain compo-
nents of hybrid nanostructures may be offset. For example, 
the suspension of hybrid nanostructures based on silver 
nanoparticles, lysine, and BR demonstrates absorption max-
imum offset for silver nanoparticles from 391 to 408 nm 
(Figure 38.21), whereas the location of absorption maximum 
for BR stays the same—568 nm. The suspension of hybrid 
nanostructures based on the silver nanoparticles, polyly-
sine, and BR demonstrates absorption maximum offset for 
BR from 568 to 560 nm, whereas the location of absorption 
maximum for the silver nanoparticles stays almost the same 
400 nm (Figure 38.22). It could possibly happen because of 
the different distances between nanostructure components 
due to various spacer molecules (≈0.75 nm of lysine and 
≈1.5 nm of polylysine), the type of bonding with nanopar-
ticle surface, and BR.

 2. After measuring the spectral characteristics of hybrid 
nanostructures, we have found out considerably increased 
absorption by every component of hybrid nanostructure 
against the adaptive spectral characteristic calculated by 
the simple adding of the spectrum of separate components 
in the same concentration they have in the suspension of 
hybrid nanostructures. The absorption increase reaches 
13% at λ = 394 nm (cysteine-stabilized silver nanoparti-
cles) and 26% at λ = 568 nm (BR) (Figure 38.23).

Therefore, synthesized hybrid nanostructures demonstrate 
functionality, mutual influence of certain components on spec-
tral characteristics of each other, as well as an influence on BR 
photocycle.

38.4  Summary

The use of molecules with conformation-adjusted relative posi-
tion (distance and angle) of molecular groups including bridge 
functional groups as spacers can contribute to the develop-
ment of nanotechnological and nanosystem approaches based 
on self-organization. Using the above method, we can regu-
late dipole–dipole interaction of a nanoparticle and a func-
tional molecule. The effect is more obvious for nonspherical 
particles. Taking into the account that BR molecule performs 
photo-dependent transit of charge (H+), the above method of 
regulating photochromic photoreaction and the lifetime of 
intermediates must be quite effective. The suggested approach 
can also be applied for hybrid nanostructures with different 
composition.

Therefore, we have demonstrated the system and technologi-
cal aspects of self-organization of functional nanostructures of 
molecular photonics realizing bionic principles of neural net-
work appliances operation.

The systems designed are expected to have some functional 
characteristics, making them to sense and analyze like live 
intellectual neural systems. For example, apart from having 
distributed and content-addressed memory and the ability to 
learn and identify steady images, those systems will be able to 
identify dynamic images, i.e., images of evolving objects. Such 
abilities are based on new functions built upon self-organization 
of structures and processes, including: adaptive sensing with 
feedbacks, regulating activity of various parts of artificial retina; 
adaptive change of sampling rate and of retina coverage; model-
ing of tunable retinal receptive fields with spatial filtering; and 
formation of structures sensitive to the direction and speed of 
object movements.
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39.1  Introduction: Properties 
of Laser radiation

A laser is a device that emits light (or more generally electro-
magnetic (EM) radiation) through a process called stimulated 
emission. The term “laser” is an acronym for light amplification 
by stimulated emission of radiation [1]. The first working laser 
was demonstrated on May 16, 1960, by Theodore Maiman at 
Hughes Research Laboratories. It was a pulsed ruby laser. The main 
characteristics of laser beam are monochromaticity, coherence, 
divergence, and brightness.

Monochromaticity is associated with the fact that in a laser, 
only an EM radiation at a particular frequency (or wavelength) 
is amplified. In practice, it has a certain range, called linewidth, 
which is determined by homogeneous and inhomogeneous broad-
ening factors. The linewidth is very small compared with typical 
light sources. Additionally, due to the laser cavity, which forms a 
resonant system, the oscillation can occur only at the resonance 
frequencies of this cavity. This leads to the further narrowing of 
laser linewidth, often by several orders of magnitude.

Coherence is associated with the phase difference. For any 
EM wave, there are two kinds of coherence, namely, spatial and 

temporal coherence. Typical laser source emission is very coherent. 
Most other light sources emit incoherent light, which has a phase 
that varies randomly with time and position.

Let us illustrate first the spatial coherence. For that, consider 
two points of EM wave, which, at time t = 0, have phase differ-
ence ϕ0. If for any time t > 0 the phase difference of EM wave at 
those points remains ϕ0, we say the EM wave has perfect coher-
ence between the two points. If this is true for any two points of 
the wave front, we say the wave has perfect spatial coherence.

Now, consider a fixed point on the EM wave front. If at any time 
the phase difference between time t and time t + Δt remains the 
same, where Δt is some time delay, we say that the EM wave has 
temporal coherence over a time Δt. If Δt can be any value, we say the 
EM wave has a perfect temporal coherence. If this happens only in 
a range 0 < Δt < t0, we say it has partial temporal coherence, with a 
coherence time equal to t0. Laser light is highly coherent, and this 
property has been widely used in measurement, holography, etc.

Laser beam is also highly directional, which implies that laser 
light has very small divergence. This is a direct consequence of the 
fact that laser beam comes from the resonant cavity, and only waves 
propagating along the optical axis can be sustained in the cavity. 
The directionality is described by the light beam divergence angle.
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The brightness of a light source is defined as the power emitted 
per unit surface area per unit solid angle. Brightness is inversely 
proportional to the square of laser divergence; therefore laser 
light is much brighter than normal light source.

39.2 Overview of Lasers

In gas lasers, the active medium can be regarded effectively as an 
ensemble of absorption or amplification centers (like, e.g., atoms 
or molecules) with only electronic energy levels, which couple 
to the resonant optical field. Other electronic states are used to 
excite or pump the system.

The generic laser structure is shown in Figure 39.1. It consists 
of a resonator (cavity) formed by two mirrors and gain medium 
where the amplification of electromagnetic radiation (light) 
takes place. A laser is an oscillator analogously like an oscillator 
in electronics and requires a resonator, which provides feedback. 
Feedback is provided by two mirrors. Mirrors confine light and 
provide optical feedback. One of the mirrors is partially trans-
mitting, which allows the light to escape from the device. There 
must be an external energy provided into the gain medium (pro-
cess known as pumping). The most popular (practical) pumping 
mechanisms are by optical or electrical means.

The gain medium can be created in several ways. Conceptually, 
the simplest one is the collection of gas molecules. The pumping 
process excites these molecules into a higher energy level. The 
popular visualization of such collection of molecules is as two-
level systems (TLS) (see Figure 39.2). Only two energies (out of 
many in the case of a molecule) are selected and the transitions are 
considered within these two energies. As illustrated, three basic 
processes are possible: absorption, spontaneous emission, and 
stimulated emission.

Such TLS are found very often in nature. Generally, for an 
atomic system, for the case under consideration, we can always 
separate just two energy levels: upper level and ground state, 
thereby forming TLS.

Electron can be excited into upper level due to external 
interactions (for lasers through a process known as pumping). 
Electrons can lose their energies radiatively (emitting photons) 
or nonradiatively, say by collisions with phonons.

For laser action to occur, the pumping process must produce 
population inversion meaning that there are more molecules in 
the excited state (here upper level with energy E2) than in the 
ground state. If population inversion is present in the cavity, 
the incoming light can be amplified by the system (see Figure 
39.2b) where one incoming photon generates two photons as 
the output.

The way how TLS is practically utilized results in various 
types of lasers, like gaseous, solid state, or semiconductor. Also, 
different types of resonators are possible as will be discussed in 
subsequent sections.

39.3 Semiconductor Lasers

A significant percentage of today’s lasers are fabricated using the 
semiconductor technology. Those devices are known as semi-
conductor lasers. Over the last 15 years or so, several excellent 
books describing different aspects and different types of semi-
conductor lasers have been published [2,3].

The operation of semiconductor lasers as sources of elec-
tromagnetic radiation is based on the interaction between EM 
radiation and the semiconductor. Typical semiconductor laser 
structures are shown in Figure 39.3. These lasers can be classified 
as in-plane laser where light propagates in a parallel direction [4] 
and vertical cavity surface emitting laser (VCSEL) [5].

The largest dimension of in-plane structures is typically in 
the range of 250 μm (longitudinal direction) and as such cannot 
be considered as a nanolaser. The structure of interest to us is the 
one where light propagates perpendicularly to wafer’s surface and 
it is known as VCSEL (see Figure 39.3b). The typical diameter of 
VCSEL cylinder is about 10 μm.

The basic semiconductor laser is just a p–n junction (see 
Figure 39.4) in which the cross-section along the lateral–trans-
versal directions is shown. Current flows (holes on p-side and 
electrons on n-side) along the vertical direction, whereas the 
light travels horizontally and leaves the device on both sides.

Light propagation with amplification is illustrated in Figure 
39.5. Mathematically it is described by assuming that there is no 
phase change on reflection at either end (left and right). The left 
end is defined as z = 0 and right end as z = L. At the right facet, 
the forward optical wave has a fraction rR reflected (amplitude 

Resonator (two mirrors)

Gain
medium

Pump

FIGURE 39.1 Generic laser structure: two mirrors with a gain 
medium in between. The two mirrors form a cavity, which confines the 
light and provides the optical feedback. One of the mirrors is partially 
transmitted and thus allows light to escape. The resulting laser light is 
directional, with a small spectral bandwidth.

E1 E1 E1

E2 E2 E2

hν > Eg

hν
hν
hν

hν ≈ Eg

(a) (b) (c)

FIGURE 39.2 Possible electronic transitions in two-level system. 
(a) Absorption, (b) Stimulated emission, and (c) Spontaneous emission.
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reflection) and after reflection the fraction travels back (from 
right to left).

In order to form a stable resonance, the amplitude and phase 
of the single round trip must match the amplitude and phase of 
the starting wave. At arbitrary point z inside the cavity (see Figure 
39.5) the forward wave is

 E gz
0e  e− j zβ

where we have dropped ejwt common term and g = gm − αm. Here rR 
and rL are, respectively, right and left reflectivities, g is gain (and 
loss), L length of the cavity, and β the propagation constant.

The wave traveling one full round will be

 { e }{ } { }0
( ) ( )E rj j gz j zgz j z g L z L z gL Lre } {e e e e e eR L

− − − − −×β β β β−  (39.1)

The above terms are interpreted as follows. In the first bracket, 
there is an original forward propagating wave at z, in the sec-
ond bracket, there is wave traveling from z to L, third bracket 
describes wave propagating from z = L to z = 0, and the last one 
contains wave traveling from z = 0 to the starting point z. At that 
point, the wave must match original wave and thus one obtains 
condition for stable oscillations:

 r r gL j L
R Le e2 2 1− =β  (39.2)

That condition can be split into amplitude condition

 r r g Lm m
R Le2 1( )− =α

 (39.3)

and phase condition

 e− =2 1j Lβ .  (39.4)

From the amplitude condition, the following relation is obtained:

 gm m L r r
= +α 1

2
1ln

R L
 (39.5)

From the phase condition, it follows that

 2β πL n= 2  (39.6)

where n is an integer. The last equation determines wavelengths 
of oscillations since

 
β π

λ
= 2

m  
(39.7)

with λm being the wavelength.
In VCSEL, the cavity is formed by the so-called Bragg mirrors 

and an active region typically consists of several quantum well 
layers separated by barrier layers (see Figure 39.3). Bragg mirrors 
consist of several layers of different semiconductors, which have 
different values of refractive index. Due to the Bragg reflection, 

(a) (b)

Bragg
mirrors

Output light

Output light

Active
regions

Longitudinal
direction

Lateral
direction

Transversal
direction

FIGURE 39.3 In-plane laser (a) and VCSEL (b).

Light
out Feed back

Electrons in

Holes in

p-type

n-type

Active region

FIGURE 39.4 The basic p–n junction laser.

z = L

rL rR

zz = 0

FIGURE 39.5 Schematic illustration of the amplification in a Fabry–
Perot (FP) semiconductor laser with homogeneously distributed gain.
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such a structure shows a very large reflectivity (around 99.9%). 
Such large values are needed because a very short distance of 
propagation of light does not allow to build enough amplification 
when propagating between mirrors.

From the electromagnetic analysis of the optical cavity, the 
quality factor Q of the cavity [6] can be determined as

 Q = ∆ω
ω0

 (39.8)

where
Δω is the cavity linewidth 
ω0 the resonant frequency of the cavity

Gain spectra (also other properties) strongly depend on size 
of the active region. Different gain media are possible, consisting 
of 0D, 1D, 2D, 3D (bulk) structures (see Figure 39.6). The typical 
thickness of a quantum well is about 10 nm. The dimensionality 
of these structures have profound consequences on laser proper-
ties. An illustration of gain spectra obtained with gain media for 
structures of different dimensionalities is shown in Figure 39.7. 
As can be seen, the shape of spectrum becomes sharper with 
increasing quantization dimension. This is due to the variation 
of the density of states.

39.4 rate Equation approach

In a typical laser, there exists two types of subsystems: pho-
tons and carriers. A quantitative description of a laser system 
is given in terms of rate equations. One introduces the number 
of photons S inside the cavity and number of carriers N (can be 
also a number of excited molecules for some systems). The rate 
equations describe the time evolution of S and N, as follows:

 dN
dt

I
qV

N v g N Si g= − −η
τ

( )  (39.9)

 
d
d

gS
t

v N S S Rg
p

= − +Γ Γ( )
τ

β sp
 

(39.10)

We have explicitly indicated that gain g depends on the carrier’s 
concentration.

In Equation 39.9 the first term is responsible for pumping 
(in this case electrical), with I being the current, the second 
term accounts phenomenologically for losses, and the last one 
describes coupling to the photon system.

The last term in Equation 39.10 accounts for spontaneous 
emission (with the coefficient β). The β coefficient describes the 
amount of spontaneous emission that contributes to the lasing 
mode. The β factor is inversely proportional to the number of 
available modes into which the gain medium can spontaneously 
emit photons. In typical in-plane lasers, it is a small number 
(like 10−4) [3]. The value of β is between 0 and 1.

The typical power–current characteristic of semiconductor 
laser is shown in Figure 39.8 for two extreme cases of β. When 
β = 1, all the spontaneously emitted photons end up in the las-
ing mode. For small values of β, the laser has a well-defined 
threshold. At threshold, the optical gain compensates for the 
losses. Above the threshold, the laser operates in a stimulated 
emission mode and below the threshold, spontaneous emission 
dominates.

A large β is the key factor in single-photon laser sources [7,8]. 
The (still hypothetical) case of β = 1 is often referred to as a thresh-
oldless laser [9]. In the thresholdless laser, all photons participate 
in the stimulated emission. Such a device would require a small 
amount of energy to operate. Its dimensions should be very small, 
say ∼λ.
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FIGURE 39.7 Calculated gain spectra for quantum dot, quantum 
wire and quantum well. For comparison, results for bulk crystal are also 
shown as dotted line. (Adapted from Asada, M. et al., IEEE J. Quantum 
Electron., 22, 1915, 1986.)

(a) (b)

(c)

(d)

FIGURE 39.6 Illustration of various active regions with different 
dimensionality. (a) three-dimensional (3D) or bulk structure, (b) two-
dimensional (2D) structure known as quantum well, (c) one-dimen-
sional (1D) structure known as quantum wire, and (d) zero-dimensional 
(0D) structure known as quantum dot. (Adapted from Arakawa, Y. and 
Sakaki, H., Appl. Phys. Lett., 40, 939, 1982.)
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Several issues must be addressed before one could fabricate 
thresholdless laser [10,11]. Those include: (a) optical modes that 
induce undesired spontaneous emission should be suppressed 
where possible, (b) creation of a single-cavity mode with a suffi-
ciently high Q factor and a small modal volume is essential, and (c) 
excited carriers should be concentrated to emit light coupled to 
the single-mode cavity.

39.5 Definition of Nanolaser

The need to reduce the size of the semiconductor laser is one of 
the most active and challenging areas of modern optoelectronics. 
On the theoretical side, size reduction is important for under-
standing the basic laser concepts and fundamental light–matter 
interactions. On the practical side, smaller lasers will find various 
applications as light sources in integrated optical systems.

If photonics should be compatible with VLSI as for as lasers 
are concerned, photonic devices must shrink in size to 100 nm (or 
less) length scales. As indicated in the previous section, the small-
est lasers available commercially today are VCSELs. However, in 
the last few years, the new type of even smaller devices is emerg-
ing, namely, nanowire lasers. Their cylindrical dimensions range 
from few tens up to hundreds of nanometers, whereas their 
lengths are typically within a few hundreds of microns.

The typical volume of conventional miniature lasers such as 
VCSELs is determined by the volume of the cavity mode. The 
effective wavelength in the dielectric should be of the order of 
the characteristic length of the device. This leads to the exis-
tence of the effective modal volume V > (λ/2n)3, a condition 
known as the diffraction limit. Reduction of the volume of the 
active region is the potential factor for lowering the threshold 
current.

Recent advances in technology allow the fabrication of 
optical nanoscale devices where the wave nature of photons 
becomes one of the most critical variables. It provides the chal-
lenges in the realization of a tiny coherent photon source. The 
localization of the wave is difficult when wavelengths of pho-
tons become much larger than the spatial variation of the con-
finement structure.

As the dimensions of optical nanodevices scale down, devices 
can be fabricated with effectively only one optical emission mode. 
These structures could be termed nanolasers (see [8]). Alternatively, 
nanolasers can be defined as structures having dimensions 
smaller than the wavelength of light in all three dimensions [12]. 
Recent summaries of research on nanolasers can be found in 
Refs. [12,13].

In the following sections, we will discuss examples of recently 
the developed nanolasers (and related) structures:

• Nanowire lasers
• Plasmonic lasers
• Photonic crystal lasers
• Scattering lasers
• Organic lasers

We conclude this chapter with a brief discussion of applications 
of nanolasers in sensing and medicine.

39.6 Nanowire Lasers

Various types of nanocavities have been fabricated and a coherent 
laser emission from such structures has been observed. Among 
others, lasing has been demonstrated in droplets [14,15], silica 
[16], and polystyrene spheres [17], semiconductor microdisks 
[18–20], micropillars [21], photonic crystal cavities [22], nanorib-
bons [23], ZnO arrays [24], GaN nanowires [25], and single-crystal 
ZnO nanowires [26].

Several methods of the synthesis of semiconductor nanow-
ire heterostructures have been developed, including chemical 
vapor deposition and the vapor–liquid–solid growth of crys-
talline semiconductor nanowires. Recent progress in the 
development of semiconductor nanowires was reviewed by 
Lauhon et al. [27].

The schematics of a typical cylindrical nanowire laser is shown 
in Figure 39.9 and the possible schemes of current injection are 
schematically shown in Figure 39.10. These structures provide pho-
ton confinement in volumes of a few cubic wavelengths. A typical 
lateral dimension of a nanowire is between 20 and 400 nm, with a 
length in the range of 2–40 μm. As was shown in the journal articles 
cited earlier, it is possible to grow nanowire arrays with tight control 
over size (diameter <20 nm) and uniformity (<±10%).

A significant reduction in size of nanometer laser was possible 
due to large spatial overlap between the active medium (the wire 
itself) and the guided mode, which propagates along the axial 
direction. A strong lateral optical confinement is also created. 
It originates due to the size of the structure itself and also due to 
large dielectric contrast (difference) between the nanowire material 
itself and the surrounding material. The end facets of the nanowire 
form axial Fabry–Perot-type cavity necessary for laser action.

Early experimental evidence for guided modes in nanow-
ires surrounded by air has been reported by Johnson et al. [25] 
and Duan et al. [28]. Lasing was observed in structures that are 
rather thick (radius in the 80–200 nm range). In these structures, 
quantization effects are absent. Such structures can function as 
the active medium and waveguide at the same time. Structures 

Output
power

Current

β = 1 β = 0

FIGURE 39.8 Current–power characteristics for two values of spon-
taneous emission factor.
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with much smaller dimensions (radius about 1 nm) have also 
been fabricated [29]. In such samples, quantization effects play 
a dominant role. As an example, resonant nanowire cavity 
fabricated by Huang et al. [24] achieved gain and lasing through 
an excitonic lasing action in ZnO with a threshold of 40 kW/cm2 
under optical excitation. (In this case, because of optical pump-
ing, the density of optical power is provided instead of value of 
electrical current.) A summary of the properties of basic materi-
als used to fabricate nanowires is shown in Table 39.1.

39.6.1 ring resonator Nanolasers

Microrings are common building blocks in photonics [30]. 
Formation of nanoring resonator is also possible by converting 
the nanowire into a ring [31].

This change of shape results in a significant modification 
of the optical spectra of the cavity. For example, the photolu-
minescence displays Fabry–Perot (FP) resonances that match 
those calculated for ring resonance. Also, the dielectric imper-
fection at the overlapping junction causes each FP mode to split 
into a doublet, thus breaking the degeneracy between clock-
wise and anticlockwise photon propagation (see Figure 39.11b).

Microring nanolasers were fabricated and analyzed by 
Berkeley group led by Yang [31]. The ring structure was fabri-
cated from a linear GaN nanowire (see Figure 39.11). We show 
here a GaN nanowire before manipulation into a ring configura-
tion (a) and after creation of ring geometry (b). It is not a sub-
wavelength device as can be seen from that figure. In the ring 
after coupling, a dielectric discontinuity is introduced (since 
each ends of the original wire are now positioned side by side). 
This side-by-side overlap is responsible for evanescent coupling 
between cavity arms (see Figure 39.12).

The circulating optical modes within a resonator cavity 
containing a defect are theoretically equivalent to a photonic 
molecule [32] (compare Figure 39.11c). Dielectric discontinu-
ity after coupling leads to perturbation within the cavity and 
breaks the resonance degeneracy into clockwise and counter-
clockwise mode propagations. It is known that such perturbed 
cavity is theoretically equivalent to two perfect cavities that are 
coupled.

TABLE 39.1 Basic Properties of Materials Used 
to Fabricate Nanowires

Materials

Emission 
Wavelength 

(nm)
Threshold 
(nJ/cm2)

Gain 
(cm−1) Reference

GaN 370–390 500 400–1000 [85]
ZnO 370–400 70 1000–3000 [85]
CdS 510 — — [28]

n-doped
n-doped

p-doped
p-doped

(a) (b)

FIGURE 39.10 Possible schemes of current injection in nanowires: 
(a) through the ends of the nanowire and (b) from the core and shell 
regions. (Adapted from Maslov, A.V., J. Appl. Phys., 99, 024314, 2006.)

D

d

FIGURE 39.12 Cross-section view of the ring structure showing 
the side-by-side overlap that enables evanescent coupling between 
cavity modes.

–+≈

(a) Wire (b) Ring (c) Photonic molecule

FIGURE 39.11 Transition from wire linear cavity to a ring resonator and 
the theoretically equivalent photonic molecule. (Adapted from Pauzauskie, 
P.J. et al., Phys. Rev. Lett., 96,143903, 2006.)

Substrate

Nanowire

z

Er E0

FIGURE 39.9 Side view of a nanowire laser. (Adapted from Maslov, 
A.V. and Ning, C.Z., Appl. Phys. Lett., 83, 1237, 2003.)
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The lasing behavior between nanowires and their resonator 
counterpart is also markedly different. The emission maximum of 
ring laser is red shifted up to 10 nm relative to the wire (see [31]).

39.6.2 theoretical analysis of Nanowires

For a mathematically oriented reader, we provide here the main 
elements of theory of nanolasers. This section can be skipped in 
the first reading.

Theoretical and numerical analysis of nanowire lasers was 
reported in a series of papers by Maslov and Ning [33–37] and 
also by Chen and Towe [38]. From experiments, we know that 
lasing occurs through the end facets of the nanowire (see Figure 
39.9 (from Ref. [33].)

The nanowire can support transverse electric (TE0m) and 
transverse magnetic (TM0m) modes, which have only three field 
components and no dependence on ϕ and hybrid modes (HEnm 
and EHnm), which have all six field components [33]. In the axial 
approximation, the field components are of the type [34]
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where Jn and Yn are the Bessel functions of the first and second 
kind, respectively. H H J iYn n n n= = +( )1  is the Bessel function of 
the third kind (Hankel’s function). Also, the following definitions 
of transverse wave numbers were introduced: κ ε1 2

2
1 2

2 2 2
, , /= −ω c h . 

The eight unknown coefficients A, B, C, D, F, G, N, and M should 
be determined from the boundary conditions at the interfaces 
r = r′ and r = R.

The numerical approach is based on solving Maxwell’s equa-
tions using finite difference time-domain (FDTD) method in 
cylindrical coordinates [35]. Typical computational window is 
shown in Figure 39.13.

The modes supported in such nanowire structures are similar 
to those of optical fibers (for a discussion of modes in fiber, see 
[39]) but are more localized due to high refractive index contrast 
between the nanowires and the surrounding air.

The Maslov–Ning analysis suggests that the natural facets of the 
nanowires provide very low quality factors (of the order of hun-
dreds) for nanowires of about 10 μm in length. These factors are 
very sensitive to the mode type and nanowire radius.

Far-field patterns of the emitted radiation were also discussed 
[34,35]. It was determined how the radiation pattern depends on 
the lasing mode. The radiation is emitted in a very broad range of 
angles with respect to the nanowire axis. Also, the directionality 
weakens with an increase of the nanowire radius.

Using their methods, Maslov and Ning recently reported on 
the numerical analysis of semiconductor nanowire covered with 
a metal as a possible laser waveguide [40]. Their analysis opens 
the possibilities of fabricating even smaller nanowire-based 
lasers. Maslov and Ning analyzed the possible advantages of 
using a semiconductor nanowire encased in a metal as a laser 
waveguide. They showed that despite large Joule loss, such struc-
ture can be a good candidate for subwavelength laser operating 
in TM01 mode.

Coupled drift–diffusion simulations of nanowire lasers have 
been recently reported by Chen and Towe [38]. They extended the 
FDTD approach by including carrier effects. Their method is based 
on numerical solution of the steady-state 2D drift–diffusion carrier 
transport equations, which are coupled with the photon genera-
tion rate equations. The basic system of equations is as follows:

 ∇⋅ − ∇  = − + − 
+ −ε ψ( , ) ( , ) ( , )x y q p x y n x y N ND A  (39.13)

 ∇⋅ = − − − − − Jn q G n p R n p R n p R n p R n p( , ) ( , ) ( , ) ( , ) ( , )sp st Auger SRH  
(39.14)

 
∇⋅ = − − − − Jp q G n p R n p R n p R n p R n p( , ) ( , ) ( , ) ( , ) ( , )sp st Auger SRH  

(39.15)

 Jn n nq D n x y q n x y x y= ∇ − ∇( , ) ( , ) ( , )µ ψ  (39.16)

 Jp p pq D p x y q p x y x y= − ∇ − ∇( , ) ( , ) ( , )µ ψ  (39.17)

 G S S Rm m
m

p m
sp m− + =

τ ,
, 0  (39.18)

where G(n, p) is the carrier generation rate, Rsp(n, p) is 
the local spontaneous recombination rate, Rst(n, p) is the 

z

Far field

Nanowire

Incident
wave packet

PML

E

r

FIGURE 39.13 Schematic of the FDTD computational domain. 
(Adapted from Maslov, A.V. and Ning C.Z., Opt. Lett., 29, 572, 2004.)
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local stimulated recombination rate, RSRH(n, p) represents 
Shockley–Read–Hall (SRH) dark recombination rate, Gm, Sm, 
τp,m, Rsp,m are, respectively, the modal gain, the photon number 
in the cavity, photon lifetime and for the mth lasing mode, 
and the spontaneous emission rate that couples to the mth 
lasing mode.

39.6.3 recent Work on Nanowire Lasers

We conclude the section on nanowires with a description of 
recent works that go beyond single cylindrical nanowire. First, 
we describe nanowires with metal coating and then the combi-
nation of nanowires and quantum wells.

The dimensions of semiconductor nanolasers can be further 
shrunk by using metal-coated nanowires. Such a structure was first 
fabricated in 2007 by Hill et al. [41] and this structure was shown to 
be the smallest electrically pumped nanolaser. They coated a thin 
semiconductor heterostructure post made of In/InGaAs/InP with 
a layer of gold as shown in Figure 39.14. The diameter was 210 nm. 
Electrons are injected through the top of the pillar and holes are 
injected through a large-area lateral contact.

The device lased in the near-infrared at a wavelength of 
1408 nm. The mode was an HE11-like mode oscillating near the 
InGaAs region cutoff frequency.

All previously described studies have concentrated on fab-
rication of nanolasers from homogeneous semiconductors 
such as gallium nitride (GaN). This means that the laser wave-
length is determined by the band gap of the used material. In 
such a design, there is no possibility to tune the properties of 
the laser.

However, with proper technological tools, structures in which 
gain and cavity functionalities are decoupled can be designed 
and fabricated. The purpose of decoupling the gain medium and 
the cavity is not to separate but to combine the best properties of 
both subsystems. Thus quantum wells provide the optical gain 
medium whereas the nanowire acts as the optical cavity.

This new type of nanolasers was described by Qian et al. [42]. 
The structure is shown in Figure 39.15. It consists of a GaN 
nanowire core that acts as the optical cavity surrounded by 
InGaN/GaN multiple quantum well (MQW) shells that serve 
as a composition-tunable gain medium. By varying the indium 
content, the emission wavelength can be tuned between 365 
and 494 nm, with all devices operating at room temperature. 
Their nanowire heterostructure contains 3 to 26 quantum 
wells. Typical nanowires were 200–400 nm in “diameter” and 
20–60 μm in length. Although the nanolasers were optically 
pumped, the authors believe that electrical injection is possible.

39.7 Plasmonic Lasers

Surface plasmon mode confinement has been used to achieve 
subwavelength modal dimensions at the expense of optical 
loss [43–45]. Several structures that involve plasmons were 
proposed. A comprehensive introduction to the main physical 
aspects involved in plasmonic devices were recently summa-
rized by Dragoman and Dragoman [46].

A summary of the analysis of the plasmonic nanoresonators 
has recently been provided by Maier [47]. Plasmon cavities can 
confine electromagnetic energy into both physical and effective 
mode volumes far below the diffraction limit.

Manolatou et al. [48,49] proposed and analyzed a family of 
nanoscale cavities for electrically pumped surface-emitting semi-
conductor lasers that use surface plasmons to provide optical con-
finement. The analyzed cavities have radii between 100 and 300 nm 
and the heights of the dielectric part of the cavity between 100 and 
250 nm. The metal layers were assumed to be thick enough to pro-
hibit light transmission. The typical circular nanopatch laser ana-
lyzed by Manolatou and Rana [49] is shown in Figure 39.16.

n-InGaAs
n-InP

InGaAs

Ti

Ti
Pt

InP

(a) (b)

p-InP

p-InGaAsP

Au

Au

500 nm

FIGURE 39.14 (a) Structure of the cavity formed by a semiconduc-
tor pillar encapsulated in gold. (b) Cross-section of the pillar. (Adapted 
from Hill, M.T. et al., Nat. Photonics, 1, 589, 2007.)

(c)

p-GaN
p-GaN

n-AlGaN

i-GaN
InGaN

p-GaN

p-AlGaN

n-GaN

i-GaN

InGaN

(a) (b)

FIGURE 39.15 Cross-sectional view of a (a) GaN-based core/multi-
shell nanowire structure and (b) the corresponding energy band dia-
gram. (c) InGaN multiple quantum well (MQW) nanowire structure. 
(Adapted from Qian, F. et al., Nat. Mater., 7, 701, 2008; Qian, F. et al., 
Nano Lett., 5, 2287, 2005.)
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Sarychev and Tartakovsky [50,51] proposed plasmonic nano-
laser where the metal nanoantenna operates similarly to a res-
onator. The structure is shown in Figure 39.17. In this type of 
laser, metallic horseshoe-shaped nanoantenna interacts with 
a two-level amplifying system (TLS). TLS can represent quan-
tum dot and can be pumped optically or electrically. The size 
of the proposed plasmonic nanolaser is much smaller than the 
wavelength.

39.7.1 Bowtie Structures

Bowtie structure consists of two opposing tip-to-tip metallic 
nanotriangles separated by a gap with an active element in the 
form of quantum dot in-between or quantum wells below it. 
The interaction of a single quantum dot with a bowtie antenna 
was demonstrated by Farahani et al. [52] for visible light. The 
enhancement of the electromagnetic field in such a structure 
was described by Sundaramurthy et al. [53]. They also con-
ducted FDTD analysis. The theory of the electrically pumped 
plasmonic nanolaser based on bowtie structure was recently 
reported by Chang et al. [54]. They considered both quantum 
dot and quantum well.

The geometry of a bowtie nanolaser is shown in Figure 39.18. 
It consists of a metallic bowtie separated (typically) by about 
20 nm. Multiple quantum wells are located below the metal-
lic bowtie, which at optical frequencies have negative dielec-
tric constant. The bowtie tips reduce the effective volume of 
the cavity mode and lead to the field enhancement around the 
bowtie tips. This results in an increase of the stimulated and 
spontaneous emission rates and significant decrease of the 
threshold current.

39.7.2 Dipole Nanolaser

Diple nanolaser (DNL) has been proposed by Protsenko et al. 
[55,56]. It consists of a metallic nanoparticle of size r0 and a two-
level system (TLS) of size r2 formed by a quantum dot, separated 
by a small distance r (see Figure 39.19). The device does not need 
an optical cavity and may have a volume much smaller than λ, 
the lasing wavelength. An incoherent pump provides population 
inversion in the TLS. The system can be pumped optically or 
electrically, in which case pumping is provided by injection of 
carriers from the bands of a semiconductor material surround-
ing an embedded quantum dot.

The transition frequency of TLS ω2 is close to the plasmon 
resonance frequency ωp of the metallic nanoparticle. There is a 
strong interaction (a dipole interaction) between those two sys-
tems through a near field. It is known that such coupled interac-
tion significantly modifies optical emission.

To understand the operation of DNL, let us remind ourselves 
that the usual lasing mechanism involves stimulated emission 
into the mode of a cavity (for the single mode operation) from 
a medium in which there is a population inversion. Above the 
threshold condition, when stimulated emission (gain) exceeds 
absorption plus internal losses, the energy from incoherent 
pump is transferred into coherent laser radiation with a narrow 
lasing spectrum.

In DNL, instead of electromagnetic field, one deals with lin-
ear oscillations of polarization of a medium. Such a medium can 
be excited in such a way that the total energy flux into polariza-
tion exceeds losses. This leads to polarization oscillations with a 
narrow spectrum. The analysis of dipole nanolaser conducted by 
Protensko et al. [55] is based on equations of motion identical to 
Maxwell–Bloch equations for a TLS in the electromagnetic field 
of a cavity. Lasing conditions are created when the population 
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Substrate

FIGURE 39.16 Circular nanopatch laser.

y

x

z

Quantum dot

FIGURE 39.17 Horseshoe optical nanoantenna. (Adapted from 
Sarychev, A.K. and Tartakovsky, G., Phys. Rev. B, 75, 085436, 2007.)

FIGURE 39.18 The geometry of a bowtie plasmonic nanolaser. 
Typical separation between metallic nanotriangles is 20 nm. (Adapted 
from Chang, S.-W. et al., Opt. Express, 16, 10580, 2008.)

2 0
r

x

r2 r0

FIGURE 39.19 Dipole nanolaser. Nanoparticle (here on the right) is 
labeled with “0,” TLS (here on the left) has label “2.” (Adapted from 
Protsenko, I.E. et al., Phys. Rev. A, 71, 063812, 2005.)
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inversion D of energy states of TLS is maintained by optical 
pumping or injection current to be [56]

 D D> th  (39.19)

where Dth = (r/rcr)6, rcr = (4|α0||α2|)1/6 and α0 and α2 are polariz-
abilities of the nanoparticle and the TLS. When D exceeds the 
threshold value Dth, the macroscopic dipole moment of two 
particles appears spontaneously and they emit coherent dipole 
radiation at the frequency ω ≈ ωplr, the nanoparticle plasmon 
resonance frequency. Condition (39.19) is fulfilled if the distance 
between particles is small, which means a strong interaction 
between them through the near field.

39.8 Photonic Crystal Lasers

Photonics crystal (PC) structure consists of a drilled repeat-
ing pattern of holes through the laser material. This pattern is 
called a photonic crystal. One can deliberately introduce an 
irregularity, or defect, into the crystal pattern, for example, by 
slightly shifting the positions of two holes. The photonic crystal 
structure and the defect prevent light of most frequencies from 
existing in the structure, with the exception of a small band of 
frequencies that can exist in the region near the defect.

Photonic crystal defect microcavities can provide extremely 
small mode volume [22,57]. The schematic of the laser proposed by 
Painter et al. [22] is shown in Figure 39.20. The interhole separation 
is 515 nm. It was fabricated from InGaAsP grown by MOCVD on 
an InP substrate. The active region consists of four (here only two 
are shown) 9 nm 0.85% compressively strained InGaAsP quantum 
wells. Two-dimensional photonic crystal hexagonal lattice was 
formed by etching, resulting in air holes that penetrate through 
the active region and into an underlying sacrificial InP layer.

Over the last few years, various devices have been fabricated and 
characterized [58–61]. Such structures are associated with single-
photon sources, which are required for quantum computing and 
quantum communications. Single-photon sources are recent 
applications of the Purcell effect in quantum-dot microcavities.

Recently, scientists from the Yokohama National University in 
Japan [61] have reported interesting results concerning PC nano-
lasers. They demonstrated high-performing room-temperature 
nanolaser in the form of PC slab. The laser is made of a GaInAsP. 
This ultrasmall laser has a modal volume close to the diffraction 
limit. When operating in a high-Q mode (about 20,000), it will 
be useful for optical devices in optical integrated circuits. In a 
moderate-Q (1500) configuration, the nanolaser needs only an 
extremely small amount of external power to bring the device to 
the threshold of producing laser light. In this near-thresholdless 
operation, it might permit the emission of very low light levels, 
even single photons.

39.8.1  Edge-Emitting Photonic 
Crystal Nanolaser

Tiny resonators and waveguides based on photonic crystals 
provide a promising approach to fabricating high-density pho-
tonic integrated circuits. Recently, Yang et al. [62] reported the 
first demonstration of an edge-emitting photonic crystal nano-
cavity laser integrated with a photonic crystal waveguide. The 
structure is based on a double-heterostructure photonic crystal 
nanocavity with a InAs quantum dot active region. The device 
consists of four photonic crystal sections, each with a slightly 
different lattice constant. Five layers of InAs quantum dots, each 
with a quantum dot density of about 2 × 1010/cm2, were embed-
ded in the 220 nm-thick GaAs membrane. An output waveguide 
is butt coupled to the mirror with the fewer number of periods. 
The device was optically pumped with a semiconductor laser 
diode at 850 nm wavelength. The threshold peak pump power 
absorbed by the cavity was estimated to be 12 μW.

39.8.2 Silicon Nanocrystals

Compatibility with CMOS materials have stimulated research on 
nanoscale silicon laser by Jaiswal and Norris [63]. They have the-
oretically analyzed and numerically simulated various designs 
based on photonic crystal concept and utilizing Si nanocrystals 
embedded in SiO2. Their studies were motivated by observations 
of optical gain in silicon nanocrystals [64].

Pavesi et al. [64] observed light amplification in silicon itself. 
Silicon nanocrystals in the form of quantum dots were dispersed in a 
silicon dioxide matrix. Net optical gain was seen in both waveguide 
and transmission configurations, with the material gain being of the 
same order as that of direct band gap quantum dots. Their findings 
open the possibility for the fabrication of a silicon laser.

39.9 Scattering Lasers

In scattering lasers, the feedback is provided through scattering 
of light instead of a cavity [65]. These lasers are of two basic types: 
Mie lasers consisting of only one sphere and random lasers that 
are formed by many scattering particles. In Mie lasers, the sur-
face of the sphere serves as multiple scatterer, while in random 
lasers, scattering is provided by randomly distributed particles. 

Etched air holes

Active
region

Defect
region

FIGURE 39.20 Cross-section through the middle of the photonic crys-
tal microcavity. A defect is formed (shown in the middle) by removing 
a single hole. (Adapted from Painter, O. et al., Science, 284, 1819, 1999.)
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In both types of scattering lasers, the average particle size used 
in typical experiments was about 5–10 μm [66,67]. They are, 
therefore, not of the size of true nanolasers.

39.9.1 Mie Nanolasers

In a Mie nanolaser, the mirrors of a conventional laser are replaced 
by the boundary of a microsphere. Light is multiply scattered at 
the boundary, and along the boundary, whispering gallery modes 
(WGMs) at a certain wavelength exist for specific sizes of the 
sphere.

WGMs occur at particular resonant wavelengths of light for 
a given droplet size (see Figure 39.21). At these wavelengths, the 
light undergoes total internal reflection at the particle surface 
and, after one roundtrip, interferes constructively. It becomes 
trapped within the particle for timescales of the order of 
nanoseconds.

The nomenclature of these modes derive from the observation 
of Lord Rayleigh in the dome in St. Paul’s Cathedral in London. 
He observed sound (“whispers”) propagating along the walls 
and circling around the dome several times.

Theoretical and experimental study of spherical resonators, 
which form the basis of Mie lasers, is still an open field of research. 
This interest stems from the analysis of fundamental processes 
such as scattering, energy propagation through disordered media, 
and cavity quantum electrodynamics, and from the large number 
of applications in photonics, chemistry, meteorology, astronomy, 
and sensing.

39.9.2 random Lasers

In random lasers, the conventional optical cavity is replaced by 
light scattering from many particles. They do not have mirrors 
or optical elements.

In random lasers, the feedback is provided by multiple scat-
tering of light at many scattering points. Random laser does 
not have a clear feedback mechanism like a conventional laser. 
It is nonresonant, even disordered and works in qualitatively 
different way than feedback by a resonant cavity (see [68] for 
a recent review). A comparison of conventional and random 
laser is shown in Figure 39.22. The wavelengths of random 
lasers span from the ultraviolet to the mid-infrared region. The 
materials used in random lasers include inorganic dielectrics, 
semiconductors, polymers, and liquids. The size of random 
lasers can vary from a cubic micrometer to hundreds of cubic 
millimeters.

A short history of the development of random lasers is as follows:

• In 1968, Letokhov [69] described an idea of scattering 
with “negative absorption.”

• In 1994, Lawandy et al. [70] conducted experiments on 
scatterers in laser dye and observed threshold and line 
narrowing.

• In 1995, Wiersma et al. [67] conducted multiple scattering 
experiments in Ti:Al2O3 random lasers.

Recently a definite reference on solid state random lasers was 
published by Noginov [71] who tried to answer the question 
of what is a random laser by reviewing many types of random 
lasers. On the theoretical side, we mention two approaches to 
describe scattering lasers [72,73].

Fratalocchi et al. [72] derived a 3D vector set of Maxwell–Bloch 
equations, which were solved numerically by employing FDTD 
method. They performed a series of numerical experiments by 
investigating the process of laser emission from a single nanosphere 
covered by a layer of active material for different pumping rates.

Novel theoretical approach to diffusive random lasers has 
recently been developed by Tuereci et al. [73]. They developed 
a model by considering all the possible ways in which light can 
reflect back and forth in the medium. In their approach, they 
considered coexistence of gain, nonlinear interactions, and 
overlapping resonances.

39.10 Organic Nanolasers

Ease of fabrication make organic materials attractive for vari-
ous optoelectronic devices, including lasers. O’Carroll et al. [74] 
used the flexibility of structuring organic materials to fabricate 
subwavelength optical nanowire lasers.

Using a melt-assisted template wetting method, they synthe-
sized arrays of semicrystalline nanowires with diameters in a range 
of 150–400 nm, and with typical length of ∼6 μm. Their structures 
are cylindrical wires with optically flat end facets, which form opti-
cal cavities. Lasers were optically pumped by an external pump 
laser. The observed that lasing wavelength (about λ = 460 nm) was 
determined by a standard standing wave condition.

Organic lasers can potentially have various applications [75] 
as inexpensive and lightweight sources of coherent radiation.

Gain medium

Gain and scattering
medium

Conventional laser Random laser(a) (b)

FIGURE 39.22 Comparison of conventional and random laser. 
(Adapted from Wiersma, D., Nature, 406, 132, 2000.)

FIGURE 39.21 Whispering gallery mode inside a microsphere.
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39.11 applications

To conclude this chapter, we briefly discuss a few recent applications 
of nanolasers focused on nanowire and photonic crystal-based 
devices.

39.11.1  Nanolaser Device Detects 
Cancer in Single Cells

Investigators at Sandia National Laboratories in New Mexico 
reported a method to rapidly detect cancer in a single cell using 
nanolaser techniques [76,77]. Their technique, which allows 
the investigator to distinguish between malignant and normal 
cells, has the potential of detecting cancer at a very early stage, 
a development that could change profoundly the way cancer is 
diagnosed and treated.

The method of determination of malignant cells is based on 
a technique that rapidly assesses the properties of cells flown 
through a nanolaser. They observed biophotonic differences in 
normal and cancer mouse liver cells by using intracellular mito-
chondria as biomarkers for disease. This difference arises from 
the fact that mitochondria, the internal organelles that produce 
energy in a cell, are scattered in a chaotic, unorganized man-
ner in malignant cells, while they form organized networks in 
healthy cells. This difference produces a marked change in the 
way that malignant cells scatter laser light.

39.11.2 Biological and Chemical Detection

Optofluidic integration of a new type of photonic crystal nanola-
ser incorporated into a microfluidic chip was described by Kim 
et al. [78]. The proposed nanolasers are an ideal platform for high-
fidelity biological and chemical detection tools in micro-total-
analytical or lab-on-a-chip systems. Its operation is based on the 
wavelength tunability induced by the refractive index variation of 
the fluid.

A record high sensitivity utilizing photonic crystal nanolaser 
was recently reported by Kita et al. [79]. The index resolution 
limit of their sensor could be <10−6.

39.11.3 Ultrahigh Data Storage

Ikkawi et al. [80] reported the development of a near-field opti-
cal system capable of focusing light into a spot with diameter of 
less than 30 nm. To fabricate this type of nanolaser, they depos-
ited a 100 nm thick aluminum film on the emitting edge of a 
laser diode and then used a focused ion beam to etch various 
apertures into the film. Their nanolaser technique is capable of 
storing data beyond 10 Tbit/in2.

39.12 Conclusions

In this chapter, we provided an introduction to the concept 
of nanolasers, which are considered to be applicable as main 

elements, among others, in nanoscale optoelectronics. We dis-
cussed numerous examples of recently developed nanolasers.

The field of nanolasers shows rapid progress both on the 
research side as well as in applications. Examples include 
nanowire lasers with diameters as small as 100 nm. They find 
applications in medicine and in biological and chemical sensing. 
There is no doubt that field of nanolasers is set for interesting 
research in future and that nanolaser devices will find new and 
yet unforeseen applications.
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40.1 Introduction

The success of optoelectronics is largely based on the availability 
of efficient and reliable semiconductor lasers. Most prominent 
among the many applications are optical data storage solutions 
on CDs, DVDs, and BDs or the fiber-based optical communica-
tion. The initial success started with conventional laser diodes 
(Casey and Panish, 1978a,b; Agrawal and Dutta, 1993; Chuang, 
1995). More recent microcavity lasers (Li and Iga, 2003) provide 
a new level of miniaturization and novel emission properties.

In general, the laser emission is based on population inver-
sion of the electronic states, which contribute to the radiative 
recombination. For semiconductor lasers, it has been realized 
early (Dingle and Henry, 1976) that the carrier confinement in 
quantum wells leads to improved laser properties, like a laser 
threshold reduction. The successful demonstration of this effect 
was based on advances in the material growth (Tsang, 1982). The 
use of quantum dots (QDs) as an active material promises even 
greater benefits. First of all, one gains more freedom to engi-
neer the emission wavelength (Bimberg et  al., 1999). Another 
advantage is the enhancement of the single-particle density of 
states. For states experiencing a carrier confinement in all three 
dimensions, discrete electronic energies similar to the spectrum 
of atomic systems are obtained. This has led to predictions of 
further increased efficiency for laser applications, which are 
based on less temperature-dependent operational parameters 
(Arakawa and Sakaki, 1982), further reduced threshold currents 

and higher differential gain (Asada et al., 1986), higher modu-
lation bandwidth (Kim et  al., 2004) and reduced anti-guiding 
effects (Newell et  al., 1999), as well as a reduced sensitivity to 
material defects. Also, the miniaturization of the active mate-
rial in connection with new microcavity laser resonators 
opens the door for novel applications in quantum information 
technologies.

The goal of this chapter is to provide an introduction to the 
physics underlying QD lasers. We will discuss the fundamental 
properties of the QDs, which are relevant for laser applications, 
as well as the important interaction processes that determine the 
laser properties.

40.1.1 Material Systems

Various techniques can be employed for the fabrication of 
QDs. Each approach has advantages for particular applica-
tions. Self-assembled QDs, which are typically obtained in the 
Stranski–Krastanov growth mode, are the most widely used for 
optoelectronic devices. Colloidal semiconductor nanostruc-
tures, which can be functionalized as biological markers, are 
less practical for the device integration. Lateral QDs, which are 
fabricated by etching of quantum wells following electron beam 
lithography, have the advantage of better controllable size and 
position. They are favorable for quantum-transport studies. The 
slow preparation process, the low dot density, and defect forma-
tion prevent the broad use of this method in optoelectronics.
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For emission in the near infrared and red, including the 
frequencies for optical fiber telecommunication networks at 
1300 and 1500 nm, the GaAs material system (GaAs/AlGaAs, 
InGaAs/GaAs) is routinely used. The self-organized growth 
of QDs is well established for this material system. The fabri-
cation starts with the strained growth of a two-dimensional 
wetting layer (WL) on a substrate with a higher band gap and 
lower lattice constant. After a critical thickness is reached, par-
tial strain relaxation changes the morphology to a thinner two-
dimensional layer and small three-dimensional islands. These 
islands constitute the self-assembled QDs after their overgrowth 
with a higher band-gap material.

II–VI compounds with a wider band gap like CdSe, CdTe, or 
ZnSe provide emission in the green and yellow spectral range 
(Klude et al., 2004; Sebald et al., 2009). However, issues of the 
device lifetime due to degradation effects have so far prevented 
the broad application in light emitting devices. Also the growth 
mechanism often differs from that in III–V compounds. For 
example, CdTe/ZnTe has a similar lattice mismatch to InAs/
GaAs, but the growth of CdTe QDs starts with two-dimensional 
platelets on which small dots are formed. Isolated dots are grow-
ing, when the material thickness exceeds a critical value.

The group-III nitride material system, like GaN/AlN or 
InGaN/GaN, received much attention for applications in light 
emitters due to their extended range of emission frequencies 
from visible light to UV emission (Nakamura and Chichibu, 
2000). While the nonradiative loss of carriers due to trapping 
at threading dislocations lowers the efficiency of group-III 
quantum-well light emitters, this effect is reduced by the three-
dimensional carrier confinement in QDs. Nitride-based hetero-
structures with a wurtzite crystal structure are known to have 
built-in electrostatic fields due to the spontaneous polarization 
and piezoelectric effects, which lower the spatial overlap of the 
electron and hole wave functions thereby reducing the interband 
recombination efficiency.

40.1.2 Edge Emitter Laser Diodes

Two different types of semiconductor lasers need to be distin-
guished in general. They vary in design, properties, and applica-
tions. In conventional edge-emitting laser diodes, the feedback 
for the laser mode is provided by an optical cavity, which is 
formed by the cleaved end faces of the device (Agrawal and 
Dutta, 1993; Chuang, 1995). Correspondingly, the emission 
occurs from the edge of the semiconductor chip. The low mir-
ror reflectivity due to the jump of the refractive index from the 
semiconductor material to air results in a short cavity lifetime 
(large cavity damping). To compensate for the cavity losses, a 
large propagation length of the laser mode through the active 
material is necessary. The large cavity length in the range of a 
few hundred micrometers in turn leads to a small frequency 
spacing between the cavity modes, so that many modes appear 
within the gain region of the active material. As a result, edge 
emitters typically operate multimode. Also the spontaneous 
emission of the active material is distributed over a large number 

of nonlasing modes, which leads to a pronounced laser threshold 
as discussed in Section 40.5.

The optical gain is achieved by current-injection pumping of 
the active material. For an edge-emitting laser diode, it is out-
lined in Figure 40.1 that the electrical injection current flows 
perpendicular to the optical cavity modes and the emission 
direction, which is characteristic for this type of devices. To 
provide an efficient confinement of the pumped charge carriers 
to the active region, a heterostructure design is used, where 
the active layer is positioned between materials with wider 
band gaps. A common heterostructure has a GaAs active layer 
between AlGaAs barriers. The carrier confinement is increased 
by designing the laser structure to be very thin in the direction 
of current flow, which is also the epitaxial growth direction. 
Additional cladding layers can be used to confine the optical 
mode in the transverse direction by means of a waveguide 
geometry and to increase the spatial overlap of the optical 
mode with the active region. Such a design is called double het-
erostructure and was independently proposed by Kroemer as 
well as Alferov and Kazarinov (Casey and Panish, 1978a). The 
conventional laser configuration works very well, as is evident 
from its wide ranging applications in many electro-optical 
systems.

This design allows for a natural integration of self-organized 
QDs as active material. Since the dots are grown in layers, these 
can serve as the planes in which the optical mode propagates. 
To increase the modal gain, often several layers are staggered. 
Accompanied with the large number of QDs and unavoidable 
fluctuations of the individual QD properties (mostly geometry 
and composition) is a large inhomogeneous broadening of the 
emission spectrum of the active material.

On the other hand, the combination of edge emission and 
active layer shape give rise to several disadvantages (indepen-
dent on whether quantum wells or QDs are used as active mate-
rial). For edge emission, the laser transverse and lateral modes 
depend on the cross section of the gain region, which is very thin 
in the transverse dimension for carrier confinement and wide in 
the lateral dimension for output power. The resulting near field 
of the laser emission is highly elongated, which does not match 
well to the circular cross section of optical fibers for possible 

C

W
A O

O

C

B
A
B

C(a) (b)

W

C

FIGURE 40.1 Edge-emitting laser (left) and vertical-cavity surface-
emitting laser (right) with active region (A), waveguide layers (W), 
upper and lower Bragg mirrors (B), contacts (C), and light output (O). 
The arrows indicate the direction of the current flow.
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out-coupling. Since the transverse beam dimension is very small, 
typically of the order of 1 μm or less, the transverse beam diver-
gence is rather high (typically ≈50° full angle) because of diffrac-
tion. Therefore, the far field of the laser emission is also highly 
elongated. The beam astigmatism together with the high diver-
gence makes design and fabrication of coupling optics rather 
challenging. Approaches to single-mode operation involve 
embedded gratings or buried heterostructures, which increase 
the unit costs and limit the output power.

40.1.2.1 Microcavity Lasers

Microcavity lasers represent a new type of devices. In analogy 
to the carrier confinement, one utilizes a strong confinement of 
the electromagnetic field. Cavity dimensions of the order of the 
light wavelength are characteristic of microcavity lasers. Due to 
the strongly reduced gain length, this requires very high mir-
ror reflectivities larger 99%. To characterize microresonators, 
one uses the cavity quality factor Q = ωc/Δωc with the cavity fre-
quency ωc and the spectral linewidth Δωc. The combination of 
small mode volume and high Q-factor leads to modifications in 
the density of states of the electromagnetic field. According to 
Fermi’s golden rule, this allows to enhance or inhibit the spon-
taneous recombination probability, which is known as Purcell 
effect (Vahala, 2003; Lodahl et al., 2004). Particularly important 
for lasers is that the small cavity dimensions strongly increase 
the frequency spacing between the cavity modes. Microcavity 
lasers can be designed in a way to find only a single high-Q cav-
ity mode within the gain spectrum of the active material, thus 
allowing genuine single-mode laser operation. The Purcell effect 
can also be used to suppress the spontaneous emission into other 
low-Q modes (e.g., modes propagating in other directions). This 
leads to a strongly reduced laser threshold, and the possibility of 
thresholdless lasers has been discussed (Yokoyama and Brorson, 
1989; Rice and Carmichael, 1994) as a consequence of the novel 
physics.

The foundation of microcavity lasers lies in the improved 
engineering of optical resonators in combination with the new 
physics in the field of cavity-quantum electrodynamics. This 
includes mastering Maxwell’s equations in even more and more 
complicated materials and geometries and still being able to pre-
dict the electromagnetic properties and the response of devices. 
The photon confinement is based either on Bragg or total inter-
nal reflection. A central role plays the concept of photonic band-
gap materials. Here, one uses the analogy to the electronic band 
structure, which emerges for the electron motion in a lattice 
periodic potential. Photonic structures with periodic modula-
tions of the refractive index can be designed in a way that a pho-
tonic band gap for the light propagation, the so-called stop band 
appears.

For practical device applications, vertical-cavity surface-
emitting lasers (VCSELs) are frequently used, since many of 
the above mentioned disadvantages of the edge-emitting design 
are avoided. The VCSEL constitutes of a Fabry-Perot resonator, 
in which the very high reflectivity is achieved with distributed 
Bragg reflectors (DBRs), consisting of epitaxially grown periodic 

layers of different refractive indices (Jewell et al., 1991). The typi-
cal DBR has alternating layers that are each λ/4 thick so as to 
provide constructive interference of the reflected waves from 
each interface. The spacer layer between the DBRs acts as a 
defect giving rise to the high-Q cavity mode, which provides the 
photon confinement.

The basic VCSEL structure is that of an effectively one-
dimensional resonator with a length of a few μm. The active 
region between the mirrors consists either of one or a few quan-
tum wells or layers with QDs, which are embedded between 
cladding layers. The short cavity length of this structure allows 
to design a single high-Q (longitudinal) cavity mode within the 
spectral gain region of the active material. For laser structures, 
current confinement to a small area of the active region has been 
introduced by means of oxide apertures.

Since the optical cavity axis is in the vertical (epitaxial growth) 
direction (see Figure 40.1), the laser emission for a VCSEL occurs 
out of the surface of the wafer. This surface emitting configura-
tion has several desirable features. Being independent of the gain 
layer cross section, there is more flexibility in the shape and size of 
the transverse optical mode. In particular, a circular beam can be 
realized. With an approximately 6 μm diameter circular output 
aperture, lowest order (Gaussian-like) transverse mode operation 
with less than 10° beam divergence is possible (Chang-Hasnain 
et al., 1991). Other advantages of a VCSEL are even more prac-
tical in nature. Unlike an edge-emitter, the VCSEL mirrors are 
fabricated during the epitaxial growth of the entire wafer, so that 
the mirrors of hundreds of lasers can be manufactured simulta-
neously. Edge emitters can only be combined to one-dimensional 
laser arrays, whereas with surface emitters truly two-dimensional 
arrays are routinely possible. To test an edge emitter, one needs 
to expose the edges, which means cleaving the wafer and apply-
ing the necessary facet preparations. These are time consuming 
and therefore costly steps that have to be repeated for each laser 
diode. Surface emitters can be fabricated, tested, and operated at 
the wafer level.

The VCSEL design has its own challenges. This gain-length 
reduction has to be compensated by the high cavity Q, putting 
great demands on the quality of the DBR mirrors. Having only 
one high-Q cavity resonance in the spectral gain region, the 
laser threshold current is very sensitive to the position of this 
resonance in relation to the peak of the material gain spectrum. 
From this, a related complication arises: the cavity-gain align-
ment can be maintained typically only within a small tempera-
ture range, because gain spectrum and cavity resonances have 
different temperature dependences. The gain spectrum shifts in 
frequency because of the temperature dependence of the band-
gap energy and the carrier distributions. The cavity resonances 
shift with temperature due to thermally-induced changes in the 
refractive indices of the mirror material and the material within 
the optical cavity. The result is a temperature dependence of the 
cavity-gain alignment, which plays an important role in the sen-
sitivity of a VCSEL output to temperature variations.

An additional transverse mode confinement in VCSEL struc-
tures can be introduced with the fabrication of micropillars, e.g., 
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due to a combination of electron-beam lithography and various 
etching methods. The resulting three-dimensional confinement 
of the optical mode to a very small volume of the order of the 
cubic light wavelength strongly increases the efficiency of the 
light–matter interaction. With the three-dimensional photon 
confinement, the Purcell effect can be used for a strong suppres-
sion of the spontaneous emission into non-lasing modes. Even 
higher cavity-Q factors for three-dimensional mode confine-
ment have been achieved in microdisks or microspheres. They 
lack, however, the directionality of the light emission. The ulti-
mate control of the photon confinement and record values for 
the cavity-Q has been possible in photonic crystal structures.

Both in conventional edge-emitters and in microcavity lasers, 
the QD physics that determines the properties of the gain mate-
rial is the same and the effects discussed in the subsequent 
chapters equally apply. Nonetheless, the miniaturization of 
microcavity lasers can be pushed to the extreme case where only 
a single QD resonantly interacts with a single high-Q optical 
mode. This system is the analogous to the single-atom microma-
ser or the one-atom laser of quantum optics and opens the door 
for novel applications in quantum-information technologies like 
quantum cryptography (Fattal et al., 2004) and quantum com-
puters (Scholz et al., 2006). Essential physical effects or mecha-
nisms are the generation of single-photons on demand (Michler 
et al., 2000) or correlated photons (Moreau et al., 2001), as well 
as the demonstration of vacuum field Rabi oscillations (strong 
coupling) (Reithmaier et al., 2004; Yoshie et al., 2004).

40.2 Electronic States of Quantum Dots

The single-particle states will be taken as the starting point for 
the description of the electronic and optical properties of semi-
conductor QDs as active material in lasers. In terms of quan-
tum mechanics, single-particle states constitute the basis for the 
analysis of interaction processes. Interaction matrix elements 
can be formulated with the corresponding wave functions, and 
transition processes can be described in terms of the single-
particle states.

40.2.1  Localized and Delocalized States 
in Self-assembled Structures

Due to the three-dimensional carrier confinement, QDs pos-
sess localized states in contrast to the band structure of the 
bulk material. Nevertheless, the single-particle states are closely 
related to the properties of the bulk material. Especially the 
optical selection rules and symmetry properties of the interac-
tion matrix elements reflect properties of the underlying crystal 
lattice. Also band mixing effects and built-in crystal fields are 
results of the lattice properties.

Depending on material composition and growth conditions 
like temperature and material flux, a variety of different QD 
geometries can be fabricated (Jacobi, 2003). In the following, we 
consider self-assembled QD systems in a characteristic geom-
etry, which consist of lens-shaped caps positioned on a residual 
two-dimensional WL, as shown in the left part of Figure 40.2. 
For the frequently used InGaAs/GaAs material system, one 
finds typically a diameter of 10–30 nm and a height-to-diameter 
aspect ratio of 0.3–0.4. The random distribution of QDs on the 
WL plane has a density of 1010–1011 cm−2.

From the geometry of the QD-islands on top of the two-
dimensional WL, the single-particle energy spectrum can be 
understood qualitatively. The WL provides a confinement of 
carriers in the growth direction and—in the absence of QDs—a 
free carrier motion in the perpendicular WL plane, as in a quan-
tum well. At the position of the islands, the height of the lower 
band-gap material increases, thus reducing the ground-state 
energy and therefore giving rise to an additional in-plane con-
finement potential. The resulting effective three-dimensional 
carrier confinement in the QDs leads to a localized state with 
discrete energies for electrons and holes. These discrete states 
are located energetically below a quasi-continuum of delocal-
ized states, corresponding to the two-dimensional motion of 
carriers in the WL. At even higher energies, one finds the bar-
rier states, which are delocalized in all three dimensions. The 
energy levels of the combined QD-WL system are sketched in 
the right part of Figure 40.2. The actual number of discrete QD 
states is limited by the height of the confinement potential as 
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FIGURE 40.2 Cross section (a) and top view (b) TEM image of self-assembled InGaAs/GaAs QDs. The corresponding energy spectrum (c) contains 
localized states due to the three-dimensional carrier confinement, which are positioned energetically below a quasi-continuum of delocalized states 
corresponding to the two-dimensional motion of carriers in the WL. (From Anders, S. et al., Phys. Rev. B, 66, 125309, 2002.)
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well as the geometry of the dots. As we will discuss in Section 
40.3, the delocalized states play an important role for the scatter-
ing processes in light-emitters based on QDs and, hence, need to 
be included in the analysis of the single-particle states.

40.2.2  Envelope-Function approximation 
and Effective-Mass approach

The simplest approach to the carrier confinement in semicon-
ductors is based on the envelope-function approximation. The 
starting point is the Bloch theorem, which represents the wave 
functions in a three-dimensional crystal in the form

 Φk
k rr r( ( ),) = λe ui ⋅

 (40.1)

describing plane waves modulated with the lattice-periodic Bloch 
function uλ(r), where λ is the band index and k is the carrier wave 
vector. In a confinement situation, one assumes that the three-
dimensional plane wave can be replaced with envelope wave func-
tions that are localized in one, two, or three dimensions.

In effective-mass approximation, one assumes that the actual 
QD and the two-dimensional WL consist of the same semicon-
ductor material, in which the carrier motion experiences a con-
stant potential energy and a kinetic energy of the carriers that 
can be expressed in terms of an effective mass m*. The structure 
is embedded in a buffer material with a larger band gap. This is 
described by a step-wise increase of the confinement potential 
V(r) to the outside region. Typically, the effective mass is also 
different in the buffer material, which is expressed with a step-
wise constant m*(r). The Schrödinger equation
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(40.2)

defines the confinement wave functions ϕn(r), which replace the 
plane waves in Equation 40.1, and provides the corresponding 
energies εn for the single-particle states.

For the geometry displayed in the left part of Figure 40.2, 
several simplifications of the solution of Equation 40.2 are pos-
sible. The rotational symmetry allows for a classification of the 
single-particle states according to their angular momentum 
and to effectively reduce the three-dimensional problem to a 
two-dimensional one. Details for the solution of this problem 
are discussed in Wojs et al. (1996). Additionally, when the QD 
height-to-diameter aspect ratio is small, one can distinguish a 
weak (strong) confinement situation in the WL plane (growth 
direction), and in good approximation the confinement wave 
function can be separated into the corresponding components

 Φn l z u( ) ( ) ( ) ( ),, ,r r= ϕ ξσλ λ λ�  (40.3)

with r = (ϱ, z). The in-plane envelope function φl,λ(ϱ) represents 
both localized and delocalized states for the QD and WL contri-
butions, respectively. In a simple but often useful approximation, 
the in-plane confinement of flat QDs with cylindrical symmetry 

is described by a two-dimensional harmonic confinement poten-
tial with a characteristic equidistant spacing of the corresponding 
energies (Wojs et al., 1996). In the WL, the in-plane momentum k 
is a good quantum number if the effect of the localized states on 
the continuum is neglected. Thus, the quasi-continuum of the WL 
states (in the absence of QDs) is modeled by using plane waves for 
the corresponding in-plane envelope functions φl,λ(ϱ). However, 
the localized QD states and the delocalized WL states are solu-
tions of a single-particle problem for one common confinement 
potential and must, therefore, form an orthogonal basis. By per-
forming a separate ansatz for the QD and WL contributions, this 
orthogonality is not ensured. It can be enforced, for example, by 
an orthogonalization procedure of the continuum states. The 
obtained so-called orthogonal plane waves (OPWs) represent a 
more correct description of the WL states. For details, we refer the 
reader to Nielsen et al. (2004, 2005).

40.2.3  Continuum approaches 
and atomistic Models

The effective-mass approach has several shortcomings. Band-
mixing effects usually modify the electronic states, and a more 
detailed description of the valence-band structure is often desired. 
This can be included in semiempirical continuum approaches like 
k · p-models or atomistic tight-binding approaches. The latter 
account also for symmetry properties of the atoms in the crystal 
unit cell, which can influence optical transition rules, and allows 
to study systematically the combined influence of structure and 
chemical morphology including alloy fluctuations and defects.

These effects are particularly important in nitride-based het-
erostructures, and for these systems extensive studies of the elec-
tronic states have been performed. The valence band of a wurtzite 
nitride semiconductor is strongly nonparabolic due to the small 
spin–orbit and crystal-field splitting (Chuang and Chang, 1996; 
Vurgaftman and Meyer, 2003). The hexagonal symmetry of the 
crystal leads to the subbands having the same effective mass 
along the c-axis. Therefore, the confinement of the holes in this 
direction due to the WL is not able to separate these subbands, 
and strong subband mixing, and nonparabolicity effects remain 
present. Also modifications of the wave functions due to built-in 
fields and their screening due to excited carriers are important.

First-principle calculations are available for the computation 
of the electronic structure of small QD systems (200–400 atoms). 
Due to the large number of atoms together with the absence of 
translational symmetry, which greatly simplifies bulk calcula-
tions, density functional theory-based approaches are computa-
tionally too demanding to date.

40.3  Scattering Processes of 
Carriers in Quantum Dots

To utilize the specific optical properties of QDs, we are inter-
ested in recombination processes between the conduction and 
valence band states associated with the three-dimensional car-
rier confinement. Efficient light emitters like LEDs rely on a large 
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population of the QD states with electrons and holes. For laser 
applications, the realization of optical gain even requires popu-
lation inversion. Electrical current injection leads to the genera-
tion of carriers in the delocalized states. These carriers need to 
be scattered into the localized QD states (carrier capture). Also 
efficient carrier scattering between the QD states (carrier relax-
ation) is necessary to obtain a large ground-state population. 
The corresponding transition processes are schematically shown 
in Figure 40.3. Likewise, optically pumped QD lasers depend on 
fast carrier-scattering processes. The two important intrinsic 
scattering mechanisms contributing to the capture and relax-
ation are the carrier–carrier Coulomb interaction, which can be 
assisted by carriers in bound (QD) or extended (WL) states, and 
the carrier–phonon interaction. Both mechanisms are discussed 
separately in Sections 40.3.1 and 40.3.2. These scattering pro-
cesses are also an important source for optical dephasing, which 
strongly influences the optical properties. Furthermore, this 
underscores the integral part the WL states play for the physics 
and application of self-assembled QDs.

Experimental insight into carrier scattering processes can be 
obtained by ultrafast optical pump–probe spectroscopy, ranging 
from absorption measurements to advanced two-color pump–
probe and four-wave mixing experiments (Shah, 1999). Both at 
room temperature and at lower temperatures, efficient carrier 
scattering processes have been demonstrated.

40.3.1 Carrier–Carrier Interaction

The most simple and at the same time most efficient form of car-
rier–carrier collisions involves the energy transfer between two 
particles. To analyze the corresponding re-distribution of the 
carrier population within a quantum-statistical treatment, one 
can investigate the dynamics of the carrier population fν(t) for 
the state ν as a function of time t. The corresponding equation 
of motion for fν(t) can be formulated on different levels of refine-
ment. Frequently used are kinetic equations with Boltzmann 
scattering rates, which describe the temporal change of the 

carrier population fν(t) due to various scattering processes into 
and out of the states ν according to

 
∂
∂

= − −
t

f f S f Sν ν ν ν ν( ) .in out1
 

(40.4)

To obtain this form, a Markov approximation has been used, 
where one assumes that the population changes at a given time 
t depend explicitly only on the population functions fν(t) at the 
same time. Generally, the scattering rates are proportional to 
the population f of the initial states and to the nonoccupation 
1 − f of the final states. Correspondingly, on the RHS of Equation 
40.4, the in-scattering (out-scattering) rate, which increases 
(decreases) the population, is proportional to the non-occupa-
tion probability 1 − fν (occupation probability fν).

For the Coulomb interaction, where two carriers are scattered 
from the states ν1 and ν3 into ν and ν2 and vice versa, the scatter-
ing integral Sν

in is given by
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(40.5)

A similar expression for the out-scattering contribution Sν
out is 

obtained by replacing f → 1 − f. The population factors account 
for the availability of scattering partners, as discussed above. 
The sum involves all available initial states for in-scattering pro-
cesses as well as all possible scattering partners that can be pro-
vided in QD or WL states.

In Markov approximation, the delta function accounts for 
strict energy conservation of the scattering processes. This 
approximation is valid in the long time limit, where scatter-
ing events are considered for times that are much larger than 
the inverse scattering rates. Even in this case, it is necessary to 
account for renormalizations of the single-particle energies ε̃ν by 
the Coulomb interaction instead of using free-carrier energies εν 
as done in the perturbation theory.

The scattering cross section is also determined by the matrix 
elements of the screened Coulomb interaction Wνν ν ν2 3 1. The first 
and second terms in the square brackets correspond to direct 
and exchange Coulomb scattering, respectively.

A treatment beyond the Markov approximation is possible 
within a quantum-kinetic description (Haug and Jauho, 1996). 
Then the delta-function is replaced by the spectral functions of 
the involved carriers, and time-integrals over the past of the sys-
tem account for memory effects. The most simple form of a quan-
tum-kinetic equation requires two further approximations: (1) 
Within the generalized Kadanoff–Baym ansatz (GKBA), closed 
equations for single-time population functions are obtained (see 
Haug and Jauho, 1996 for detailed discussions). (2) The quasi-
particle properties of the involved carriers are described by 
renormalized energies and damping (finite lifetime of the qua-
siparticle state), which can be summarized in complex energies 
ε̂ν. The latter approximation is related to the Fermi liquid theory 
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FIGURE 40.3 Fundamental carrier scattering processes in QD-based 
light emitters.
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and valid for large carrier densities, where excitonic effects can 
be neglected. The quantum-kinetic equation with the discussed 
approximations has the form
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(40.6)

where the in-scattering rate, which now depends on two time 
arguments, is given by
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The out-scattering rate is again obtained from f → 1 − f. It turns 
out, that especially for the calculation of dephasing and its 
influence on optical absorption and gain spectra, the quan-
tum-kinetic description leads to more realistic results. As dis-
cussed in Lorke et al. (2006a), for the description of dephasing 
in optical spectra, equations similar to (40.6) and (40.7) are 
used for the polarization dynamics, which will be discussed in 
Section 40.4.3.

The results for the capture of carriers from the WL into the 
QD states and for the relaxation between the QD levels are 

shown in Figure 40.4. Capture and relaxations times have been 
defined as those times τν, in which the system returns to ther-
mal equilibrium due to the respective processes after a small 
perturbation. In relaxation-time approximation, one finds 
1/ in outτν ν ν= +S S , where the scattering rates are evaluated for 
quasi-equilibrium population functions. With increasing car-
rier density in the system, the scattering times are decreasing 
due to the larger number of available scattering partners. For the 
energetically lower s-shell, direct carrier capture from the WL is 
less efficient than capture into the p-shell and subsequent relax-
ation into the s-shell. For further details, we refer the reader to 
Nielsen et al. (2005).

In the following, we provide additional information on the 
analysis of carrier–carrier scattering processes. The determi-
nation of the Coulomb interaction matrix elements, which 
enter in Equations 40.5 and 40.7, involves two steps. The bare 
(unscreened) interaction matrix elements can be calculated 
from the single-particle wavefunctions Φν(r), see Section 40.2, 
of the involved electronic states according to

 
V r vνν ν ν ν ν ν ν2 3 1 2 3 1= ′ −∫d rd3 3 Φ Φ Φ Φ*( ) * ( ) ( ) ( ) ( ),r r r r r r′ ′  ′

 
(40.8)

where v(r − r′) = e2/(4πε0ϵ|r − r′|) is the Coulomb potential with 
the background dielectric function ϵ. The electron charge 
and the vacuum dielectric constant are given by e and ε0, 
respectively.

A second step involves the inclusion of screening effects due to 
excited carriers. From the nature of screening as well as from the 
excitation conditions at elevated temperatures (considered for 
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optoelectronic applications), it appears natural to account only 
for screening due to the carriers in the delocalized WL states. 
A consistent theory of screening for the QD-WL system is devel-
oped in Nielsen et al. (2005). On these grounds, a simplified treat-
ment can be justified, which consists in the replacement of v(r − r′) 
in Equation 40.8 by a two-dimensionally screened Coulomb 
potential. The time-dependence of the screened Coulomb matrix 
elements W tνν ν ν2 3 1( ) is introduced via the carrier population func-
tions fν(t), which determine the screening for the present excita-
tion conditions via a longitudinal dielectric function.

The renormalized single-particle energies, that enter in the 
scattering rates (40.5) and (40.7), can be obtained from the free-
carrier energies by adding Hartree, exchange, and correlation 
self-energy contributions. The Hartree self-energy involves the 
electrostatic interaction with all other excited electrons and 
holes. Only in a system with local charge neutrality, the Hartree 
terms cancel. In QDs, local charging appears as a result of dif-
ferent electron and hole populations, different envelope wave 
functions for electrons and holes, as well as due to the charge 
separation of electrons and holes in a built-in electrostatic fields 
(Nielsen et al., 2005).

40.3.2 Carrier–Phonon Interaction

For low carrier densities, when carrier–carrier Coulomb scat-
tering is less important, the interaction of carriers with phonons 
provides the only remaining efficient scattering mechanism. At 
higher carrier densities, the carrier–phonon interaction remains 
important, since the Coulomb scattering is unable to dissipate 
kinetic energy from the carrier system. Note that the carrier–carrier 
scattering leads to an evolution of the carrier system towards 
a quasi-equilibrium state for electrons and holes. However, it 
conserves the average kinetic energy of the carriers. Pumping 
of carriers with above-average kinetic energy and the preferred 
recombination of carriers in the highly populated states with 
below-average kinetic energy effectively heats up the carrier sys-
tem. This excess kinetic energy can only be dissipated to the crys-
tal lattice via the emission of phonons. A thermalization of the 
carriers with respect to the crystal lattice is essential for efficient 
laser operation, since the increasing carrier temperature dimin-
ishes the optical gain via a reduction of the population inversion.

40.3.2.1 Perturbation theory versus Polaron Picture

The early work on carrier–phonon interaction in semiconduc-
tor QDs has been based on the application of time-dependent 
perturbation theory. This method has previously been applied 
to bulk semiconductors or quantum wells. In these cases, its 
success is based on the application to carriers in continuum 
states. For the discussion of carrier–phonon interaction involv-
ing localized QD states with discrete energies, one has to con-
sider the fact that the transition matrix elements provide only 
efficient coupling to phonons with small momenta (Bockelmann 
and Bastard, 1990; Inoshita and Sakaki, 1997). The strongest 
contribution to the interaction of carriers with lattice vibrations 

is typically provided by LO-phonons due to the Coulomb-like 
coupling of carriers to lattice displacements in polar crystals. The 
nearly constant LO-phonon energy, at least for the considered 
small phonon momenta, and the energy-conservation require-
ment from Fermi’s golden rule led to the prediction of inefficient 
carrier transitions between the QD states, except for the unlikely 
coincidence of transition energies between the QD states with 
the LO-phonon energy. The other, usually less important inter-
action process is provided via deformation potential coupling 
to LA-phonons. For small phonon momenta, their energy is too 
small to facilitate efficient carrier scattering processes between 
the QD states. On these ground, particularly due to the applica-
tion of perturbation theory, inefficient carrier–phonon scatter-
ing processes in QD systems have been predicted (Benisty et al., 
1991). To prevent this so-called phonon bottleneck, only much less 
efficient higher-order processes, like those involving combina-
tions of LA- and LO-phonons (Inoshita and Sakaki, 1992; Jiang 
and Singh, 1998) or the contributions of carrier–carrier scatter-
ing processes at elevated carrier densities have been proposed.

For a more advanced description of the interaction with 
LO-phonons, one has to take into account that freely moving 
charge carriers in ionic crystals are surrounded by a cloud of 
lattice distortions. The renormalization of electrons and holes 
introduced by the corresponding interaction leads to the emer-
gence of a quasiparticle called polaron. In the past, polarons 
have mostly been studied for semiconductor structures with 
a quasi-continuum of electronic states, like bulk materials or 
quantum wells. Then, electronic transitions are already possible 
within a free-carrier picture. For the usually considered materi-
als with weak polar coupling, this explains why the application 
of perturbation theory already provides the leading contribu-
tions of polaron effects. They consist in a lowering of the carrier 
energy (polaron shift) in a renormalization of the carrier mass 
and the dielectric constant for the Coulomb interaction of car-
riers, and in a small broadening of the electronic states (Schäfer 
and Wegener, 2002).

On the contrary, it has been pointed out in Inoshita and Sakaki 
(1997) and Kral and Khas (1998), and Verzelen et al. (2002) that 
even in materials with weak polar coupling, the interaction of 
carriers in localized QD states with LO-phonons leads to strong 
modifications of the electronic properties. In this case, the pho-
non satellites of one state hybridize with other discrete states, 
even if the level spacing does not match the LO-phonon energy. 
The resulting new quasiparticle of the strongly interacting sys-
tem are called QD-polarons. They cannot be treated within 
perturbation theory. Therefore, a simple discussion of carrier–
phonon interaction based on Fermi’s golden rule is not appli-
cable to QDs. Related to this is an ongoing controversy in the 
QD literature regarding experimental evidence for (Minnaert 
et  al., 2001; Urayama et  al., 2001; Xu et  al., 2002) and against 
(Tsitsishvili et al., 2002; Peronne et al., 2003; Quochi et al., 2003) 
the phonon bottleneck.

Early investigations of QD-polarons have been based on the 
“random phase approximation” (RPA) (Inoshita and Sakaki, 
1997; Kral and Khas, 1998) or on the direct diagonalization of 
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a restricted state space (Verzelen et al., 2002), where only local-
ized states are considered. For a single discrete electronic state, 
an analytic treatment of the interaction with LO-phonons is 
possible within the “independent boson model” (Mahan, 1990). 
The numerical extension to several discrete electronic states is 
discussed in Stauber et  al., (2000). However, in this work, the 
influence of delocalized WL states with a quasi-continuum of 
energies, which plays a key role for carrier generation in opto-
electronic devices, has been neglected. When investigations 
are restricted to localized states with discrete energies, RPA 
results deviate from a more accurate direct diagonalization of a 
restricted system. On the other hand, the inclusion of WL states 
provides a natural source of broadening of the electronic states, 
which justifies the application of the RPA.

The next step in the analysis of carrier–phonon scattering in 
QD systems was the development of a theory that accounts for 
the scattering of renormalized quasiparticles (QD-polarons). 
This became possible within a quantum-kinetic theory that has 
been applied to the problem of carrier capture and relaxation 
(Seebeck et al., 2005). Such a quantum-kinetic description natu-
rally incorporates both non-Markovian effects on ultrafast tim-
escales and a nonperturbative treatment of the carrier–phonon 
interaction in the polaron picture. Polaronic renormalization 
effects have been found to be the main origin for fast carrier 
capture and relaxation processes, as well as efficient carrier ther-
malization on a picosecond timescale. The results strongly devi-
ate from a perturbative treatment using Fermi’s golden rule.

40.3.2.2 Polaron States and Kinetics

In the following, the retarded Green’s function Gα τr ( ) with the 
time τ and the state index α is used to describe the quasipar-
ticle renormalizations of QD electrons and holes in the single-
particle states α due to the nonperturbative interaction with 
LO-phonons. In the absence of interaction, this function oscil-
lates with the free-carrier energy εα according to
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and the Fourier transform
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with the frequency ω has a pole at the free-carrier energy with 
η > 0, η → 0. Quasiparticle renormalizations are obtained from 
the solution of the Dyson equation:
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where the sum involves all available states β. The Dyson equa-
tion contains a self-energy for the many-body description of 

interaction processes. In Equation 40.11, the so-called random-
phase approximation has been used to formulate the interaction 
term with the phonon propagator
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where
nLO is a Bose–Einstein function for the population of the 

phonon modes (assumed to act as a bath in thermal 
equilibrium)

ωLO is the LO-phonon frequency

The sum over the three-dimensional phonon wave vec-
tor q⃗ involves all phonon modes. For an introduction into the 
 many-body theory in general and Green’s functions in par-
ticular, we refer the reader to Schäfer and Wegener (2002) and 
Mahan (1990).

The Dyson equation (Equation 40.11) takes into account all 
possible virtual transitions due to carrier–phonon interaction 
for a carrier in the state α. The single-particle energies for both 
localized and delocalized states are considered, and the corre-
sponding wave functions enter via the interaction matrix ele-
ments Mαβ.

The Fourier transform of the retarded Green’s function 
directly provides the spectral function ˆ ( ) Im ( )G Gα αω ω= −2 r  that 
reflects the density of states (DOS) for a carrier in the state α. 
Only for noninteracting carriers, the spectral function contains 
a delta-function at the free-particle energies, expressing that 
each state is associated with a single energy. This picture changes 
due to the quasiparticle renormalizations.

The dynamics of the carrier population due to interaction 
with LO-phonons can be described with a quantum-kinetic 
equation (Schafer and Wegener, 2002; Seebeck et al., 2005)
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(40.13)

In comparison to Boltzmann scattering rates, the delta-functions 
are replaced by convolutions of the phonon propagator with 
retarded Green’s functions. The latter account for the polaronic 
renormalizations of the initial and final carrier states. Furthermore, 
memory effects are included by the time dependence of the popula-
tion factors on the past evolution of the system.

Boltzmann scattering integrals follow as a limiting case, 
when the Markov approximation is applied (population func-
tions fα(t′) are taken at the external time t) and when quasipar-
ticle renormalizations are neglected with the use of free-carrier 
retarded Green’s functions (40.9).

Examples for ultrafast carrier scattering processes in the 
polaron picture are displayed in Figure 40.5. Even if the level 
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spacing between s and p-shell and between p-shell and WL band-
edge exceeds the LO-phonon energy by 40%, efficient carrier 
relaxation and carrier capture are observed, while Boltzmann 
scattering integrals would predict vanishing carrier transitions 
for the interaction with LO-phonons.

40.4 Optical Gain of the active Material

Of central importance for the design process and for various 
emission properties of lasers are the optical gain of the active 
material and the corresponding refractive index changes. Both 
quantities are linked via the optical susceptibility, which is 
introduced in this section.

In the following, we give some examples for the role of the 
optical gain. The threshold current of a laser is determined by 
the transparency carrier density at which the active material 
switches from absorption to optical gain. The carrier-density 
dependence of the gain influences the modulation bandwidth, 
and the temperature dependence of the optical gain is the main 
factor for the temperature stability of the laser operation. It is 
also important to study the physical mechanisms of gain satura-
tion, which limits the achievable optical gain.

For the edge-emitting laser structures, the optical mode 
propagates in the QD plane and refractive index changes, which 
are induced by excited carriers, directly influence the mode 
properties like frequency chirp or filamentation, as well as the 
laser linewidth. In the following, we establish a microscopic pic-
ture to determine these gain and refractive index properties in 
QD systems.

40.4.1 Optical Susceptibility

From Maxwell’s equations, a wave equation for the optical field 
E(r, t) can be derived, which describes how the emitted field from 
the sample can be traced back to the macroscopic polarization 
P(r, t) inside the sample:
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The polarization represents the macroscopic dipole density in 
the medium, which is induced by the field itself, as expressed by 
the optical susceptibility

 
P r r r E r( , )t , t, t t= ′ ′ ′ ′ ′ ′∫ ∫d r dt3 χ( , ) ( , ).

 
(40.15)

In order to fulfill Equations 40.14 and 40.15 simultaneously, a self-
consistent solution is necessary: the field determined from the wave 
equation should be the same function entering the calculation of 
the polarization. For simplicity, we neglect the tensorial character of 
χ and consider given polarization directions for P and E.

From Equation 40.15 can be inferred that the susceptibility 
is a response function describing the answer of the medium to 
the optical field. Mathematically this can be expressed with the 
functional derivative
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(40.16)
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FIGURE 40.5 Temporal evolution of the QD electron population due to scattering of carriers with LO-phonons. Calculations have been per-
formed in the polaron picture for the InGaAs/GaAs material system at room temperature. Left: carrier relaxation from the initially populated 
p-shell (top) into the initially empty s-shell (bottom). Right: carrier capture from the WL into the initially empty p-shell (top) and s-shell (bottom). 
Different energy spacings ΔE between the s- and p-shell in units of the LO-phonon energy are compared. (From Seebeck, J. et al., Phys. Rev. B, 71, 
125327, 2005. With permission.)



Quantum	Dot	Laser	 40-11

The optical absorption spectrum is commonly defined via the 
linear response of the medium. In this case, χ depends only on 
the difference of the time arguments (as can be shown from the 
explicit quantum mechanical calculation of the macroscopic 
polarization). Then one obtains in Equation 40.15 a convolution in 
time, which translates into a product in Fourier space and to give

 
χ ω ω

ωQD
QD

QD
( ) ( )

( )
.= P

E  
(40.17)

For notational simplicity, we have no longer written the space 
dependence of the functions. In the considered case of an active 
material of QDs, the optical susceptibility is given as the mac-
roscopic QD polarization Pqd divided by the linear optical test 
field at the QD position Eqd.

The absorption spectrum α(ω) as well as the refractive index 
changes of the medium due to resonant excitation δn(ω) of the 
QD system is given by
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(40.18)

where
c and ε0 are the speed of light and permittivity in vacuum
nB is the background refractive index
L is the thickness of the QD sheet
K is the wave number of the optical field

40.4.2  Interband transitions 
and Macroscopic Polarization

The macroscopic optical QD polarization can be determined 
from the quantum mechanical expectation value of the dipole 
operator 〈 〉 =d d d= Tr{ }ρ ρν ν ν ν ν νΣ 1 2 1 2 2 1, , , , which is calculated with 
the statistical operator ρ. Since d is a single-particle operator, a 
partial trace over the statistical operator can be performed in 
a way that only the single-particle statistical operator with the 
matrix elements ρν ν1 2,  contributes. The sum involves all single-
particle states of the chosen basis, as discussed for QD systems 
in Section 40.2.

In the following, we further specify the single-particle den-
sity-matrix elements. The diagonal elements represent the pop-
ulation of the state ν and have already been abbreviated by fν 
in Section 40.3. The off-diagonal elements Ψν ν1 2,  are transition 
amplitudes between the corresponding states. Then the single-
particle density matrix has the form
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For the calculation of the optical polarization, we use that the 
diagonal dipole-matrix elements vanish exactly. Also, we con-
sider only interband transition contributions to the dipole 
coupling. For the final calculation of the macroscopic QD 

polarization, we assume that the optical field averages over suf-
ficiently many QDs to obtain
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with the (sheet) density of QDs nQD.

40.4.3 Optical Gain Calculations

A consistent microscopic theory for the calculation of coherent 
optical properties (related to the interaction of the active mate-
rial with a classical optical field) can be formulated on the basis 
of equations of motion for the single-particle density matrix ele-
ments. These equations can be derived from the Hamiltonian of 
the QD system, which contains the contributions of free-carriers, 
their dipole interaction with the optical fields, as well as further 
relevant interaction processes like the Coulomb interaction of 
carriers and the carrier–phonon interaction.

When only the free-carrier Hamiltonian and the dipole inter-
action with the optical field are considered, the density matrix ele-
ments obey the optical Bloch equations (Meystre and Sargent III, 
1991). We obtain coupled equations for the interband transition 
amplitude Ψν ν1 2, ( )t  and for the occupation probabilities f tν1 2, ( ).
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A phenomenological way to include the influence of carrier scat-
tering and dephasing is via time constants T1,2, respectively. For 
the last term in Equations 40.22 and 40.23, a relaxation-time 
approximation has been used, which describes the evolution of 
the occupation probabilities fν1 2,  toward quasi-equilibrium func-
tions Fν1 2,  on a time-scale T1. Damping of the interband transition 
amplitude Ψν ν1 2, , which determines the linewidth of the inter-
band transitions, is accounted for with the dephasing time T2 in 
Equation 40.21.

The stationary solution of Equation 40.21 together with 
Equations 40.17 and 40.20 allows to calculate the optical suscep-
tibility in the form
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The imaginary part of χqd(ω) describes the absorption spectrum 
of the system and reveals discrete lines for interband transi-
tions between the QD states ν1,2 with a linewidth ∝1/T2 at the 
interband energies ε ε εν ν ν12 1 2= − . When the population in the 
upper state exceeds that in the lower state, the population factor 
f fν ν1 2−  changes its sign and the system switches from absorp-
tion to optical gain.

It should be noted that the optical Bloch equations (Equations 
40.21 through 40.23) and the resulting susceptibility (40.24) 
represent only a free-carrier picture, which is usually a poor 
approximation for a quantitative analysis. Important is the addi-
tional inclusion of Coulomb interaction effects in the optical 
Bloch equations for semiconductor systems (Haug and Koch, 
2004), which is responsible for different types of effects. First 
of all, the interband Coulomb exchange interaction between 
electrons and holes accounts for excitonic effects at low excita-
tion densities and interband Coulomb enhancement of the opti-
cal transitions. Secondly, energy renormalization shows up as 
excitation-dependent shifts of the transition energies, of which 
the band-gap renormalization is the most prominent signa-
ture. A closer inspection reveals, however, nonrigid shifts of all 
states. As a third modification, the microscopic replacement for 
scattering terms, expressed by the relaxation approximation in 
Equations 40.22 and 40.23, has been provided in Section 40.3. 
For consistency, similar terms need to be used in Equation 40.21 
to describe the excitation-induced dephasing, which replaces 
the constant dephasing time T2. Furthermore, screening of the 
Coulomb interaction contributes to a nonlinear dependence of 
the optical properties on the excitation conditions.

40.4.4  Gain Saturation, refractive 
Index, and α-Factor

A microscopic theory for gain calculations in QD systems, which 
includes excitonic effects as well as excitation-induced energy 
renormalization and dephasing due to the screened Coulomb 
interaction and carrier–phonon interaction, has been devel-
oped in Lorke et al. (2006a). An example for the transition of a 
QD system from absorption to gain with increasing excitation 
density is shown in Figure 40.6. The calculations are performed 
at room temperature and assume a quasi-equilibrium distribu-
tion of the carriers over the QD and WL states due to efficient 
carrier-scattering processes. For a low excitation density (dotted 
line), QD s-shell and p-shell transitions as well as the WL exci-
ton resonance at E − EG ≈ −138, −80, and −17 meV, respectively, 
are broadened due to carrier–phonon and carrier–carrier scat-
tering processes. With increasing carrier density, the transition 
lines are bleached (due to phase-space filling) and further broad-
ened (due to increased scattering efficiency). Note that bleaching 
reduces the oscillator strength, which needs to be distinguished 
from the increasing the linewidth (broadening). With popu-
lation inversion of the QD states, optical gain is realized. Just 
above the transparency carrier density, only the s-shell transition 
exhibits optical gain. At higher carrier densities, the optical gain 
of the p-shell and of the WL are taking over. The WL gain is due 

to the increased population of the corresponding quantum-well-
like states. The combination of band-gap shrinkage and band 
filling positions the WL gain near the low-density WL exciton 
resonance. The related small excitation-dependent shifts of the 
quantum well gain are discussed in Chow and Koch (1999).

When the QD states are completely populated with electrons 
and holes, a further increase of the total carrier density in the 
system does not lead to a larger optical gain at the correspond-
ing transitions. This is clearly visible at the s-shell transition for 
the largest carrier densities in Figure 40.6. A higher carrier den-
sity in the assumed quasi-equilibrium situation only increases 
the population of the higher QD states and the WL states. The 
complete filling of the QD states is the origin for the observed 
gain saturation. Adding even more carriers to the system finally 
starts to reduce the QD ground-state gain due to further increas-
ing dephasing (Lorke et al., 2006b).

At low carrier densities, the QD interband transition lines can 
be associated with QD excitons. The terminology might be viewed 
with reservations, since the electron–hole pairs are restricted to 
the QDs by the confinement potential and not—like quantum-
well or bulk-semiconductor excitons—bound by the Coulomb 
interaction. The interplay of direct and exchange Coulomb inter-
action even allows for “anti-bound” states; a biexciton transition 
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with an energy larger than that of two exciton transitions is the 
most prominent example. With the term “QD exciton,” one 
emphasizes the role of the Coulomb interaction for character-
izing the states. For quantum well and bulk semiconductor 
excitons, it is known that the delicate balance of energy renormal-
ization (mainly band-gap shrinkage) and reduction of the exci-
ton binding energy due to phase-space filling and screening leads 
to a nearly constant energetic position of the exciton resonance, 
which is bleached and broadened for increasing carrier density. 
The same behavior is observed for the WL exciton in Figure 40.6. 
However, the QD excitons show a pronounced red shift, which 
persists as a shift of the gain peaks at elevated carrier densities. 
When the energy renormalization is determined within a many-
body theory formulated in a single-particle basis, it is the result of 
a partial compensation of state-diagonal and state-nondiagonal 
self-energies. It can be shown that this partial compensation is 
strongly reduced in QD systems (Lorke et al., 2006a).

The physics of QD gain spectra is expected to play an impor-
tant role for QD-microcavity lasers with a small number of dots. 
In edge-emitting devices, inhomogeneous broadening can mask 
the discussed effects until the sample quality improves or the 
laser behavior (saturation effects, gain dynamics) is examined 
in greater detail.

The excitation-induced refractive index changes are directly 
linked to the corresponding absorption spectra via the Kramers–
Kronig relation (Haug and Koch, 2004), since both can be derived 
from the complex optical susceptibility according to Equation 
40.18. Refractive index changes directly influence the mode prop-
erties of edge-emitting lasers, including filamentation, as well as 
frequency chirp and emission spectra. In the past, the α-factor 
(linewidth-enhancement factor, antiguiding parameter) has been 
used to characterize the importance of the excitation-density-
induced refractive index changes. In the free-carrier picture 
outlined above, the discrete nature of the QD states leads to sym-
metric absorption lines and vanishing refractive index changes at 
the absorption peak. The resulting value of zero for the α-factor 
has led to the prediction of many beneficial properties of QD 
lasers. Calculations based on microscopic semiconductor mod-
els show deviations from this simple picture, but also smaller 
α-factors than for quantum-well lasers (Lorke et al., 2007).

40.5 Laser Emission Properties

The optical gain characterizes the active material itself, while the 
steady-state and dynamical emission properties of lasers depend 
more generally on the interplay of the photon and carrier systems. 
The optical gain determines the rate of stimulated emission of 
photons into the laser mode. Together with the spontaneous emis-
sion rate, which is related to the photoluminescence spectrum, 
and the cavity losses, these processes govern the laser field inside 
the laser resonator and the light output. The carrier dynamics is 
determined by the interplay of the pump process, the transfer of 
carriers into the laser levels, as well as the optical processes.

The most intuitive approach to the steady-state and dynami-
cal properties of lasers is provided by rate equations, which 

will be introduced in Section 40.5.1. Such a theory is based on 
restricting the information about the laser output to the mean 
photon number in the laser mode, as well as on a convenient 
parametrization of the rates for various processes. A generaliza-
tion, which allows the systematic inclusion of semiconductor 
effects, is outlined in Section 40.5.2. The statistical properties of 
the light emission as well as the control of light–matter interac-
tion in microcavity lasers are addressed in Section 40.5.3.

40.5.1  rate Equations for Quantum-Dot 
Systems

In a rate-equation description (Yokoyama and Brorson, 1989; Rice 
and Carmichael, 1994), one uses two coupled dynamical equa-
tions for the number of photons in the laser mode n and the num-
ber of excited emitters N, which are QDs for the present purpose:
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The pump rate P increases the emitter number, while the cavity 
loss rate 2κ reduces the photon number. The loss rate is directly 
connected to the Q-factor of the laser mode, Q = ħωl/2κ, with 
the laser frequency ωl. The total rate of spontaneous emission 
N/τsp, which includes emission into all available lasing and non-
lasing modes, reduces the number of excited emitters, while only 
the spontaneous emission directed into the laser mode N/τl con-
tributes to the increase of the respective photon number. The 
simulated emission is additionally proportional to the mean 
photon number n, and the corresponding rate nN/τl appears in 
both rate equations with opposite signs.

An important parameter to characterize laser resonators is 
the β-factor, which is defined as the ratio of the spontaneous 
emission rate into the laser mode to the total spontaneous emis-
sion according to
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In edge-emitting laser diodes, the large number of nonlasing 
modes leads to small values of β = 10−6 … 10−5, while in micro-
cavity lasers the spontaneous emission into nonlasing modes 
can be strongly suppressed and β ≈ 1 is approached.

A general evaluation of the rate equations can be readily per-
formed by means of a direct numerical solution in time for a 
given pump rate P. If the initial condition is the unexcited sys-
tem and the pump rates are switched on to a constant value, 
the solution either shows a smooth evolution to the steady-state 
or damped relaxation oscillations (Milonni and Eberly, 1991), 
depending on the chosen parameters.

The results for the steady-state solution and various β-factors 
are shown in Figure 40.7. A set of parameters referring to 
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QD-microcavity lasers as been used: τsp = 50 ps and κ = 20 μeV. 
The corresponding cavity lifetime is about 17 ps, yielding a 
Q-factor of ≈30,000. The curves show a typical intensity jump ∝ β−1 
from below to above threshold. In the limit β = 1, the kink in the 
input–output curve disappears.

The above discussed form of the rate equations is based on 
various assumptions. Only one optical mode is subject to stimu-
lated emission; otherwise separate rate equations for the pho-
ton numbers in different laser modes need to be used and their 
modal gain determining τl needs to be distinguished. The deri-
vation of the rate equations from a microscopic theory is based 
on the adiabatic elimination of transition amplitudes as well 
as on the factorization of carrier and photon correlations (Rice 
and Carmichael, 1994). Furthermore, in the rate equations, one 
assumes that the spontaneous and stimulated recombination 
rates are proportional to number of excited emitters N. Our dis-
cussion of the optical gain in Section 40.4.3 has already revealed 
that this is only a rough estimate neglecting optical nonlinearities 
and saturation effects. Furthermore, each QD is assumed to pos-
sess only two possible configurations, the excited and de-excited 
state. In reality, QDs often contain more than two localized states 
that can be occupied by several charge carriers. This can lead to 
various modifications of the simple “atomic approach.”

The form of the spontaneous recombination term in the laser 
rate equations predicts an exponential decay of the photolumi-
nescence after pulsed excitation and in the absence of stimulated 
emission. Recent experiments with self-assembled InGaAs/
GaAs QDs embedded in GaAs-based micropillars (Schwab 
et  al., 2006) showed, however, a nonexponential decay of the 
time-resolved photoluminescence. Furthermore, this decay was 
shown to be accompanied by a strong dependence on the exci-
tation intensity. These two effects make it impossible to assign 
a single spontaneous emission lifetime to the QDs and ques-
tion the simple picture used in the rate equations. This further 

underscores the importance of semiconductor models for a 
more detailed microscopic description of photoluminescence 
and gain in QD systems.

40.5.2  Microscopic Generalization: 
Semiconductor Effects

A semiconductor theory for QD lasers can be formulated on the 
basis of equations of motions for the carrier occupation probabil-
ities of the QD levels and the photon number in the laser mode. 
For a microscopic derivation, one starts from the Hamiltonian 
describing the quantized electromagnetic field, the carrier sys-
tem in second quantization, and the carrier–photon interaction 
in dipole approximation. Further interaction processes, like the 
Coulomb interaction of carriers and the carrier–phonon inter-
action, can be included systematically. Heisenberg equations of 
motion for the carrier and photon operators can be used to derive 
dynamical equations for the mean photon number (n = b†b) 
and the carrier occupation functions f c c f v ve h

ν ν ν ν ν ν= 〈 〉 = − 〈 〉† †, 1 . 
In these expectation values, b† and b are photon creation and 
annihilation operators, cν

† and cν are creation and annihilation 
operators for conduction-band carriers in the states ν and v vν ν

†  
are the corresponding valence-band operators, respectively. The 
contribution of the interaction of carriers with the laser mode 
then leads to
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with the light–matter coupling strength g. It can be seen that 
the corresponding dynamics of the photon number and carrier 
populations are determined by the photon-assisted polarization 
〈 〉b v c† †

ν ν , that describes the expectation value for a correlated 
event, where a photon is created in connection with an interband 
transition of an electron from the conduction to the valence 
band. The sum over ν involves all possible interband transitions 
from various QDs.

The time evolution of the photon-assisted polarization follows 
from its equation of motion,
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Here, the free evolution of 〈 〉b v c† †
ν ν  is determined by the detun-

ing of the QD transitions at the renormalized energies �εν
e h,  from 
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FIGURE 40.7 Calculated input–output curves from the laser rate 
equations for β = 1 to 10−5 from top to bottom. The photon number and 
the pump rate are scaled with β in order to have the thresholds appear 
at equal pump intensities for better comparison. (From Gies, C. et al., 
Phys. Rev. A, 75, 013803, 2007. With permission.)



Quantum	Dot	Laser	 40-15

the optical mode ωl. Cavity losses κ and dephasing processes rep-
resented by Γ lead to a damping of the time evolution and to a 
broadening of the spectral components of the optical processes, 
which are spontaneous and stimulated emission. When deriving 
the equation of motion for 〈 〉b v c† †

ν ν , one finds that the source term 
of spontaneous emission is described by an expectation value of 
four carrier operators 〈 〉c v v cα α ν ν

† † . For uncorrelated carriers, the 
Hartree–Fock factorization of this source term leads to f fe h

ν ν , 
which appears as the first term on the right hand side of Equation 
40.30. It describes a spontaneous recombination probability pro-
portional to the occupation probabilities of electrons and holes, 
as expected in a free-carrier picture, but opposed to the situation 
in an atomic system, where the recombination depends only on 
the electron population. However, electrons and holes will not 
just contribute as independent carriers. Correlation contributions 
to the spontaneous emission are included in C c v c vx

αννα α ν ν αδ= 〈 〉† † . 
These correlations describe the joint probability of a two-particle 
process, where two interband carrier transitions between the states 
α and ν take place. As mentioned above, the indices include not 
only the electronic states but also the QD position. Consequently, 
one must distinguish between correlated transitions within one 
QD, which can be due to an excitonic population, and correla-
tions of transitions within two separate QDs. The latter case is 
connected to the phenomenon of superfluorescence or super-
radiant coupling of different emitters. The Coulomb interaction 
contributes to the excitonic correlations of electrons and holes, 
which, in turn, are weakened by screening, phase-space filling, 
and dephasing effects of the excited carriers. The detailed micro-
scopic description of these correlations is an intricate problem of 
many-body theory, and for further details we refer the interested 
reader to Baer et al. (2006).

In a similar fashion, stimulated emission or re-absorption of 
photons is represented by ( )1 − −f f ne h

ν ν  in the absence 
of  carrier–photon correlations. The latter are represented by 
δ ν ν〈 〉b bc c† †  and δ ν ν〈 〉b bv v† † , which require their own equations of 
motion. Furthermore, the interband Coulomb–exchange inter-
action with the matrix elements Vνανα is responsible for excitonic 
effects similar to its appearance in the semiconductor Bloch 
equations (Haug and Koch, 2004).

While the semiconductor theory offers the potential to 
account for various interaction effects in a much more detailed 
way, this also complicates a numerical analysis significantly. 
Results from the semiconductor theory for the input–output 
curves are shown in the lower part of Figure 40.8. Deviations 
from the rate-equation results involve a different height in the 
intensity jump at the laser threshold and saturation effects. The 
semiconductor theory also opens the possibility to calculate 
parameters entering rate equation models based on single-parti-
cle properties and interaction effects.

40.5.3  Quantum-Dot Microcavity Lasers: 
Modifications of the Photon Statistics

Latest advances in the growth and design of semiconductor-QD 
microcavity lasers have now attained the regime of β-values 

close to unity (Strauf et  al., 2006; Ulrich et  al., 2007). The 
strongly increased cavity-Q (corresponding to a long lifetime of 
photons in the cavity) allows to fabricate QD-based lasers with a 
small number of dots in the active region. The strongly enhanced 
light-matter coupling and the operation with a small number of 
photons in the laser mode leads to novel emission properties that 
are directly related to the quantum-mechanical nature of light. 
In particular, the photon statistics of the emitted radiation does 
no longer exhibit the transition from thermal to coherent radia-
tion for increasing pumping, and “nonclassical” properties on 
the level of few photons can be realized.

To characterize these systems, one needs to study the coher-
ence properties of the emitted light and the statistical proper-
ties of the photons. Following Glauber, the quantum states of 
light can be characterized in terms of photon correlation func-
tions. Coherence properties of the electromagnetic field itself are 
reflected by the (normalized) correlation function of first order,
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Its decay in τ is determined by the coherence time of the emit-
ted light τ τ τc g d= ∫| ( ) |( )1 2 . Here, b† and b are again the creation 
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and annihilation operators for photons in the laser mode. 
Information about the statistical properties of the emitted light 
can be deduced from the correlation function of second order at 
zero delay time
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The function g(2)(τ = 0) reflects the possibility of the correlated 
emission of two photons at the same time. Often discussed are 
the limiting cases of light emission from a thermal, a coherent, 
and a single-emitter light source. Thermal light is character-
ized by an enhanced probability that two photons are emitted 
at the same time (bunching), reflected in a value of g(2)(0) = 2. 
For coherent light emission with Poisson statistics, one finds 
g(2)(0) = 1. An ideal single-photon emitter exhibits antibunch-
ing with g(2)(0) = 0. This, the second-order correlation function, 
can be used to characterize the emission and to analyze the 
transition from thermal (or even sub-Poissonian) to coherent 
light emission.

For atomic systems, various methods have been established 
to analyze photon correlation functions. A master equation can 
be used to describe an ensemble of emitters interacting with 
a single high-Q laser cavity mode and a bath of non-lasing 
modes (Rice and Carmichael, 1994). For a single-atom laser, a 
direct analysis of the von Neumann equation for the statisti-
cal operator including the coupling to dissipative systems is 
possible (Mu and Savage, 1992). Semiconductor effects can 
be included in generalized equations of motion for higher-
order carrier and photon correlation functions (Gies et  al., 
2007). Results of a semiconductor theory for the second-
order photon correlation function are displayed in the upper 
part of Figure 40.8. For smaller β-factors referring to conven-
tional lasers, the output-intensity jump at the laser thresh-
old is accompanied with a sudden change of the correlation 
function between values representing thermal and coherent 
light. For increasing values of β, the gradually disappearing 
jump in the photon number is connected with a smoother 
transition of g(2)(0) and the presence of correlations for small 
pump rates.
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41.1 Introduction

Over the last three decades, laser physics has advanced dramati-
cally. Starting from lasers operated in a continuous wave (cw) 
regime, scientists have developed techniques for generating 
periodic sequences of optical pulses with ultrashort durations—
between a few picoseconds (1 × 10−12 s) and a few femtoseconds 
(1 × 10−15 s). To put this into perspective, 1 fs compared to 1 s is 
the same as 1 s compared to 32 million years! Such ultrafast lasers 
have important applications in medicine, micromachining, 
optical communications, spectroscopy, and anything else that 
requires studying physics at extremely high powers or extremely 
short timescales. For instance, these lasers have been success-
fully adapted in eye surgery, because ultrashort pulses can make 
extremely precise cuts with minimum thermal damage.

However, despite the wide range of important areas that can 
benefit from ultrafast lasers, the use of these lasers is constrained 
due to several limitations. The ultrafast lasers currently avail-
able are often bulky, expensive, and difficult to operate. The 
ideal ultrafast laser would be a low-cost, handheld, and turnkey 
laser—features which could be offered by semiconductor lasers. 
Semiconductor lasers cannot yet directly generate the sub-100 fs 
pulses routinely available from crystal-based lasers, but they 
represent the most compact and efficient sources of picosecond 

and sub-picosecond pulses. Furthermore, the bias can be easily 
adjusted to determine the pulse duration and the optical power, 
thus offering, to some extent, electrical control of the character-
istics of the output pulses. These lasers also offer the best option 
for the generation of high-repetition rate trains of pulses, owing 
to their small cavity size. Ultrafast diode lasers have thus been 
favored over other laser sources for high-frequency applications 
such as optical data/telecommunications. Being much cheaper 
to fabricate and operate, ultrafast semiconductor lasers also offer 
the potential for dramatic cost savings in a number of applica-
tions that traditionally use solid-state lasers. The deployment of 
high-performance ultrafast diode lasers would therefore have a 
significant economic impact, by enabling ultrafast applications 
to become more profitable, and even facilitate the emergence of 
new applications.

Novel nanomaterials such as quantum dots (QDs) have 
enhanced the characteristics of semiconductor lasers, greatly 
improving their performance. QDs are tiny clusters of semicon-
ductor material with dimensions of only a few nanometers. At 
these small sizes, materials behave very differently, giving QDs 
distinctive physical properties of quantum nature—for instance, 
the emission wavelength or “color” depends on the size of the 
dot! These nanomaterials afford major advantages in ultrafast 
science and technology, and they can form the basis for very 

41
Mode-Locked 

Quantum-Dot Lasers

41.1 Introduction ........................................................................................................................... 41-1
41.2 Ultrafast Laser Diodes .......................................................................................................... 41-2

Basics of Mode Locking • Mode-Locking Techniques in Semiconductor Lasers • Passive 
Mode Locking: Physics and Devices • Requirements for Successful Passive Mode 
Locking • Self-Phase Modulation and Dispersion

41.3 Quantum Dots: Distinctive Advantages for Ultrafast Diode Lasers .............................41-5
The Role of Dimensionality in Semiconductor Lasers • Quantum Dots: 
Materials and Growth • Broad Gain Bandwidth • Ultrafast Carrier 
Dynamics • Low Absorption Saturation Fluence • Low Threshold Current 
and Low Temperature Sensitivity • Low Linewidth Enhancement Factor

41.4 Mode-Locked Quantum-Dot Lasers: State of the Art .....................................................41-8
Pulse Duration • Toward Higher Pulse Repetition Rates • Temperature Resilience 
of Mode- Locked QD Lasers • Mode Locking Involving Excited-State Transitions

41.5 Summary and Outlook ....................................................................................................... 41-10
Critical Discussion • Future Perspectives

Acknowledgments ........................................................................................................................... 41-10
References ......................................................................................................................................... 41-10

Maria A. Cataluna
University	of	Dundee

Edik U. Rafailov
University	of	Dundee



41-2	 Handbook	of	Nanophysics:	Nanoelectronics	and	Nanophotonics

compact and efficient lasers delivering short pulses of the order 
of hundreds of femtoseconds (Rafailov et al., 2007).

In this chapter, we show how QDs have enabled the genera-
tion of ultrashort pulses from compact optical sources based 
on semiconductor laser diodes. In Section 41.2, the necessary 
background information is presented on ultra-short-pulse 
generation from diode lasers. The concept of mode locking is 
introduced, and an overview of the mode-locking techniques 
available for semiconductor lasers is provided. The unique 
properties of QD materials and their suitability for ultra-short-
pulse diode lasers are explained in Section 41.3. Finally, a sum-
mary of the state of the art in the field of QD mode-locked laser 
diodes is provided in Section 41.4. The chapter is finalized by 
a summary and an outlook on the future perspectives of this 
fascinating field.

41.2 Ultrafast Laser Diodes

41.2.1 Basics of Mode Locking

Mode locking is a technique that involves the locking of the phases 
of the longitudinal modes in a laser. This results in the generation 
of a sequence of pulses with a repetition rate corresponding to the 
cavity round-trip time. This well-established technique enables 
the production of the shortest pulse durations and the highest 
repetition rates available from ultrafast lasers, whether they are 
semiconductor or crystal-based laser systems. In a standing-wave 
resonator, the pulse repetition rate fR is given by

 f c
nLR =

2

where
c is the speed of light in vacuum
n is the refractive index
L is the length of the laser cavity

In terms of Fourier analysis, there is an inverse proportional-
ity between the duration of a mode-locked pulse and the cor-
responding bandwidth of its optical spectrum. The product of 
both the pulse duration Δτ and the optical frequency bandwidth 
Δν is called the time-bandwidth product (TBWP). For a given 
frequency bandwidth, there is a minimum corresponding pulse 
duration—if this is the case and the optical spectrum is sym-
metrical, then the pulse is said to be transform-limited, and the 
TBWP equals a constant K, whose value depends on the shape of 
the pulse, whether it is Gaussian, hyperbolic, secant, squared, or 
Lorentzian. By measuring the full-width at half maximum from 
an optical spectrum Δλ, it is easy to calculate the TBWP of a 
given pulse:

 ∆ ∆ ∆ ∆ν τ
λ

λ τ⋅ = ⇒ ⋅ =K c K2

Another important property of mode-locked lasers is that 
the energy that was dispersed in several modes while in cw 

operation, is now concentrated in short pulses of light. This 
implies that although the output average power Pav may be low, 
the pulse peak power Ppeak can be significantly higher:

 P
E

P P
fR

peak
p

peak
av= ⇒ = ⋅

∆ ∆τ τ
1

where Ep is the pulse energy.

41.2.2  Mode-Locking techniques 
in Semiconductor Lasers

In recent years, mode-locked laser diodes have been at the center 
of a quest for ultrafast, transform-limited, and high-repetition-
rate lasers. To achieve these goals, a variety of mode-locking 
techniques and semiconductor device structures have been 
demonstrated and optimized (Vasil’ev, 1995). The three main 
forms of mode locking can be described as active, passive, and 
hybrid techniques, as outlined below.

Active mode locking relies on the direct modulation of the 
gain with a frequency equal to the repetition frequency of the 
cavity, or to a sub-harmonic of this frequency. The main advan-
tages of this approach are the resultant low jitter and the ability 
to synchronize the laser output with the modulating electrical 
signal. These features are especially relevant for optical trans-
mission and signal-processing applications. However, high rep-
etition frequencies are not readily obtained through directly 
driven modulation of lasers because fast RF (radiofrequency) 
modulation of the drive current becomes progressively more 
difficult with increase in frequency.

The frequency limitation imposed by electronic drive cir-
cuits can be overcome by employing passive mode-locking 
techniques. This scheme typically utilizes a saturable absorb-
ing region in the laser diode. In a saturable absorber, the loss 
decreases as the optical intensity increases. This feature acts as a 
discriminator between cw and pulsed operation and can facili-
tate a self-starting mechanism for mode locking. Most impor-
tantly, saturable absorption plays a crucial role in shortening 
the duration of the circulating pulses, as will be explained, thus 
providing the shortest pulses achievable by all three techniques 
and the absence of a RF source simplifies the fabrication and 
operation considerably. Passive mode locking also allows for 
higher pulse repetition rates that are determined solely by the 
cavity length.

Inspired by active and passive mode locking, the technique 
of hybrid mode locking meets the best of both worlds because 
the pulse generation is initiated by an RF current imposed in 
the gain or absorber section, while further shaping and shorten-
ing is assisted by saturable absorption. The next section explores 
in more detail the physical mechanisms behind passive mode 
locking.*

* From this point, mode locking will implicitly mean passive mode locking, 
unless otherwise stated.
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41.2.3  Passive Mode Locking: 
Physics and Devices

So far, a simple frequency-domain picture for mode locking 
has been provided, where the relative phases are of primary 
relevance. A physical model for passive mode locking can alter-
natively and equivalently be described in terms of the temporal 
broadening and narrowing mechanisms.

Upon startup of laser emission, the laser modes initially oscil-
late with relative phases that are random such that the radiation 
pattern consists of noise bursts. If one of these bursts is energetic 
enough to provide a fluence that matches the saturation fluence of 
the absorber, it will bleach the absorption. This means that around 
the peak of the burst where the intensity is higher, the loss will be 
smaller, while the low-intensity wings become more attenuated. 
The pulse generation process is thus initiated by this family of 
intensity spikes that experience lower losses within the absorber 
carrier lifetime.

The dynamics of absorption and gain play a crucial role in 
pulse shaping. In steady state, the unsaturated losses are higher 
than the gain. When the leading edge of the pulse reaches the 
absorber, the loss saturates more quickly than the gain, which 
results in a net gain window, as depicted in Figure 41.1. The 
absorber then recovers from this state of saturation to the initial 
state of high loss, thus attenuating the trailing edge of the pulse. 
It is thus easy to understand why the saturation fluence and the 
recovery time of the absorber are of primary importance in the 
formation of mode-locked pulses.

This temporal scenario can be connected to the previously 
described frequency domain description of mode locking. The 
burst of noise is the result of an instantaneous phase locking 

occurring among a number of modes. The self-saturation at 
the saturable absorber then helps to sustain and strengthen 
this favorable combination, by discriminating against the lower 
power cw noise.

In practical terms, a saturable absorber can be integrated 
monolithically into a semiconductor laser, by electrically isolat-
ing one section of the device (Figure 41.2). By applying a reverse 
bias to this section, the carriers that are photogenerated by the 
pulses can be more efficiently swept out of the absorber, thus 
enabling the saturable absorber to recover more quickly to its 
initial state of high loss. An increase in the reverse bias serves to 
decrease the absorber recovery time, and this will have the effect 
of further shortening the pulses.

41.2.4  requirements for Successful 
Passive Mode Locking

Ultrafast carrier dynamics are fundamental for successful 
mode locking in semiconductor lasers, particularly in the sat-
urable absorber, because the absorption should saturate faster 
and recover faster. Indeed, the absorption recovery time is one 
of the determining factors for obtaining ultrashort pulses. In 
particular, for high-repetition-rate lasers, the absorber recovery 
time should be much shorter than the cavity period so that the 
absorber can return to a state of total attenuation prior to the inci-
dence of each incoming pulse. The fast absorption recovery also 
prevents the appearance of satellite pulses within the window of 
the net gain. On the other hand, the gain recovery time should 
be shorter than the cavity round-trip time. Thus, for lasers oper-
ating at pulse repetition rates of 20 GHz or more, this means that 
the recovery times of both gain and absorption should be much 
shorter than 40 ps.

The saturation dynamics represents another crucial aspect for 
successful mode locking, as shown schematically in Figure 41.3. 
Such dynamics can be translated in terms of saturation fluence 
Fsat or saturation energy Esat = A . Fsat, where A is the optical mode 
cross-sectional area. The saturation energy is an indication of 
how much energy is necessary to saturate the absorption or the 
gain. Indeed, to achieve robust mode locking, the saturation 
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FIGURE 41.2 A schematic of a two-section semiconductor laser diode.
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FIGURE 41.1 A schematic diagram of the main components that 
forms a two-section laser diode (top). Loss and gain dynamics that lead 
to pulse generation (bottom).
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energy of the absorber Esat
a  should be as small as possible and 

smaller than the saturation energy of the gain Esat
g :

 

E h A
a
N

E h A
g
N

sat
a

sat
g=

∂
∂

< =
∂
∂

ν ν

where
h is Planck’s constant
ν is the optical frequency
∂a/∂N and ∂g/∂N are the differential loss and gain, respectively

The special dependence of the loss/gain with carrier density 
in a semiconductor laser allows ∂a/∂N > ∂g/∂N, as shown in 
Figure 41.3.

This condition implies that the absorber will saturate faster 
than the gain for a given pulse fluence, thus enabling the cre-
ation of the net gain window as already mentioned. The ratio 
between saturation energies should also be as large as possible 
to ensure that the losses saturate more strongly than the gain.

41.2.5 Self-Phase Modulation and Dispersion

In a semiconductor material, both the refractive index and 
gain (or loss) depend on the carrier density and are thus 
strongly coupled. As the pulse propagates in the gain section,* 
the carrier density and thus the gain is depleted across the 
pulse, as the carriers recombine through stimulated emission. 
This leads to a dynamic increase of the refractive index, which 
then introduces a phase modulation on the pulse, changing 
the instantaneous frequency across the pulse. This phenom-
enon is called self-phase modulation (SPM) and is one of the 
main nonlinear effects associated with pulse propagation in 
semiconductor media.

To understand the mechanism of SPM, consider the simple 
and illustrative example of a plane wave E(t, x):

* In the following discussion, reference is made mostly to gain to simplify 
the description. However, all this reasoning can be applied equally well to 
the absorber.

 E t x E i t E i t kx k
c

n t( , ) exp ( ) exp ( ), ( )= = − =0 0 0
0Φ ω ω

where
Φ(t) is the time-varying phase
k is the wave vector
ω0 is the optical carrier frequency
c is the speed of light
n(t) is the time-varying refractive index

The instantaneous frequency is the time derivative of the 
phase and thus can be written as

 ω ω ω( ) ( ) ( )t
t

t
c

n t
t

x= ∂
∂

= − ∂
∂

Φ 0
0

From this expression, it is clear that if the refractive index 
varies with time, then the instantaneous frequency of the plane 
wave will vary relative to ω0 and in a manner proportional to 
the temporal derivative of the index. The time dependence of 
this instantaneous frequency is called the frequency chirp. An 
up-chirp† (down-chirp) means that the frequency increases 
(decreases) with time. An example of a frequency up-chirped 
pulse is illustrated in Figure 41.4.

SPM is not dispersive in itself, but the pulse will not remain 
transform-limited when it propagates in a dispersive material 
such as the laser medium. The effect of dispersion manifests 
itself in the variation of refractive index for different wave-
lengths which means that different spectral components will 
travel at different speeds. For an up-chirped pulse, the frequency 
is higher in the trailing edge than in the leading edge. When 
the pulse propagates through a material exhibiting positive (nor-
mal) dispersion, the trailing edge of the pulse propagates more 
slowly than the leading edge of the pulse and so this results in a 
temporal broadening of the pulse.

In a monolithic two-section mode-locked semiconduc-
tor laser, where a saturable absorber and a gain section coex-
ist, the resulting chirp is a balance between the effects caused 
by the absorber and the gain. In the gain section, a frequency 
up-chirp results, while the saturable absorber helps to further 

† Up-chirp is also known as blue-chirp or positive chirp.
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FIGURE 41.4 Illustration of an electric field of a strongly up-chirped 
pulse, where the instantaneous frequency increases with time.
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FIGURE 41.3 Dependence of absorption/gain with carrier concen-
tration in a semiconductor laser.
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shape the pulse by contributing with a negative chirp. With a 
suitable balance between both sections, the chirp can be close to 
zero thereby leading to transform-limited pulses. Unfortunately, 
this is the exception rather than the rule, because this usually 
only occurs for a limited set of bias conditions and/or for given 
ratios of absorber/gain lengths. Therefore, up-chirp prevails for 
passively mode-locked lasers, leading to significant pulse broad-
ening as the pulse propagates. The combined effect of SPM and 
dispersion impose the strongest limitation in the achievable 
shortest duration of pulses from mode-locked semiconductor 
diode lasers.

The mechanism of SPM implies that in addition to the origi-
nal frequency ω0, there are now more frequencies inside the 
pulse envelope. This richer spectral content is not necessar-
ily unhelpful because it can provide bandwidth support for 
shorter pulses, if the chirp of a pulse can be removed by provi-
sion of a suitable dispersion-induced chirp of the opposite sign. 
For up-chirped pulses, a dispersion compensation setup can 
be configured such that a negative (anomalous) group velocity 
dispersion is able to slow down the leading edge of the pulse 
and speed the blueshifted trailing edge to such an extent that 
at a certain point both edges propagate simultaneously and the 
pulse is shorter.

To routinely generate pulses that are nearly transform-
limited, an alternative could be found in the choice of a mate-
rial that exhibits lower coupling between refractive index and 
gain, as described by linewidth enhancement factor (LEF), or 
α-factor:

 
α π

λ
= − 4 dn dN

dg dN
/
/

A higher α-factor implies a more significant coupling between 
gain and refractive index changes with carrier concentration and 
thus the possibility for higher levels of SPM and frequency chirp.

41.3  Quantum Dots: Distinctive 
advantages for Ultrafast 
Diode Lasers

41.3.1  the role of Dimensionality 
in Semiconductor Lasers

The history of semiconductor laser materials has been punctu-
ated by dramatic revolutions. Everything started with the pro-
posal of p-n junction semiconductor lasers in 1961, followed by 
experimental realization on different semiconductor materials 
(Basov et al., 1961; Basov, 1964). However, the lasers fabricated 
at that time exhibited an extremely low efficiency due to high 
optical and electrical losses. In fact, until the mid-1960s, only 
bulk materials were used in semiconductor devices, which were 
functionalized by introducing a doping profile. At the time, 
pioneers like Alferov and Herbert Kroemer independently con-
sidered the hypothesis of building heterostructures, consisting 

of layers of different semiconductor materials (Alferov, 2001). 
The classic heterostructure example consists of a lower band-
gap layer surrounded by a higher bandgap semiconductor 
material. Such design results in electronic and optical confine-
ment, because a higher bandgap semiconductor also exhibits a 
higher refractive index. The enhanced confinement improved 
notably the operational characteristics of laser diodes, in par-
ticular the threshold current density, which decreased by two 
orders of magnitude.

But another revolution was about to come when it was real-
ized that the confinement of electrons in lower dimensional 
semiconductor structures translated into completely new opto-
electronic properties, when compared to bulk semiconductors. 
And how small should this confinement be? In order to answer 
this question, let us recall the concept of the de Broglie wave-
length of thermalized electrons, λB:

 
λB = =h

p
h

m E2 *

where
h is the Planck’s constant
p is the electron momentum
m* is the electron effective mass
E is the energy

In the case of III–V compound semiconductors, λB is typi-
cally of the order of tens of nanometers (Saleh and Teich, 1991). 
If one of the dimensions of a semiconductor is comparable 
or less than λB, the electrons will be strongly confined in one 
dimension, while moving freely in the remaining two dimen-
sions—this is the case of a quantum well (QW). A quantum 
wire is a one-dimensional confined structure, while a QD is 
confined in all the three dimensions. QDs are thus tiny clus-
ters of semiconductor material with dimensions of only a few 
nanometers, surrounded by a semiconductor matrix that has a 
higher bandgap.

The spatial confinement of the carriers in lower dimensional 
semiconductors leads to dramatically different energy–momen-
tum relations in the directions of confinement, which results in 
completely new density of states, when compared to the bulk 
case, as depicted in Figure 41.5. As dimensionality decreases, 
the density of states is no longer continuous or quasi-continuous 
but becomes quantized. In the case of QDs, the charge carri-
ers occupy only a restricted set of energy levels rather like the 
electrons in an atom, and for this reason, QDs are sometimes 
referred to as “artificial atoms.”

For a given energy range, the number of carriers necessary to 
fill out these states reduces substantially as the dimensionality 
decreases, which implies that it becomes easier to achieve trans-
parency and inversion of population—with the resulting reduc-
tion of threshold current density. In fact, this reduction has been 
quite spectacular over the years, with sudden jumps whenever 
the dimensionality is decreased (Alferov, 2001).
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41.3.2 Quantum Dots: Materials and Growth

The group of QD materials that has shown particular promise is 
based on III–V QDs epitaxially grown on a semiconductor sub-
strate. For instance, InGaAs/InAs QDs on a GaAs substrate emit 
in the 1–1.3 μm wavelength range, which could be extended to 
1.55 μm. Alternatively, InGaAs/InAs QDs can be grown on an 
InP substrate that covers emission in the 1.4–1.9 μm wavelength 
range (Ustinov et al., 2003).

The remarkable achievements in QD epitaxial growth have 
enabled the fabrication of QD lasers, amplifiers, and satu-
rable absorbers offering excellent performance characteris-
tics. To date, the most promising results have been achieved 
using the spontaneous formation of three-dimensional islands 
during strained layer epitaxial growth in a process known as 
the Stranski–Krastanow mechanism (Goldstein et al., 1985; 
Ustinov et al., 2003). In this process, when a film A is epitaxi-
ally grown over a substrate B, the initial growth occurs layer 
by layer, but beyond a certain critical thickness, three-dimen-
sional islands start to form—the quantum dots. A continuous 
film lies underneath the dots, and is called the wetting layer. 
The most important condition in this technique is that the lat-
tice constant of the deposited material is larger than the one of 
the substrate. This is the case of an InAs film (lattice constant 
of 6.06 Å) on a GaAs substrate (lattice constant of 5.64 Å), 
for example.

In spite of being an extremely complex process, the Stranski–
Krastanow mode is now widely used in the self-assembly of QDs. 
An advantage of this technique is that films can be grown using 
the well-known techniques of molecular beam epitaxy (MBE) 
and metal organic chemical vapor deposition (MOCVD), and 
therefore the science of QDs growth has benefited immensely 
from all the previous knowledge gained with this technology. 
These are also good news for commercialization, because manu-
facturers do not have to invest in new epitaxy equipment to fab-
ricate these structures.

Due to the statistical fluctuations occurring during growth, 
there is a distribution in dot size, height, and composition but, at 
the moment, epitaxy techniques have evolved to such an extent 

that the amount of fluctuations can be reasonably controlled, 
and can be as small as a few percent.

If the dots are grown on a plane surface, their lateral posi-
tions will be random. An example of such structure is shown in 
Figure 41.6. In the self-assembly process, there is no standard 
way of arranging the dots in a planar ordered way, unless they 
are encouraged to grow at particular positions in a pre-patterned 
substrate.

At present, the densities of QDs lie typically between 109 cm−2 
and 1011 cm−2. The sparse distribution of QDs results in a low 
value of optical gain. Thus, the levels of gain and optical confine-
ment provided by a single layer of QDs may not be enough for the 
optimal performance of a laser. In order to circumvent this prob-
lem, QDs can also be grown in stacks, which allows an increase 
in the modal gain without increasing the internal optical mode 
loss (Smowton et al., 2001), where the various layers are usually 
separated by GaAs barriers. The GaAs separators are responsible 
for transmitting the tensile strain from layer to layer, inducing the 
formation of ordered arrays of QDs aligned on top of each other. 
Further optical confinement is enabled through the cladding of 
such arrays within layers of higher refractive index and bandgap 
energy, therefore forming a heterostructure.
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FIGURE 41.5 Schematic structures of bulk and low-dimensional semiconductors and corresponding density of states. The density of states in 
different confinement configurations: (a) bulk; (b) quantum well; (c) quantum wire; and (d) quantum dot.
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FIGURE 41.6 Photographs of an InGaAs quantum dots grown on 
GaAs substrate: (a) A TEM image of a single sheet of quantum dots. 
(b) A TEM image of a cross section of an 8-layer thick stack of quantum 
dots in GaAs layers.
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41.3.3 Broad Gain Bandwidth

A QD laser was proposed in 1976 (Dingle and Henry, 1976) and 
the first theoretical treatment was published in 1982 (Arakawa 
and Sakaki, 1982). The main motivation was to conceive a design 
for a low-threshold, single-frequency, and temperature-insensi-
tive laser, owing to the discrete nature of the density of states. 
In fact, practical devices exhibit the predicted outstandingly low 
thresholds (Kovsh et al., 2004; Liu et al., 2005), but the spectral 
bandwidths of such lasers are significantly broader than those of 
conventional QW lasers (Rafailov et al., 2007). This results from 
the self-organized growth of QDs, leading to a Gaussian distri-
bution of dot sizes, with a corresponding Gaussian distribution 
of emission frequencies. Additionally, lattice strain may vary 
across the wafer, thus further affecting the energy levels in the 
quantum dots. These effects lead to the inhomogeneous broad-
ening of the gain—a useful phenomenon in the context of ultra-
fast applications, because a very wide bandwidth is available 
for the generation, propagation, and amplification of ultrashort 
pulses. The effects of inhomogeneous broadening on the density 
of states are schematically illustrated in Figure 41.7. However, 
it is important to stress that a highly inhomogeneously broad-
ened gain also encompasses a number of disadvantages, because 
it partially defeats the purpose of a reduced dimensionality, by 
broadening the density of states. Indeed, the fluctuation in the 
size of the QDs has the effect of increasing the transparency cur-
rent and reducing the modal and differential gain (Qasaimeh, 
2003; Dery and Eisenstein, 2005). Therefore, much effort has 
been put into improving the dots uniformization by engineer-
ing the growth and post-growth processes (Ustinov et al., 2003).

The extremely broad bandwidth available in QD mode-locked 
lasers offers potential for generating sub-100 fs pulses provided 
all of the bandwidth can be engaged coherently and dispersion 
effects suitably minimized.

Indeed, it has been shown that there is usually some gain in 
narrowing/filtering effects in mode-locked QW lasers (Delfyett 
et al., 1998). With the inhomogeneously broadened gain band-
width exhibited by QDs, there is support for more bandwidth 
and this can oppose the effect of pulse broadening that may arise 
from spectral narrowing. Additionally, due to the particular 
nature of QD lasers, many possibilities open up in respect of the 
exploitation of ground-state (GS) and excited-state (ES) bands,* 
as schematically represented in Figure 41.8. Such versatility 
has been successfully exploited in a multiple-wavelength-band 
switchable mode locking (Cataluna et al., 2006c). On the other 
hand, the interplay between GS and ES can be deployed in novel 
mode-locking regimes (Cataluna et al., 2006a). Using an exter-
nal cavity, it is possible to set up tunable mode-locked sources 
that can operate in the wavelength range that extends from the 
GS to the ES transition bands (Kim et al., 2006a).

41.3.4 Ultrafast Carrier Dynamics

In the initial studies of QD materials, it was thought that their 
carrier dynamics would be significantly slower than those in QW 
materials due to a phonon bottleneck effect (Mukai et al., 1996). 
Interestingly, experiments have demonstrated quite the opposite. 
As a consequence of access to a number of recombination paths for 
the carriers, QD structures exhibit ultrafast recovery both under 
absorption and gain conditions (Borri et al., 2006). In two evalua-
tions, the absorber dynamics of surface and waveguided QD struc-
tures were investigated by using a pump-probe technique (Borri 
et al., 2000; Rafailov et al., 2004b). This showed the existence of at 
least two distinct time constants for the recovery of the absorption. 
A fast recovery of around 1 ps is followed by a slower recovery pro-
cess that extends over 100 ps (Rafailov et al., 2004b).

More recently, sub-picosecond carrier recovery was measured 
directly in a QD absorption modulator when a reverse bias was 
applied (Malins et al., 2006). Absorption recovery times ranged 
from 62 ps down to 700 fs and showed a decrease by nearly two 
orders of magnitude when the reverse bias applied to the structure 
was changed from 0 V to −10 V. This important observation pro-
vides significant promise for ultrafast modulators that can operate 

* Ground and excited states are also available in quantum wells. However, 
the δ-like density of states associated with quantum dots enables an easier 
access to the ES, owing to the faster saturation of the GS in quantum dots.
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FIGURE 41.7 Schematic morphology and density of states for charge 
carriers in (a) an ideal quantum-dot system and (b) a real quantum-dot 
system, where inhomogeneous broadening is illustrated.
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FIGURE 41.8 Schematic of the energy levels in a QD material (a), and 
radiative transitions via GS—ground state (b) and ES—excited state (c). 
CB—Conduction band; VB—valence band.
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above 1 THz and for the optimization of saturable absorbers used 
for the passive mode locking of semiconductor lasers at high rep-
etition rates, where the absorption recovery should occur within 
the round-trip time of the cavity. Crucially, the shaping mecha-
nism of the fast absorption recovery also enhances the shortening 
of the mode-locked pulses, and thus QD lasers have the potential 
for generating shorter pulses than their QW counterparts.

41.3.5 Low absorption Saturation Fluence

QD-based saturable absorbers exhibit lower saturation flu-
ence than QW-based materials due to their delta-like density of 
states. For example, in a QD one electron is enough to achieve 
 transparency and two to achieve inversion. This characteris-
tic facilitates the self-starting of mode locking at modest pulse 
 energies. This feature is particularly important in high-repeti-
tion-rate lasers where the optical energy available in each pulse 
is small. Indeed, it has also been observed that the saturation 
power is at least 2–5 times smaller for a QD saturable absorber 
than for a QW-based counterpart when integrated in a mono-
lithic mode-locked laser (Thompson et al., 2004a). In this paper, 
the authors pointed out that saturation would further depend on 
the density of dots, reverse bias, and inhomogeneous broadening.

41.3.6  Low threshold Current and Low 
temperature Sensitivity

As devices, QD diode lasers have the advantage of requiring 
a very low threshold current to initiate lasing (Ustinov et al., 
2003). This attribute applies also to operation in the mode-
locking regime, because most QD lasers exhibit mode-locked 
operation right from the threshold of laser emission. (Bistability 
between the non-lasing state and the onset of lasing/mode lock-
ing might be present, as has been shown experimentally (Huang 
et al., 2001; Thompson et al., 2006b) and numerically (Viktorov 
et al., 2006).) A low threshold current is clearly advantageous 
because this can represent a device that is compatible as an effi-
cient and compact source of ultrashort pulses where the demand 
for electrical power can be very low. Furthermore, having a low 
threshold avoids the need for higher carrier densities for pump-
ing the laser and this implies less amplified spontaneous emis-
sion and reduced optical noise in the generated pulse sequences.

Due to the discrete nature of their density of states, QD lasers 
also exhibit low-temperature sensitivity (Mikhrin et al., 2005), 
making them excellent candidates for applications where resil-
ience to temperature effects is important.

41.3.7 Low Linewidth Enhancement Factor

One of the main motivations for the enthusiastic investigation of 
QD materials in the last few years has been the theoretically pre-
dicted potential for very low values of LEF, owing to the symme-
try of the gain associated with QD structures. The possibility of 
a low LEF is very attractive for a number of performance aspects, 
such as lower frequency chirp in directly modulated lasers, 

lower sensitivity to optical feedback effects, and suppressed 
beam filamentation. The potential of a lower effect of SPM in 
QD lasers also held a promise for the generation of transform-
limited pulses. However, disparate reports have been published 
in the last 3 years, with some reports of LEF values of nearly 
zero (Newell et al., 1999), and others with values of LEF similar 
(Ukhanov et al., 2004) or significantly higher than in QW struc-
tures (Dagens et al., 2005). Ultimately, the LEF is a characteristic 
that is highly dependent on the operation conditions of the laser, 
and as such, its meaning always needs to be contextualized for a 
set of particular conditions. This is a topic that is currently under 
intense investigation.

41.4  Mode-Locked Quantum-Dot 
Lasers: State of the art

41.4.1 Pulse Duration

The first demonstration of a QD mode-locked laser was reported 
in 2001, with pulse durations of ∼17 ps at 1.3 μm and repetition 
rate of 7.4 GHz, using passive mode locking (Huang et al., 2001). 
Hybrid mode locking at the same wavelength was demonstrated 
in 2003 by the Cambridge University group (Thompson et al., 
2003); they reported an upper limit estimation of 14.2 ps for the 
shortest pulses measured at a repetition rate of 10 GHz. Later in 
2004, the same group demonstrated Fourier-transform-limited 
10 ps pulses at 18 GHz repetition rate, using passive mode locking 
(Thompson et al., 2004b).

In 2004, we demonstrated the generation of sub-picosec-
ond pulses directly from a QD laser where the shortest pulse 
durations were measured to be 390 fs, without any form of 
supplementary pulse compression (Rafailov et al., 2004a, 
2005). These pulses were generated by a two-section passively 
mode-locked QD laser and this was the first time that sub-
picosecond pulses were generated directly from such a mono-
lithic laser.

The generation of sub-picosecond pulses was reported later by 
several groups (Laemmlin et al., 2006; Thompson et al., 2006b). 
In one of these reports (in 2006), Thompson and coworkers 
demonstrated the generation of pulses as short as 790 fs, by 
using a flared waveguide configuration in a two-section QD 
laser (Thompson et al., 2006b). Because the beam mode size in 
the saturable absorber section was much smaller than that in 
the gain section, the ratio of saturation fluences in the absorber 
and gain sections was increased. This enhanced the pulse for-
mation mechanisms and allowed for better pulse shaping and 
shortening.

There has also been much effort in designing QD-based 
mode-locked sources that could be deployed in the 1.55 μm 
band (Lelarge et al., 2007). Ultra-short-pulse generation has 
been achieved from single-section lasers based either on InAs 
QDs (Renaudier et al., 2005) or quantum dashes (Gosset et al., 
2006) grown on an InP substrate. These authors have suggested 
that there are no fundamental differences between the QDs and 
dashes in the context of mode-locked laser sources.
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41.4.2 toward Higher Pulse repetition rates

To achieve higher repetition rates in mode-locked lasers, it 
is necessary to decrease the cavity length. This poses a sig-
nificant challenge to QD lasers because of their lower gain 
and the operation in short cavities may shift the emission to 
the ES band (Markus et al., 2003). To avoid this problem, a 
higher number of QD layers should be deployed in the active 
region. Using this simple approach, the highest repetition 
rate directly generated from a passively mode-locked QD 
two-section laser was 80 GHz (Laemmlin et al., 2006), when 
a 15-layer structure was used. Another method to boost the 
repetition rate of mode-locked lasers is to use colliding pulse 
mode locking. This technique is similar to passive mode lock-
ing, but the saturable absorber region is placed at the precise 
center of the gain section. Two counter-propagating pulses 
from each outer gain section therefore meet in the saturable 
absorber region, bleaching it much more efficiently than if just 
one pulse was present. This process can also result in shorter 
and more stable pulses. Owing to the device geometry, mode 
locking is achieved at the second harmonic of the fundamental 
(round-trip) frequency, and the pulse repetition rate is dou-
bled. A variation of colliding pulse mode locking is harmonic 
mode locking, where more than two pulses circulate in the 
cavity, the number being equal to the harmonic. Colliding-
pulse mode-locking was first demonstrated for QD lasers in 
2005 (Thompson et al., 2005), resulting in a modest repetition 
rate of 20 GHz. Harmonic mode locking has also been demon-
strated with repetition rates of approximately 40, 80, 120, and 
240 GHz (Rae et al., 2006).

41.4.3  temperature resilience 
of Mode-Locked QD Lasers

Due to their delta-function-like density of states, QDs offer 
great potential for designing temperature-resilient devices. 
If their high-speed performance is also proven to be resil-
ient to temperature, QD lasers can become the next genera-
tion of sources for ultrafast optical telecoms and datacoms, 
because the constraint of using thermoelectric coolers can be 
avoided, thus decreasing cost and complexity. In this context, 
we have demonstrated stable passive mode-locked operation 
of a two-section QD laser over an extended temperature range 
(from 20°C to 80°C) at relatively high output average powers 
(Cataluna et al., 2006b).

Additionally, to meet the requirements for high-speed com-
munications, it is important to investigate the temperature 
dependence of the pulse duration. For instance, in communi-
cation systems with transmission rates of 40 Gb/s or more, the 
temporal interval between pulses is less than 25 ps and so 
the duration of the optical pulses should be well below this value 
at any operating temperature. We have shown that the pulse 
duration and the spectral width decrease significantly as 
the temperature is increased up to 70°C (Cataluna et al., 2007). 
The combination of all these effects resulted in a sevenfold 

decrease of the time-bandwidth product (the pulses were still 
highly chirped due to the strong SPM and dispersion effects in 
the semiconductor material).

To account for the decrease in pulse duration with tempera-
ture, a model for mode locking in QD lasers was used. It was 
found that the pulse durations are determined principally by 
the escape rate of the carriers in the absorber section, which 
lead to a decrease of absorber recovery time with increasing 
temperature, thus inducing a decrease in the pulse durations. 
This has been verified recently using ultrafast spectroscopy to 
probe the absorber recovery time as a function of temperature 
(Malins et al., 2007).

41.4.4  Mode Locking Involving 
Excited-State transitions

It has been observed that laser emission in QD lasers can access 
the transitions in GS, ES or both (Markus et al., 2003), as rep-
resented in Figure 41.8. Furthermore, sub-picosecond gain 
recovery has been demonstrated for both GS and ES transitions 
in electrically pumped QD amplifiers (Schneider et al., 2005). 
In this reported work, the LEF was shown to decrease signifi-
cantly for wavelengths below the GS transition, even becoming 
negative at ES thereby implying a potential for chirp-free oper-
ation for the range of wavelengths involved. Laser emission in 
the ES is also characterized by a higher differential gain than 
GS, with associated benefits for ultrafast QD lasers. We have 
demonstrated an optical gain-switched QD laser, where pulses 
were generated from both GS and ES, and where the ES pulses 
were shorter than those generated by GS alone (Rafailov et al., 
2006). The potential for shorter and chirp-free pulses from ES 
transitions motivated us to investigate the mode-locked opera-
tion of QD lasers in this band. We demonstrated, for the first 
time, passive mode locking via GS (1260 nm) or ES (1190 nm) 
in a QD laser, at repetition frequencies of 21 and 20.5 GHz, 
respectively (Cataluna et al., 2006c). The switch between these 
two states in the mode-locking regime was easily achieved by 
changing the electrical biasing conditions, thus providing full 
control of the operating spectral band. It is important to stress 
that the average power in both operating modes was relatively 
high and exceeded 25 mW. In the range of bias conditions 
explored in this study, the shortest pulse duration measured 
for ES transitions was ∼7 ps, where the spectral bandwidth was 
5.5 nm, at an output power of 23 mW. These pulse durations 
are similar to those generated by GS mode locking at the same 
power level.

Although pulse durations from ES spectral band have been 
below expectations so far, it is our opinion that exploitation of 
the ES transitions—a unique feature of QD lasers—can lead 
to a new generation of high-speed sources, where mode lock-
ing involves electrically switchable GS or ES transitions that 
are spectrally distinct. This could enable a range of applications 
extending from time-domain spectroscopy, through to optical 
interconnects, wavelength-division multiplexing, and ultrafast 
optical processing.
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41.5 Summary and Outlook

41.5.1 Critical Discussion

In this chapter, we have presented the physics and reported on 
the progress of ultrafast laser diodes based on QD materials.

The results presented in the literature show that monolithic pas-
sively mode-locked QD lasers can currently surpass the perfor-
mance of similar QW lasers in terms of pulse duration (Rafailov 
et al., 2005, Thompson et al., 2006b). There are other particular 
features where QD lasers have already been shown to have a supe-
rior performance, notably in the case of pulse timing jitter where 
record low values have been reported (Choi et al., 2006, Thompson 
et al., 2006a).

We strongly believe that the appeal of QD lasers also resides 
in the novel functionalities that are distinctive of QDs. These are 
the exploitation of an ES level as a means to achieve novel mode-
locking regimes; the temperature resilience offered by the quan-
tized density of states; lower threshold and higher output power 
levels; and access to the enlarged spectral bandwidths associated 
with the inhomogeneously broadened gain features. These charac-
teristics are not only useful from an operational point of view, but 
also provide some insights into a more comprehensive understanding 
of the underlying physical mechanisms of mode locking in QD lasers.

41.5.2 Future Perspectives

Although there have been many advances in the control of the 
growth of QD laser having ultra-low threshold current and tem-
perature resilience, it is not yet understood what is the most 
advantageous QD structure layout to be used in the regime of 
mode locking. In particular, it is not clear what is the optimum 
level of inhomogeneous broadening that results in shorter and 
higher peak power pulses. Therefore, it is relevant to investigate 
if and how the inhomogeneously broadened spectral modes are 
engaged coherently in the generation of ultrashort pulses and 
how that effect could be used to improve the performance of the 
lasers toward sub-picosecond pulse durations. Exploiting novel 
QD materials based on p-doped and tunnel injection structures 
could also bring advantages in minimizing the effect of any del-
eterious SPM effects in mode-locked lasers.

Comparison between theory and experiment of undoped and 
p-doped lasers has shown how this technique can improve the 
LEF (Kim and Chuang, 2006b). By tuning the level of doping, 
lasers can exhibit zero and even negative LEF at low current den-
sities (Alexander et al., 2007). Tunnel injection QD structures can 
also be of great interest for use in mode-locked lasers, as the injec-
tion of cold carriers may bring many benefits to the operation of 
mode-locked lasers (Delfyett, 2006). The LEF has been recently 
calculated and has been demonstrated to be much less than that 
reported for other lasers (Mi and Bhattacharya, 2007). Selective 
excitation of population in these lasers has been demonstrated, 
which could lead to a mitigation of the inhomogeneous broaden-
ing effects and contribute to a narrower spectrum and the pro-
duction of transform-limited pulses (Bret and Gires, 1964).

The ES spectral band can also be exploited in tunable lasers 
using QD materials where the inhomogeneous broadening is 
controlled so as to maximize the overlap between GSs and ESs. 
While in cw operation, QD lasers have been demonstrated with 
tunability ranges up to 200 nm (Varangis, 2000), by exploiting 
the gain available from the GSs and ESs. Combining this tun-
ability with the possibility of generating ultrashort pulses, it 
will be possible to achieve a new generation of versatile lasers 
emitting pulses across a wide range of wavelengths—as if we had 
compressed many different lasers into a single laser! Such dis-
ruptive characteristics will offer endless possibilities and enable 
applications never seen before in science and technology.
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40-10
Cathodoluminescence

band structure, types, 21-2
donor–acceptor pair transition, 21-2
exciton, 21-3
recombination process, 21-2
TEM-CL (see Transmission electron 

microscope-cathodoluminescence)
C60 field effect transistors

Bell Laboratory misconduct, 15-2 thru 
15-3

characterization on SiO2/AlN
I–V characteristics, 15-19
sub-threshold region, 15-19 thru 15-20

fabrication of
C60 epitaxy, 15-18 thru 15-19
device process, 15-18
performance measurements, 15-19
SiO2/AlN substrates, 15-18

field effect doping, 15-3
operation principles, 15-3 thru 15-4
solid C60 and insulator films interface, 

15-3
superconductivity, 15-4

Charge-selective deep level transient 
spectroscopy, 2-16

Charge trap memories, 2-6 thru 2-7
Chemically amplified resist (CAR), 20-12
Classical Faraday effect, 1-13
CNT field-effect transistor (CNTFET), 12-7

band structure, 3-3
charge-storage stability, 3-5 thru 3-6
Fuhrer’s device, 3-4
optoelectronic memory, 3-7
Radosavljevic’s device, 3-5
schematic cross section, 3-2
storage nodes

control, 3-6 thru 3-7
nanotube storage nodes, 3-9
redox active molecules, 3-7

two-terminal memory devices, 3-7 thru 
3-9

Coherent electron transport
electrochemical potential expression, 10-3
self-energy parts expression, 10-3
through a carbon chain, 10-4
via HOMO, 10-2
via LUMO, 10-2

Coherent Néel vector tunneling
doped antiferromagnetic molecular wheel, 

9-10

satellite resonance, 9-10
two degenerate classical ground state, 9-9

Computational micromagnetics
boundary element (BE) method, 8-7
finite difference (FD) method

Ampère field, 8-10
anisotropy field computation, 8-10
exchange field computation, 8-9
exchange length, 8-8
Langevin equation, 8-11
magnetostatic field computation, 8-10
mesh for, 8-8
spatial distribution field, 8-11
thermal field computation, 8-12
vs. FE method, 8-8

finite element (FE) method, 8-7 thru 8-8
pillar vs. point-contact, 8-12 thru 8-15
spin-transfer torque and giant 

magnetoresistance, 8-12 thru 8-13
Confined metallic systems

chemical structure influence, 24-10 thru 
24-11

cluster shape influence, 24-8 thru 24-9
dielectric function, 24-6
dipolar approximation, 24-10 thru 

24-12
quantum size effects, 24-6 thru 24-8
quasi-static approximation/dipolar, 24-5 

thru 24-6
scattering, absorption, and extinction, 

24-4 thru 24-5
Conformal deposition and isotropic etching, 

17-15 thru 17-17
Contact arc method, 15-5
Control ordering and assembly processes

crystal growth process, 18-8
crystallization process, 18-8
full confinement factor, 18-11 thru 18-14
partial confinement factor, 18-9 thru 

18-11
semicrystalline polymers morphology, 

18-8
Cooper-pair transistor (CPT)

aluminum and gap engineering, 16-9 thru 
16-10

band structure
critical current modulation 

calculation, 16-5 thru 16-6
effective inductance modulation 

calculation, 16-6
uncertainty principle at work, 16-5

Coulomb blockade, 16-4 thru 16-5
current switching electrometry

quasiparticle poisoning, 16-11 thru 
16-12

ramped switching current 
measurement, 16-11

single shot measurement, 16-12 thru 
16-13

switching current measurement, 16-10
electron-beam lithography and two-angle 

deposition, 16-9
quasiparticle poisoning, 16-6 thru 16-9

single Josephson junction
Ambegaokar–Barato relation, 16-2
concerns specific to small junctions, 

16-4
field emission micrograph, 16-2
I–V curve, 16-2 thru 16-3
RCSJ model, 16-3 thru 16-4

zero-biased rf electrometry
operation beyond 1 GHz, 16-14 thru 

16-15
quasiparticle poisoning, 16-15
relation to the cooper-pair box, 16-16
rf measurement setup, 16-13 thru 

16-14
Coulomb blockade, 16-4 thru 16-5
Coulomb carrier–carrier interaction, 22-6
Crossbar process, 17-2 thru 17-3
C60 superconducting transistor, 7-18
Current switching electrometry

quasiparticle poisoning, 16-11 thru 16-12
ramped switching current measurement, 

16-11
single shot measurement, 16-12 thru 

16-13
switching current measurement, 16-10

D

Davydov transformation, 32-12 thru 32-13, 
32-16

Deep level transient spectroscopy (DLTS)
charge-selective deep level transient 

spectroscopy, 2-16
measurement principle, 2-14 thru 2-15
rate window and double-boxcar method, 

2-15 thru 2-16
Deep ultraviolet (DUV) lithography

CaF2 lens elements, 19-11
depth of focus (DOF), 19-9 thru 19-10
double patterning, 19-13 thru 19-14
fused silica glass, 19-10
193 nm immersion lithography, 19-11 thru 

19-12
numerical aperture, 19-11
optical-projection lithography 

system, 19-9
photolithography exposure process, 19-9
plot of critical feature size, 19-10
ultimate resolution limits, 19-14

Depletion capacitance, 2-13 thru 2-14
Dipolar approximation

expansion coefficients, 24-11
extrinsic size effects, 24-12
incident, scattering, and internal fields, 

24-11
quadrupolar mode, 24-12
vector Helmholtz wave equation, 24-10

Dipole nanolaser, 39-9 thru 39-10
Discharge-produced plasma EUV source, 

20-9 thru 20-10
Dissipated optical energy transfer

CdSe QDs, schematic images, 36-2 thru 
36-3
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dispersed substrate area, 36-3 thru 36-4
dynamic property of, 36-3
experimental results, 36-4 thru 36-5
exponential decay curve functions, 36-4
temperature dependent micro- (PL) 

spectroscopy, 36-2 thru 36-3
Dissipation-controlled nanophotonic devices

carrier manipulation (up-converter), 33-7 
thru 33-8

energy transfer between two quantum 
dots

density matrix formalism, 33-2 thru 
33-3

energy diagram, 33-2
excitation creation, 33-5 thru 33-6
exciton dynamics, 33-3 thru 33-4
resonant coupling, 33-4

nanophotonic switch
energy diagram, 33-6
exciton population, 33-6 thru 33-7
ON- to OFF-state, 33-7
switching operation, 33-6

spatial symmetry, 33-8 thru 33-13
Dissipative electron transport

contact time, 10-9
electron conductance vs. voltage, 10-10 

thru 10-11
junction power loss, 10-11
phonon bath, 10-9 thru 10-10
through large DNA molecules, 10-10

Domain theory, 8-2
Donnan effect, 11-3
Double-boxcar method, 2-15 thru 2-16
Double exposure method, 19-24 thru 19-25
Double patterning, 19-13 thru 19-14
Drude expression, 26-4
Drude model, 24-3 thru 24-4
Dynamic random access memory (DRAM)

cell array structure, 2-2
endurance, 2-3
planar cell layout, 2-2 thru 2-3
vs. Flash memory, 2-4

Dyson equation, 40-9

E

Edge emitter laser diodes
microcavity lasers, 40-3 thru 40-4
optical gain, 40-2
types, 40-2

Effective-mass approach, 40-5
Effective near-field optical interaction

effective interaction Hamiltonian 
operator, 32-8

effective sample–probe-tip interaction, 
32-10

electric displacement operator, 32-9
electromagnetic field correlations and 

intermolecular interactions, 32-6 
thru 32-7

exciton polariton, 32-9
irrelevant macroscopic subsystem, 32-7 

thru 32-8

nanomaterial system, 32-7
photon–electron–phonon interacting 

system, 32-7
P space and Q space, 32-8
Yukawa functions, 32-11

Electromigration CNT, 3-16 thru 3-17
Electron-beam lithography

cost of ownership, 19-17
overlay, 19-16 thru 19-17
resolution, 19-14 thru 19-15
throughput, 19-15 thru 19-16

Electron–phonon interactions, 10-2, 10-7, 
10-10

Electron-transfer reactions, 10-13 thru 
10-15

Envelope-function approximation, 40-5
EPR entanglement, 1-16
EUV imaging system development, 20-2 thru 

20-3
EUVL, see Extreme ultraviolet 

lithography
Excitation energy transfer, 35-1 thru 35-3
Exciton–phonon–polariton (EPP) model., 35-7
Extended boundary condition method 

(EBCM), 30-2
Extreme ultraviolet lithography (EUVL)

alpha demo tool (ADT), 20-3
aspheric mirrors, 20-4
components, 20-1
defect-free blanks, 20-14
DPP EUV source-collector module, 20-9 

thru 20-10
EUV device integration, 20-8 thru 20-9
2008 EUV focus areas, 20-9
EUV masks

blanks, 20-10 thru 20-11
defectivity, 20-11 thru 20-12
round-trip shipment, 20-13
SEMI P27-1102 specifications, 20-10
S-pod, 20-13

EUV resists, 20-12
exposure tools

ASML, 20-5 thru 20-6
CAD model, 20-6 thru 20-7
interference lithography, 20-7 thru 20-8
scanning electron microscope (SEM) 

image, 20-7
SEMATECH Berkeley MET, 20-6 thru 

20-7
six-mirror imaging system, 20-6

high-power pulsed laser, 20-1
immersion lithography, 20-15
intermediate focus, definition, 20-9
LPP EUV source-collector module, 20-10
multilayer (ML) reflective coating, 20-1, 

20-3 thru 20-4
normal-incidence reflective optics, 20-2
optics and mask contamination, 20-13 

thru 20-14
phase-shifting point-diffraction 

interferometer (PS/PDI), 20-5
projection optics, 20-2 thru 20-3
Rayleigh equation, 20-14 thru 20-15

F

Fabry–Perot cavity, 7-6
Feedback-controlled nanocantilevers, 3-12 

thru 3-13
Fermi Golden rule, 21-6
Ferroelectricity fundamentals

ferroelectric correlation length, 6-4
ferroelectric hysteresis loops, 6-4
perovskite oxide BaTiO3 unit cell, 6-3
phenomenological definition, 6-2
second-order ferroelectric phase 

transition, 6-3
thermodynamic theory, 6-3

Ferroelectric RAM (FeRAM), 2-4 thru 2-5
Ferromagnetic islands

experimental techniques, 4-5
ferromagnetic domains, 4-2 thru 4-3
ferromagnetic dots

longitudinal Bragg MOKE, 4-8 thru 
4-9

micromagnetic simulation results, 4-7 
thru 4-8

nucleation and annihilation field, 4-7
permalloy dots array, 4-7

ferromagnetic rings, 4-9
ferromagnetic spirals, 4-10 thru 4-11
ferromagnetism, 4-1 thru 4-2
hysteresis loops, 4-3
magnetostatic interactions

honeycomb structure, 4-13
onion state, 4-12
open frame system, 4-11
Py dipole arrays, 4-12 thru 4-13
spin ice state, 4-11
symmetrical stable remanent states, 

4-12
micromagnetic simulations, 4-3 thru 4-5
noncircular rings, 4-9 thru 4-10
rectangular and elliptical islands, 4-6 

thru 4-7
sub-micrometer-sized island 

preparation, 4-5
Ferromagnetic molecular magnets, 9-1
Ferromagnetic rings, 4-9
Ferromagnetic spirals, 4-10 thru 4-11
Fick’s first law, 11-3 thru 11-4
Figure of merit (FOM), 35-5
Finite difference (FD) method, LLGS

Ampère field, 8-10
anisotropy field computation, 8-10
exchange field computation, 8-9
exchange length, 8-8
Langevin equation, 8-11
magnetostatic field computation, 8-10
mesh for, 8-8
spatial distribution field, 8-11
thermal field computation, 8-12
vs. FE method, 8-8

Flash memories
electron per cell vs. feature size, 2-4
schematic band structure, 2-3
vs. DRAM, 2-4
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Floating nano-dots, 5-2
Fluctuation-dissipation theorem, 8-11
Fokker–Planck equation, 8-11
FOM, see Figure of merit
Förster type interaction, 33-3
Fourier transform, 32-2
Fowler–Nordheim tunneling, 6-11
Fractal nanotechnology

fractals in nature, 17-12 thru 17-13
producing nanoscale fractals via SnPT×, 

17-13 thru 17-14
Franck–Condon factor, 10-13, 10-15
Fuhrer’s device, 3-4
Fullerene (C60)

discovery of, 15-4 thru 15-5
FET

Bell Laboratory misconduct, 15-2 thru 
15-3

characterization on SiO2/AlN, 15-19 
thru 15-20

fabrication of, 15-18 thru 15-19
field effect doping, 15-3
operation principles, 15-3 thru 15-4
solid C60 and insulator films interface, 

15-3
superconductivity, 15-4

MBE, 15-10 thru 15-11
micro-clusters, 15-1
properties of, 15-5 thru 15-7
solid crystals, 15-1 thru 15-2

absorption and luminescence 
spectra, 15-8

crystal structure, 15-7
electronic structures, 15-7 thru 

15-8
optical measurements results, 15-9
photo-conducting spectra, 15-10
photoluminescence spectrum, 15-8
structural phase transition, 15-7
third nonlinear susceptibility, 15-9
van der Waals interaction, 15-7

synthesis of, 15-5
van der Waals epitaxy (see van der Waals 

epitaxy)
Fullerene-based superconducting weak links, 

7-17 thru 7-18
Full-width at half-maximum (FWHM), 

35-8
Fully depleted silicon-on-insulator (FDSOI) 

devices, 12-3

G

Gas evaporation method, 15-5
Giant magnetoresistance (GMR), 8-12 thru 

8-13, 13-5
Graphene-based superconducting weak 

links
proximity effect, 7-15 thru 7-17
SQUIDs devices, 7-17

Graphene ribbon nanotransistors, 12-7 thru 
12-8

Grover algorithm, 1-9 thru 1-12

H

Half pitch scaling, 19-4
Hamiltonian model, 32-11 thru 32-12
Heisenberg’s uncertainty principle, 32-1
Hellmann–Feynman theorem, 27-5
Helmholtz equation, 32-4
Hierarchical memory retrieval, 34-7 thru 34-8
Horseshoe optical nanoantenna., 39-9
Hot-carrier diode, 13-1
Hybrid nanostructures

absorption spectrum, 38-14 thru 38-15
AFM characterization, gold nanoparticle, 

38-14 thru 38-15
borohydride method, 38-13
bridge molecules, 38-15
dialyze, 38-14
factual spectrum, 38-17
gold nanoparticles spectrum, 38-14
schematic composition, 38-13
spectral characteristics, 38-17
water colloidal suspension, silver 

nanoparticles, 38-15 thru 38-16

I

III–V semiconductor quantum dots
self-organized quantum dots

based nanomemories, 2-10
carrier emission process, 2-9
electron and hole states, 2-9
fabrication, 2-8

semiconductor material hetereostructure, 
2-7 thru 2-8

193 nm Immersion lithography
DUV lithography, 19-11 thru 19-12
photoresist technology, 19-8

Imprint lithography (IL), 17-3 thru 17-4
Incoherent Zener tunneling, 9-7 thru 9-8
Inelastic electron transport

Buttiker model, 10-5 thru 10-6
coherent transport

curves, 10-4 thru 10-5
electrochemical potential expression, 

10-3
self-energy parts expression, 10-3
through a carbon chain, 10-4
via HOMO, 10-2
via LUMO, 10-2

dissipative transport
contact time, 10-9
electron conductance vs. voltage, 

10-10 thru 10-11
junction power loss, 10-11
phonon bath, 10-9 thru 10-10
through large DNA molecules, 10-10

molecular junction conductance and long-
range reactions, 10-13 thru 10-15

polaron effects, 10-11 thru 10-13
vibration-induced inelastic effects

electron transmission vs. energy, 10-7
electron–vibron interaction, 10-6 thru 

10-07

inelastic electron tunneling spectrum, 
10-8 thru 10-9

polaronic shift, 10-7
Inelastic electron tunneling spectrum (IETS), 

10-8 thru 10-9
InGaAs/GaAs quantum dots

carrier storage, 2-17
with additional AlGaAs barrier, 2-18 thru 

2-20
Intensity-dependent refractive index (IDRI), 

27-2
Interband transitions, 40-11
Intrinsic size effects

dielectric function, 24-6
quantum size effects

absorption cross section vs. energy, 
24-7

jellium model, 24-7
Mie theory, 24-6
plasmon angular frequency, 24-8

Iridoviruses, 31-7

J

Jaynes–Cummings model, 1-6 thru 1-7
Josephson weak link, 7-2 thru 7-3

K

Kohn–Sham equation, 24-7
Kohn–Sham matrix, 27-4
Kuhn segment, 18-11

L

Landau–Ginzburg–Devonshire theory, 6-1 
thru 6-2

Landau–Lifshitz–Gilbert–Slonczewski 
(LLGS) equation

general form, 8-6
solution based on FD method

Ampère field, 8-10
anisotropy field computation, 8-10
exchange field computation, 8-9
exchange length, 8-8
Langevin equation, 8-11
magnetostatic field computation, 

8-10
mesh for, 8-8
spatial distribution field, 8-11
thermal field computation, 8-12
vs. FE method, 8-8

Landau–Zener model, 9-7
Langevin equation, 8-11
Laser emission properties

microscopic generalization, 
semiconductor effects, 40-14 thru 
40-15

photon statistics modifications, 40-15 thru 
40-16

rate equations description, 40-13 thru 
40-14

Laser-produced plasma EUV source, 20-10
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Laser-vaporization cluster beam mass 
spectroscopy, 15-4

Lawrence Berkeley National Laboratory 
(LBNL), 20-3

Lift-off technique, 6-7
Linear bearing nanoswitch, 3-14 thru 3-16
Liouville equation, 33-3
Localized surface plasmons (LSPs), 28-5
Loss–DiVincenzo proposal

RKKY interaction, 1-8 thru 1-9
using quantum dots and electric gates, 1-7 

thru 1-8
Low-dimensional sp2 carbon structures, 7-4 

thru 7-5
Low-energy cluster beam deposition 

(LECBD), 24-13
Low linewidth enhancement factor, 41-8

M

Macroscopic polarization, 40-11
Magnetically ordered materials, 8-1 thru 8-2
Magnetic-metallothionein (mMT), 11-2
Magnetic protein folding

Donnan effect, 11-3
first-order-like state transition model, 11-3
of Mn,Cd-MT, 11-2
protein folding phase diagram, 11-4
quasi-static thermal equilibrium dialysis, 

11-5 thru 11-6
self-assemble, 11-5
three well model, 11-4

Magnetocrystalline anisotropy, 4-4
Magnetoresistive RAM, 2-5
Mask Blank Development Center (MBDC), 

20-11
Maxwell–Garnett theory, 24-14
MBE, see Molecular beam epitaxy
Metal and semiconductor nanowire

dipole orientation, 26-8
frequency dispersion, 26-10
Gaussian properties, 26-11
linear optical phenomena, 26-9
nonlinear polarization, 26-8
plasmon resonance, 26-10
radiation pattern, 26-9
second harmonic generation (SHG), 26-7 

thru 26-8
SHG angular distribution, 26-10

Metal clusters and nanoparticles
alkali clusters, 24-15 thru 24-16
bimetallic cluster

annealed alloy measurement, 24-19
dielectric function, 24-19
gold–silver alloy nanoparticle, 24-19 

thru 24-20
low energy ion scattering (LEIS) 

measurement, 24-20
Ni–Ag cluster optical absorption 

spectra, 24-20 thru 24-21
bulk metals

conduction band, 24-2 thru 24-3
dielectric function, 24-3

Drude dielectric function, 24-4
intraband and interband transition, 

24-3
Kramers–Kronig relationship, 24-4
plasma frequency, 24-3

cluster source, 24-2
confined metallic systems, optical 

properties
chemical structure influence, 24-10 

thru 24-11
cluster shape influence, 24-8 thru 24-9
dielectric function, 24-6
dipolar approximation, 24-10 thru 

24-12
quantum size effects, 24-6 thru 24-8
quasi-static approximation/dipolar, 

24-5 thru 24-6
scattering, absorption, and extinction, 

24-4 thru 24-5
dielectric confinement, 24-2
electronic shells, 24-1
minute metal spheres, 24-2
nanoparticle synthesis

chemical methods, 24-12 thru 24-13
physical methods, 24-13 thru 24-14

noble metal clusters
discrete dipole approximation, 24-19
gold clusters, 24-17
jellium model, 24-18
silver clusters, 24-17
SPR, 24-16 thru 24-17
TDLDA, 24-18

optical spectroscopy, 24-14 thru 24-15
single nanoparticle, 24-2
spectroscopic techniques, 24-2

Metallic dot
capacitance and coupling coefficient, 5-3 

thru 5-4
influence of polarization

coupling coefficient analytical 
expression, 5-6 thru 5-7

dielectric medium potential, 5-7
method of images, 5-4 thru 5-5
numerical implementation

invertible matrix, 5-7
vs. classical approximation, 5-7 thru 

5-9
semi-analytical expression for 

capacitance
B1 coefficients expression, 5-4 thru 

5-5
capacitance matricial expression, 5-6
partial capacitance expression, 5-6

semi-analytical expression for potential, 
5-6

Metal nanolayer-base transistor
band diagram

band banding conditions, 13-1
Co/Si-n Schottky diode characteristics, 

13-2
hot-carrier diode, 13-1
MS contacts, 13-1 thru 13-2
TE theory, 13-2

fabrication
atomic arrangement, 13-4 thru 13-5
dependency of the current gain, 13-7
epitaxial growth, 13-4
glow discharge-deposition process, 13-4
magnetic multilayers, 13-5 thru 13-6
organic semiconductor as top layer, 13-6
test of dependency, 13-7

J–V characteristic, 13-3 thru 13-4
Metal nanostructures

allowed and forbidden second harmonic 
emission modes

laterally limited light beam, 28-10 thru 
28-11

plane-wave illumination, 28-9 thru 
28-10

emission patterns and light polarization, 
28-8 thru 28-9

field enhancements, 28-1
lightning rod effects, 28-1
second harmonic generation

nanoparticles, 28-5 thru 28-8
nanosystems, 28-3 thru 28-5
nonlinear optics, 28-2 thru 28-3
single gold nanoparticles, 28-11 thru 

28-15
two-photon photo-luminescence (TPPL) 

yield, 28-15
Metal-semiconductor (MS) junction, 13-1
Microcavity lasers, 40-3
Micromagnetic theory, 8-2
Mie nanolasers, 39-11
Mie theory, 24-6, 24-10, 24-12
Mode-locked quantum-dot lasers

advantages, 41-5 thru 41-8
basics, 41-2
excited-state transitions, 41-9
passive mode locking, physics and devices, 

41-3
pulse duration, 41-8
pulse repetition rates, 41-9
requirements, 41-3 thru 41-4
self-phase modulation and dispersion, 

41-4 thru 41-5
semiconductor lasers, 41-2
temperature resilience, 41-9

Molecular beam epitaxy (MBE), 6-5 thru 6-6
C60, 15-10 thru 15-11

Molecular junction conductance, 10-13 thru 
10-15

Molecular magnets preparation
magnetic properties, molecular 

nanostructures, 11-10 thru 11-11
magnetic protein folding

Donnan effect, 11-3
first-order-like state transition model, 

11-3
of Mn,Cd-MT, 11-2
protein folding phase diagram, 11-4
quasi-static thermal equilibrium 

dialysis, 11-5 thru 11-6
self-assemble, 11-5
three well model, 11-4
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nanostructured semiconductor templates
direct inkjet and mold imprinting, 

11-7
nanopatterned SAMs for 3D 

fabrication, 11-7 thru 11-8
patterned self-assembly, 11-6 thru 11-7

self-assembling growth
patterned magnetic molecules, 

AFM, 11-8
patterned MT molecules, AFM, 11-9
Si template, SEM image, 11-9

Molecular nanomagnets
coherent Néel vector tunneling

doped antiferromagnetic molecular 
wheel, 9-10

satellite resonance, 9-10
two degenerate classical ground 

state, 9-9
incoherent Zener tunneling in Fe8, 9-7 

thru 9-8
phonon-assisted spin tunneling in Mn12 

acetate, 9-5
single-molecule magnet transistors, 9-11 

thru 9-12
spin tunneling

anticrossing of adiabatic eigenvalues, 
9-3

Berry’s phase and path integrals (see 
Berry’s phase interference)

generalized master equation, 9-4
Pauli or master equation, 9-3 thru 9-4
Rabi oscillation, 9-3
spin Hamiltonian, 9-2
uniaxial anisotropy, 9-2

Molecular transistors, 7-18
Molecular tunnel junctions, 12-9 thru 12-11
Monte Carlo simulation, 24-20
Moore’s law, 12-1 thru 12-2
Multiferroic tunnel junction, 6-18
Multilayer polymeric structures

bacteriorhodopsin suspension 
preparation, 38-8

basic elements, 38-7 thru 38-8
containing mixture, 38-8 thru 38-9
cyclicity processes, 38-5 thru 38-6
data transmission and processing, 38-6
element base adaptability, 38-6
expected parameters, 38-7
fragments, 38-7
property, 38-9 thru 38-10
requirements, 38-8

Multilayer (ML) reflective coating, 20-1, 
20-3 thru 20-4

Multispacer patterning technique
abstract technology

bodies and surfaces, 17-15
conformal deposition and isotropic 

etching, 17-15 thru 17-17
directional processes, 17-17 thru 17-18, 

17-18
additive route—SnPT+, 17-5 thru 17-7
addressing cross-point, 17-10 thru 17-11
concrete technology, 17-18 thru 17-19

crossbar-architecture fabrication steps, 
17-2

crossbar comparison, 17-11 thru 17-12
electronics application, 17-12
energetics application, 17-12
fractal nanotechnology

fractals in nature, 17-12 thru 17-13
producing nanoscale fractals via 

SnPT×, 17-13 thru 17-14
multiplicative route—SnPT×, 17-8 thru 

17-9
nonlithographic nanowire preparation

imprint lithography (IL), 17-3 thru 
17-4

spacer patterning technique (SPT), 
17-4 thru 17-5

three-terminal molecules, 17-9 thru 
17-10

N

Nano-dot, see Spherical dot in plate 
capacitor

Nanoelectromechanical systems (NEMS) 
based memory

capacitive force response, 3-9
feedback-controlled nanocantilevers, 3-12 

thru 3-13
linear bearing nanoswitch, 3-14 thru 3-16
nanorelays, 3-11 thru 3-12
nonvolatile random access memory, 3-10 

thru 3-11
properties, 3-9
vertically aligned carbon nanotubes, 3-13 

thru 3-14
Nanoelectronics lithography

advanced lithographic processes
CD-SAXS, 19-27
CD-scanning electron microscopy 

(CD-SEM), 19-26
double exposure method, 19-24 thru 

19-25
ellipsometry measurements, 19-26
line edge roughness measurement, 

19-27
overlay measurements, 19-27
scatterometry measurements, 19-26
spacer double patterning method, 

19-25
DUV lithography

CaF2 lens elements, 19-11
depth of focus (DOF), 19-9 thru 19-10
double patterning, 19-13 thru 19-14
fused silica glass, 19-10
193 nm immersion lithography, 19-11 

thru 19-12
numerical aperture, 19-11
optical-projection lithography system, 

19-9
photolithography exposure process, 

19-9
plot of critical feature size, 19-10
ultimate resolution limits, 19-14

electron-beam lithography
cost of ownership, 19-17
overlay, 19-16 thru 19-17
resolution, 19-14 thru 19-15
throughput, 19-15 thru 19-16

NIL
defect inspection and dimensional 

metrology, 19-22
functional materials, 19-19
nanoimprint materials development, 

19-21
overlay accuracy and control, 19-23
residual layer control, 19-22 thru 19-23
technology examples, 19-23 thru 19-24
template fabrication and availability, 

19-21 thru 19-22
thermal NIL, 19-18 thru 19-19
tool types, 19-19 thru 19-20
transfer printing, 19-19
UV NIL, 19-19

photoresist technology
base quencher additives, 19-6 thru 

19-7
EUV lithography, 19-8
line and space pattern, 19-4 thru 19-5
material structure advances, 19-7 thru 

19-8
193 nm immersion lithography, 19-8
photolysis process of photoacid 

generator, 19-5 thru 19-6
positive and negative tone resist, 19-4
residual swelling fraction, 19-7
resist materials, 19-4 thru 19-5

Nanofibers, light scattering
angular distribution, 30-9
cylindrical nanofiber diffraction

Bessel function, 30-4
electromagnetic field components, 30-3
Fourier-transformed amplitudes, 30-5 

thru 30-6
incident beam polarization, 30-4 thru 

30-5
incident wave electric field, 30-3
inverse Fourier transform, 30-4

definition, 30-1
dispersion curves, 30-12
exciton resonance excitation, 30-10 thru 

30-11
Fresnel reflection coefficient, 30-2
Hankel functions, 30-1
He-Cd laser, 30-11
ideal surface reflection, 30-8 thru 30-9
inorganic semiconductor materials, 30-1
multiple-scattering linear equation, 30-2
normal modes, 30-6
optical process, 30-1
photoluminescence measurement, 30-12
photomultiplier, 30-11
polarization properties, 30-12
pulsed Gaussian light beam, 30-12
scattered field calculation, 30-6 thru 30-8
scattered light intensity, 30-12
scattering efficiency, 30-2
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T-matrix method, 30-2
total scattered intensity vs. frequency, 

30-10
total scattered intensity vs. incidence 

angle, 30-9 thru 30-10
Nanoimprint lithography (NIL)

cavity fill process, 18-4 thru 18-5
control ordering and assembly processes

crystal growth process, 18-8
crystallization process, 18-8
full confinement factor, 18-11 thru 

18-14
partial confinement factor, 18-9 thru 

18-11
semicrystalline polymers morphology, 

18-8
defect inspection and dimensional 

metrology, 19-22
functional materials, 19-19
functional materials nanoshaping

antireflective structure creation, 18-6
biomaterial shaping, 18-6 thru 18-7
interface shaping, 18-5
nanopore generation, 18-5
optical grating creation, 18-5 thru 18-6

imprinting resists, 18-4
molds in, 18-4
nanoimprint materials development, 

19-21
overlay accuracy and control, 19-23
residual layer control, 19-22 thru 19-23
resolution limit, 18-4
technology examples, 19-23 thru 19-24
template fabrication and availability, 19-21 

thru 19-22
thermal NIL, 19-18 thru 19-19
for thermoplastic polymers, 18-3
tool types, 19-19 thru 19-20
transfer printing, 19-19
UV NIL, 19-19

Nanolasers
applications, 39-12
definition, 39-5
laser radiation property, 39-1 thru 39-2
nanowire, 39-5 thru 39-8
organic nanolasers, 39-11
overview, 39-2
photonic crystal lasers, 39-10
plasmonic lasers, 39-8 thru 39-10
rate equation approach, 39-4 thru 39-5
scattering lasers, 39-10 thru 39-11
semiconductor lasers, 39-2 thru 39-4

Nanomaterials
cathodoluminescence

band structure, types, 21-2
donor–acceptor pair transition, 21-2
exciton, 21-3
recombination process, 21-2
TEM-CL (see Transmission electron 

microscope-cathodoluminescence)
kinetic energy, 21-8 thru 21-9
optical spectroscopy

global photoluminescence, 22-1

luminescence hole-burning (LHB) 
spectroscopy, 22-1

luminescence spectra, 22-1 thru 22-2
multiexciton generation, 22-6 thru 

22-7
nanoparticle quantum dots, 22-4 thru 

22-6
optical properties, 22-1
semiconductor nanoparticles, 22-1
single molecule spectroscopy, 22-2
SWNT (see Single-walled carbon 

nanotube)
photoluminescence (PL), 21-1 thru 21-2
quantum well, 21-9 thru 21-10
quantum wire

density of states, 21-10
electron wavefunction, 21-10
hole wave-functions, 21-11
homogeneous electric field, 21-13
intensity and polarization ratio, 21-14 

thru 21-15
Luttinger–Kohn Hamiltonian, 21-11
optical absorption, 21-14
photoluminescence excitation (PLE) 

spectrum, 21-13
polarization anisotropy, 21-11
quantum confinement effect, 21-12 

thru 21-13
transition matrix element, 21-12 thru 

21-13
semiconductor quantum structures, 

optical properties
Bloch function, 21-5
conversion matrix, 21-6
light emission theory, 21-6 thru 21-7
Luttinger–Kohn Hamiltonian, 21-5
polarization, 21-7 thru 21-8

semiconductor quantum wires, 21-1
transmission electron microscope (TEM), 

21-1 thru 21-2
Nanomemories

based on III–V semiconductor QD, 2-7 
thru 2-10 (see also Quantum dot 
memories)

semiconductor
charge trap memories, 2-6 thru 2-7
single electron memories, 2-7

Nanometer-sized ferroelectric capacitors
characterization of films and capacitors

P-E hysteresis loop measurements, 
6-10 thru 6-11

RBS, 6-8
scanning probe techniques, 6-11 thru 

6-13
XRD, 6-8 thru 6-10

deposition techniques
combinatorial PLD and MBE systems, 

6-8
MBE, 6-5 thru 6-6
PLD, 6-6
sputter deposition, 6-6 thru 6-7

ferroelectricity fundamentals
ferroelectric correlation length, 6-4

ferroelectric hysteresis loops, 6-4
perovskite oxide BaTiO3 unit cell, 6-3
phenomenological definition, 6-2
second-order ferroelectric phase 

transition, 6-3
thermodynamic theory, 6-3

low-temperature superconducting 
Josephson junctions, 6-18 thru 6-19

multiferroic tunnel junction, 6-18
novel functional oxide tunnel junctions, 

6-18
patterning

electron beam lithography, 6-8
lift-off technique, 6-7
photo-mask steps, 6-8

physical phenomena
depolarizing-field effect, 6-15 thru 6-16
intrinsic size effect, ultrathin films, 

6-17
strain effect, 6-14 thru 6-15

“research triangle,” 6-1 thru 6-2
tunneling magnetoresistance (TMR), 6-18

Nanoparticle quantum dots
Au nanoparticles, 22-6
CdSe/ZnS nanoparticles, 22-4 thru 22-5
close-packed monolayer films, 22-5
decay times, 22-5 thru 22-6
enhancement and quenching phenomena, 

22-5
light-emitting neutral nanoparticle, 22-4
PL blinking phenomena, 22-4
unique exciton energy transfer, 22-5

Nanophotonic buffer memory, 33-11 thru 
33-12

Nanophotonic devices
AND-gate, ZnO nanorod

electronic carrier penetration, 36-10
exciton–phonon couplings, 36-7 thru 

36-8
exciton populations, 36-9
input laser llumination, 36-11
micro-channel plate, 36-7
near-field spectroscopy, 36-7 thru 36-8
nutation frequency evaluation, 36-10
schematic depict, SQW, 36-9
single-quantum-well structures(SQW), 

36-7 thru 36-8
switching operation, 36-10 thru 36-11

dissipation-controlled nanophotonic 
devices

carrier manipulation (up-converter), 
33-7 thru 33-8

energy transfer between two quantum 
dots, 33-2 thru 33-5

nanophotonic switch, 33-5 thru 33-7
operation

excitation energy transfer, 35-1 thru 
35-3

nanophotonic AND gate, 35-4 thru 
35-5

nanophotonic NOT gate, 35-5 thru 35-6
photonic devices interconnection, 35-6 

thru 35-7
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quantum dot materials
controlling the energy transfer, 36-4 

thru 36-6
discrete energy levels, 36-1 thru 36-2
dissipated optical energy transfer, 36-2 

thru 36-4
near-filed optically coupled ZnO QDs, 

36-4 thru 36-7
schematic representation, 33-2
using spatial symmetries

AND- and XOR-logic gates, 33-10 thru 
33-11

nanophotonic buffer memory, 33-11 
thru 33-12

quantum entangled states 
manipulation, 33-12 thru 33-13

selective energy transfer, 33-9 thru 
33-10

symmetric and antisymmetric states, 
33-8 thru 33-9

Nanophotonics
devices (see Nanophotonic devices)
fabrication

NFO-CVD (see Nonadiabatic near-
field optical CVD)

nonadiabatic near-field 
photolithography, 35-10 thru 35-11

hierarchical architectures
memory retrieval, 34-7 thru 34-9
physical and functional, 34-6 thru 

34-7
unscalable design, 34-8 thru 34-10

optical excitation transfer (see Optical 
excitation transfer)

parallel architecture
broadcast interconnects, 34-4 thru 

34-5
global summation, 34-4
memory-based architecture, 34-3 thru 

34-4
secure signal transfer, 34-5 thru 34-6

switch
energy diagram, 33-6
exciton population, 33-6 thru 33-7
ON- to OFF-state, 33-7
switching operation, 33-6

versatile functionalities, 34-10 thru 34-12
waveguides (see Nanophotonic 

waveguides)
Nanophotonic waveguides

active lossy waveguides
cladding layer, 37-9
double-peak structure, 37-11
electric field intensity, 37-10
Fresnel formulae, 37-10
substrate modes, 37-12
TE–TM splitting, 37-11

active Si-nc waveguides
direct facet-coupling, 37-8 thru 37-9
PL spectra, 37-7 thru 37-8
prism coupling, 37-8
refractive index, 37-7

external source light propagation, 37-5

internal photoluminescence propagation, 
37-4 thru 37-5

losses and optical amplification
insertion (coupling) loss, 37-5
loss measurement methods, 37-5 thru 

37-6
propagation loss, 37-5
pump-and-probe (PP) method, 37-5, 

37-7
shifting excitation spot (SES) method, 

37-5 thru 37-6
variable stripe-length (VSL) method, 

37-5 thru 37-7
nanocrystalline waveguides

light amplification, 37-12 thru 37-13
optical couplers, 37-14
photonic circuits, 37-13
PL spectra, 37-13

planar and rib waveguide fabrication
advantages, 37-4
cladding layers, 37-3
fused quartz implantation, 37-2 

thru 37-3
optical transparent matrix, 37-2
reactive silicon deposition, 37-3
SiO2 film, 37-3
spectral filtering, 37-2

silicon nanophotonics, 37-1 thru 37-2
Nanorelays, 3-11 thru 3-12
Nanoscale excitons

definition, 23-1
density of states, 23-2 thru 23-3
electron-hole attraction, 23-1
electron quantum confinement, 23-4
exciton-binding energy, 23-4
extended bulk system, 23-5
Frenkel excitons, 23-1
optical properties, semiconductor 

nanostructure, 23-2
semiconductor quantum dots

nonlinear optical properties, 23-5 
thru 23-6

two-photon absorption (2PA), 23-6 
thru 23-8

single-wall carbon nanotube (SWCNT), 
23-4 thru 23-5

spatial electron confinement, 23-3 thru 
23-4

Wannier–Mott excitons, 23-1
Nanoscale spin valves

anisotropic effects, 8-4
computational micromagnetics (see 

Computational micromagnetics)
energy balance and free energy functional 

formulation, 8-5
equation of motion, 8-5 thru 8-6
exchange interactions, 8-4
external bias field, 8-5
magnetization vector, 8-3 thru 8-4
magnetostatic interactions, 8-4 thru 8-5
spin-transfer torque effects, 8-6 thru 8-7

Nanoshaping functional materials
antireflective structure creation, 18-6

biomaterial shaping, 18-6 thru 18-7
interface shaping, 18-5
nanopore generation, 18-5
optical grating creation, 18-5 thru 18-6

Nanotube-based superconducting quantum 
interferometers

magnetometry applications, 7-13 thru 7-14
quantum information applications, 7-14 

thru 7-15
quantum interference with weak links, 

7-10 thru 7-11
tunability of the phase shift, 7-11 thru 7-12

Nanowire lasers
basic properties, 39-6
cavity structure, 39-8
GaN nanowire cross section, 39-8
ring resonator, 39-6 thru 39-7
schematic representation, 39-5 thru 39-6

N2 atmospheric train-sublimation method, 
15-5 thru 15-6

Near-field optically coupled ZnO QDs
energy diagram, 36-6
growth time dependence, 36-5
TEM image, 36-5 thru 36-6
time constants dependence, 36-7
time-resolved PL intensity, 36-5, 36-7

Near-field photoluminescence (NFPL), 36-7
Negative differential resistance (NDR), 10-13
Nonadiabatic near-field optical CVD 

(NFO-CVD), 35-7
electron potential curves, 35-9
photodissociation, 35-7
photon flux relationship, 35-9
sapphire substrate, 35-8
shear-force topographical images, cross 

section, 35-7 thru 35-8
Nonadiabatic photolithography, 35-10
Noncircular rings, 4-9 thru 4-10
Nonconventional semiconductor memories

FeRAM, 2-4 thru 2-5
magnetoresistive RAM, 2-5
PCRAM, 2-5 thru 2-6

Nonlinear optics
average Hirshfeld charge, 27-11
cadmium selenide clusters ((CdSe)n), 27-5
cluster materials, 27-5
density functional theory (DFT), 27-9
Douglas–Kroll approximation, 27-10
electric dipole moment, 27-1
excitation frequency, 27-11 thru 27-12
frequency-dependent optical 

polarizability, 27-6
frequency variation, 27-6 thru 27-8
generalized-gradient approximation 

(GGA) technique, 27-6
hyperpolarizability tensor, 27-1
inorganic materials, 27-5
intensity-dependent refractive index 

(IDRI), 27-2
lithium tetramer, 27-10
mean dipole polarizability, 27-5 thru 27-6
mean second-order hyperpolarizability, 

27-9 thru 27-10
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metallic cluster, 27-5
mixed metal cluster, 27-11
nanocluster, 27-9
Nd:YAG laser frequency, 27-9
organic materials, 27-5
quantum formulation

average polarizability tensor, 27-4
density matrix, 27-3
dipole interaction model, 27-2
frequency-dependent response 

properties, 27-5
Kohn–Sham equation, 27-3
Lagrangian multiplier matrix, 27-4
Taylor expansion, 27-4
time-dependent density-functional 

theory (TDDFT), 27-3
two-state model, 27-2

second-order hyperpolarizability tensor, 
27-12

second-order nonlinear polarization, 27-2
semiconducting cluster, 27-5
of semiconductor nanostructures (see 

Semiconductor nanostructures)
symmetrized fragment orbitals (SFO), 

27-11
time-dependent Hartree–Fock (TDHF) 

method, 27-9
Nonlithographic nanowire preparation

imprint lithography (IL), 17-3 thru 17-4
spacer patterning technique (SPT), 17-4 

thru 17-5
Nonplanar multi-gate transistors, 12-3 thru 

12-4
Nonvolatile memories (NVM), see Flash 

memories

O

Optical excitation transfer
parallel architecture

broadcast interconnects, 34-4 thru 
34-5

global summation, 34-4
memory-based architecture, 34-3 thru 

34-4
secure signal transfer, 34-5 thru 34-6

via optical near-field interactions
global summation, 34-2 thru 34-3
light–matter interactions, 34-2

Optical nanofountain, 35-6 thru 35-7
Optical near-field (ONF), 34-10 thru 34-12

coupling strength, 33-4 thru 33-7
ONF system, 32-6 thru 32-7

Optical neuronets
basic elements, multilayered structures, 

38-7 thru 38-8
cyclicity processes, 38-5 thru 38-6
data processing, 38-6
element base parameters, 38-7
light fluxes formation, 38-6
multilayered constructions, 38-7
polymeric film property, 38-9 thru 38-10
polymeric film requirements, 38-8

polymeric mixture preparation, 38-8 thru 
38-9

suspension preparation, 38-8
Optical-projection lithography system, 19-9
Optical spectroscopy

luminescence hole-burning (LHB) 
spectroscopy, 22-1

luminescence spectra, 22-1 thru 22-2
multiexciton generation, 22-6 thru 22-7
nanoparticle quantum dots, 22-4 thru 22-6
optical properties, 22-1
semiconductor nanoparticles, 22-1
single molecule spectroscopy, 22-2
SWNT (see Single-walled carbon 

nanotube)
Optical transition matrix element, 21-7
Organic FET

am-bipolar operations, 15-17 thru 15-18
device structures, 15-16
field effect doping, 15-17
metal/organic layer interface, 15-16 thru 

15-17
Organic nanolasers, 39-11
Ovonic unified memory (OUM), 

see Phase-change RAM

P

Passivation, 14-7 thru 14-9
Passive mode locking

physics and devices, 41-3
requirements, 41-3 thru 41-4

Pauli equation, 9-3 thru 9-4
Phase-change RAM (PCRAM), 2-5 thru 2-6
Phase-matching condition, 28-3
Phase-shifting point-diffraction 

interferometer (PS/PDI), 20-5
Phonon-assisted spin tunneling, Mn12 acetate, 

9-5
Photolithography, 18-1 thru 18-3; see also 

Nonadiabatic photolithography
Photoluminescence (PL)

energy-band diagram, 25-1 thru 25-2
photon momentum, 25-1
porous silicon (PS), 25-2
quantum confinement (QC) model, 25-2
quantum size effects, 25-3
silicon nanostructures

Arrhenius plot, 25-11
confinement energy, 25-8
co-sputtered SiNC, 25-7 thru 25-8
Coulomb exchange interaction, 25-11
dynamical characteristics, 25-10
excitons, 25-8
f-sum rule/Thomas–Reiche–Kuhn sum 

rule, 25-13
nanocrystal size distribution, 25-12 

thru 25-13
nonradiative process, 25-14 thru 25-15
optical characterizations and 

luminescence bands, 25-7
oscillator strength vs. confinement 

energy, 25-13 thru 25-14

PL decay time, 25-10
PL yield vs. silicon volume content, 

25-9
radiative process, 25-14
relaxation process, 25-11
spin-orbit interaction, 25-12
surface passivation, 25-9
synthesis, 25-3 thru 25-7

SiO2, 25-1
surface phenomena, 25-3
surface-to-volume (STV) ratio, 25-2 thru 

25-3
vibron model

adiabatic approximation, 25-17
conduction-ISL (CISL), 25-20
core nanocrystal, 25-22
electron–phonon interaction, 25-18
inter-sub-level (ISL) optical transition, 

25-19
laser pyrolysis technique, 25-21
nanocrystal passivation, 25-16
noncoherent surface vibration, 25-19
phonon dispersion relation, 25-16
photoinduced absorption (PIA) 

spectra, 25-19 thru 25-20
polaron formation mechanism, 25-18
polar optical phonon, 25-19
resonant coupling condition, 25-17
silicon–oxygen bond, 25-16 thru 25-17
silicon–silicon dioxide (SiO2) interface, 

25-15 thru 25-16
Si–O vibration, 25-20 thru 25-21
valence-ISL (VISL), 25-20

Photolysis process, 19-5 thru 19-6
Photo-mask steps, 6-8
Photonic crystal lasers, 39-10
Photonic crystal waveguide, 37-1 thru 37-2
Photon localization

canonical field quantization
eigenstates, 32-5
Hamiltonian operator, 32-4 thru 32-5
harmonic oscillator, 32-4
Helmholtz equation, 32-4
light–matter interaction, 32-3
quantization procedure, 32-5

dressing mechanism and spatial 
localization

Davydov transformation, 32-12 thru 
32-13, 32-16

effective interaction Hamiltonian 
operator, 32-8

effective sample-probe-tip interaction, 
32-10

electric displacement operator, 32-9
electromagnetic field correlations and 

intermolecular interactions, 32-6 
thru 32-7

exciton polariton, 32-9
Hamiltonian model, 32-11 thru 32-12
irrelevant macroscopic subsystem, 

32-7 thru 32-8
mean field approximation, 32-14
nanomaterial system, 32-7
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phonon-assisted photodissociation, 
32-17

photon–electron–phonon interacting 
system, 32-7

photon hopping operator, 32-15 thru 
32-16

photon number operator, 32-14 thru 
32-15

photon–phonon coupling constant, 
32-15

pseudo one-dimensional near-field 
optical probe system, 32-11

P space and Q space, 32-8
quasiparticle and coherent state, 32-13 

thru 32-14
virtual photon cloud, 32-5 thru 32-6
Yukawa functions, 32-11

effective spatial wave function, 32-3
Heisenberg’s uncertainty principle, 32-1
position-representation wave function, 

32-1
quantum electrodynamics (QED), 32-1
virtual cloud effects, 32-2
wave function definition, 32-2 thru 32-3

Photoresist technology
base quencher additives, 19-6 thru 19-7
EUV lithography, 19-8
line and space pattern, 19-4 thru 19-5
material structure advances, 19-7 thru 

19-8
193 nm immersion lithography, 19-8
photolysis process of photoacid generator, 

19-5 thru 19-6
positive and negative tone resist, 19-4
residual swelling fraction, 19-7
resist materials, 19-4 thru 19-5

Piezoresponse force microscopy (PFM), 6-12 
thru 6-13

Plasmon amplification, 26-5
Plasmon frequency, 26-4
Plasmonic lasers

bowtie structures, 39-9
dipole nanolaser, 39-9 thru 39-10
horseshoe optical nanoantenna., 39-9
surface plasmon mode confinement, 39-8

Plasmonic waveguides, 37-1 thru 37-2
PLD, see Pulsed laser deposition
Point contacts and conductance quantum, 

12-11
Poisson–Schrödinger resolution, 5-13, 5-18
Polarization-sensitive nanowire and nanorod 

optics
absorption coefficient, 26-4
anisotropic nanostructure, 26-1
core–shell nanowires

luminescence amplification, 26-13
potential distribution, 26-11
spectra and polarization dependence, 

26-11 thru 26-13
depolarization factors, 26-2
electrodynamic effects, 26-2
first-kind Hankel function, 26-3
Helmholtz wave equation, 26-3

light-induced phenomena, 26-1
metal and semiconductor nanowires, 

nonlinear phenomena
dipole orientation, 26-8
frequency dispersion, 26-10
Gaussian properties, 26-11
linear optical phenomena, 26-9
nonlinear polarization, 26-8
plasmon resonance, 26-10
radiation pattern, 26-9
second harmonic generation (SHG), 

26-7 thru 26-8
SHG angular distribution, 26-10

metal nanostructures, 26-4 thru 26-5
optical properties, 26-3
photoconductivity, 26-2 thru 26-3
planar interface, 26-1
plasmon spectra

longitudinal plasmon shift, 26-16 thru 
26-17

self-assembling, 26-15 thru 26-16
polarization memory, random nanorod 

arrays
luminescence polarization ratio, 26-14
polarization antimemory, 26-15
polarization-dependent effects, 26-13

polarization ratio, 26-4
semiconductor nanostructures, 26-2

intensity ratio, 26-6
isotropic interband matrix element, 

26-5
Poynting vector, 26-6
radiation characteristics, 26-7
refractive index, 26-5
ZnO NW luminescence spectrum, 

26-7
Power spectral density (PSD), 20-4
Proximity effect, 7-15 thru 7-17
Pulsed laser deposition (PLD), 6-6

Q

Quantum computing
atom–light interaction

Jaynes–Cummings model, 1-6 thru 1-7
in RWA, 1-4 thru 1-6

Loss–DiVincenzo proposal
RKKY interaction, 1-8 thru 1-9
using quantum dots and electric gates, 

1-7 thru 1-8
physical implementation conditions, 1-3
qubits and quantum logic gates, 1-2 thru 

1-3
semiconductor quantum dots

classical Faraday effect, 1-13
electronic band structure, 1-12
quantum Faraday effect, 1-13 thru 1-14

SPFE
conditional Faraday rotation, 1-16
GHZ quantum teleportation, 1-16 thru 

1-18
Jaynes–Cummings Hamiltonian 

description, 1-14 thru 1-15

quantifying EPR entanglement, 1-16
quantum computing, 1-18 thru 1-20

with molecular magnet
double-well potential, 1-11
Feynman diagrams, 1-10
Grover’s algorithm implementation, 

1-12
single-spin Hamiltonian description, 

1-10
Zeeman effects

strong external field, 1-4
weak external field, 1-4

Quantum dot laser
edge emitter laser diodes (see Edge emitter 

laser diodes)
electronic state

continuum approaches and atomistic 
models, 40-5

envelope-function approximation, 
40-5

localized and delocalized, self-
assembled structures, 40-4 thru 
40-5

laser emission properties
microscopic generalization, 40-14 thru 

40-15
photon statistics modifications, 40-15 

thru 40-16
rate equations, 40-13 thru 40-14

material systems, 40-1 thru 40-2
optical gain

gain saturation, refractive index, and 
α-factor, 40-12 thru 40-13

interband transitions and macroscopic 
polarization, 40-11

optical gain calculations, 40-11 thru 
40-12

optical susceptibility, 40-10 thru 40-11
transparency carrier density, 40-10

scattering process
carrier–carrier interaction, 40-6 thru 

40-8
carrier–phonon interaction, 40-8 thru 

40-10
Quantum dot (QD) memories; see also Self-

organized quantum dots
hysteresis measurements, 2-22
write time measurements, 2-22 thru 2-23

Quantum entangled states, 33-12 thru 33-13
Quantum Faraday effect, 1-13 thru 1-14
Quantum spin tunneling

anticrossing of adiabatic eigenvalues, 9-3
Berry’s phase and path integrals (see 

Berry’s phase interference)
generalized master equation, 9-4
Pauli or master equation, 9-3 thru 9-4
Rabi oscillation, 9-3
spin Hamiltonian, 9-2
uniaxial anisotropy, 9-2

Quantum teleportation, 1-16 thru 1-18
Quasiparticle poisoning

energetics of the nonequilibrium process, 
16-7 thru 16-9
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in ramped current measurement, 16-11 
thru 16-12

in rf measurement, 16-15
Quasi-static thermal equilibrium dialysis, 

11-5 thru 11-6

r

Rabi oscillation, 9-3, 29-16 thru 29-19
Radosavljevic’s device, 3-5
Random lasers, 39-11
Rate window method, 2-15 thru 2-16
RBS, see Rutherford backscattering 

spectrometry
Rectangular and elliptical islands, 4-6 thru 

4-7
Relevant nanometric subsystem, 32-7 thru 

32-8
“Research triangle,” 6-1 thru 6-2
Resistively and capacitively shunted junction 

(RCSJ) model, 16-3 thru 16-4
Richardson’s constant, 13-2
Rotating wave approximation (RWA), 1-4 

thru 1-6
Rutherford backscattering spectrometry 

(RBS), 6-8

S

Sawyer-Tower circuit, 6-10
Scattering lasers, 39-10 thru 39-11
Schottky barrier, 13-1
Schottky contact, 2-11 thru 2-12
Second harmonic generation

nanoparticles
crystallographic defects, 28-7
Feynman diagram, 28-6
fundamental wavelength (FW) field 

interaction, 28-5
long-wavelength limit, 28-7 thru 28-8
perturbation theory, 28-6
retardation effects, 28-6
scanning near-field optical microscopy 

(SNOM), 28-5
SHG selection rules, 28-7

nanosystems
low-symmetry particles, 28-4
nonuniform illumination, 28-4
random metal nanostructures and 

rough metal surfaces, 28-5
resonant metal particles, 28-4 thru 

28-5
spherical isolated particles and 

plane-wave illumination, 28-3
nonlinear optics, 28-2 thru 28-3
SH electric field polarization, 28-9
single gold nanoparticles

Fischer pattern, 28-12
lithographed nanorods, 28-12 thru 

28-13
near-field FW properties, 28-13
near-field nonlinear optical 

microscopy, 28-11

nonlinear optical behavior, 28-13 thru 
28-14

second harmonic polarization 
analysis, 28-14 thru 28-15

SHG efficiency, 28-14
SNOM, 28-11 thru 28-12

Second harmonic maps, 28-12 thru 28-14
Self-organized quantum dots

based nanomemories, 2-10
carrier emission process, 2-9
charge carrier storage

hole storage in GaSb/GaAs QD, 2-17 
thru 2-18

in InGaAs/GaAs QD, 2-17
InGaAs/GaAs QD with AlGaAs 

barrier, 2-18 thru 2-20
storage time, 2-20 thru 2-21

electron and hole states, 2-9
fabrication, 2-8
localization energy and carrier 

storage time determination (see 
Capacitance spectroscopy)

Self-phase modulation (SPM), 41-4 thru 41-5
Semi-analytical approach numerical 

validation
convergence, 5-19
FEM approach, 5-19 thru 5-21

Semiconductor lasers
Bragg mirrors, 39-3
in-plane laser, 39-2 thru 39-3
vertical cavity surface emitting laser 

(VCSEL), 39-2
Semiconductor nanomemories

charge trap memories, 2-6 thru 2-7
single electron memories, 2-7

Semiconductor nanostructures
four-wave mixing response, perturbation 

theory
electron–hole pair, 29-11
excitation field possess, 29-13
excitons, definition, 29-11
Green function, 29-16
macroscopic exciton polarization, 

29-12
multiwave mixing response, 29-14
Pauli blocking spectrum, 29-15
phase factor, 29-14
quantum well, 29-11
semiconductor nonlinear response, 

29-11
S-matrix, 29-12

Green’s functions method, 29-1
quantum equations

Coulomb energy, 29-8
Coulomb gauge, 29-6
density matrix, 29-6
divergent band-gap renormalization, 

29-8
electromagnetic field–matter system, 

29-6
electron–electron interaction, 29-7
Heisenberg equation, 29-7
Heisenberg representation, 29-6

Helmholtz’s theorem, 29-7
radiative decay, 29-9
rotating wave approximation, 29-9 

thru 29-10
quantum field theory, 29-1
rabi oscillations, nonperturbative 

methods
exciton polarization, 29-19
Fourier series, 29-18
Hartree–Fock approximation, 29-17
integro-differential operator, 29-17
interband polarization, 29-18
spacial decoupling scheme, 29-16

semiconductor-field hamiltonian, 
k ⋅ p-approximation

Bloch mode, 29-2
Coulomb gauge, 29-4
effective mass, 29-5
electron field operator, 29-3
Fourier series, 29-3
heavy–light hole hybridization, 29-5
Hermitian equation, 29-2
interband coupling, 29-3
intraband coupling, 29-4
Luttinger–Kohn function, 29-2
quantum dynamics, 29-2
Schrieffer−Wolff transformation, 29-3
semiconductor quantum dot, 29-5
spatial field operators, 29-4
spatial Fourier spectrum, 29-6
spin-orbit interaction, 29-5

Semiconductor quantum dots
nonlinear optical properties, 23-5 thru 

23-6
two-photon absorption (2PA)

amplified stimulated emission and 
lasing, 23-7

CdSe, 23-6
continuous-wave (cw) Gaussian beam, 

23-7
incident laser intensity, 23-6 thru 23-7
optical power limiting and biological 

imaging, 23-7
two-photon sensitizer, 23-7 thru 23-8

Silica deposition vesicle (SDV), 31-7
Siliconize photonics, 37-1
Silicon nanostructures

Arrhenius plot, 25-11
confinement energy, 25-8
co-sputtered SiNC, 25-7 thru 25-8
Coulomb exchange interaction, 25-11
dynamical characteristics, 25-10
excitons, 25-8
f-sum rule/Thomas-Reiche-Kuhn sum 

rule, 25-13
nanocrystal size distribution, 25-12 thru 

25-13
nonradiative process, 25-14 thru 25-15
optical characterizations and 

luminescence bands, 25-7
oscillator strength vs. confinement energy, 

25-13 thru 25-14
PL decay time, 25-10
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PL yield vs. silicon volume content, 25-9
radiative process, 25-14
relaxation process, 25-11
spin-orbit interaction, 25-12
surface passivation, 25-9
synthesis

co-sputtering method, 25-4
electrochemical etching, 25-3
high angle annular dark field 

(HAADF) detector, 25-6 thru 25-7
laser pyrolysis, 25-5
molecular beam epitaxy (MBE) 

system, 25-6
silicon nanocrystals (SiNCs), 25-3 thru 

25-4
silicon/SiO2 serial sputtering, 25-6
transmission electron microscope 

(TEM), 25-5
Silicon quantum dot

boundary conditions, 5-14
charge density in the nanocrystal, 5-17
DOF vs. maximum mesh size, 5-16
mesh algorithm, 5-15
meshing optimization, 5-16
quarter-structure in FEM, 5-14
structure for FEM simulation, 5-14
total energy of system, 5-17
vs. metallic approximation, 5-17 thru 5-18

Single electron memories, 2-7
Single-electron transistor (SET), 12-8 thru 

12-9
Single-molecule magnet transistors, 9-11 thru 

9-12
Single-photon Faraday rotation (SPFE)

conditional Faraday rotation, 1-16
GHZ quantum teleportation, 1-16 thru 

1-18
Jaynes–Cummings Hamiltonian 

description, 1-14 thru 1-15
quantifying EPR entanglement, 1-16
quantum computing

Alice’s quantum dot, 1-19
Bob’s quantum dot, 1-19
Leuenberger’s scheme, 1-18
optical Stark effect, 1-20

Single-walled carbon nanotube (SWNT)
1D direct-gap band structure, 22-2
exciton states, 22-3
Lorentzian function, 22-3
PL spectrum, 22-3 thru 22-4
Si/SiO2 substrate, 22-2
spectral diffusion, 22-4
Stark effect, 22-4

Small angle x-ray scattering (CD-SAXS), 
19-27

Spacer double patterning method, 19-25
Spacer patterning technique (SPT), 17-4 thru 

17-5
Spatial symmetry

nanophotonic buffer memory, 33-11 thru 
33-12

quantum entangled states manipulation, 
33-12 thru 33-13

selective energy transfer, 33-9 thru 33-10
symmetric and antisymmetric states, 33-8 

thru 33-9
AND and XOR logic gates, 33-10 thru 

33-11
Spherical dot in plate capacitor

geometry and notations, 5-3
metallic dot

Bl coefficients expression, 5-4 thru 
5-5

boundary conditions for potential, 5-4
capacitance and coupling coefficient, 

5-3 thru 5-4
capacitance matricial expression, 5-6
method of images, 5-4 thru 5-5
numerical implementation and results, 

5-7 thru 5-9
partial capacitance expression, 5-6
polarization influence, 5-6 thru 5-7
semi-analytical expression for 

potential, 5-6
semiconductor dot

multiple electrons, 5-12 thru 5-13
quantization effects, 5-9 thru 5-10
quantum dot with single electron, 5-10 

thru 5-11
second electron addition, 5-11 thru 

5-12
silicon quantum dot

boundary conditions, 5-14
charge density in the nanocrystal, 5-17
DOF vs. maximum mesh size, 5-16
mesh algorithm, 5-15
meshing optimization, 5-16
quarter-structure in FEM, 5-14
structure for FEM simulation, 5-14
total energy of system, 5-17
vs. metallic approximation, 5-17 thru 

5-18
Spin-transfer torque effect, 8-3

for both directions of current, 8-6
and giant magnetoresistance, 8-12 thru 

8-13
LLGS equation, 8-6
spin-diffusion length, 8-7

Spin transistor, 12-9
Spintronics, 1-1, 8-3, 12-9
Spin-valve system

active region, 8-3
nanoscale (see Nanoscale spin valves)

Sputter deposition, 6-6 thru 6-7
Static random access memory (SRAM) 

unit cell, 20-8 thru 20-9
Stratonovich interpretation, 8-11
Sub-kT/q switch, 12-8
Substrate radiation mode, 37-9
Superconducting Josephson junction

Ambegaokar–Barato relation, 16-2
concerns specific to small junctions, 

16-4
field emission micrograph, 16-2
I–V curve, 16-2 thru 16-3
RCSJ model, 16-3 thru 16-4

Superconducting quantum interferometers 
(SQUID), see Nanotube-based 
superconducting quantum 
interferometers

Superconducting weak links
carbon nanotube weak link

experimental realizations, 7-6 thru 7-7
Fabry–Perot cavity, 7-6
high-frequency irradiation, 7-9 thru 

7-10
nanotube quantum dot, 7-7 thru 7-9

coherent transport, 7-2
electronic state density, 7-2
fullerene-based links, 7-17 thru 7-18
gate control, 7-4 thru 7-5
graphene-based links

proximity effect, 7-15 thru 7-17
SQUIDs devices, 7-17

Josephson effect, 7-2 thru 7-3
low-dimensional sp2 carbon structures, 

7-4 thru 7-5
nanotube-based SQUID

magnetometry applications, 7-13 thru 
7-14

quantum information applications, 
7-14 thru 7-15

quantum interference with weak links, 
7-10 thru 7-11

tunability of the phase shift, 7-11 thru 
7-12

normal electron transport, 7-3
transport through Andreev bound states, 

7-3 thru 7-4
Surface-architecture-controlled transistors

depletion width and effective diameter, 
14-14

electrode CS, 14-12 thru 14-13
IDS–VG curves, 14-12
surface band bending, 14-13

Surface plasmon resonance (SPR)/Mie 
resonance, 24-2, 24-6

Surface-roughness effects, 14-7 thru 14-9
Sweep rate effect, 14-9 thru 14-11

t

Thermal NIL, 19-18 thru 19-19
Thermionic emission (TE) theory, 13-2
Thomas–Reiche–Kuhn sum rule, 25-13
Three-dimensional carrier confinement, 40-4, 

40-5
Three-terminal molecules, 17-9 thru 17-10
Time-bandwidth product (TBWP), 41-2
Time-dependent Kohn–Sham equation, 27-3
Time-dependent local-density approximation 

(TD LDA), 24-7 thru 24-8, 25-15
TMOS, schematic behavior, 5-1 thru 5-2
Transfer printing, 19-19
Transistor structures

atomic-scale TCAD, 12-11 thru 12-12
carbon nanotube transistors, 12-6 thru 12-7
graphene ribbon nanotransistors, 12-7 

thru 12-8
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molecular tunnel junctions, 12-9 thru 
12-11

Moore’s law, 12-1 thru 12-2
nonclassical transistor structures, 12-7
nonplanar multi-gate transistors, 12-3 

thru 12-4
point contacts and conductance quantum, 

12-11
quantum effects, 12-5 thru 12-6
SET, 12-8 thru 12-9
silicon processing, technology boosters, 

12-2 thru 12-3
spin transistor, 12-9
sub-kT/q switch, 12-8

Transmission electron microscope-
cathodoluminescence (TEM-CL)

carrier generation and light emission 
process, 21-3 thru 21-4

characteristics, 21-3
diffusion length, 21-4
gallium arsenide (GaAs) nanowire

CL spectra, temperature dependence, 
21-20

GaAs/AlGaAs nanowire, SEM image, 
21-18 thru 21-19, 21-21

zinc-blend structure, 21-18
InP nanowires

broad peak blue-shifts, 21-16
CL spectra, 21-17 thru 21-18
degree of polarization, 21-18
electron confinement energy, 21-16
emission energy, 21-15
metal-organic vapor phase epitaxy 

(MOCVPE) technique, 21-15
phonon scattering process, 21-17
SEM image, 21-15 thru 21-16

Monte Carlo simulation, 21-4
photomultiplier tube (PMT), 21-5
resolution factors, 21-3
scanning electron microscopy (SEM), 21-5
zinc oxide (ZnO) nanowires

CL intensity, 21-22
CL spectra, 21-21
emission peak, 21-24
fitting function, 21-22
optical properties, 21-21

polarization ratio, 21-23
smoke particles, 21-22 thru 21-23
wurtzite-type semiconductor, 21-21

Tunneling magnetoresistance (TMR), 6-18
Tunnel magnetoresistance (TMR) effect, 2-5
Two-level amplifying system (TLS)., 39-9

U

Ultrafast laser diodes
broad gain bandwidth, 41-7
dimensionality role, 41-5 thru 41-6
low absorption saturation fluence, 41-8
low threshold current and low 

temperature sensitivity, 41-8
materials and growth, 41-6
ultrafast carrier dynamics, 41-7 thru 41-8

Ultrahigh data storage, 39-12
UV NIL, 19-19

V

van den Berg’s ferromagnetic islands, 4-3
van der Waals epitaxy

bottom contact structure, 15-11
initial growth surface

hexagonal AlN (0001) surface, 15-14 
thru 15-16

hexagonal GaN (0001) surfaces, 15-12 
thru 15-14

H-terminated Si (111) surfaces, 15-11 
thru 15-12

van Roosbroeck thru  Shockly relation, 21-6 
thru 21-7

Vapor–liquid–solid (VLS) mechanism, 14-3
Vapor transport method

FESEM images, vertically well-aligned 
nanowires, 14-5 thru 14-6

furnace system schematic, 14-4 thru 
14-5

Vertical-cavity surface-emitting lasers 
(VCSELs), 40-3

W

Wess–Zumino phase, see Berry’s phase

X

X-ray diffraction (XRD)
reciprocal space maps, 6-9
specular reflectivity method, 6-9 thru 

6-10
synchrotron x-ray scattering 

measurements, 6-9

Z

Zeeman effects, 1-4
Zero-biased rf electrometry

operation beyond 1 GHz, 16-14 thru 
16-15

quasiparticle poisoning, 16-15
relation to the cooper-pair box, 16-16
rf measurement setup, 16-13 thru 16-14

ZnO nanorod double quantum-well 
structures, 36-7 thru 36-11

ZnO nanowire field-effect transistors
crystal structure of ZnO, 14-2
fabrication and characterization

back gate and top gate configurations, 
14-7

passivation and surface-roughness 
effects, 14-7 thru 14-9

sweep rate effect, 14-9 thru 14-11
FET, 14-3 thru 14-4
general growth methods, 14-2 thru 

14-3
N-channel depletion-mode and 

enhancement-mode, 14-11
physical parameters of ZnO, 14-2
surface-architecture-controlled 

transistors
depletion width and effective diameter, 

14-14
electrode CS, 14-12 thru 14-13
IDS–VG curves, 14-12
surface band bending, 14-13

vapor transport method
FESEM images, vertically well-aligned 

nanowires, 14-5 thru 14-6
furnace system schematic, 14-4 thru 

14-5





FIGURE 16.4 The ground (ϵ0) and first excited (ϵ1) states calculated by numerically diagonalizing Equation 16.11 with the energies indicated in 
the figure.

FIGURE 16.11 (a) Type H Isw histograms versus ng. Histogram height is displayed in grayscale on the right-hand side, whereas all counts are dis-
played equally on the left-hand side. As in Figure 16.7, the gray box in (a) denotes regions where the island potential is trap like for quasiparticles. 
(b) Selected histograms corresponding to several gate voltages. Device parameters: Δi = 246 μeV, Δℓ = 205 μeV, EC −∼ 115 μeV, and EJ1 = EJ2 −∼ 82 μeV.



FIGURE 16.13 (a,c) Switching current (Isw) histograms and (b,d) derived switching/escape rates for a type H (barrier-like) and type L (trap-like) 
CPTs. For the type L device, the quasiparticle trapping behavior is evident in the bimodal Isw distribution. In this case, the poisoning rate Γeo can 
be read directly from the derived escape rate in (d) as shown. Although the type H device is barrier-like for most ng, it still looks like a trap near 
ng = 1 (see Figure 16.7). This is apparent in the “curvy” structure of the escape curve for ng = 0.99 as compared with the escape rates at other ng in (b).

FIGURE 20.6 (a) Artist illustration of ASML’s EUV ADT showing a DPP EUV source on the left, illumination optics in the middle, and mask, 
projection optics, and wafer on the right. (Courtesy of ASML, Veldhoven, the Netherlands.)

FIGURE 20.18 Artist illustration of ASML NXE: 3100 preproduction EUV exposure tool showing the LPP EUV source on the right, the illumi-
nator optics in the center, and the mask and the projection optics on the right. (Courtesy of ASML, Veldhoven, the Netherlands.)



FIGURE 23.1 Excitons and structural size variations on the nanometer length scale. (a) The photosynthetic antenna of purple bacteria, LH2, is 
an example of a molecular exciton. The absorption spectrum clearly shows the dramatic distinction between the B800 absorption band, arising 
from essentially “monomeric” bacteriochlorophyll-a (Bchl) molecules, and the redshifted B850 band that is attributed to the optically bright lower 
exciton states of the 18 electronically coupled Bchl molecules. (b) The size-scaling of polyene properties, for example, oligophenylenevinylene 
oligomers, derives from the size-limited delocalization of the molecular orbitals. However, as the length of the chains increases, disorder in the 
chain conformation impacts the picture for exciton dynamics. Absorption and fluorescence spectra are shown as a function of the number of 
repeat units. (c) SWCNT size and “wrapping” determine the exciton energies. Samples contain many different kinds of tubes, therefore optical 
spectra are markedly inhomogeneously broadened. By scanning excitation wavelengths and recording a map of fluorescence spectra, the emission 
bands from various different CNTs can be discerned, as shown. (Courtesy of Dr. M. Jones). (d) Rather than thinking in terms of delocalizing the 
wavefunction of a semiconductor through interactions between the unit cells, the small size of the nanocrystal confines the exciton relative to the 
bulk. Size-dependent absorption spectra of PbS quantum dots are shown. (Adapted from Scholes, G. D. and Rumbles, G., Nat. Mater., 5, 683, 2006.)



FIGURE 24.9 Evolution of the absorption cross section of a nanoshell of silver (top) or copper (bottom) in the dipolar approximation versus 
energy (left) or versus wavelength (right) for various thicknesses of the shell. The core is filled with water and the external medium is also water 
(n = 1.33). The dielectric functions of copper and silver have been extracted from Palik (1985–1991). The correspondence between the energy in eV 
and the wavelength in nm is E (eV) = 1239.85/λ (nm). The total radius of the cluster is always 15 nm and the thickness takes the following values: 
e = R − Rc = 5; 4; 3; 2; 1 nm corresponding to ratios between the shell thickness and the total cluster radius: (e/R) = 0.33; 0.27; 0.2; 0.13; 0.07. The 
spectra in black correspond to the fully homogeneous cluster.

FIGURE 24.15 (Top) Color image of a typical sample of silver nanoparticles as viewed under the dark-field microscope. The brightness of the 
particles increases from blue to red due to both the intrinsic optical scattering cross section and the spectral output of the light source (the red 
particle is overexposed). This image is correlated to its electron microscopy image (Bottom). (Reprinted from Mock, J.J. et al., J. Chem. Phys., 116, 
6755, 2002. With permission.)



FIGURE 24.16 (Left) Normalized UV–visible spectra of Au–Ag alloy nanoparticles with varying composition. (Insert) Location of the SPR 
maximum as a function of the gold content. (Right) Corresponding solutions whose colors vary from the red (pure gold nanoparticles) to the yellow 
(pure silver nanoparticle). (From Russier-Antoine, I. et al., Phys. Rev. B, 78, 35436, 2008. With permission.)

FIGURE 25.2 The PL spectrum from porous silicon with a maximum PL at a wavelength of about 675 nm. The photograph at the inset demon-
strates the red color of the emitted PL from a circular layer of porous silicon (the sample has been illuminated with a UV lamp).



FIGURE 25.6 (a) A photograph showing the PL variation along the substrate from silicon nanocrystals deposited by the laser pyrolysis tech-
nique. (b) The normalized PL spectra from different positions along the substrate. (Reprinted from Ledoux, G. et al., Appl. Phys. Lett., 80, 4834, 
2002. With permission.)

FIGURE 28.10 Nanoparticles: (a), (d), and (g) topography; (b), (e), and (h) FW transmission; and (c), (f), and (i) SH emission SNOM images with 
corresponding cross sections along the dashed lines, from the raw data. Incident light is polarized parallel to the major axis. The particle major axis 
lengths are 100 nm (a)–(c), 150 nm (d)–(f), and 400 nm (g)–(i). Image size: 3 × 3 μm2. (Reprinted from Zavelani-Rossi, M. et al., Appl. Phys. Lett., 
92, 093119, 2008. With permission.)



FIGURE 29.3 The imaginary part of the two-dimensional Fourier spectrum, P(Ω, ω). (a) The spectrum calculated using Equation 29.92. (b) The 
experimental results of Zhang et al. (2005).

FIGURE 32.5 Probability that a photon is found at each site as a function of time (a) without the photon–phonon coupling, and (b) with the 
photon–phonon coupling comparable to the photon hopping constant.



FIGURE 37.14 Calculated spectral positions of the substrate modes as a function of (a) the refractive index contrast Δn = n2 − n3 and (b) the rela-
tive thickness of the waveguide core compared to the sample 5 × 1017 Si cm−2. Gray scale indicates intensity increasing from black up to white for 
the highest intensity. Several orders of modes are seen starting from the first one in infrared region.

FIGURE 37.16 (a) Photograph of the edge of a set of Si+ ion implanted layers with direction of PL indicated by arrows, the edge is on the left. (b) Measured 
PL from samples implanted to different Si ion fluences in standard (the broadest curves) and waveguiding geometry (black lines, the slightly lighter gray 
lines stand for TE and TM resolved polarizations). (c) Theoretically calculated PL spectra. We note that these results were obtained on different set of 
samples than in Figure 37.10. The mode positions are not exactly the same for samples with identical implantation dose because the annealing conditions 
were slightly different. Therefore, the refractive index profiles are not identical. (Adapted from Pelant, I. et al., Appl. Phys. B, 83, 87, 2006.)
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