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Foreword

The effects of nonlinearity on microwave communications became a serious concern
in the late 1950s and early 1960s. At that time, most research focused on Volterra
methods as the primary tool for nonlinear circuit analysis, and considerable progress
was made in developing those techniques. As often happens, however, improve-
ments in practical hardware moved faster than advances in theory. Low-distortion
transistors (both FET and bipolar) and, especially, the Schottky-barrier diode made
much of that theory unnecessary: through the 1970s, distortion in microwave
circuits was a relatively minor problem, and most research was devoted to reducing
noise. It would be an overstatement to say that the 1960s’ research on nonlinearity
was forgotten; it is accurate, however, to note that it was little used.

By the late 1980s, the development of digital mobile telephones introduced
complex communication systems into consumer electronics. Such systems were
notoriously sensitive to distortion. At the same time, advances in solid-state devices
resulted in transistors having such low noise that it no longer limited the perfor-
mance of communication systems. Unfortunately, these same low-noise devices
generated high levels of distortion. Distortion of complex signals again became a
serious problem, and nonlinearity became an important research subject. It is ironic
to see how we have come full circle.

Research in nonlinear high-frequency circuits has a dual focus. The first is on the
design of nonlinear circuits, in which nonlinearity is exploited for some particular
function. Among these circuits are frequency multipliers and mixers; one could also
include such circuits as class AB ‘‘linear’’ power amplifiers, in which nonlinearity
is exploited to improve efficiency. In those circuits, nonlinearity is a desirable
characteristic. The second focal point is on the deleterious effects of undesired
nonlinearity on otherwise linear systems, which we properly call pseudolinear
systems. The analysis and optimization of such systems is complicated by the
complex nature of the signals that they must accommodate; typically, carriers that
are digitally modulated in sophisticated formats. The signals are stochastic, not
deterministic. Viewed in the frequency domain, the signals have multiple frequency
components, or continuous spectra. Most circuit-analysis methods are not well
suited for such excitations; clearly, new knowledge is needed.

xi



xii Foreword

Perhaps because of the subject’s complexity, nonlinear circuit analysis and
optimization have been addressed by only a few books. Most have been concerned
with simple, sinusoidal excitations of nonlinear circuits, and occasionally with
relatively simple distortion phenomena. One or two have been quite academic,
sadly detached from the needs of practicing engineers. Few have dealt with multitone
excitation of pseudolinear circuits, which, at present, is a pressing problem; with
complex interconnections of circuit blocks to form systems; or with the design and
optimization of such circuits. This book attacks those problems head-on, and as
such, is an important contribution to the professional literature.

The book follows a logical development from fundamental concepts, through
multitone characterization and analysis, to modeling and design. Readers will find
parts of Chapter 2 familiar, but the more familiar two-tone concepts are quickly
extended to multitone problems. Chapter 3, which is almost a third of the book,
includes the most comprehensive treatment of the application of Volterra methods
in the technical literature. The remaining chapters address modeling and system
design from a very broad view, again with an eye on the response to multitone
excitations.

I am enthusiastic about this book, and I am confident that it will be valuable
to anyone dealing with the frustrations of making modern communication systems
work as well in reality as they should in theory.

Stephen Maas
Applied Wave Research, Inc.

July 2003



Preface

The explosive deployment of new digital wireless services has turned bandwidth
into an invaluable telecommunications commodity. Therefore, RF circuit design
engineers are continuously being confronted with tougher and tougher linearity
specifications, so that systems can show smaller nonlinear signal perturbation and
adjacent-channel spurious responses. Unfortunately, and despite the amount of
scientific material available on this matter, there is still an enormous gap between
the restricted club of experts on nonlinear analysis, and the much wider group of
practitioners.

Even if the rapid growth of wireless markets could be thought as momentary—
and we do not think it is—the difficulty of incorporating scientific knowledge in
real circuit design is determined by a pervasive problem: the lack of preparation
most engineers have on nonlinear phenomena. Actually, it is widely recognized by
engineers and scholars that the vast majority of electronics and telecommunications
engineering programs almost exclusively address linear circuits and systems, leaving
uncovered the effects of nonlinearity. So, nowadays, engineers feel a significant
difficulty in dealing with those aspects, as they are tied down by an insuperable
incapability when struggling to overcome their basic knowledge deficiencies.

Although Intermodulation Distortion in Microwave and Wireless Circuits was
primarily written for those engineers working in RF and microwave circuits design,
it is also appropriate to researchers, academics, or graduate students. In fact, its
tutorial coverage of the basic aspects of nonlinearity, nonlinear analysis tools, and
circuit design methods was intended to turn it into a valuable tool for a broad
range of technical readers. Hence, the only prerequisites assumed are the equivalent
of a bachelor’s degree in electrical engineering. Nevertheless, the main purpose of
the book is to present a broad and in-depth view of nonlinear distortion phenomena
seen in microwave and wireless systems.

Chapter 1 starts by addressing the intermodulation distortion problem, in the
most general terms, and from a system’s perspective.

Chapter 2 deals with nonlinear distortion characterization from a practical
point of view. It presents the most commonly used distortion figures of merit as
defined from one-tone, two-tone, and multitone tests, and their correspondent
laboratory measurement setups.

xiii



xiv Preface

Chapter 3 is the chapter dedicated to nonlinear analysis mathematical tools.
Although its emphasis is mainly theoretical, it also provides an overview of the
methods now available for nonlinear analysis of practical circuits and systems,
showing some of their more important comparative advantages and pitfalls.

As nonlinear distortion analysis requires the use of extensive computer aided
design tools, models of the electronic elements, circuits, and systems play a determi-
nant role on the success of any analysis or design procedure. So, Chapter 4 is
dedicated to the mathematical representation of those electronic devices.

Finally, Chapter 5 addresses circuit design methods for distortion minimization.
It starts by a systemic view of the signal-to-noise ratio problem, to recall the
traditional discussion on dynamic-range optimization and highly linear low-noise
amplifier design. After that, nonlinear distortion generated in high-power amplifiers
is addressed. Because of the importance of RF and microwave mixers as nonlinear
distortion sources, Chapter 5 also addresses the analysis of these circuits. It con-
cludes with an analysis of distortion arising in balanced circuits providing the
design engineer with the basic information to direct most practical designs.

We could not end this brief note without expressing our most sincere gratitude
to many people that directly, or indirectly, helped us carry on this task.

First of all, we would like to thank our family for their patience and emotional
support provided along these 3 years of short weekends and long, sleepless nights.

In addition we are especially in debt to a group of our students, or simply
collaborators, who were determinant in disclosing some of the results described in
the text, or who contributed with experimental data. For their special influence
on the final result we include the names of Jose Angel Garcia, Christian Fager,
Pedro Cabral, Pedro Lavrador, Paulo Gonçalves, Ricardo Matos Abreu, Emigdio
Malaver, and João Paulo Martins. We should also mention the colleagues at other
universities with whom we have had scientific research collaborations, which helped
greatly in our own studies, namely the Group of Microwaves and Radar of Polytech-
nic University of Madrid and the Communications Engineering Dept. of University
of Cantábria.

We would like to also acknowledge the financial and institutional support
provided by both the Portuguese national science foundation (FCT) and the Tele-
communications Institute-Aveiro University.

Finally, the authors would like to specially thank Dr. Steve Maas for his
encouragement in writing the book and his suggestions while reviewing it.



C H A P T E R 1

Introduction

1.1 Signal Perturbation—General Concepts

This book deals with the nonlinear distortion phenomena seen in microwave and
wireless systems. As its name indicates, nonlinear distortion is a form of signal
perturbation originated in the system’s nonlinearities.

To understand this concept, let’s suppose we want to send some amount of
data from a transmitter to a receiver through a wireless medium, as shown in
Figure 1.1. Under this scenery, we would naturally define signal perturbation as
being any component, other than the sought data, the receiver detects, since it
poses difficulties in the correct decoding of the information received. Signal pertur-
bation can thus be either due to the addition of new components, or to the modifica-
tion of the original signal characteristics.

In the first set, we find all additive random noise components—either internal
or external to the system—but also any other additive deterministic interferences
uncorrelated with the desired data. These can be originated by another system, or
even by any other communications channel of the same system, sharing the same
transmission medium. This group of additive perturbation components is repre-
sented in our wireless system of Figure 1.1 by the interferer transmitter block.

The second set of perturbations includes any form of signal distortion. Contrary
to noise and interference, which are independent perturbation sources of additive
nature, distortion cannot be dissociated from the signal. That is, distortion is a
modification of the signal, and thus, cannot be detected when the signal source is
shutdown.

In this sense, we can conceive as many forms of distortion as the number of
different ways the signal can be modified. For reasons that will become clear later,
it is useful to classify those into linear and nonlinear distortions, whether they
result from a linear or nonlinear signal transformation.

Linear distortion can be manifested as a simple change of scale, or as a much
more obvious change of signal form. The first case only implies a variation of the
gain factor, which can be important in electronic measurement instruments, but
is almost irrelevant in telecommunication systems. A change of signal form arises
in dynamic circuits, as filters, and can result in severe signal spectrum shaping in

1
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Introduction

Figure 1.1 Block diagram of a typical wireless communications transmitter-receiver link.
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analog chains, or in intersymbol interference in digital transmission chains. Two
known examples of these are the modification of voice tone imposed by the tradi-
tional fixed telephone network, and the presence of tails on the output of a lowpass
filter driven by a stream of rectangular pulses.

This form of linear distortion is patent, for instance, on the output of the pulse-
shaping filter present in the system of Figure 1.1 [whose signals are identified as
(1) and (2)], but also on the ports of the bandpass filter located at the transmitter
power amplifier (PA) output [(4) and (5)]. A sample of these signals is depicted in
Figures 1.2 and 1.3, respectively.

Nonlinear distortion can produce modifications of gain, signal shape, and much
more.

Indeed, a nonlinear device, like the transmitter PA of our wireless system, can
even generate components that are totally uncorrelated with the original signal
(i.e., behaving as random noise to the desired information). An illustration of this
property is clear if the spectrum of the PA input [signal (3)] (Figure 1.4) is compared

Figure 1.2 Example of linear distortion caused by the pulse-shaping filter of the wireless system
described in Figure 1.1. (a) Time-domain waveform and spectrum of the input signal.
(b) Time-domain waveform and spectrum of the output signal.
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Figure 1.2 (continued).

to the frequency-domain representation of its output [signal (4)] (Figure 1.5). The
generation of harmonics, but also of other spectral lines located around the original
signal spectrum, is an obvious indication that there are certain output components
that carry no useful information at all.

But, as depicted in Figure 1.6, a nonlinear system can also generate cross-talk
between communication channels by pressing information carried on one channel
onto another one. It can also transfer data from a certain spectral position to a
different band, as in the mixers of Figure 1.1, or completely eliminate the data
signal, and simply extract its average power, as in the power detector of the
automatic gain control loop.

1.2 Linearity and Nonlinearity

Before we start detailing nonlinear distortion effects, it is important to briefly
introduce the fundamental properties of systems from which we expect this form
of distortion generation (i.e., nonlinear systems). As their name indicates, nonlinear
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Figure 1.3 Example of linear distortion caused by the bandpass filter located at the PA output of the wireless system described in Figure 1.1.
(a) Time-domain waveform and spectrum of the input signal. (b) Time-domain waveform and spectrum of the output signal.
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Figure 1.3 (continued).

systems are systems that are not linear. So, it is better to start by defining linear
systems.

Linear systems are signal operators, SL [.], that obey superposition—that is,
whose output to a signal composed by the sum of other more elementary signals
can be given as the sum of the outputs to these elementary signals when taken
individually. In mathematical terms, this can be stated as

y (t ) = SL [x (t )] = k1 y1(t ) + k2 y2(t ) (1.1)

if

x (t ) = k1x1(t ) + k2x2(t ) and y1(t ) = SL [x1(t )], y2(t ) = SL [x2(t )]
(1.2)

Any system that does not obey superposition is said to be a nonlinear system.
Stated in this way, it seems that nonlinear systems are the exception, whereas

they are really the general rule. For example, while we have always been told in
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Figure 1.4 Time-domain (a) waveform and (b) spectrum of the signal driving the PA of the wireless
system described in Figure 1.1.

our undergraduate studies that the low noise electronic amplifier located at the
receiver input of our wireless link of Figure 1.1 is a linear system, it can easily be
shown that even this simple active device may be quite far from being linear.

To see that, consider, for instance, the general active system of Figure 1.7,
where Pin and Pout are the signal powers flowing from the source to the amplifier,
and from this to the load, respectively; Pdc is the dc power delivered to the amplifier
by the power supply; and Pdiss is the total lost power, either dissipated in the form
of heat or in any other signal form that has not been considered as signal (e.g.,
harmonic components).

Defining the amplifier power gain as the ratio between the signal power deliv-
ered to the load to the signal power delivered to the amplifier:

GP =
Pout
Pin

(1.3)

and noting that the fundamental energy conservation principle requires that
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Figure 1.5 Time-domain waveform and spectrum of the signal located at the PA output of the
wireless system described in Figure 1.1. (a) Time-domain waveform. (b) Complete
spectrum up to the eighth harmonic. (c) Close view of the spectrum fundamental zone.
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Figure 1.6 Example of cross-talk generated in the nonlinearities of the small-signal low noise
amplifier (LNA) of the wireless receiver of Figure 1.1. (a) LNA input spectrum showing
the desired information signal in presence of an unmodulated interferer. (b) LNA output
spectrum in which the presence of spectral lines around the interferer is a clear indication
of nonlinear cross-talk.

Pout + Pdiss = Pin + Pdc (1.4)

and so,

GP = 1 +
Pdc − Pdiss

Pin
(1.5)

we immediately conclude that, since Pdiss has a theoretical minimum of zero and
Pdc is limited by the finite available power from the supply, it is impossible for the
amplifier to keep a constant gain for any increasingly high input power. And that
means there is a minimum level of input power beyond which the amplifier will
manifest an increasingly noticeable nonlinear behavior. This is exactly what is
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Figure 1.7 Energy balance in an electronic amplifier used to prove that all active electronic devices
are inherently nonlinear.

expressed in Figure 1.8, where the power transfer and power gain characteristics
are depicted for a typical quasilinear amplifier.

Probably more surprising would be to observe nonlinear distortion generated
in the passive elements of our wireless system. And it happens! For example,
any supposedly linear filter that includes ferromagnetic cored coils will generate
nonlinear distortion in the saturating magnetic flux versus current core curve. And
even more exotic is the nonlinear characteristics associated with stainless steel RF
connectors (again because of their magnetic flux saturation) or with contacts of
different conductor materials as bolts and turning screws in antennas, almost all
types of connectors, and rusty contact surfaces [1].

In fact, nature is continuously showing us evidence that the above classification
of linear and nonlinear systems should be read more in the sense that from all the
nonlinear systems, only the ones that can be forced, or approximated, to obey
superposition are classified as pertaining to the subset of linear systems. All the
others must be treated as nonlinear. The necessity of forcing a nonlinear system
to obey superposition, and thus to become linear, is simply due to the abundance of
mathematical tools developed for those systems, and the lack of similar theoretical
instruments for treating nonlinearity. Actually, nonlinearity is significantly more
difficult because it also produces much richer responses.

1.3 Overview of Nonlinear Distortion Phenomena

To get a first glance into the richness of nonlinearity, let us compare the responses
of simple linear and nonlinear systems to typical inputs encountered in our wireless
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Figure 1.8 (a) Power transfer, and (b) gain characteristics of a typical RF quasilinear amplifier.

telecommunications environment example. Those stimulus inputs are usually sinu-
soids, amplitude and phase modulated by some baseband information signals,
which take the form of

x (t ) = A (t ) cos [vc t + u (t )] (1.6)

For that, we will restrict the systems to be represented by a low-degree polyno-
mial, yNL (t ) = SNL [x (t )], such as
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yNL (t ) = a1x (t − t1) + a2x (t − t2)2 + a3x (t − t3)3 + . . . (1.7)

which we will assume is truncated to third degree.
Although this polynomial of the delayed stimulus is only a short example of

all the nonlinear operators we could possibly imagine, modifying its coefficients
and delays allows us to approximate many different continuous functions. Further-
more, if the input signal level is decreased enough, so that x (t ) >> x (t )2, x (t )3, the
polynomial smoothly tends to a linear system of yL (t ) = SL [x (t )] = a1x (t − t1).

So, while the response of this linear system to (1.6) is

yL (t ) = a1 A (t − t1) cos [vc t + u (t − t1) − f1] (1.8)

the response of the nonlinear system would be

yNL (t ) = a1 A (t − t1) cos [vc t + u (t − t1) − f1]

+ a2 A (t − t2)2 cos [vc t + u (t − t2) − f2]2 (1.9)

+ a3 A (t − t3)3 cos [vc t + u (t − t3) − f3]3

which, using the following trigonometric relations,

cos (a ) cos (b ) =
1
2

cos (a − b ) +
1
2

cos (a + b ) (1.10)

⇒ 5cos (a )2 =
1
2

+
1
2

cos (2a )

cos (a )3 =
3
4

cos (a ) +
1
4

cos (3a )

can be rewritten as

yNL (t ) = a1 A (t − t1) cos [vc t + u (t − t1) − f1]

+
1
2

a2 A (t − t2)2 +
1
2

a2 A (t − t2)2 cos [2vc t + 2u (t − t2) − 2f2]

+
3
4

a3 A (t − t3)3 cos [vc t + u (t − t3) − f3]

+
1
4

a3 A (t − t3)3 cos [3vc t + 3u (t − t3) − 3f3] (1.11)

where f1 = vc t1 , f2 = vc t2 , and f3 = vc t3 .
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The case of most practical interest to microwave and wireless systems is the
one in which the amplitude and phase modulating signals, A (t ) and u (t ), are slowly
varying signals, as compared to the RF carrier cos (vc t ). If the system’s time delays
are comparable to the carrier period (a simple case where the system does not
exhibit memory to the modulating signals), they are thus negligible when compared
to the envelope amplitude and phase evolution with time. Hence, (1.8) and (1.11)
can be rewritten as

yL (t ) = a1 A (t ) cos [vc t + u (t ) − f1] (1.12)

and

yNL (t ) = a1 A (t ) cos [vc t + u (t ) − f1]

+
1
2

a2 A (t )2 +
1
2

a2 A (t )2 cos [2vc t + 2u (t ) − 2f2]

+
3
4

a3 A (t )3 cos [vc t + u (t ) − f3]

+
1
4

a3 A (t )3 cos [3vc t + 3u (t ) − 3f3] (1.13)

The first notorious difference between the linear and the nonlinear responses
is the number of terms present in (1.12) and (1.13). While the linear response to
a modulated sinusoid is a similar modulated sinusoid, the nonlinear response
includes many other terms, usually named as spectral regrowth, beyond that linear
component. Actually, this is a consequence of one of the most important and
distinguishing properties between linear and nonlinear systems:

Contrary to a linear system, which can only operate quantitative changes to the
signal spectra (i.e., modifying the amplitude and phase of each spectral component
present at the input), nonlinear systems can qualitatively modify spectra, as they
eliminate certain spectral components, and generate new ones.

Two of the best examples for illustrating this rule are the rectifier (or ac/dc
converter) response to a pure sinusoid, and the corresponding output of a linear
filter. While the latter can, at most, modify the amplitude and phase of the input
sinusoid (but can neither destroy it completely nor generate any other frequency
component), the ac/dc converter eliminates the ac frequency component and trans-
fers its energy to a new component at dc.

In our wireless nonlinear PA example, the nonlinear output components pre-
sented energy near dc, or 0vc , the second and third harmonics, 2vc and 3vc , etc.,
but also over the linear response, vc , as was shown in Figure 1.5.
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The component at dc shares the same origin as the dc output in the mentioned
rectifier. In practical systems, it manifests itself as a shift in bias from the quiescent
point (defined as the bias point measured without any excitation) to the actual
bias point measured when the system is driven at its rated input excitation power.
This bias point shifting effect has been for long time recognized in class B or C
power amplifiers, which draw a significant amount of dc power when operated at
full signal power, but remain shut down when the input is quiet.

Looking from the spectral generation view point, that dc component comes
from all possible mixing, beat or nonlinear distortion products of the form cos (vi t)
cos(vj t ), whose outputs are located at vx = vi − vj , and where vi = vj .

The other components located around dc constitute a distorted version of the
amplitude modulating information, A (t ), as if the composite signal of (1.6) had
suffered an amplitude demodulation process. They are, therefore, called the base-
band components of the output. Their frequency lines are also generated from
mixing products at vx = vi − vj , but now where vi ≠ vj .

The components located around 2vc and 3vc are, for obvious reasons, known
as the second and third-order nonlinear harmonic distortion, or simply the harmonic
distortion. Note that they are, again, high-frequency sinusoids amplitude modulated
by distorted versions of A (t ).

The cluster of spectral lines located around 2vc is generated from all possible
mixing products of the form cos (vi t ) cos (vj t ), whose outputs are located at vx
= vi + vj , and where vi = vj (vx = 2vi = 2vj ) or vi ≠ vj . The third harmonic
cluster has its roots on all possible mixing products of the form cos (vi t ) cos (vj t )
cos(vk t ), whose outputs are located at vx = vi + vj + vk , and where vi = vj =
vk (vx = 3vi = 3vj = 3vk ), vi = vj ≠ vk (vx = 2vi + vk = 2vj + vk ), or even vi
≠ vj ≠ vk .

Finally, the components located near vc are distorted versions of the input.
They include newly generated lines that fall around the original spectrum, but also
lines that share exactly the same position as the linear response, and thus are
indistinguishable from it. Contrary to the baseband or harmonic distortion, which
are forms of out-of-band distortion, and thus could be simply discarded by bandpass
filtering, some of these new inband distortion components are unaffected by any
linear operator that, naturally, must preserve the fundamental components. Thus,
they constitute the most important form of distortion in bandpass microwave and
wireless subsystems.1 Actually, the impairment of nonlinear distortion in telecom-
munication systems is so high, when compared to linear distortion, that it is common
use to reserve the name ‘‘distortion’’ for nonlinear distortion. Accordingly, in the

1. Strictly speaking, the distinction between inband and out-of-band distortion components only makes sense
when the excitation has already a distinct bandpass nature, as in the RF parts of microwave and wireless
systems. In baseband subsystems, the various clusters of mixing products overlap, and they all perturb
the expected linear output.
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remainder of this text, we will use the terms ‘‘nonlinear distortion’’ or simply
‘‘distortion’’ as synonyms, unless otherwise expressly stated.

Referring again to the wireless system example of Figure 1.1, Figure 1.9 shows
exactly that inband distortion effect, by comparing the bandpass filtered version
of our PA nonlinear response to a scaled (or linearly processed) replica of its input.
Although the bandpass filter has recovered the sinusoidal shape of the carrier—a
clear indication that the harmonics have effectively been filtered out [Figure
1.9(b)]—the amplitude envelope is still notoriously distorted, which is a manifesta-
tion that inband distortion was unaffected by filtering.

For studying these inband distortion components, we have to first distinguish
between the spectral lines that fall exactly over the original ones, and the lines
that constitute distortion sidebands. In wireless systems, the former are known as

Figure 1.9 The effect of bandpass filtering on the inband and out-of-band distortion. (a) Time-
domain waveforms of the wireless system’s PA input and filtered output signal amplitude
envelopes. (b) Close view of the actual modulated signals showing the detailed RF
waveforms.
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cochannel distortion and the latter as adjacent-channel distortion, since they perturb
the wanted and the adjacent-channels, respectively.

In our third-degree polynomial system, all inband distortion products share
the form of cos (vi t ) cos(vj t ) cos(vk t ), whose outputs are located at vx = vi +
vj − vk . And, while both cochannel and adjacent-channel distortion can be gener-
ated by mixing products obeying vi = vj ≠ vk (vx = 2vi − vk = 2vj − vk ) or vi
≠ vj ≠ vk , only cochannel distortion arises from products observing vi = vj = vk
(vx = vi ) or vi ≠ vj = vk (vx = vi ).

To get a better insight into these inband distortion products, let us imagine
we have a stimulus that is a combination of the modulated signal of (1.6) plus
another unmodulated carrier, as was conceived in the system of Figure 1.1:

x (t ) = A1(t ) cos [v1 t + u (t )] + A2 cos (v2 t ) (1.14)

Although this excitation can be viewed as our modulated signal plus an interfer-
ing carrier, it could be also understood as two of the spectral lines of (1.6), or even
as the addition of two similar modulated signals, with the exception that now we
are explicitly showing the amplitude and phase variation of one of the carriers and
omitting that for the other.

Since the input is now composed of two different carriers, many more mixing
products will be generated. Therefore, it is convenient to count all of them in a
systematic manner. For that, we first substitute the temporal input of (1.14) by a
phasorial representation using the Euler expression for the cosine:

x (t ) = A1(t ) cos [v1 t + u (t )] + A2 cos (v2 t ) (1.15)

= A1(t )
e j [v1 t + u (t )] + e −j [v1 t + u (t )]

2
+ A2

e jv2 t + e −jv2 t

2

which leads us to the conclusion that the input can now be viewed as the sum of
four terms, each one involving a different frequency. That is, we are assuming that
each sinusoidal function involves a positive and a negative frequency component
(the correspondent positive and negative sides of the Fourier spectrum), so that
any combination of tones can be represented as

x (t ) = ∑
Q

q =1
Aq cos (vq t ) =

1
2 ∑

Q

q =−Q
Aq e jvq t (1.16)

where q ≠ 0, and Aq = A−*q for real signals.
Having x (t ) in this form, the desired output is determined as the sum of various

polynomial contributions of the form
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yNLn
(t ) =

1

2n an3 ∑
Q

q =−Q
Aq e jvq t4

n

(1.17)

=
1

2n an ∑
Q

q1 =−Q
. . . ∑

Q

qn =−Q
Aq1 . . . Aqn

e j (vq1
+ . . . + vqn )t

whose frequency components are all possible combinations of the input vq :

vn ,v = vq1 + . . . + vqn
(1.18)

= m−Q v−Q + . . . + m−1v−1 + m1v1 + . . . + mQ vQ

where v = [m−Q . . . m−1m1 . . . mQ ] is the n th order mixing vector, which must
verify

∑
Q

q =−Q
mq = m−Q + . . . + m−1 + m1 + . . . + mQ = n (1.19)

For example, a two-tone input like the one of (1.14) will produce the following
mixing products of order 1, v1,v :

v1,v = −v2 , −v1 , v1 , v2 (1.20)

the following of order 2, v2,v :

v2,v = −2v2 , −v2 − v1 , −2v1 , v1 − v2 , dc, v2 − v1 , 2v1 , v1 + v2 , 2v2
(1.21)

and the following ones of order 3, v3,v :

v3,v = −3v2 , −2v2 − v1 , −v2 − 2v1 , −3v1 , −2v2 + v1 , −v2 , −v1 , −2v1 + v2 ,

2v1 − v2 , v1 , v2 , 2v2 − v1 , 3v1 , 2v1 + v2 , v1 + 2v2 , 3v2
(1.22)

Obviously, each of these mixing products can be generated by different arrange-
ments of the same input tones. For instance, 2v1 − v2 can be generated from three
different manners as: v1 + v1 − v2 , v1 − v2 + v1 and −v2 + v1 + v1 , whereas
v1 can be generated from the following different combinations: v1 + v1 − v1 , v1
− v1 + v1 , −v1 + v1 + v1 , involving only ±v1 ; and v1 + v2 − v2 , v1 − v2 +
v2 , v2 + v1 − v2 , v2 − v2 + v1 , −v2 + v2 + v1 , −v2 + v1 + v2 , involving v1
and ±v2 .
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Actually, the number of these possible combinations can be directly calculated
from the multinomial coefficient:

tn ,v =
n !

m−Q ! . . . m−1!m1! . . . mQ !
(1.23)

In fact, since the spectral line at 2v1 − v2 is characterized by the mixing vector
n = [1 0 2 0], it will lead to a multinomial coefficient of

tn ,v =
n !

m−Q ! . . . m−1!m1! . . . mQ !
=

3!
1!0!2!0!

= 3 (1.24)

while the spectral line at v1 can be given by a mixing vector of n1 = [0 1 2 0] and
another one of n2 = [1 0 1 1] leading to the following multinomial coefficients:

tn ,v1 =
3!

0!1!2!0!
= 3 and tn ,v2 =

3!
1!0!1!1!

= 6 (1.25)

So, according to these derivations, the output of (1.7) to (1.14) can be calculated
from the polynomial response to (1.15) and then converted again to cosines using
the Euler relation. Alternatively, noting that the output spectrum must be symmetri-
cal, this result may also be determined by calculating all the possible mixing
vectors generating only positive frequencies, and their corresponding multinomial
coefficients, and then recovering the cosine representation simply multiplying these
coefficients by 2. That is, the amplitude of each mixing product will be tn ,v /2n −1

except, naturally, if it falls at dc where it will be tn ,v /2n. Using this procedure [and
again the assumption of slowly varying A (t ) and u (t )], the desired output of (1.7)
to (1.14) was found to be

yNL (t ) = a1 A1(t ) cos [v1 t + u (t ) − f110] + a1 A2 cos (v2 t − f101)

+
1
2

a2[A1(t )2 + A2
2] + a2 A1(t ) A2 cos [(v2 − v1)t − u (t ) − f2−11]

+ a2 A1(t ) A2 cos [(v1 + v2)t + u (t ) − f211]

+
1
2

a2 A1(t )2 cos [2v1 t + 2u (t ) − f220] +
1
2

a2 A2
2 cos (2v2 t − f202)

+
3
4

a3 A1(t )2A2 cos [(2v1 − v2)t + 2u (t ) − f32−1]

+ F3
4

a3 A1(t )3 +
6
4

a3 A1(t )A2
2G cos [v1 t + u (t ) − f310]
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+ F6
4

a3 A1(t )2A2 +
3
4

a3 A3
2G cos (v2 t − f301)

+
3
4

a3 A1(t ) A2
2 cos [(2v2 − v1)t − u (t ) − f3−12]

+
1
4

a3 A1(t )3 cos [3v1 t + 3u (t ) − f330] (1.26)

+
3
4

a3 A1(t )2A2 cos [(2v1 + v2)t + 2u (t ) − f321]

+
3
4

a3 A1(t ) A2
2 cos [(v1 + 2v2)t + u (t ) − f312]

+
1
4

a3 A3
2 cos (3v2 t − f303)

where f110 = v1t1 , f101 = v2t1 , f2−11 = v2t2 − v1t2 , f220 = 2v1t2 , f211 =
v1t2 + v2t2 , f202 = 2v2t2 , f32−1 = 2v1t3 − v2t3 , f310 = v1t3 , f301 = v2t3 ,
f3−12 = 2v2t3 − v1t3 , f330 = 3v1t3 , f321 = 2v1t3 + v2t3 , f312 = v1t3 +
2v2t3 , and f303 = 3v2t3 , and whose inband components are only

a1 A1(t ) cos [v1 t + u (t ) − f110] + a1 A2 cos (v2 t − f101)

+
3
4

a3 A1(t )2A2 cos [(2v1 − v2)t + 2u (t ) − f32−1]

+ F3
4

a3 A1(t )3 +
6
4

a3 A1(t )A2
2G cos [v1 t + u (t ) − f310] (1.27)

+ F6
4

a3 A1(t )2A2 +
3
4

a3 A3
2G cos (v2 t − f301)

+
3
4

a3 A1(t ) A2
2 cos [(2v2 − v1)t − u (t ) − f3−12]

As expected, (1.27) includes two linear outputs proportional to the first-degree
coefficient a1 , and six more nonlinear components arranged in four different fre-
quencies. From these, the sideband components at 2v1 − v2 and 2v2 − v1 are
usually known as the intermodulation distortion (IMD ). Strictly speaking, every
mixing product can be denominated an intermodulation component since it results
from intermodulating two or more different tones. But, although it cannot also be
said to be of uniform practice, the term IMD is usually reserved for those particular
sideband components. Similarly to what we have already discussed for the
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amplitude modulated one-tone excitation, they constitute a form of adjacent-chan-
nel distortion.

Beyond these IMD products, (1.27) also shows four cochannel distortion com-
ponents located around v1 and v2 . Two of those are given as

3
4

a3 A1(t )3 cos [v1 t + u (t ) − f310] (1.28)

and

3
4

a3 A3
2 cos (v2 t − f301) (1.29)

which are similar in the form. They are both the cochannel distortion outcomes
that would appear if the tones at v1 and v2 were used, one by one, as independent
excitations. Noting that (1.28) can be rewritten as

F3
4

a3 A1(t )2G A1(t ) cos [v1 t + u (t ) − f310] (1.30)

and that A1(t )2 must include a dc term plus baseband and second harmonics of
A (t ) own frequency components, we must conclude that (1.28) actually includes
many distortion components that are inherently distinct from the input, but also
some other ones that constitute an exact replica of the input. In mathematical terms,
this means that the cochannel distortion has components that are uncorrelated with
the input and the linear output, and others that are correlated with these [2, 3].2

Since part of the output is uncorrelated with the input signal, it does not contain
the desired information and thus behaves towards it as random noise. Its presence
is a major source of perturbation to the processed data—a reason why it is some-
times called intermodulation noise.

On the other hand, the correlated components carry exactly the same informa-
tion as the linear output. The only difference they have to the true first-order
components is that they are not a linear replica of the input as their proportionality
constant, or gain, varies with the signal amplitude squared. That is, from a certain
viewpoint, they should be considered nonlinear distortion since they are, actually,
a nonlinear deviation of the ideal linear behavior. But, from another perspective,
they can be also considered as useful signal since, added with the first-order linear
components and the term proportional to A1(t ) A2

2, they are simply making the
overall system gain dependent on the average excitation power.

2. Rigorously speaking, two signals, x (t ) and y (t ), are said to be uncorrelated when the cross-correlation
between them is zero: Rxy (t ) = e ∞

−∞ x (t ) y (t + t ) dt = 0. If Rxy (t ) ≠ 0, the signals are correlated.
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This duality of roles can be perfectly accepted if we think of what we expect
from an electronic measurement system and from a wireless system. In the first
case, since we want the system’s output to be a scaled replica of the measured
quantity, any deviation from linearity is a direct source of measurement error.
Therefore, in this scenery, we would be pushed to consider those third-order signal
correlated components as distortion. In the second case, since we are not too
worried about the overall system gain, whose variations are, after all, generally
corrected by an automatic gain control (AGC) loop, we would be pushed to consider
those components as desired signal and not distortion.

Because, in general, f110 is different from f310 , and f101 is different from
f301 , the addition of the signal correlated third-order components to the linear
components constitutes a vector addition, which means that variations in input
amplitude will produce changes in output amplitude, but also in output phase.
These two effects, whose graphical illustration is depicted in Figure 1.10, are
two of the most significant properties of nonlinear telecommunication systems.
They are traditionally characterized with sinusoidal excitations by the so-called
AM-AM conversion—meaning that input amplitude modulation induces output
amplitude modulation—and AM-PM conversion, which describes the way input
amplitude modulation can also produce output phase modulation.

In general, since AM-AM and AM-PM conversions are driven by amplitude
envelope variations, they could be induced by v1 onto v1 and v2 onto v2 , but
also from v2 onto v1 and v1 onto v2 . This is, for instance, the case of the term

6
4

a3 A1(t )2A2 cos (v2 t − f301) (1.31)

where the amplitude variation of one of the signals (in the present example at v1)
induces amplitude and phase variations on the other (at v2). In telecommunication
systems this is known as cross-modulation, which is responsible for undesired
channel cross-talk, as was already seen in Figure 1.6.

Figure 1.10 Illustration of AM-AM and AM-PM conversions in a nonlinear system driven by a signal
of increasing amplitude envelope. y1(t ): linear component; y3(t ): third-order signal
correlated distortion component; yr (t ): resultant output component; and f : resultant
output phase.
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Finally, the term

6
4

a3 A1(t ) A2
2 cos [v1t + u (t ) − f310] (1.32)

is used to model desensitization—that is, the compression of gain (supposing a3
and f310 result in an opposing phase to a1 and f110), and thus system’s sensitivity
degradation to one signal (in this case v1), caused by another one stronger in
amplitude (at v2). When the difference in amplitudes between the desired signal
and the interferer is so high that a dramatic desensitization is noticed, the small-
signal is said to be blocked and the interferer is named as a blocker or jammer.
Probably, the most obvious reflection of this desensitization or blocking effects is
the dazzle we have all already experienced when a strong source of light is pointed
at us at night.

Table 1.1 summarizes the above definitions by identifying all the distortion
components present in the output of our third-degree polynomial subject to a two-
tone excitation signal as (1.26).

1.4 Scope of the Book

After having addressed the intermodulation problem of microwave and wireless
systems in general terms, the following chapters will detail most of these concepts.

Chapter 2 addresses the characterization of nonlinear distortion from a practical
perspective, focusing on the most widely used figures of merit identified by one-
tone, two-tone, and multitone tests. So, for instance, it addresses the above-referred
AM-AM and AM-PM characteristics, the intercept point concept, and the cochannel
and adjacent-channel power distortion ratios. And, for each of these figures, it
discusses the existing laboratory setups normally used to measure them.

Chapter 3 deals with the mathematical techniques for nonlinear circuits and
systems’ analysis. Despite its theoretical emphasis, it also provides a compendium
of the techniques currently on hand for the analysis of nonlinear microwave and
wireless circuits, discussing some of their more important advantages and pitfalls.
This will help the reader choose, for each particular problem, one from the available
commercial software packages using time-step integration, harmonic-balance, or
Volterra series. It can also be helpful for someone deciding to write his own analysis
software.

Chapter 4 is a brief chapter dedicated to the mathematical representation of
electronic systems. Because the analysis of nonlinear distortion demands the exten-
sive use of computer-aided design tools, accurate models of the electronic elements,
circuits, and systems are of paramount importance for the success of any analysis
or design task. Unfortunately, modeling nonlinear electron devices constitutes, by
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Table 1.1 Summary of the Various Forms of Nonlinear Distortion Arising from a Third-Degree
Polynomial Subject to a Two-Tone Excitation of Amplitudes A1 and A2. (a) First-Order
Response. (b) Second-Order Response. (c) Third-Order Response

(a) Mixing Vector Frequency
m−2 m−1 m1 m2 Component—vx Output Amplitude Type of Response
1 0 0 0 −v2 1/2 a1 A2 Linear
0 1 0 0 −v1 1/2 a1 A1 Linear
0 0 1 0 v1 1/2 a1 A1 Linear
0 0 0 1 v2 1/2 a1 A2 Linear

(b) Mixing Vector Frequency
m−2 m−1 m1 m2 Component—vx Output Amplitude Type of Response
2 0 0 0 −2v2 1/4 a2 A2

2 Second-order

0 2 0 0 −2v1 1/4 a2 A1
2 harmonic

0 0 2 0 2v1 1/4 a2 A1
2

distortion

0 0 0 2 2v2 1/4 a2 A2
2

1 1 0 0 −v1 − v2 1/2 a2 A1 A2 Second-order
1 0 1 0 v1 − v2 1/2 a2 A1 A2 intermodulation
0 1 0 1 v2 − v1 1/2 a2 A1 A2 distortion
0 0 1 1 v1 + v2 1/2 a2 A1 A2

0 1 1 0 v1 − v1 1/2 a2 A1
2 Shift of

1 0 0 1 v2 − v2 1/2 a2 A2
2 bias point

(c) Mixing Vector Frequency
m−2 m−1 m1 m2 Component—vx Output Amplitude Type of Response

3 0 0 0 −3v2 1/8 a3 A2
3 Third-order

0 3 0 0 −3v1 1/8 a3 A1
3 harmonic

0 0 3 0 3v1 1/8 a3 A1
3

distortion

0 0 0 3 3v2 1/8 a3 A2
3

2 1 0 0 −2v2 − v1 3/8 a3 A1 A2
2

1 2 0 0 −2v1 − v2 3/8 a3 A1
2 A2

2 0 1 0 −2v2 + v1 3/8 a3 A1 A2
2 Third-order

0 2 0 1 −2v1 + v2 3/8 a3 A1
2 A2

intermodulation

1 0 2 0 2v1 − v2 3/8 a3 A1
2 A2

distortion

0 1 0 2 2v2 − v1 3/8 a3 A1 A2
2

0 0 2 1 2v1 + v2 3/8 a3 A1
2 A2

0 0 1 2 2v2 + v1 3/8 a3 A1 A2
2

2 0 0 1 −2v2 + v2 3/8 a3 A2
3 AM/AM conversion

0 2 1 0 −2v1 + v1 3/8 a3 A1
3 (gain compression or

0 1 2 0 2v1 − v1 3/8 a3 A1
3

expansion

1 0 0 2 2v2 − v2 3/8 a3 A2
3

AM/PM conversion)

1 1 1 0 −v2 + v1 − v1 3/4 a3 A1
2 A2 Cross-modulation

1 1 0 1 −v1 + v2 − v2 3/4 a3 A1 A2
2 and

1 0 1 1 v1 + v2 − v2 3/4 a3 A1 A2
2

desensitization

0 1 1 1 v2 + v1 − v1 3/4 a3 A1
2 A2
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itself, enough material to fill up many books. So, the adopted strategy was not to
present a (necessarily sketchy) view of all possible element nonlinear models, but
to discuss a set of criteria to help the reader distinguish their ability to accurately
predict nonlinear distortion. Therefore, issues like local versus global representation
capabilities, physical versus empirical models, and their associated parameter
extraction procedures are first discussed, in the distortion simulation context. Then,
the most important models of some nonlinear elements common in microwave and
wireless circuits are briefly discussed. Furthermore, due to the rapidly increasing
importance of system-driven nonlinear simulation, a section dedicated to behav-
ioral, or black box, modeling of telecommunication subsystems is also included.

Finally, Chapter 5 is devoted to circuit design techniques appropriate for distor-
tion mitigation. Beginning with a system level view, it brings in basic concepts of
signal-to-noise ratio protection, dynamic-range optimization, and low-noise ampli-
fier design. This introduces the analysis of the most important sources of nonlinear
distortion in small-signal amplifiers based on either field effect or bipolar transistors.
After that, nonlinear distortion generated in high-power amplifiers is addressed.
Here, also the basic concepts of power amplifier design are first presented to then
explore the compromises between maximum output power, power-added efficiency,
and nonlinear distortion. By doing that, a set of general rules for highly linear
power amplifier design are proposed. Because of the importance of RF and micro-
wave mixers as nonlinear distortion sources, Chapter 5 concludes with the analysis
of these circuits. However, the increased problem complexity, as compared to
amplifiers, determined that only some simple general rules could be presented.
Anyway, the analysis of distortion arising in balanced or unbalanced mixers using
passive Schottky diodes and active FETs is believed to give the designer the basic
information to direct most practical designs.
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C H A P T E R 2

IMD Characterization Techniques

2.1 Introduction

Electronic devices are specified by their figures of merit. These are determined by
characterization procedures that are thus of primary importance to the industry
manufacturers. Take the case, for instance, of a power amplifier, where its gain,
power-added efficiency, or nonlinear distortion are significant figures of merit,
representing the observable properties of the device. Evaluating these quantities,
then, plays a fundamental role on the correct specification of the power amplifier.

While figures of merit for linear behavior have been extensively studied and
are already well established, their nonlinear counterparts still continue to be devel-
oped and debated.

The main objective of this chapter is to present an overview of the basic
characterization techniques, and associated measurement setups, that enable the
correct definition of most significant nonlinear distortion figures of merit.

Nonlinear devices do not comply with superposition. This fundamental truth
obviates the use of any set of basis functions as a convenient means for describing
their outputs to a general stimulus. So, the system’s response to a certain input is
as much useful as the input tested is closer to the excitation expected in real
operation. But, since it is supposed that the system must handle information sig-
nals—which, by definition, are unpredictable—the input representation is a very
difficult task. Indeed, although electrical engineers are used to test their linear
systems with sinusoids (a methodology determined by Fourier analysis), now their
probing signals should typically approximate band-limited power spectral density
functions, PSD.

The first and simpler approximation we will consider for this PSD is to concen-
trate all the power distributed in the channel’s bandwidth, Bw, into a single spectral
line, and then to excite the system with that sinusoid. This corresponds to the
single-tone tests, in which fundamental output power and phase versus input power
are measured, along with the output at a few of the first harmonics.

Because well-behaved nonlinear systems subject to a sinusoid can only produce
output spectral components that are harmonically related to the input frequency,
the one-tone test is very poor as a characterization tool of those systems. For
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example, no spectral regrowth can be observed in normal narrowband wireless
telecommunication systems, and so, no interference can be measured either inside
the tested spectral channel—cochannel interference—or in any other closely located
channel—adjacent-channel interference.

To overcome that difficulty, the one-tone characterization was replaced by the
two-tone test. In that case, the input PSD is represented by two tones of equal
amplitude and located at the Bw extremes, or somewhere in between. Now,
although all even-order nonlinear components still constitute out-of-band distor-
tion, there are a large number of odd-order combinations that produce inband
spectral regrowth. As we will explain later, this led to the definition of some of
the most widely used nonlinear distortion standards as the intermodulation distor-
tion ratio (IMR), or the third-order intercept point (IP3).

The main drawback associated with two-tone tests is their difficulty in evaluat-
ing cochannel distortion. Actually, since some of the odd-order mixing terms fall
exactly at the same frequencies as the fundamentals, and the first-order, or linear,
output components have much stronger amplitude than the distortion, there is no
possibility of independently measuring cochannel distortion. Again, the way found
to circumvent that weakness was to increase the resolution with which the input
PSD is sampled. Although a multichannel stimulus approximation with a restricted
number of tones is sometimes adopted (as in cable TV systems [1]), nonlinear
distortion tends to be specified from multitone or band-limited noise tests. So, the
last part of the text will be devoted to these more involved multitone characteriza-
tion procedures.

Finally, to illustrate and compare the various presented procedures, a real
microwave wideband medium power amplifier will be characterized using the
various defined figures of merit.

2.2 One-Tone Characterization Tests

A linear device is identified by its frequency-domain transfer function, H ( jv ). To
measure it, an excitation signal consisting of a sinusoid is inserted at the input of
the device under test (DUT),

x (t ) = Ai cos (v t ) (2.1)

and the output is measured at the same input frequency, called the fundamental
frequency. Due to the device’s linearity, a frequency sweep of that stimulus can
only produce output changes in amplitude and phase, and the output must be
expressed as

y (t ) = Ao (v ) cos [v t + fo (v )] (2.2)
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This is shown in Figure 2.1.
Although this sinusoidal test procedure can be directly extended to a nonlinear

device under test (DUT), the test becomes substantially more involved. In fact,
beyond the output dependence on frequency, common to the previous linear situa-
tion, now the output amplitude, Ao , will no longer be a scaled replica of the input
level, Ai , nor the relative phase, fo , will only be determined by the frequency of
the sinusoid: both Ao and fo will also nonlinearly vary with the stimulus level.
Furthermore, that DUT will also generate new frequency components precisely
located at the harmonics of the input. So, a more convenient way to represent its
output would be

y (t ) = ∑
∞

r =0
Aor

(v, Ai ) cos [rv t + for
(v, Ai )] (2.3)

Figure 2.2 illustrates typical output amplitude and phase response character-
istics of a nonlinear DUT versus input drive (for constant frequency), while
Figure 2.3 shows an illustration of the output spectrum.

The observed output amplitude and phase variation versus drive manifest
themselves as if the nonlinear device could convert input amplitude variations into
output amplitude and phase changes—or, in other words, as if it could transform
possible amplitude modulation (AM) associated to its input, into output amplitude
modulation (AM-AM conversion) or phase modulation (AM-PM conversion). AM-
AM conversion is particularly important in systems based on amplitude modulation;
while AM-PM has its major impact in modern telecommunication and wireless
systems that rely on phase modulation formats.

As will be referred to later in Section 4.4, the main application of this type of
characterization is the extraction of behavioral models suitable to describe the
nonlinear system performance at the excitation envelope [2]. Nevertheless, since
this is a static step-by-step characterization, the extracted behavioral models cannot
present any memory to those envelopes [3].

Finally, the DUT’s capability for generating new harmonic components is
characterized by the ratio of the integrated power of all the harmonics to the
measured power at the fundamental, a figure of merit named total harmonic
distortion (THD).

These three figures of merit will be detailed in the following sections. For that,
we will assume that our nonlinear system can again be represented by the power
series with memory of (1.7), herein rewritten for convenience:

yNL (t ) = a1x (t − t1) + a2x (t − t2)2 + a3x (t − t3)3 + . . . (2.4)
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Figure 2.1 (a) Linear system representation, (b) output amplitude, and (c) phase changes during
an input frequency sweep.
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Figure 2.2 Nonlinear DUT output (a) amplitude and (b) phase characteristics versus input drive
level.

2.2.1 AM-AM Characterization

AM-AM characterization describes the relation between the output amplitude of
the fundamental frequency, r = 1 in (2.3), with the input amplitude of a fixed input
frequency [4].
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Figure 2.3 Typical nonlinear DUT’s harmonic generation characteristics.

Thus, it characterizes gain compression or expansion of a nonlinear device
versus input drive level.

AM-AM characterization enables the evaluation of an important figure of merit
called the 1-dB compression point, P1dB. It is defined as the output power level
at which the signal output is already compressed by 1 dB, as compared to the
output that would be obtained by simply extrapolating the linear system’s small-
signal characteristic. Thus, the P1dB figure also corresponds to a 1-dB gain deviation
from its small-signal value, as depicted in Figure 2.2. AM-AM characterization
is sometimes expressed as a certain dB/dB deviation at a predetermined input
power [5].

2.2.2 AM-PM Characterization

Another interesting property of nonlinear systems is that vector addition of the
output fundamental with distortion components also determines a phase variation
of the resultant output, when the input level varies (see Figure 1.10). This is the
outcome of the expected AM-PM characteristics of our system.

Note, however, that although AM-AM behavior would be visible whether or
not the system presented memory effects, AM-PM is exclusive of dynamic systems.
Actually, as is shown in Section 4.4, not only memory is essential, as it must be
intrinsically mixed with the nonlinearity. For example, a system whose memory
would only be the effect of a linear delay just in front of a memoryless nonlinearity
[case of equal t1 , t2 , and t3 in (2.4)] would not show any AM-PM conversion.

AM-PM characterization consists of studying the variation of the output signal
phase, fo1(v, Ai ), with input signal amplitude changes for a constant frequency,
and may be expressed as a certain phase deviation, in degrees/dB, at a predetermined
input power [5].

2.2.3 Total Harmonic Distortion Characterization

The third characterization technique, especially used in multioctave systems (as
audio amplifiers), measures THD [6]. This figure of merit is defined as the ratio
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between the square roots of total harmonic output power and output power at
the fundamental signal. Therefore, and according to (2.3), THD can be expressed
by

THD =
√1

T E
T

0

3 ∑
∞

r =2
Aor

(v, Ai ) cos [rv t + for
(v, Ai )]4

2

dt

√1
T E

T

0

[Ao1 (v, Ai ) cos (v t + fo1 (v, Ai ))]2 dt

(2.5)

In the simple polynomial nonlinearity model of (2.4), THD would be given by
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2.2.4 One-Tone Characterization Setups

AM-AM and AM-PM characterizations are performed reading output signal com-
ponents whose frequency is equal to the input excitation. Therefore, a usual ampli-
tude controlled sinusoidal—or continuous-wave (CW)—generator connected to a
vector network analyzer are sufficient for these tasks. The corresponding setup is
depicted in Figure 2.4.

Since the network analyzer simultaneously measures DUT’s gain and phase, it
is possible to characterize both AM-AM and AM-PM with a single amplitude
power sweep. For that, relative gain is first converted into absolute output power,
and then, that value, along with measured phase difference, is plotted against input
drive level.

However, if a gain plot is directly used, it provides an immediate way for
evaluating the DUT’s 1-dB compression point. Since this P1dB is nothing more
than the output power at which the gain is already compressed 1 dB from its small-
signal value, a gain plot inspection directly gives the corresponding input power
level, which can be readily converted to output power, adding the actual measured
gain. This procedure is exemplified in Figure 2.5.

Alternative, and less expensive, AM-AM characterization setups use a scalar
network analyzer, or even a spectrum analyzer. Unfortunately, since neither of
these pieces of equipment is able to measure phase, AM-PM characterization would
no longer be possible.
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Figure 2.4 AM-AM and AM-PM characterization setup based on a vector network analyzer.

THD characterization can only be performed with a spectrum analyzer, as the
measured output includes frequency components that are different from the input
excitation.

Figure 2.6 presents one such setup that can perform both AM-AM and THD
characterization. For that, the input generator is swept in amplitude and the output
is measured at the fundamental frequency, for AM-AM, or at the harmonic compo-
nents, for THD. Obviously, this THD evaluation method relies on individual output
power measurements at each harmonic, thus requiring a subsequent calculation
according to (2.5).

Another simple AM-AM characterization setup relies on a power meter for
measuring the DUT’s input and output powers. However, some care must be taken
when using this setup because the power meter integrates all the power generated
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Figure 2.5 DUT’s gain versus input drive level, showing P1dB evaluation.

Figure 2.6 AM-AM and/or THD characterization setup using a spectrum analyzer.

by the DUT. Therefore, accurate AM-AM characterization requires that the DUT’s
harmonic content be negligible in comparison to the fundamental output power,
in the whole input power sweep span.

For the AM-PM characterization, the simple setup represented in Figure 2.7,
which is based on a calibrated phase shifter and a spectrum analyzer, could also
be used.

In this case, the output of the DUT—signal plus distortion—will be added to
a sample of the input signal shifted by a degrees. The objective of the bridge
network is to cancel the output fundamental signal. The a degrees introduced
by the phase shifter, for perfect bridge adjustment, correspond to fo1 = a +
(2k + 1)p , where k is any integer number and fo1 is the DUT’s output phase. If
this procedure is repeated for an input power sweep, the resulting Dfo1 versus
Pin function constitutes the sought AM-PM characterization. The main problems
associated with this setup are due to the phase shifter’s finite resolution, and to
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Figure 2.7 AM-PM characterization setup using a calibrated phase shifter and a spectrum analyzer.
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the possible variable phase shift introduced by the attenuator present in the DUT’s
branch. Furthermore, since the auxiliary branch is supposed to provide a signal
that is an exact replica of the input, it must be guaranteed that its phase shifter
does not generate any distortion components.

Other one-tone characterization setups, relying on dedicated or special labora-
tory equipment, are possible. From these, the use of the microwave transition
analyzer deserves to be mentioned. This modern piece of equipment not only
combines the vector network analyzer operation with a spectrum analyzer, as some
of its software options directly allow AM-AM, AM-PM, and THD automated
measurements. Indeed, its two-port high-speed sampling oscilloscope, with built-
in Fourier transform software, turns it into a revolutionary spectrum analyzer with
phase measurement capabilities.

A final remark on these setups should assert that excessive signal generator
phase noise or long-term frequency instability, as well as reduced signal analyzer
dynamic range, can create severe impairments on the quality of the results. These
difficulties, which are shared by almost all distortion measurement methods, and
will be discussed later in greater detail, are especially notorious when large signal
to distortion components ratios are involved.

2.3 Two-Tone Characterization Tests

As said in the introduction of this chapter, a better representation of true telecommu-
nication signal excitations than the pure sinusoid considered above is the two-tone
stimulus. Similarly to the one-tone tests, this type of signal allows the characteriza-
tion of generated harmonics—which, in bandpass systems, are usually attenuated
by the output matching networks—but it also enables the identification of new
mixing components close to the fundamentals. These inband components play a
dominant role in bandpass systems, as they constitute the main sources of nonlinear
distortion impairments.

As seen in Section 1.3, if our nonlinear polynomial model of (2.4) were excited
by a two-tone excitation like

x (t ) = Ai1 cos (v1 t ) + Ai2 cos (v2 t ) (2.7)

the output would be given by

yNL (t ) = ∑
∞

r =1
Aor

cos (vr t + for
) where vr = mv1 + nv2 and m , n ∈Z

(2.8)

which shows that the output would be composed of a very large number of mixing
terms involving all possible combinations of ±v1 and ±v2 .
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Referring to a usual narrowband RF subsystem, as the ones found in wireless
transmission channels, two types of information can be extracted from a two-tone
test: the so-called inband distortion measurements, in which m + n = 1, and the
out-of-band components’ evaluation, where m + n ≠ 1. The next sections will be
devoted to detailing these two different sets of characterizations.

2.3.1 Inband Distortion Characterization

Inband distortion products are the mixing components falling exactly over, or very
close to, the output fundamental frequencies. Therefore, and according to (2.8),
the inband distortion frequencies will be those satisfying

m + n = 1 (2.9)

For example, if a system represented by (2.4) is considered, inband measure-
ments would have to be performed at the fundamental frequencies: v1 , v2 ; third-
order components ( |m | + |n | = 3) at: 2v1 − v2 , 2v2 − v1 ; fifth-order components
( |m | + |n | = 5) at: 3v1 − 2v2 , 3v2 − 2v1 ; seventh-order components ( |m | + |n |
= 7) at: 4v1 − 3v2 , 4v2 − 3v1 ; and so forth.

These distortion products constitute a group of lower and upper sidebands,
separated from the signals and from each other by the tones’ frequency difference
v2 − v1 . As said in Section 1.3, they are known as the IMD.

Accordingly, the signal-to-intermodulation distortion ratio, or simply the inter-
modulation ratio (IMR ), is defined as the ratio between the fundamental and IMD
output power 1:

IMR ≡
Pfund

PIMD
=

P (v1)
P (2v1 − v2)

=
P (v2)

P (2v2 − v1)
(2.10)

Figure 2.8 presents a logarithmic plot of the fundamental output power at one
of the fundamental signals and the IMD power measured in one of the distortion
sidebands, versus input power, as would be observed from an equal amplitude
two-tone test. At sufficiently small-signal levels, the fundamental output power
increases 1 dB for each decibel rise of input power, while a 3 dB per decibel rate
is noticed for the IMD power. This is dictated by the dominance of our system
model’s first and third-degree terms. However, at very large-signal levels, where
the contribution of the higher order terms is no longer negligible, both curves tend
to compress towards constant fundamental and IMD output power values.

1. Even though (2.10) presents an equality between lower and upper IMR, there are some cases where these
values are different. In those situations, often called IMD asymmetries [7], IMR must be defined as upper
or lower.
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Figure 2.8 Output fundamental power per tone and distortion power in one IMD sideband for
an equal amplitude two-tone excitation.

This behavior, common to the large majority of microwave and wireless sys-
tems, enables the definition of a very important figure of merit for characterizing
the IMD in nonlinear devices: the third-order intercept point IP3 . IP3 is a fictitious
point that is obtained when the extrapolated 1-dB/dB slope line of the output
fundamental power intersects the extrapolated 3-dB/dB slope line of the IMD
power. Since IP3 is determined by the system’s third-order distortion behavior, it
cannot be used for IMD characterization unless it is guaranteed that no large-
signal effects are involved. In other words, and contrary to a loose practice seen
in various product specifications and sometimes even in scientific publications, IP3
can only be extrapolated from the small-signal zone where IMD presents a distinct
and constant 3-dB/dB slope.

Mathematically, IP3 can be directly calculated from the results of (1.26), assum-
ing an excitation of unmodulated tones of equal amplitude Ai1 = Ai2 = Ai , and
keeping only terms up to third order. Thus, third-order IMD output power at one
of the sidebands (e.g., at 2v1 − v2) will be given by

PIMD (2v1 − v2) =
1

T2v1 −v 2
E

T2v1−v2

0

H3
4

a3 A3
i cos [(2v1 − v2)t − f32−1]J2

dt

=
9
32

a 2
3 A6

i (2.11)
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while the linear output power at v1 will be

Plinear (v1) =
1

Tv1
E

Tv1

0

[a1 Ai cos (v1 t − f110)]2 dt =
1
2

a 2
1 A2

i (2.12)

Now, applying the definition of IP3 , which is the extrapolated linear output
power of one of the fundamentals that equals the extrapolated power of the
considered third-order IMD sideband, we would get

1
2

a 2
1 A2

i =
9
32

a 2
3 A6

i ⇒ A2
i =

4
3

a1
a3

(2.13)

and thus, substituting this A2
i into P (v1),

IP3 = P (v1) =
2
3

a 3
1

a3
(2.14)

Sometimes—as in nonlinear devices presenting power loss instead of gain, like
in passive mixers—the input IP3 , or IP3i , is preferred. Its definition follows exactly
the one given for the output IP3 except that now the referred extrapolated power
is measured at the input. Therefore, IP3i and IP3 only differ by the system’s linear
gain. Another variant definition of this figure of merit, although more rarely used,
relates extrapolated total output linear power with total third-order IMD power.
It is simply the double (3 dB higher in logarithmic power units) of the herein
defined IP3 .

A final remark on this IMD specification standard should state that, despite
rarely being seen, some other intercept figures of merit could be defined for fifth-
order (IP5) or seventh-order (IP7) distortion.

As is shown in Figure 2.8, small-signal IMR decreases 2 dB per decibel of input
power rise, up to an extrapolated point, the IP3 , where it would collapse to 0 dB.
So, restricted to the small-signal region, one of these figures can always be obtained
from the other by

IP3dB = P0dB +
1
2

IMRdB (2.15)

or

IMRdB = 2(IP3dB − P0dB) (2.16)
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where P0dB is the fundamental output power per tone (in logarithmic units) at
which IMRdB was measured.

2.3.2 Out-of-Band Distortion Characterization

As already said, out-of-band components are the mixing products of (2.8), obeying

m + n ≠ 1 (2.17)

These include harmonics of each of the fundamentals, like in the one-tone case,
but also new mixing products at mv1 + nv2 that fall, either near dc (n + m = 0),
or close to the various harmonics (n + m = 2, 3, 4, . . . ). Table 2.1 illustrates such
out-of-band products generated by a third-order nonlinearity subject to a two-tone
excitation.

The product located at dc describes the bias point shift from the quiescent
point, when input driving level increases. Then, the one at v2 − v1 is usually called
the baseband. The reason for this designation comes from the fact that if the two-
tone excitation were considered as a carrier at (v1 + v2)/2, amplitude modulated
in double-sideband format (suppressed carrier) by a baseband modulating signal,
then v2 − v1 would be the double of that baseband frequency signal.

According to what was defined for the inband distortion components, these
out-of-band components can be also described by corresponding intercept points
as is depicted in Figure 2.9 for IP2 .

As their name indicates, out-of-band distortion components appear at zones
of the output spectrum quite far from the fundamental signals. So, rigorously
speaking, they are only out-of-band in narrowband systems, but not in multioctave
ones. Furthermore, because they become relatively simple to be filtered out in
narrowband systems, their importance, as a transmission quality impairment, is
only evident on ultrawideband applications.

2.3.3 Two-Tone Characterization Setups

Because mixing products involving a combination of both v1 and v2 have frequen-
cies that are different from either v1 or v2 inputs, two-tone test measurements
use a spectrum analyzer. The most commonly used arrangement for such a setup
is shown in Figure 2.10.

Table 2.1 Out-of-Band Distortion Components Generated from a Two-Tone Excitation

Mixing
Product dc v2 − v1 2v1 v2 + v1 2v2 3v1 2v1 + v2 2v2 + v1 3v2
Order 2nd 2nd 2nd 2nd 2nd 3rd 3rd 3rd 3rd
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Figure 2.9 Output fundamental power per tone and distortion power at the baseband for an equal
amplitude two-tone excitation.

Although, in its simplest form, this setup would only involve two signal genera-
tors of variable level, a power combiner and the spectrum analyzer, the implementa-
tion depicted in Figure 2.10 requires many more laboratory components. They are
intended to guarantee accurate measurements of very high signal-to-distortion
ratios.

First of all, it is assumed that the combination of the two input signals is not
made with a simple T-junction, but by using a true power combiner. This not only
guarantees port matching, as it profits from adjacent port isolation. And that is
of paramount importance as it prevents each signal to mix with the other in the
nonlinear output stages of the generators. The measurement error that may be
induced by this parasitic IMD is so dramatic that it may be found useful to artificially
boost combiner isolation with the two isolators shown in Figure 2.10. Moreover,
harmonics of the generated signals can also mix with the other fundamental to
produce further residual distortion either in the DUT, the signal generators’ output
stages, or both. Since the amplitude and phase of this residual IMD is unknown,
but it may be amplified by the DUT’s linear gain, it will add to the wanted DUT’s
IMD producing an unpredictable error. That is why two lowpass filters were
included at the signal generator outputs to improve their signal spectral purity.

Beyond those sources of IMD measurement error, there is also the spectrum
analyzer nonlinear input stage. Remember that if you are characterizing a very
linear device, everything in the setup (including the spectrum analyzer) should be
even more linear. Obviously, one way to get rid of that additional distortion caused
by the DUT’s fundamentals in the spectrum analyzer front-end stage would be to
use a large attenuator at its input. However, that attenuator adds a certain amount
of noise, as it masks, to the same amount, the very small DUT’s IMD components.
The solution is to take advantage, as much as possible, of the available spectrum
analyzer’s dynamic range.
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Figure 2.10 Most commonly used two-tone test measurement setup.
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This can be done by studying the dynamic range characteristics of that equip-
ment, and then choosing the optimum input power level (adjusting the spectrum
analyzer’s input attenuator value) and convenient sweep time (determined by the
selected resolution bandwidth, and thus, correspondent noise floor) [8], as illus-
trated in Figure 2.11.

An alternative way to accomplish the same objective consists of tuning the
spectrum analyzer’s settings until the best results are met. For that, the first step
should be to empirically choose the minimum required input attenuation. Starting
with the highest end of available attenuation values, the desired attenuation value
is the minimum one in which the carrier-to-distortion ratio actually read is still
unchanged.

The second step should be to take advantage of the available spectrum analyzer’s
sensitivity. This demands a reduction in resolution bandwidth, which must be
inevitably accompanied by a correspondent increase in sweep time and probable
reduction in frequency span. This, in turn, may obviate the simultaneous observa-
tion of the output fundamentals and the distortion components, as it may call for
low phase noise and highly stable frequency-synthesized generators.

In the next section we will show how an imaginative modification of the setup
may circumvent the majority of these difficulties.

2.3.3.1 Bridge Setup

The above discussion, on the distortion measurement difficulties, has shown that
the main source of error introduced by the spectrum analyzer is due to the DUT’s

Figure 2.11 Different spectrum analyzer error entities when measuring nonlinear distortion. ATT2
(ATT3) represents the optimum spectrum analyzer input attenuation value for max-
imized signal to noise plus second (third)-order distortion ratio.
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fundamentals. Therefore, eliminating those components, without perturbing the
desired distortion, would constitute a foremost benefit. Nevertheless, except for
very special cases where out-of-band distortion is sought, in which tone separation
is so high that the fundamentals can be rejected without significantly perturbing
the closely located distortion components, or, eventually, where the measurement
band is previously fixed, filtering is out of the question. Therefore, the elimination
of the DUT’s output fundamentals demands more ingenious solutions.

The bridge setup presented in Figure 2.12 is one of such possible methods [9].
It relies on the fact that, since the signal present at the DUT’s input is an exact
replica of the output fundamentals, but includes no distortion components, it can
be used to cancel out those fundamentals, while preserving the desired distortion.
In doing that, the amplitude and phase of a sample of the excitation are tuned in
the auxiliary bridge arm and then combined with the DUT’s output to produce
the sought cancellation. Naturally, it is herein also assumed that both the attenuator
and phase shifter are linear components, and so they cannot introduce any distortion
of their own.

Note that, except for the bridge network composed by a 3-dB power splitter,
linear gain and phase control cells—a variable attenuator and phase shifter—and
the final 3-dB power combiner, the bridge setup is essentially equal to the one of
Figure 2.10.

2.4 Multitone or Continuous Spectra Characterization Tests

As was already explained in the beginning of this chapter, the nonlinear nature
of our problem determines a close relation between the usefulness of a certain
characterization technique and the similarity of the test signal with the real equip-
ment’s excitation. Therefore, and although one-tone and two-tone techniques still
represent the industry standards in intermodulation distortion characterization,
nowadays, engineers seek for alternative test procedures closer to the system’s final
operation regime. Actually, telecommunications signals are usually composed of
one or more carriers modulated by information signals (i.e., signals that are neces-
sarily aperiodic in time), and presenting band-limited continuous spectra [10].

However, there are general-purpose devices whose final application is not
known a priori, as situations are found where a sample of the real signal is not
available at test time. In these, and many other practical cases, the DUT is simply
tested against signals that mimic those band-limited continuous spectra.

Examples of this type of signal include digitally modulated carriers with pseudo-
random baseband signals, multitones, and band-limited noise [11]. These can be
grouped in two distinct sets: test signals of discrete spectrum, like the ones generated
by pseudorandom modulation, or equally separated multitones; and test signals of
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Figure 2.12 Two-tone test bridge setup for improved IMD measurement quality.
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true continuous spectrum, as band-limited noise or any carrier modulated with
real aperiodic data.

That classification is particularly important from the time waveform point of
view. While continuous spectra describe aperiodic data—and so are random in a
certain sense—uniformly discretized spectra represent periodic signals whose time-
domain characteristics are completely different.

To exemplify, imagine a class of signals composed of 10 evenly spaced tones
of equal amplitude, described by

x (t ) = ∑
Q

q =1
Aq cos (vq t + uq ) (2.18)

where Q = 10, and vq = v0 + (q − 1)Dv, with v0 the position of the first tone
and Dv the constant frequency separation between them. Despite all of these
10-tone sets having exactly the same power spectrum, their time characteristics
may be extremely different.

For example, if one instance of that class were generated by adding 10 uncorre-
lated (in phase) tones, then the inherent and independent phase noises of each of
the 10 carriers would determine a random time waveform, similar to band-limited
white noise, except that now the spectral components would no longer be equally
distributed within the bandwidth, but arranged in PSD clusters around the Q
carriers. This noisy waveform can really be viewed as a particular discretization
of a band-limited white noise excitation, where the power density function was
integrated to become Q times the power of each spectral line. Indeed, the discretized
version would exactly tend to the true noise excitation if Q were made infinitely
large. A possible way to implement this excitation using the representation of (2.18)
would be to consider a random phase for each tone and then repeat this procedure
for several phase arrangements, finishing with an average of all the resulting output
time waveforms [12]. The resulting waveform of one of such randomized phase
arrangements can be seen in Figure 2.13(a).

Now, suppose another 10-tone signal were generated in a way that all the
carriers are related in phase, as is the case of multitones produced by phase-locked
synthesized sources or by digital arbitrary waveform generators. Because all the
tones are now correlated, there may be time spots where they all attain their highest
maximum, and other time spots where they may cancel each other, as shown
in Figure 2.13(b). Such a waveform has a peak power to average power ratio of
13.01 dB, whereas it is only 7.83 dB for the one of Figure 2.13(a). These differences
in peak-to-average ratio would be even bigger if the number of tones considered
were increased.

So, despite these two multitone signals sharing same power spectrum and
average power, it is obvious that their extremely different signal excursions will
induce quite distinct distortion behavior. This is a very important issue to bear in
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Figure 2.13 Time-domain waveforms of two signals composed of 10 evenly spaced tones of equal
amplitude: (a) independent tones with a randomized phase arrangement; and (b) all
10 tones phase-locked to a common reference.
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mind any time a multitone signal is used as a nonlinear distortion characterization
test signal.

If that multitone signal were used to stimulate our nonlinear system, we would
expect an output given by a large number of line-clusters placed near dc (the
generalized multitone baseband), colocated with the output fundamentals and close
to it (the generalized multitone IMD), and near all the harmonics. So, the output
power spectrum would be given by [13]

yNL (t ) = ∑
R

r =1
Ar cos (vr t + f r ) (2.19)

where vr = m0v0 + . . . + mq vq + . . . + mQ −1vQ −1 , |m0 | + . . . + |mq | + . . .
+ |mQ −1 | ≤ O, v0 , . . . , vq , . . . , vQ −1 , are the input frequencies and O is the
maximum order of the mixing product under consideration. A power spectrum
like this resembles the one represented in Figure 2.14.

According to what was already stated for the two-tone excitation, in a nar-
rowband system the inband distortion is the distortion cluster falling exactly over,
or close to, the fundamentals. So, let us focus on that zone, viewed in more detail
in Figure 2.15.

Comparing the input and output spectra shown in Figure 2.15, it is clear that
the output contains many more frequency components. These are usually named
spectral regrowth [11], because they are a consequence of the property of nonlinear
systems in generating, or ‘‘growing,’’ new frequency lines. In general, (i.e., whenever
the input tones are not evenly spaced) this spectral regrowth includes not only the
components adjacent to the signal, as seen in Figure 2.15, but also new mixing
products located among the fundamentals, but not coincident with them. The
first type of spectral regrowth components is the adjacent-channel distortion [or
alternate-channel distortion, in case the mixing product is located at a distance
greater than (Q − 1)Dv and lesser than 2(Q − 1)Dv, from the input tone of highest
or lowest frequency], whereas the second type constitutes cochannel distortion.

Figure 2.14 Spectrum response of a third-order system to a narrowband multitone excitation.



48 IMD Characterization Techniques

Figure 2.15 Input and inband output spectra as observed in a system excited by a narrowband
multitone stimulus.

Beyond spectral regrowth, Figure 2.15 also includes cochannel distortion com-
ponents that are exactly coincident with the fundamentals. For example, looking
at the v5 fundamental, and taking only third-order products, these can be generated
from mixing terms as v5 = v5 + vq − vq for all q, and, in case the tones are equally
spaced, even by mixing terms of the form v5 = vq1 + vq2 − vq3 , with q1 ≠ q2 and
q1 ≠ q3 . Note that if the input tones are all uncorrelated in phase (the most
appropriate situation for emulating a true random telecommunications signal),
then, despite all these cochannel products will contribute to distortion at v5 funda-
mental, only the first group is correlated with it. Therefore, their components will
add in amplitude and phase, while all the other mixing products will only add
in power. Nevertheless, either phase correlated or uncorrelated, these distortion
components are always very difficult to be measured because they are coincident
with the fundamentals, which, usually, have much higher amplitude.

Having already classified the distortion components arising from a multitone
test, we will now describe its most used characterization standards. This naturally
includes multitone intermodulation ratio, cochannel and adjacent-channel power
ratios.

2.4.1 Multitone Intermodulation Ratio

Beginning with a generalization of the IMR concept introduced with two-tone
tests, we now bring in the multitone intermodulation ratio (M-IMR). As shown
in Figure 2.16, this figure of merit is defined, for multitone tests, as the ratio of
the common fundamental power per tone, Po /T , to the power of the vr distortion
component present in the lower or upper adjacent bands, PL /U (vr ):

M − IMR (r ) =
Po /T

PL /U (vr )
(2.20)
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Figure 2.16 Illustration of multitone intermodulation ratio definition.

2.4.2 Adjacent-Channel Power Ratio

According to the explanation given above, adjacent-channel distortion is composed
of all distortion components falling on the adjacent-channel location. It behaves,
therefore, as interference to a possible adjacent-channel. Because of the youth of
this subject, various proposed figures of merit are still accepted, and investigated,
to characterize this form of distortion [11, 14].

One of these, total adjacent-channel power ratio (ACPRT ), is the ratio of total
output power measured in the fundamental zone, Po , to the total power integrated
in the lower, PLA , and upper, PUA , adjacent-channel bands, shown in Figure 2.15
as ‘‘L’’ and ‘‘U.’’ Thus, if So (v ) is taken as the power spectral density function of
the inband system’s output, total ACPR is expressed as

ACPRT ≡
Po

PLA + PUA
=

E
vU1

vL2

So (v ) dv

E
vL2

vL1

So (v ) dv + E
vU2

vU1

So (v ) dv

(2.21)

If the excitation were a multitone, then the output spectrum would be discrete,
and the integrals of (2.21) would become summations of spectral regrowth line
powers.

If only the lower or upper adjacent-channels are of concern, then we can use
the adjacent-channel power ratio (lower or upper ), defined as the ratio between
total output power measured in the fundamental zone, Po , and the lower or upper
adjacent-channel power, PAL /U :
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ACPRL /U ≡
Po

PAL /U
=

E
vU1

vL2

So (v ) dv

E
vL2

vL1

So (v ) dv

Lower

E
vU1

vL2

So (v ) dv

E
vU2

vU1

So (v ) dv

Upper

(2.22)
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4

4
4

4
4
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Finally, an alternative definition, particularly used in the wireless equipment
industry, is herein called spot adjacent-channel power (ACPSP ), to distinguish it
from the previously referred ACPR. According to the illustration presented in
Figure 2.17, it assumes the DUT is excited by a real information signal. So, ACPSP
is given by the ratio of total output power measured in the fundamental zone, Po ,
to the power integrated in a band of predefined bandwidth and distance from the
center frequency of operation PSPL /U .

ACPSP ≡
Po

PSPL /U
=

E
vU1

vL2

So (v ) dv

E
vNBL2

vNBL1

So (v ) dv

Lower

E
vU1

vL2

So (v ) dv

E
vNBU2

vNBU1

So (v ) dv

Upper

(2.23)

6
4

4
4

4
4

7
4

4
4

4
4

8



2.4 Multitone or Continuous Spectra Characterization Tests 51

Figure 2.17 Illustration of spot adjacent channel power ratio definition.

2.4.3 Noise Power Ratio

Noise power ratio (NPR) was proposed as an indirect means of characterizing
cochannel distortion. Because this form of distortion is intricately mixed with the
fundamentals of much higher amplitude, the noise power ratio test eliminates the
fundamental components from the zone where the test is to be made. For that,
the DUT is no longer excited by a full bandwidth noise spectrum, but with one in
which a slice was previously deleted. That is usually done by passing the excitation
through a very narrow notch filter, before it is fed to the DUT. If the notch
bandwidth is sufficiently narrow, it is believed that the required measurement
window is created without significantly perturbing the test conditions. In this way,
any frequency component, or power spectral density function, observed at the
output within the notch position, constitutes spectral regrowth, and is thus the
desired cochannel distortion.

A sample output obtained with a typical noise power ratio test is shown in
Figure 2.18.

Noise power ratio is, therefore, defined as the ratio of the output power spectral
density function measured in the vicinity of the test window position, vT , So (vT ),
to the power spectral density observed within that window, Swd (vT ):

Figure 2.18 Illustration of a noise power ratio test, where the corresponding input and output
power spectral densities are shown.
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NPR (vT ) ≡
So (vT )

Swd (vT )
(2.24)

As a remark on the NPR test, note that, despite having assumed a continuous
spectrum, the noise power ratio concept can also be implemented with multitone
signals. The only requirement to be imposed in this case is that there has to be a
very large number of uncorrelated tones in order to guarantee that the elimination
of one still does not affect significantly the power and statistical properties of the
excitation.

2.4.4 Cochannel Power Ratio

In Chapter 1, we have already studied the various types of third-order cochannel
mixing products appearing in a certain frequency position, vr . So, taking into
account that in an NPR test the input tone at vq = vr is deleted, these tests will
preserve all products of the form vr = vq1 + vq1 − vq2 (whose phase is
f r = 2fq1 − fq2 ) or vr = vq1 + vq2 − vq3 , (whose phase is f r = fq1 + fq2 −
fq3 and where vq1 , vq2 , vq3 ≠ vr ), but will inevitably destroy any mixing product
involving vr , vr = vq1 + vq2 − vq2 [whose phase is simply f r = fq1 (i.e., exactly
the one of the input) and where vq1 = vr and vq2 is any tone]. As a consequence,
a first conclusion that may be anticipated is that NPR is blind to any distortion
mechanism whose products are correlated in phase with the input signal. Moreover,
since the number of the eliminated mixing products (vr = vr + vq2 − vq2 ) is of
the order of the total number of tones, and they all add in amplitude, not in power,
we may also foresee that the amplitude of these eliminated components will be far
from being negligible.

Quantifying the amount of perturbation imposed by the measurement window
in the signal-correlated distortion, demands for calculating the response of a nonlin-
ear system to a band-limited noise spectrum. In order to simplify the algebraic
manipulations, we will restrict the excitation, x (t ), to be a band-limited white
(constant power spectral density function) Gaussian noise and the system to be
memoryless and of third degree.

Since x (t ) is a noise signal, it must be represented in the time and frequency-
domains by the Fourier pair of its autocorrelation function Rxx (t ) =
E {x (t )x (t + t )} and power spectral density function, Sxx (v ), respectively. It can
be shown [11] that the response of our memoryless third-degree system, y (t ), can
be represented by a correspondent autocorrelation function, Ryy (t ), such that

Ryy (t ) = a 2
2 Rxx (0)2 + [a 2

1 + 6a1a3Rxx (0) + 9a 2
3 Rxx (0)2]Rxx (t )

+ 2a 2
2 Rxx (t )2 + 6a 2

3 Rxx (t )3 (2.25)

whose power spectral density function is thus
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Syy (v ) = a 2
2 Rxx (0)2d (v ) + [a 2

1 + 6a1a3Rxx (0) + 9a 2
3 Rxx (0)2]Sxx (v )

+ 2a 2
2 Sxx (v ) * Sxx (v ) + 6a 2

3 Sxx (v ) * Sxx (v ) * Sxx (v ) (2.26)

in which d (v ) is a Dirac delta function at v = 0, and ‘‘*’’ stands for spectral
convolution.

Assuming the power spectral density function of the input, Sxx (v ), is centered
at v0 , has a constant amplitude of N0 /2, spanning from −vh = −v0 − Bw /2 to
−vl = −v0 + Bw /2 and vl = v0 − Bw /2 to vh = v0 + Bw /2, the power spectral
density of the fundamental linear components is thus

Syy1(v ) = a 2
1 Sxx (v ) (2.27)

which is, as expected, simply a scaled replica of the input. Components of third
order can be identified as the ones depending on the third-degree coefficient a3 as

Syy3(v ) = 9a 2
3 Rxx (0)2Sxx (v ) + 6a 2

3 Sxx (v ) * Sxx (v ) * Sxx (v ) (2.28)

and include two different parts. Although the first one has the same shape of the
input, it is by no means a linear component as it rises cubically, not linearly, with
the input signal level. It actually represents third-order signal-correlated cochannel
perturbation. (The remaining term of (2.26), 6a1a3Rxx (0)Sxx (v ), is, indeed, a
symptom of that correlation.) The second term describing third-order distortion
comes from a three-fold convolution and is thus composed of two packs of three
parabolic shaped spectral regrowth bands of 3Bw bandwidth. One of these packs
is centered at ±3v0 and represents system’s third-harmonic distortion. The other
one appears at ±v0 and constitutes the desired inband distortion. So, total signal-
correlated and uncorrelated inband perturbation power spectral density is
given by

Syy3(v ) = 18a 2
3 SN0

2 D3Fv2

2
− (vl − Bw )v +

1
2

(vl − Bw )2G
for vl − Bw < v < vl (2.29a)

=
9
2

a 2
3 N 3

0 Bw2 + 18a 2
3 SN0

2 D3F−v2 + (vl + vh )v +
1
2

Bw2 − vl vhG
for vl < v < vh (2.29b)

= 18a 2
3 SN0

2 D3Fv2

2
− (vh + Bw )v +

1
2

(vh + Bw )2G
for vh < v < vh + Bw (2.29c)
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For clarity, Figure 2.19 shows a typical example of total output power spectral
density, along with the inband signal-correlated and uncorrelated distortion
components.

Because signal-correlated components’ power spectral density function of
(2.29b) follows exactly the shape of the input power spectral density, it is obvious
that only the second term of (2.29b) contributes to observed distortion within the
notch measurement window. So, an NPR test, being a measure of signal-to-distor-
tion noise ratio, made at frequency vT leads to an NPR (vT ) value of [11]

NPR (vT ) =
a 2

1 SN0
2 D + 6a1a3

N 2
0

2
Bw + 9a 2

3
N 3

0
2

Bw2

18a 2
3 SN0

2 D3F−v 2
T + (vl + vh )vT +

1
2

Bw2 − vl vhG
+ 1

(2.30)

where, in accordance to the definition given in (2.24), NPR actually becomes a
measure of the ratio of total fundamental signal plus distortion to distortion noise
(the conceptual NPR + 1), and not of signal to distortion noise only (the conceptual
NPR).

If, on the other hand, signal-correlated third-order components were also con-
sidered as a form of perturbation to the signal (in this case naturally assumed

Figure 2.19 Power spectral density functions of the input, output fundamental, and inband signal-
correlated and uncorrelated distortion components, resulting from a typical NPR test.
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as being exclusively the linear output part, and not the whole signal-correlated
components, as is the standard in telecommunication systems), the ratio of funda-
mental signal to this newly defined total cochannel perturbation power spectral
densities would be

SCDR (vT ) =
a 2

1 SN0
2 D

9
2

a 2
3 N 3

0 Bw2 + 18a 2
3 SN0

2 D3F−v 2
T + 2v0vT +

3
4

Bw2 − v 2
0 G
(2.31)

Since this SCDR (vT ) assumes as distortion also the signal-correlated compo-
nents, it, in a certain sense, also evaluates signal level induced gain changes as
AM-AM conversion.

Similarly to this PSD linear signal-to-distortion ratio, an alternative cochannel
distortion figure of merit—cochannel power ratio (CCPR)—was specifically intro-
duced to quantify the ratio of fundamental signal to total cochannel perturbation
power.

This cochannel power ratio shares the same objectives of noise power ratio,
in characterizing cochannel perturbation, except that it accounts for all signal-
correlated and uncorrelated components. That is, it evaluates all deviations of the
actual output from the ideal one, which would be obtained if the system were
purely linear. Therefore, CCPR not only measures signal-uncorrelated (or nonlinear
distortion noise), like NPR, as it also evaluates other forms of signal-correlated
perturbation, like gain compression or expansion and phase variation. And,
although some of these may simply report a gain deviation from linearity, uniquely
determined by the input average power level, as happens in memoryless systems,
some others represent dynamic amplitude and phase deviations. These, arising in
systems presenting memory to the baseband, are no longer only dependent on the
signal average power, but also on the particular shape of the operating signal PSD
function. Consequently, they represent a nonlinear contribution that varies in
amplitude and phase at each cochannel frequency spot, being thus much more
difficult to be accounted for, and so actually behaving as (in practice, unpredictable)
nonlinear signal perturbation.

A CCPR test setup is, indeed, very similar to NPR, except that now the funda-
mentals are not deleted from the input, but from the DUT’s output. This guarantees
the required generation of all forms of distortion in the nonlinearity, while still
allowing unperturbed distortion observation.

Accordingly, CCPR was conceived in accordance to the adjacent-channel and
noise power ratios, and is defined as the ratio of integrated output power measured
in the fundamental zone, Po , to total integrated cochannel perturbation, PCC :
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CCPR ≡
Po

PCC
=

E
vU1

vL2

So (v ) dv

E
vU1

vL2

Syy3(v ) dv

(2.32)

2.4.5 Multitone Characterization Setups

As depicted in Figure 2.20, multitone measurement setups share a common architec-
ture with the other one-tone or two-tone tests, although their excitation source is
more involved.

Depending on the objective of the characterization, this source may be a
multitone generator, a noise-like continuous spectrum source, or even a specific
real telecommunications signal.

If the excitation is a real or noise-like signal, its source can be either a special
generator with the required modulation format capabilities, or simply part of a
telecommunications network.

Except for special cases of very small number of tones, where they can be created
independently and then added with a power combiner, RF multitone excitations are
generally built by upconverting a baseband multitone to the desired spectral loca-
tion. Unfortunately, because real signals have spectral representations whose nega-
tive frequency lines are simply the complex conjugate of positive ones, all RF
multitones built this way have spectra that show complex conjugate symmetry
with respect to the carrier. And this is a severe limitation, not only in selecting the
power of each tone, but also in choosing the desired phase distribution. To overcome
that restriction, a complex baseband must be used. For that, what will be its real
and the symmetrical of the imaginary parts are digitally created in two independent
arbitrary waveform generators, and then fed to an I/Q modulator. That is, the real
part modulates the desired carrier, while the symmetrical of the imaginary part

Figure 2.20 Laboratory measurement setup for the evaluation of various multitone distortion figures
of merit.
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modulates a quadrature replica of that same carrier. Then, these two modulated
signals are added. Furthermore, any time a baseband is upconverted, a sufficient
mixer rejection must be guaranteed or the leaking carrier may perturb observation
of very weak distortion components. This is especially true in NPR tests whenever
the carrier appears exactly within the notch position.

Since adjacent-channel distortion tests can directly use the setup of Figure 2.20,
let us concentrate on the two different tests proposed for evaluating cochannel
distortion performance.

An NPR test may be performed with a digitally produced multitone or noise
signal. In the first situation, a multitone is made from an arbitrary waveform
generator, at the desired RF center frequency. The notch is made by selective
elimination of one of these tones. Alternatively, if the NPR test is to be performed
with band-limited noise, then a narrowband notch filter must be provided between
the RF noise generator and the DUT’s input.

Measuring cochannel power ratio demands for a more complex setup. Indeed,
its main difficulty comes from the necessity of eliminating the fundamentals from
the output, without significantly perturbing cochannel distortion.

A block diagram of such a measurement setup is depicted in Figure 2.21. It is
composed of a variable multitone or noise spectrum generator followed by a bridge
setup similar to the one already proposed in Figure 2.12, and a spectrum analyzer
for visualization.

The heart of this setup is the bridge network, which was inspired in the signal
cancellation loop of a feed-forward linearizer system [15].

Figure 2.21 Illustrative cochannel power ratio measurement setup.
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Its upper branch includes the device under test, while the lower is simply a phase
adjustment network intended to replicate the DUT’s output linear components.
Alternatively, the auxiliary branch can be deactivated (by switching the power
divider and combiner ports to the matched loads), for complete fundamental and
distortion output readings.

The desired output signal subtraction is performed in the final power combiner,
whose output is then observed with a spectrum analyzer.

Finally, the calibrated attenuator (ATT) is required to control the DUT’s input
excitation level.

Although variants of this setup were also proposed for cochannel distortion
evaluation of lossy devices, or even frequency translating DUTs like mixers [16],
the particular implementation depicted in Figure 2.21 was conceived for DUTs
presenting net gain as usual microwave and wireless power amplifiers. That is why
the DUT is followed by an attenuator.

The measurement process is based on the knowledge that the DUT’s output
can be modeled as the sum of a strong linear component, a1x (t ), plus higher order
distortion products, a2x (t )2 + a3x (t )3 + . . . . Accordingly, for small enough input
drive levels, the linear fundamentals dominate output distortion, which, in turn,
is determined by third-order components. Therefore, signal-to-distortion ratio will
increase 2 dB for each decibel of driving level reduction. That is, provided the
DUT’s input power is sufficiently backed-off, the DUT will behave as if it were
linear. Let us refer this reduced input power level as Pin0 .

Assuming all elements comprised in the signal cancellation loop, except the
DUT, are linear, a bridge adjustment at this Pin0 determines the elimination of
any DUT’s output linear component, regardless of drive level. Therefore, any error
signal present at the bridge output, caused by an increase in input power, must be
some form of DUT’s distortion.

In summary, the measurement process begins by increasing ATT, until no
distortion is noticeable at the DUT’s output (i.e., until observed sidebands are
dominated by the setup noise floor). At this drive level (Pin0) the bridge is adjusted
for a full signal cancellation.

After this calibration procedure, input amplitude is resumed to its nominal
value, reducing ATT. The error signal then displayed in the spectrum analyzer is
the desired cochannel and adjacent-channel distortion.

Although we have concentrated on the cochannel distortion observation capa-
bilities of this setup, it is by no means restricted to those distortion components.
It also allows direct adjacent-channel distortion measurements for ACPRT ,
ACPRL /U , and ACPSP evaluation, or even NPR tests, if the appropriate input is
supplied. However, if the signal cancellation loop were not adjusted for very small-
signal, but for nominal operating power level, a major part of signal-correlated
perturbation (in fact total signal-correlated perturbation in bandpass memoryless
systems) would also be canceled turning this CCPR arrangement an alternative
measurement setup of NPR that does not need a notch in the signal spectrum [17].
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A final remark on these multitone or continuous spectra distortion tests should
address the problem of measuring power with a spectrum analyzer. Measuring
total power within a user-defined bandwidth requires the integration of the power
spectral density function, which, in turn, can be obtained dividing the spectrum
analyzer power spot readings by the utilized resolution bandwidth, RBw. Alterna-
tively, total power can be simply measured dividing the sought bandwidth in the
correspondent number of bandwidth segments of RBw width, and then adding the
spectrum analyzer power readings one by one. This calculation can be automatically
performed by spectrum analyzers that have special firmware functions that
implement the described algorithm. Beyond that, special attention must be paid to
the correct definition of fundamental and distortion band-limits, as indicated in
Figure 2.22. Indeed, since band-limited continuous spectra always present a roll-
off of finite slope, fundamental signal and adjacent-channel edge definition is of
primary importance to prevent much higher fundamentals from being misread as
distortion components. Because ACPSP definition assumes predetermined distortion
measurement band-limits, which are offset from the fundamentals, it does not
suffer from this problem.

2.4.6 Relation Between Multitone and Two-Tone Test Results

Before closing the analysis of multitone tests, it is interesting to relate their figures
of merit with the ones previously derived for the two-tone stimulus. In fact, since
two-tone tests still represent the most widely used nonlinear distortion characteriza-
tion method, there are many situations where a certain device comes specified with
the standard IP3 , and we need to estimate its impact in a real multitone or continu-
ous spectrum application. Or, conversely, we may want to specify such a device
in terms of its IP3 , or IMR, from the knowledge of its admissible distortion under
the actual multitone or continuous spectrum environment.

Unfortunately, this task is mathematically very involved, being intractable for
all but a very few special cases. From these, the one providing most useful results,

Figure 2.22 Cochannel and adjacent-channel border definition for accurate distortion measure-
ments under excitations of finite slope roll-off.
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from a practical point of view, assumes the system is a third-order memoryless
nonlinearity, excited by Q evenly spaced but uncorrelated tones of equal amplitude.

Third-order mixing products of these tones produce spectral regrowth compo-
nents whose new frequency positions are given by vr = vq1 + vq2 − vq3 , in which
q1 ≠ q2 ≠ q3 (products from now on named as Type A), q1 = q2 ≠ q3 (Type B);
and also generate products falling on the same positions of the input, in which
q1 ≠ q2 = q3 (Type C) and q1 = q2 = q3 (Type D).

Now, to calculate the magnitude of adjacent or cochannel distortion compo-
nents shown in Figure 2.23, we need to calculate the number of different mixing
products appearing in each frequency position.

For that, we begin by first determining the number of different ways the set
of three input frequencies, vr = vq1 + vq2 − vq3 , can be grouped to produce a
certain mixing component. That number is the multinomial coefficient of the mixing
product [given by (1.23)], and values 6 for Type A products, 3 for type B, 6 for
Type C, and finally 3 for type D.

The second step consists of calculating the number of possible combinations
of input tones that produce mixing products at the same frequency position, vr .
That derivation was described in [11] and used straightforward, although quite
laborious, combinatory calculus. Its results for the number of mixing products
located at the adjacent-channel, Q + 1 ≤ r ≤ 2Q − 1, in Figure 2.23(a) were

Figure 2.23 Identification of the output spectrum’s frequency positions corresponding to
(a) adjacent-channel distortion and (b) cochannel distortion.
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Type A: q1 ≠ q2 ≠ q3 : NA (Q , r ) = 6FS2K − r
2 D2 −

e
4G (2.33)

Type B: q1 = q2 ≠ q3 : NB (Q , r ) = 3FS2Q − r
2 D +

e
2G (2.34)

where e = mod[r /2], and mod(m /n ) is the remainder of m /n .
Following the same reasoning, the number of mixing products located at

cochannel positions, round[(Q + 1)/2] ≤ r ≤ Q , in Figure 2.23(b) was found to be

Type A1: q1 ≠ q2 ≠ q3 and 1 ≤ q1 , q2 , q3 < r :

NA1 (Q , r ) = 6FSr − 2
2 D2 −

e1
4 G (2.35)

Type A2: q1 ≠ q2 ≠ q3 and r < q1 , q2 , q3 ≤ Q :

NA2 (Q , r ) = 6FSQ − r − 1
2 D2 −

e2
4 G (2.36)

Type A3: q1 ≠ q2 ≠ q3 and 1 ≤ q1 < r , r < q2 ≤ Q , q2 ≤ q3 < q1 :

NA3 (Q , r ) = 6(Q − r ) (r − 1) (2.37)

Then, adding these three partial contributions, gives

NA (Q , r ) = 6FSr − 2
2 D2 −

e1
2

+ SQ − r − 1
2 D2 −

e2
4

+ (Q − r ) (r − 1)G
(2.38)

where e1 = mod[(2Q − r )/2], and e2 = mod[(Q − r + 1)/2].

Type B1: q1 ≠ q2 and 1 ≤ q1 , q2 < r : NB1 (Q , r ) = 3FSr − 2
2 D +

e1
2 G

(2.39)

Type B2: q1 ≠ q2 and r < q1 , q2 < Q : NB2 (Q , r ) = 3FSQ − r − 1
2 D +

e2
2 G
(2.40)

Then,
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NB (Q , r ) = 3FSr − 2
2 D +

e1
2

+ SQ − r − 1
2 D +

e2
2 G (2.41)

where e1 = mod[(2Q − r )/2], and e2 = mod[(Q − r + 1)/2].

Type C: q1 ≠ q2 and q1 = r , q2 ≤ Q : NC (Q ) = 6(Q − 1) (2.42)

and

Type D: q1 = q2 = r : ND = 3 (2.43)

Remembering that products of Type A or B are uncorrelated in phase, and so
they must add in power, while the ones of Type C or D are correlated in phase,
therefore adding linearly, we are now in condition to derive formulas for approxi-
mate small-signal level M-IMR , ACPRL /U , NPR , and CCPR as a function of the
number of tones Q , and the two-tone IMR. Those expressions are presented in
Tables 2.2 to 2.5, where IMR stands for the signal-to-intermodulation distortion

Table 2.2 Relations Between Small-Signal Q -Tone and Band-Limited White Gaussian Noise
M-IMR and Two-Tone IMR

Q -tone M-IMR M − IMR (Q , r ) =
3
4

Q2

2NA (Q , r ) + NB (Q , r )
IMR

M − IMRnoise (vT ) =
1
8

B 2
w

v 2
T

2
− (Bw + vh )vT +

(Bw + vh )2

2

IMRNoise M-IMR (Q → ∞)

Table 2.3 Relations Between Small-Signal Q -Tone and Band-Limited White Gaussian Noise
ACPRL/U and Two-Tone IMR

Q -tone ACPRL/U ACPRL /U (Q ) =
3Q3

4Q3 − 3Q2 − 4Q − 3 mod(Q /2)
IMR

ACPRL /U −Noise =
3
4

IMRNoise ACPRL/U (Q → ∞)

Table 2.4 Relations Between Small-Signal Q -Tone and Band-Limited White Gaussian Noise NPR
and Two-Tone IMR

Q -tone NPR NPR (Q , r ) =
Q2

4Q2 − 8r2 + 8Qr − 38Q + 24r + 14 − 2(e1 + e2)
IMR

Noise NPR (Q → ∞) NPRnoise (vT ) =
B 2

w

−8v 2
T + 8(vl + vh )vT + 4B 2

w − 8vh vl

IMR
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Table 2.5 Relations Between Small-Signal Q -Tone and Band-Limited White Gaussian Noise CCPR
and Two-Tone IMR

CCPR (Q ) =
3Q3

64Q3 − 102Q2 + 56Q + 6 modSQ
2 D

IMRQ -tone CCPR

CCPR =
3

64
IMRNoise CCPR (Q → ∞)

ratio that would be measured in the same device, when subject to a two-tone
excitation having the same average input power as the considered uncorrelated
Q -tones. Since IMR and IP3 were already related by (2.15) and (2.16), for a given
output power, expressing multitone results in terms of IP3 is now straightforward.

Since the relations presented in Table 2.2 to Table 2.5 were exclusively derived
under small-signal regime (imposed by the definition of IP3), analytical simplicity
justified neglecting third order perturbation components in numerators, in compari-
son to much stronger linear ones.

For completeness, Tables 2.2 to 2.5 also include results derived from (2.29)
when the excitation is a band-limited white Gaussian noise, spanning from vl =
v0 − Bw /2 to vh = v0 + Bw /2, and keeping the same input power level. These
can also be interpreted as the limit results that would be obtained for the multitone
case if the number of input spectral lines were increased indefinitely, but total
average power and bandwidth were kept constant.

Figure 2.24 summarizes these results by showing plots of the various two-tone
IMR to M-IMR [Q , (Q + 1)], ACPRL /U (Q ), NPR {Q , round[(Q + 1)/2]} and
CCPR (Q ) ratios, as a function of the number of input tones Q.

As shown in that figure, the limit of an infinite number of tones (or white
Gaussian noise) is almost reached for Q greater than about 10. This serves as
an indication of the statistical properties of an uncorrelated multitone signal.
Furthermore, this figure also shows that the referred limits are 6 dB for the
IMR /M-IMR (vh ) ratio, 1.25 dB for IMR /ACPRL /U , 7.78 dB for IMR /NPR (v0),
and, 13.29 dB for the IMR /CCPR ratio.

2.5 Illustration Examples of Nonlinear Distortion Characterization

In order to illustrate the distortion characterization techniques detailed in previous
sections, we will now present a sample of such results obtained in the laboratory.
For that, a typical multistage low-power microwave amplifier was used as the
device under test.

2.5.1 One-Tone Characterization Results

Starting with one-tone tests, the setup used to evaluate AM-AM and AM-PM was
a manually controlled version of the one presented in Figure 2.4, while THD was
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Figure 2.24 Ratios of small-signal two-tone IMR to M-IMR [Q , (Q + 1)], ACPRL/U (Q ), NPR {Q ,
round [(Q + 1)/2]} and CCPR (Q ) as a function of the number of input tones Q .

computed from the spectrum analyzer readings obtained from a setup similar to
the one of Figure 2.6.

Figure 2.25 and Figure 2.26 represent measured AM-AM and AM-PM conver-
sion results, while Figure 2.27 is an illustration of the observed output spectrum.
A 1-dB compression point of P1dB = 13 dBm and a total harmonic distortion
of THD = −19.7 dBc, at this P1dB level, were deduced from Figure 2.25 and
Figure 2.27, respectively.

2.5.2 Two-Tone Characterization Results

Two-tone tests were then performed on our low-power amplifier circuit, using
the setup illustrated in Figure 2.10. Excitation frequencies were set to f1 = 1,901
MHz and f2 = 1,899 GHz, producing the output fundamental power per tone and
single sideband IMD power results shown in Figure 2.28(a). A direct reading of
this plot immediately provides IMR as a function of input drive level [shown in
Figure 2.28(b)], while the extrapolation of output fundamental and IMD power
from the small-signal regime, leads to a third-order intercept point of nearly
IP3 = 21.2 dBm.
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Figure 2.25 Plot of measured power gain versus input drive level, for illustrating AM-AM
characterization.

As discussed in previous sections, optimized accuracy in small-signal IMD
power readings required that the spectrum analyzer configuration was set to an
input attenuation of 20 dB, a frequency span of 10 KHz, and a resolution bandwidth
of 300 Hz.

Finally, Figure 2.29 shows one of the observed output power spectra, obtained
when the DUT was already under a large-signal regime.

2.5.3 Noise Characterization Results

After these two-tone tests, our amplifier prototype was subject to a continuous
spectrum noise signal. The input excitation was created by a white Gaussian noise
(WGN) generator centered at 1,900 MHz and with a 1-MHz bandwidth.

The next figures show the spectra observed from a CCPR measurement per-
formed with the setup of Figure 2.21. Figure 2.30 shows the inband portion of
the output spectrum.2

2. Following the CCPR measurement procedure explained in Section 2.4.5, the PSD values presented in
Figures 2.30 to 2.32 are the values collected from the output of the CCPR measurement setup loop. That
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Figure 2.26 Plot of measured excess phase-shift versus input drive level, for illustrating AM-PM
characterization.

Figure 2.30 also illustrates the problem of defining the border between the
cochannel and adjacent-channel, for accurate ACPRT measurements. One practical
way to circumvent that difficulty consists of saving the input spectrum trace, and
then using it as a mask for channel border identification. Doing that, we got an
ACPRT value of 42 dB.

Figure 2.31 depicts the bridge output after loop calibration (DUT’s linear
operation under very small-signal level) along with the input excitation. Cochannel
distortion became evident, when DUT’s input power was reset to its nominal value.
That spectrum is depicted in Figure 2.32, from which a measured CCPR value of
about 30.5 dB was obtained.

explains why the input signal has the same magnitude value of the output signal. If the real magnitude
values of the output signal were desired, a 26.2-dB gain should be added in order to account for the upper
arm attenuator. Accordingly, the input loop PSD should be scaled by 14-dB gain due to the lower arm
attenuator.
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Figure 2.27 Particular view of the DUT’s output power spectrum when subject to a one-tone
excitation of P1dB (13 dBm) output power level. THD deduced from this measurement
result was about THD = −19.7 dBc.
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Figure 2.28 (a) Fundamental and IMD output power per tone, and (b) inferred two-tone IMR, as
a function of DUT’s input drive level per tone. Extrapolating small-signal behavior
leads to an IP3 = 21.2 dBm.
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Figure 2.29 Typical output power spectrum observed when the DUT was driven close to saturation.

Figure 2.30 Inband output spectrum of our sample amplifier under a WGN spectrum excitation,
measured when the lower arm of the CCPR setup is disconnected.
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Figure 2.31 Continuous noise spectrum of DUT’s input excitation, measured when the upper arm
of the CCPR setup is disconnected, and bridge output after setup calibration.

Figure 2.32 Continuous noise spectrum of DUT’s bridge output, when stimulus level was reset to
its nominal value.
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C H A P T E R 3

Nonlinear Analysis Techniques for
Distortion Prediction

3.1 Introduction

The main goal of this chapter is to provide the reader with the minimum background
necessary for understanding, and using, nonlinear circuit analysis techniques in
distortion prediction.

Unfortunately, nonlinear circuit analysis is far beyond the curricula of most
electronics and telecommunication engineering degrees, which makes the subjects
treated in this chapter quite new for the major part of our readers. Because of
that, we have decided to begin the text with an introductory review of system
classification, and to give an explanation of the ideas subjacent to each of the
presented methods. Anyway, if the reader is, at this time, not interested in the
operating details of the various nonlinear analysis techniques, but only on the
simulation possibilities they offer, the authors suggest a bypass of Sections 3.2 to
3.4. Section 3.5 gives a brief overview of the most used methods.

The presentation of the various nonlinear circuit analysis methods was orga-
nized by dividing them into three groups.

The first one, the Volterra series method, is an analytical procedure capable
of describing the response of a certain class of nonlinear systems by closed form
expressions. Since it can represent the system by a set of nonlinear operators
independent of the excitation, it can be applicable, not only to circuit or system
analysis, but also to design. That is the reason why it plays the most important
role among all nonlinear circuit analysis methods in the field of distortion studies
and therefore deserves special attention in the following sections.

Unfortunately, the major drawback of Volterra series resides on its inability
to handle large-signal distortion problems. Consequently, we have introduced a
second frequency-domain nonlinear analysis tool: the harmonic balance technique.
At present, it is the most spread simulation method in the RF and microwave
community. This is due to the fact that, unlike the more traditional time-step
integration methods, harmonic balance handles the circuit, its excitation, and its
output in the frequency-domain, the format normally adopted by RF circuit

73
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designers. Because of that, it also benefits from allowing the direct inclusion of
distributed devices (like dispersive transmission lines and their discontinuities),
circuit elements that do not have an exact time-domain representation. For didactic
purposes, the presentation of the harmonic balance technique will be restricted to
its Harmonic-Newton algorithm (the one also encountered in modern nonlinear
RF circuit simulators) because it can be interpreted as an extension of the former
Volterra series techniques to large-signal regimes. Harmonic balance is nowadays
a mature computer simulation tool with a large number of different implementa-
tions. So, space constrains of this text determined that only the features of major
impact on the distortion prediction would be treated. That was also the main
driving force for having sometimes traded algorithm efficiency for simplicity and
clarity of presentation. The reader who wants to get a view of this technique in
greater detail is invited to consult some of the many published works on this subject
[1–3].

The third group of nonlinear analysis methods addressed is the one based on
time-step integration. Although they are not as appropriate as the Volterra series
or harmonic balance techniques for multitone distortion prediction, they have been
included in this book as they are the analysis methods more spread in the electronics
circuits design community. As those methods simply try to numerically solve the
nonlinear differential equations that arise by applying Kirchoff laws (and the consti-
tutive element relations) to the circuit, they are the most ‘‘natural’’ way of circuit
simulation. And so, they have also been the ones first introduced and for which
there is a more intuitive interpretation.

3.1.1 System Classification

The Concept of Signal
A signal is an entity capable of carrying on some kind of information. Because it
is assumed as evolving with time in a continuous manner, in mathematical terms,
it is represented, or modeled, as a continuous real function of time, xI (t ) [i.e., a
function describing the dependence of the real variable xI on the real variable
t → xI = f (t ): xI , t ∈R ]. In electrical circuits, this function models the variation
of time of some measurable electrical quantity as a voltage, v (t ), current, i (t ),
power, etc. Common examples of signals vary from the simple sinusoids to more
involved modulated signals.

For example, the pure cosine

xI (t ) = A cos vc t (3.1)

cannot actually carry any information, as its periodicity immediately tells us that,
by knowing only one period T = 2p /vc , we automatically know the function at
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all time. On the other hand, a modulated sinusoid can carry information either as
a varying amplitude, a varying phase, or both. That is the case of the new xI (t )

xI (t ) = A (t ) cos [vc t + u (t )] (3.2)

in which the radio-frequency tone, or carrier, of (3.1) has been amplitude and
phase modulated by an information envelope of A (t ) and u (t ), respectively.

Systems as Signal Operators
An analog system, or simply a system, is the entity that processes those continuous
signals. It is also a relationship description, but now between two signals, xI (t )
→ yO (t ). The signal, xI (t ), to be processed is called the input, excitation, or
stimulus, while the resulting one, yO (t ), is called the output, or response. Because
a system no longer relates two real variables, but two real functions, its mathemati-
cal model is no longer a function but an operator or rule—yO (t ) = S [xI (t )].

Memoryless and Dynamic Systems
A system for which the output reacts instantaneously to its input [i.e., where the
response at any time instant, yO (t1), is only dependent on the input at that time
instant, xI (t1)] is called a zero memory system or memoryless system. On the
contrary, a system in which the output yO (t1) is dependent on the input xI (t1)
but also to the past of that input, xI (t < t1), is said to have memory, and so it is
named a system with memory or dynamic system. This ability to keep memory of
the past is usually modeled by a set of system’s internal variables called the system
state. So, while this system state concept has no meaning in memoryless systems,
it is very useful in dynamic systems since it represents the integrated system’s past.
In this way, we can also say that, while the response of a memoryless system only
depends on the input at that time instant, yO (t ) = f [xI (t )], the response of a
dynamic system depends on the input x (t ), but also on the system state, s (t ), at
that time, yO (t ) = f [xI (t ), s (t )].

For example, a linear (but also a nonlinear) conductance is a memoryless system
whose output current depends instantaneously on the input voltage, i (t ) = Gv (t ).
A similar, but dynamic system, is the linear capacitance, where the output current,
i (t ), depends not only on the applied voltage, v (t ), but also on the past voltages
or the accumulated charge (the capacitance state):

i (t ) = lim
Dt →0

q (t ) − q (t − Dt )
Dt

= C lim
Dt →0

v (t ) − v (t − Dt )
Dt

= C
dv (t )

dt
(3.3)

Actually, it is exactly the memory formulation of (3.3) that leads us to the
conclusion that, while memoryless systems can be represented by input/output
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algebraic rules, dynamic systems have to be represented by ordinary differential
equations of time.

In electronic circuits, memory is associated with electric charge storage, mag-
netic flux storage, and delay effects. Therefore, any circuit having capacitors,
inductors, time delays, or distributed elements will exhibit memory.

Time-Varying and Time-Invariant Systems
Dynamic systems should not be confused with time-varying systems. A system is
said to be time-invariant when its input/output relationship is constant no matter
the time instant where the system is observed. On the contrary, a system whose
input/output rule varies with time is a time-varying system.

Note that this by no means signifies that the response of a time-invariant system
cannot vary with time. It only states that the system’s operator is independent of
time. Also note that any time-invariant system that has two or more inputs, but
whose output is modeled as being dependent on only one of these stimuli, may
appear as a time-varying system. This is the property that is normally used to
model a time-invariant double-input/single-output multiplier, yO (t ) = STI [xI (t ),
zI (t )] = KxI (t ) zI (t ), as a time-varying single-input/single-output system: yO (t ) =
STV [xI (t ), t ] = k (t )xI (t ), where k (t ) = Kz (t ).

In mathematical terms, a time-invariant system is one in which the response
to xI (t + t ) is yO (t + t ) = S [xI (t + t )] (when yO (t ) = S [xI (t )]), since the operator
does not vary with time. A time-varying system is any system that does not obey
this property.

To illustrate this important concept with a practical example, consider a simple
instrumentation chopper amplifier (or square-wave amplitude modulator) in which
the information signal is xI (t ), the chopping signal is a zero mean square-wave of
fundamental frequency v0 and amplitude 1:

c (t ) = Sign[cos (v0 t )] (3.4)

and the output is the product of these two:

yO (t ) = c (t )xI (t ) or yO (t ) = S [xI (t ), c (t )] (3.5)

This chopper amplifier is a dual-input single-output memoryless time-invariant
nonlinear system whose analysis is quite difficult. However, if the chopping signal,
c (t ), is not correlated with the information signal, xI (t ), the output can be rewritten
as if it were dependent on two distinct time variables, t and t , such that

yO (t , t ) = c (t )xI (t ) or yO (t , t ) = S [xI (t ), t ] (3.6)

Now, the circuit is being treated as a single-input single-output linear memory-
less time-varying system, in which the excitation is xI (t ) and the response is yO (t ).
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The output is simply given by the input multiplied by a varying (in time) gain,
c (t ), of +1 or −1. As we shall see later, this new interpretation is advantageous
because of the analysis simplicity offered by regained superposition. So, as a com-
mon procedure, all nonlinear systems where there is one large amplitude input (for
which system’s nonlinearity is unavoidable) and another one, uncorrelated with
the former, whose amplitude is so small that linearity would apply if it were the
sole excitation, are usually treated as linear time-varying systems. Examples of
these are parametric amplifiers, RF mixers, modulators, samplers, and switched-
capacitor filters.

Linear and Nonlinear Systems
A general single-input, xI (t ), single-output, yO (t ), system, yO (t ) = S [xI (t )], is
said to be linear if it complies with superposition:

If

yO1 (t ) ≡ S [xI1 (t )] and yO2 (t ) ≡ S [xI2 (t )] (3.7)

then

yO (t ) ≡ S [k1xI1 (t ) + k2xI2 (t )] = k1 yO1 (t ) + k2 yO2 (t ) (3.8)

In the opposite case [i.e., if yO (t ) ≠ k1 yO1 (t ) + k2 yO2 (t )], the system is non-
linear.

As linear systems respond to a sinusoid with a sinusoid of equal frequency,
and obey superposition, they respond to a sum of sinusoids with the same frequency
components content. Only their relative amplitude and phase can be varied. There-
fore, nonlinear systems are the sole systems that perform qualitative signal spectrum
transformations (add or eliminate certain spectral components), contributing with
nonlinear distortion. They are, consequently, the object of this text.

For example, any system in which the output can be expressed by the following
algebraic relation of the input,

yO (t ) ≡ S [xI (t )] = kxI (t ) (3.9)

or any linear differential equation, like

bn
dnyO (t )

dtn + . . . + b1
dyO (t )

dt
+ b0 yO (t ) = cm

dmxI (t )

dtm + . . . (3.10)

+ c1
dxI (t )

dt
+ c0xI (t )
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[in which the multiplying constants can, eventually, vary with time, but not with
xI (t ) or yO (t )] is linear. Any other is nonlinear. In electronic circuits, nonlinearity
is usually expected from electron devices, while all other electrical elements, like
resistors, capacitors, inductors, and transmission lines are normally approximately
modeled by linear relations. Nevertheless, there are some special situations where
even the nonlinearity of these elements has to be considered.

The fundamental properties of nonlinearity have been already described in
Chapter 1. In the present chapter we will discuss some analysis techniques amenable
to determine the responses of nonlinear electronic circuits usually encountered in
microwave and wireless systems.

3.1.2 Nonlinear Circuit Example

In order to use a common case study for the various nonlinear analysis techniques
throughout this chapter, we propose the single node circuit of Figure 3.1.

The circuit is composed of a linear conductance G connected across a port of
nonlinear capacitance and current. These nonlinearities are assumed as quasistatic
and are thus described by algebraic constitutive relations of voltage-dependent
current and charge.

For the current, we considered a nonlinear voltage-dependent current source,
representing a saturating velocity-field resistor, as the ones usually encountered in
doped semiconductors:

iNL [vO (t )] = I0 tanh [avO (t )] (3.11)

The form of iNL [vO (t )] and its first-order derivative (the corresponding non-
linear conductance) are plotted in Figure 3.2.

The nonlinear capacitance behaves as a junction diffusion capacitance, in which
the storage charge is proportional to the conductive current iNL [vO (t )],

qNL [vO (t )] = tF iNL [vO (t )] (3.12)

and thus,

Figure 3.1 Schematic diagram of the circuit used in nonlinear analysis.
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Figure 3.2 (a) Nonlinear current and (b) its first-order derivative used in our example circuit.

C [vO (t )] ≡
dqNL [vO (t )]

dvO (t )
= tF

diNL [vO (t )]
dvO (t )

= tF I0a sech2[avO (t )]

(3.13)

The nodal analysis of the circuit of Figure 3.1 leads to the following nonlinear
ordinary differential equation (ODE):

GvO (t ) +
dqNL [vO (t )]

dt
+ iNL [vO (t )] = iS (t ) (3.14)

typical of a forced dynamic system of input iS (t ) and output vO (t ). Rewriting
(3.14) gives
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GvO (t ) +
d[tF I0 tanh (avO )]

dvO

dvO (t )
dt

+ I0 tanh [avO (t )] = iS (t ) (3.15)

which is also a convenient circuit model alternative to be used through this chapter.

3.2 Frequency-Domain Techniques for Small-Signal Distortion
Analysis

3.2.1 Volterra Series Model of Weakly Nonlinear Systems

In the following sections we will discuss two powerful analysis techniques that are
of paramount importance to intermodulation problems: power series analysis and
Volterra series analysis. Their merit comes from the fact that they can be conceived
as a direct extension of the widely known linear techniques. They have a precise
mathematical foundation, provide closed-form solutions for nonlinear system
responses, and can be directly used in frequency-domain. These properties are
consequences of the restriction imposed on the system’s nonlinearities: they must
be approximated by a power series (a polynomial) if they are memoryless, or by
a generalization of this (a Volterra series) if they are dynamic.

3.2.1.1 Memoryless Systems’ Representation

Like any other model, or scientific theory, power series is a representation of nature,
in the sense that it cannot be said to be true or false, but only that it may be simply
useful or not. A power series is a useful model for, at least, two different orders
of reasons.

In the first place, a power series is a simple mathematical representation that
has the benefit of allowing the direct response computation of a nonlinear device,
circuit or system, in the frequency-domain. That is, contrary to all other natural
‘‘time-domain’’ models, we need not convert our frequency-domain excitations
to their time-domain representation (usually by an appropriate inverse Fourier
transform), calculate the model response, and then go back to the frequency-
domain. With a power series, we simply have to make multiple convolutions of
signals’ spectra. In fact, since a power series is nothing more than the addition of
several time-domain product terms, one can directly compute them by the spectral
addition of the correspondent frequency-domain convolutions.

For the system defined by yO (t ) ≡ S [xI (t )], if in a limited range of xI (t )
amplitude, yO (t ) can be approximated by

yO (t ) ≈ a1xI (t ) + a2xI (t )2 + a3xI (t )3 + . . . (3.16)

then, in the frequency-domain,
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YO (v ) ≈ a1 Xi (v ) + a2 Xi (v ) * Xi (v ) + a3 Xi (v ) * Xi (v ) * Xi (v ) + . . .
(3.17)

Because most analog, RF and microwave circuit designers generally deal with
signals represented in the frequency-domain as a sum of a small number of discrete
tones—and repeated convolutions of those signals are very easily calculated—this
property of a power series model becomes a very attractive advantage.

In the second place, there is a rigorous mathematical foundation that provides
certain power series models with two other important advantages. If we restrict
our power series to be a Taylor series expansion around a predetermined quiescent
point (usually the dc bias point), we immediately gain a systematic parameter
extraction procedure and model consistency.

The former refers to the fact that each of the model coefficients can be easily
extracted from the n th-order device’s derivatives:

a1 ≡
dS (xI )

dxI |
xI =XI

; a2 ≡
1
2

d2S (xI )

dx2
I

|
xI =XI

; . . . ; an ≡
1
n !

dnS (xI )

dxn
I

|
xI =XI

(3.18)

where XI is the referred quiescent point.
The other Taylor series intrinsic property we mentioned is consistency. This

means that, even though our power series model was derived to predict moderate
signal level nonlinear effects, it inherently represents the device’s small-signal behav-
ior. In electronic device terms, this corresponds to saying the model is able to
accurately predict the circuits’ weakly nonlinear behavior, while it nicely converges
to the small-signal [Y], [Z], [S], etc., parameters, if input excitation level is decreased.
This is a consequence of the fact that the Taylor series representation of S [.] around
the bias point (XI , YO ), with an input signal xi (t ) ≡ xI (t ) − XI (defined as the
dynamic deviation of the control variable xI (t ) from its quiescent value XI ), is

yo (t ) ≡ yO (t ) − YO =
dS (xI )

dxI |
xI =XI

[xI (t ) − XI ] + . . . (3.19)

+
1
n !

dnS [xI ]

dxn
I

|
xI =XI

[xI (t ) − XI ]n + . . .

or, in our power series model form,

yo (t ) = a1xi (t ) + a2xi (t )2 + a3xi (t )3 + . . . + an xi (t )n + . . . (3.20)

Thus, if xi (t ) is very small [xI (t ) tends to XI ], the higher n th-order terms
rapidly become negligible compared to a1xi (t ), and the model automatically
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behaves as a linear one. In this sense, the Taylor series is what one could ever think
as the simplest nonlinear extension of a linear memoryless, or algebraic, model.

By the way, this explanation also gives an insight onto the Taylor series model
validity. It gets useless (or, in other words, hopelessly inaccurate) whenever the
device excitation is so hard that other higher order terms we have not initially
considered become important.

This rather small validity domain, which restricts power series analysis to small-
signal nonlinear distortion studies (or weak nonlinearities), is one of its two major
disadvantages. The other is the absence of memory.

Although it is not possible to represent a general dynamic system by a power
series model, this kind of representation can still be used in cases where the system
can be described by several noninteracting subsystems, and where the nonlinearities
are memoryless. An illustrative example is depicted in Figure 3.3.

Indeed, if the input and output subsystems are both linear, defined by yi (t )
= Si [xi (t )], yo (t ) = So [xo (t )], and characterized by frequency-domain transfer
functions Hi (v ), Ho (v ), while the inner one is a memoryless nonlinear system
represented by a power series like (3.20), the output to any frequency-domain
excitation can be easily computed using the simple relations of (3.17). For example,
if xi (t ) is given by a sum of Q complex exponentials,

xi (t ) = ∑
Q

q =1
Xiq e jvq t (3.21)

the linear output can be calculated by

yo1(t ) = ∑
Q

q =1
Ho (vq )a1Hi (vq )Xiq e jvq t (3.22)

the second-order components’ response by

yo2(t ) = ∑
Q

q1 =1
∑
Q

q2 =1
Ho (vq1

+ vq2
)a2Hi (vq1

)Hi (vq2
) Xiq1

Xiq2
e j Xvq1

+ vq2
C t

(3.23)

Figure 3.3 Power series model system’s representation.
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the third-order ones by

yo3(t ) = ∑
Q

q1 =1
∑
Q

q2 =1
∑
Q

q3 =1
Ho (vq1

+ vq2
+ vq3

) (3.24)

? a3Hi (vq1
)Hi (vq2

)Hi (vq3
) Xiq1

Xiq2
Xiq3

e j Xvq1
+ vq2

+ vq3
C t

and so on.
Unfortunately, if the blocks interact with each other, or the system cannot be

described by the simple cascade connection of Figure 3.3, as is the situation
presented in Figure 3.4, then the straightforward calculation just performed is no
longer possible, and the analysis demands for the true nonlinear dynamic representa-
tion of Volterra series.

3.2.1.2 Dynamic Systems’ Representation

The main difference between power series and Volterra series models is the ability
of the latter to represent true nonlinear dynamic systems. A Volterra series is, in fact,
nothing more than a Taylor series with memory. Hence, it can also be interpreted as
the extension of linear, or first-order, dynamic systems. And so, to introduce its
foundations, we will begin by recalling the derivation of the convolutive response
of a time-invariant linear dynamic system. The explanation follows the one pre-
sented by [4].

Let us begin by considering again our general single-input single-output system
S [.] whose signal response yo (t ) to an input signal xi (t ) can be expressed as yo (t )
≡ S [xi (t )]. As is seen in Figure 3.5, xi (t ) may be approximated by an appropriate

Figure 3.4 Example of a nonlinear dynamic system for which the power series model is no longer
valid.
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Figure 3.5 Ladder function approximation of the system’s excitation.

ladder function in the domain −T < t < T composed by a sum of 2Q + 1 rectangular
pulses, p (t ), of Dt duration and 1/Dt amplitude:

xi (t ) ≈ ∑
Q

q =−Q
xi (qDt )p (t − qDt ) Dt (3.25)

Assuming S (t , qDt ) is the response of S [.] to the rectangular pulse located at
qDt ,

S (t , qDt ) ≡ S [p (t − qDt )] (3.26)

yo (t ) may be also approximated by

yo (t ) ≈ S3 ∑
Q

q =−Q
xi (qDt )p (t − qDt ) Dt4 (3.27)

If S [.] were a linear dynamic system, superposition would apply, and thus,

yo (t ) ≈ ∑
Q

q =−Q
S [xi (qDt )p (t − qDt ) Dt ] = ∑

Q

q =−Q
xi (qDt )S (t , qDt ) Dt

(3.28)

In a time-invariant system S (t , qDt ) = S (t − qDt ), and yo (t ) can be approxi-
mated by
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yo (t ) ≈ ∑
Q

q =−Q
xi (qDt )S (t − qDt ) Dt (3.29)

as is depicted in Figure 3.6.
The approximations assumed for both xi (t ), (3.25), and yo (t ), (3.29), improve

their accuracy when the pulses’ duration, Dt , is reduced. In the limit where Dt
tends to zero, (3.25) tends to an infinite sum of Dirac delta functions, d (t − t ),
and xi (t ) can be represented in its whole domain ]−∞, +∞[ by

xi (t ) = E
∞

−∞

xi (t )d (t − t ) dt (3.30)

If h (t − t ) is now defined as the response of S [.] to the Dirac impulse located
at t , (3.29) turns into the convolution integral

yo (t ) = E
∞

−∞

xi (t )h (t − t ) dt = E
∞

−∞

h (t )xi (t − t ) dt (3.31)

Equation (3.31) is the usual time-domain response representation of a general
linear dynamic time-invariant system.

Any direct attempt of extending that theory to nonlinear systems would fail,
because superposition assumed in (3.28) no longer applies.

A convenient way of circumventing that difficulty consists of expanding a
wide class of nonlinearities into Taylor series around some quiescent point (null

Figure 3.6 Linear system’s output approximation as the response of the ladder function.
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excitation). In that way, the response of S [.] to the generic rectangular pulse centered
at q1Dt may be expressed as

S [xi (q1Dt )p (t − q1Dt ) Dt ] = S0 + S1(t − q1Dt )xi1Dt

+ S2(t − q1Dt )x2
i1Dt2 (3.32)

+ S3(t − q1Dt )x3
i1Dt3 + . . .

The response to a sum of two rectangular pulses xi (q1Dt )p (t − q1Dt )Dt +
xi (q2Dt )p (t − q2Dt )Dt , would then be

S [xi (q1Dt )p (t − q1Dt )Dt + xi (q2Dt )p (t − q2Dt )Dt ]

= S0 + S1(t − q1Dt )xi1Dt + S1(t − q2Dt )xi2Dt

+ S2(t − q1Dt , t − q1Dt )x2
i1Dt2

+ 2S2(t − q1Dt , t − q2Dt )xi1xi2Dt2 (3.33)

+ S2(t − q2Dt , t − q2Dt )x2
i2Dt2

+ S3(t − q1Dt , t − q1Dt , t − q1Dt )x3
i1Dt3 + . . .

+ S3(t − q2Dt , t − q2Dt , t − q2Dt )x3
i2Dt3 + . . .

In general, when the input is a sum of 2Q + 1 pulses, yo (t ) may be given by

yo (t ) = ∑
Q

q1 =−Q
S1(t − q1Dt )xi1Dt

+ ∑
Q

q1 =−Q
∑
Q

q2 =−Q
S2(t − q1Dt , t − q2Dt )xi1xi2Dt2 (3.34)

+ ∑
Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
S3(t − q1Dt , t − q2Dt , t − q3Dt )xi1xi2xi3Dt3 + . . .

Again, in the limit where Dt tends to zero, and the rectangular pulses tend to
Dirac impulses, we have
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yo (t ) = E
∞

−∞

h1(t − t1)xi (t1) dt1

+ E
∞

−∞

E
∞

−∞

h2(t − t1 , t − t2)xi (t1)xi (t2) dt1 dt2 (3.35)

+ E
∞

−∞

E
∞

−∞

E
∞

−∞

h3(t − t1 , t − t2 , t − t3)xi (t1)xi (t2)xi (t3) dt1 dt2 dt3 + . . .

which, rewritten in the compact form,

yo (t ) = ∑
∞

n =1
yon (t ) (3.36a)

with

yon (t ) ≡ E
∞

−∞

. . . E
∞

−∞

hn (t1 , . . . , tn )xi (t − t1) . . . xi (t − tn ) dt1 . . . dtn

(3.36b)

results in the wanted Volterra series expansion of the nonlinear dynamic system’s
response, yo (t ), to a general input xi (t ).

As an extension to the linear case, hn (t1 , . . . ,tn ) is called the nth-order
impulse response, or nth-order Volterra kernel.

The above deduction was made assuming the system, its input, and output
were represented in their natural domain: time-domain. However, we usually have
xi (t ) described in the frequency-domain by some spectral representation Xi (v )
and would like to directly compute yo (t ) in the same domain [i.e., Yo (v )]. To see
how we can do that using the Volterra series model, we will assume that the input
can be expressed as a finite sum of sinusoidal functions, or elementary complex
exponentials:

xi (t ) =
1
2 ∑

Q

q =−Q
Xiq e jvq t (3.37)

in which no dc component is expected (i.e., q ≠ 0). (The dc term is really already
embedded in the Taylor series expansion of the nonlinearity, as its quiescent point.)
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Substituting that input into the generic n th order S [.] response, (3.36), we can
obtain, after some algebraic manipulation,

yon (t ) =
1

2n ∑
Q

q1 =−Q
. . . ∑

Q

qn =−Q
Xiq1

. . . Xiqn
e j Xvq1

+ . . . + vqn
C t (3.38)

? E
∞

−∞

. . . E
∞

−∞

hn (t1 , . . . , tn )e −j Xvq1
t1 + . . . + vqn

tn C dt1 . . . dtn

The integral part of (3.38) is a generalization of the conventional Fourier
transform, known as the multidimensional Fourier transform:

Hn (vq1
, . . . , vqn

) ≡ E
∞

−∞

. . . E
∞

−∞

hn (t1 , . . . , tn )e −j Xvq1
t1 + . . . + vqn

tn C dt1 . . . dtn

(3.39)

and the Hn (vq1
, . . . , vqn

) is called the nth-order nonlinear transfer function
(NLTF). In that way, the system’s response yo (t ) can be finally given by

yo (t ) = ∑
∞

n =1

1

2n ∑
Q

q1 =−Q
. . . ∑

Q

qn =−Q
Xiq1

. . . Xiqn
Hn (vq1

, . . . , vqn
)e j Xvq1

+ . . . + vqn
C t

(3.40)

from which it is possible to derive the various Yo (v ) components. Therefore, (3.40)
constitutes the basis for the frequency-domain analysis of the steady-state response
of all mildly nonlinear systems.

Using this Volterra series formalism in real analog and RF circuits resumes to
determining each of the nonlinear transfer functions. For that, the harmonic input
method and the nonlinear currents method were proposed, which are the object
of subsequent sections.

3.2.2 Volterra Series Analysis of Time-Invariant Circuits

The two methods of nonlinear circuit analysis under the theoretical framework of
Volterra series are the harmonic input method (also known as the probing method)
and the nonlinear currents method. The former provides a direct way of determining
the system’s nonlinear transfer functions, while the latter is intended for evaluating
the system’s response to a certain excitation. So, as we shall see later, the nonlinear
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currents method can also be used for NLTF identification, if appropriate forcing
functions are used.

For a general presentation of both methods, let us go back to the circuit
of Section 3.1.2 whose ODE was given by (3.15) and is here reproduced for
convenience:

GvO (t ) +
d[tF I0 tanh (avO )]

dvO

dvO (t )
dt

+ I0 tanh [avO (t )] = iS (t ) (3.41)

Since we want to analyze this system by Volterra series techniques, we first
express the complete excitation iS (t ) as a signal component is (t ) superimposed on
a constant bias IS :

iS (t ) = IS + is (t ) (3.42)

which produces an output of the same form:

vO (t ) = VO + vo (t ) (3.43)

Therefore, qNL (t ) and iNL (t ) will also be given by

qNL (t ) = QNL + qnl (t ) (3.44)

and

iNL (t ) = INL + inl (t ) (3.45)

which define the correspondent quiescent points of (QNL , VO ) and (INL , VO )
for the nonlinear charge and current, respectively.

The constitutive relations are now approximated by Taylor series expansions
around those bias points, leading to

qNL (vO ) = QNL + c1[vO (t ) − VO ] + c2[vO (t ) − VO ]2 (3.46)

+ c3[vO (t ) − VO ]3 + . . .

where

QNL ≡ qNL (VO ) = tF I0 tanh (aVO ) (3.47)

c1 ≡
dqNL (vO )

dvO |
vO = VO

= tF I0a sech2 (aVO ) (3.48)
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c2 ≡
1
2!

d2qNL (vO )

dv2
O

|
vO = VO

= −tF I0a2 tanh (aVO ) sech2 (aVO ) (3.49)

c3 ≡
1
3!

d3qNL (vO )

dv3
O

|
vO = VO

=
1
3

tF I0a3 2 sinh2 (aVO ) − 1

cosh4 (aVO )
(3.50)

and

iNL (vO ) = INL + g1[vO (t ) − VO ] + g2[vO (t ) − VO ]2 (3.51)

+ g3[vO (t ) − VO ]3 + . . .

where

INL ≡ iNL (VO ) = I0 tanh (aVO ) (3.52)

g1 ≡
diNL (vO )

dvO |
vO = VO

= I0a sech2 (aVO ) (3.53)

g2 ≡
1
2!

d2 iNL (vO )

dv2
O

|
vO = VO

= −I0a2 tanh (aVO ) sech2 (aVO ) (3.54)

g3 ≡
1
3!

d3 iNL (vO )

dv3
O

|
vO = VO

=
1
3

I0a3 2 sinh2 (aVO ) − 1

cosh4 (aVO )
(3.55)

Substituting (3.46) and (3.51) into the system’s nonlinear differential equation
(3.41), and retaining only the dynamic signal components up to third order, we
get

[c1 + 2c2vo (t ) + 3c3vo (t )2]
dvo (t )

dt
+ (G + g1)vo (t ) + g2vo (t )2 + g3vo (t )3 = is (t )

(3.56)

Note that even though the terms of c2 and c3 only involve vo (t ) and its square,
respectively, they really produce components of second and third order because
the dynamic charge is multiplied by dvo (t )/dt .

3.2.2.1 Nonlinear Currents Method

The process of deriving the solution, vo (t ), of (3.56) for a certain input excitation
is (t ) comes from the following property of Volterra series [4]. If
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vo (t ) = ∑
∞

n =1
von (t ) (3.57a)

von (t ) = E
∞

−∞

. . . E
∞

−∞

hn (t1 , . . . , tn ) is (t − t1) . . . is (t − tn ) dt1 . . . . dtn

(3.57b)

is the solution of (3.56) for is (t ), then

vo (t )′ = ∑
∞

n =1
C nvon (t ) (3.58)

will be the solution of (3.56) for the new forcing function is (t )′ = Cis (t ), for every
constant C. This means that vo (t )′ and is (t )′ must verify (3.56), and thus,

3c1 + 2c2 ∑
∞

n =1
C nvon (t ) + 3c3 ∑

∞

n1 =1
∑
∞

n2 =1
C n1 +n2von1 (t )von2 (t )43∑

∞

n =1
C n dvon (t )

dt 4
+ (G + g1) ∑

∞

n =1
C nvon (t ) + g2 ∑

∞

n1 =1
∑
∞

n2 =1
C n1 +n2von1 (t )von2 (t )

+ g3 ∑
∞

n1 =1
∑
∞

n2 =1
∑
∞

n3 =1
C n1 +n2 +n3von1 (t )von2 (t )von3 (t ) = Cis (t ) (3.59)

To determine vo (t ), one must calculate each of the n th-order partial solutions,
von (t ). These can be easily obtained from (3.59), recognizing that (3.59) can only
be verified for a general C if and only if any of its nonlinear differential equations,
obtained from equating equal powers of C, are verified. For example, for the first
degree, C, we will have

c1C
dvo1(t )

dt
+ (G + g1)Cvo1(t ) = Cis (t ) (3.60a)

or

c1
dvo1(t )

dt
+ (G + g1)vo1(t ) = is (t ) (3.60b)

This is a linear ODE of constant coefficients that can be represented in compact
form by
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+ [vo1(t )] = is (t ) (3.61)

where + [.] stands for the linear time-invariant dynamic operator of (3.60).
Therefore, the first-order output component, vo1(t ), can be derived from (3.60)

using any of the usual methods of linear time-invariant systems. Clearly, the best
one is to solve (3.60) in the frequency-domain, using Fourier or Laplace transforms.
Let us represent this solution using the inverse of the linear operator + [.]:

vo1(t ) = +−1[is (t )] (3.62)

The second-order component, vo2(t ), is derived in a similar way, equating all
terms of second degree of C, C 2. Note that the excitation generates no contribution
to C n if n ≠ 1.

c1C 2 dvo2(t )
dt

+ 2c2C 2vo1(t )
dvo1(t )

dt
+ (G + g1)C 2vo2(t ) + g2C 2vo1(t )2 = 0

(3.63a)

or

c1
dvo2(t )

dt
+ 2c2vo1(t )

dvo1(t )
dt

+ (G + g1)vo2(t ) + g2vo1(t )2 = 0

(3.63b)

At this time it should be noted that (3.63) is an equation in the single unknown
vo2(t ), as vo1(t ) was already determined from (3.62). Therefore, the terms involving
only vo1(t ) can be treated as new forcing functions, which may be passed to the
right side of (3.63), leading to

c1
dvo2(t )

dt
+ (G + g1)vo2(t ) = −ic2(t ) − inl 2(t ) (3.64a)

where

ic2(t ) ≡
d
dt

[c2vo1(t )2] (3.64b)

and

inl 2(t ) ≡ g2vo1(t )2 (3.64c)
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are the second-order nonlinear currents of the nonlinear capacitance and conduc-
tance, respectively.

Comparing (3.64) and (3.60) we can conclude that (3.64) is the same linear
ODE of (3.60) except that now the forcing function is no longer is (t ) but −ic2(t )
− inl 2(t ). So, vo2(t ) can be again calculated by

vo2(t ) = +−1[−ic2(t ) − inl 2(t )] (3.65)

The third-order output component, vo3(t ), can be obtained in just the same
manner, retaining only terms of C 3 in (3.59).

c1C 3 dvo3(t )
dt

+ 2c2C 3Fvo1(t )
dvo2(t )

dt
+ vo2(t )

dvo1(t )
dt G

+ 3c3C 3Fvo1(t )2 dvo1(t )
dt G (3.66)

+ (G + g1)C 3vo3(t ) + 2g2C 3vo1(t )vo2(t ) + g3C 3vo1(t )3 = 0

Now, the forcing function is composed by the terms involving the already-
known vo1(t ) and vo2(t ), while the unknown is vo3(t ), and thus (3.66) can again
be rewritten as

c1
dvo3(t )

dt
+ (G + g1)vo3(t ) = −ic3(t ) − inl 3(t ) (3.67a)

where now the third-order nonlinear currents of the capacitance and conductance
are

ic3(t ) ≡
d
dt

[2c2vo1(t )vo2(t )] +
d
dt

[c3vo1(t )3] (3.67b)

and

inl 3(t ) ≡ 2g2vo1(t )vo2(t ) + g3vo1(t )3 (3.67c)

vo3(t ) can, once again, be obtained from

vo3(t ) = +−1[−ic3(t ) − inl 3(t )] (3.68)

If the system’s nonlinearities were expanded in Taylor series up to order n,
this procedure could be generalized to that order, giving
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von (t ) = +−1{−icn [vo1(t ), . . . , von −1 (t )] − inln [vo1(t ), . . . , von −1 (t )]}
(3.69)

Equation (3.69) summarizes two important conclusions that have to be drawn
from the above derivations.

The first one can be stated in the following manner:

Determining the Volterra series solution of a nonlinear ODE up to order n, can be
done by solving n times the linearized ODE with the appropriate forcing functions.

The second conclusion refers to these forcing functions, and can be stated as:

The first-order forcing function [or the one which is applied to the first linearized
ODE needed to determine vo1(t )] is the system’s excitation, while the one of
general order n > 1 is composed by the n th-order nonlinear controlled variables
corresponding to all system’s nonlinearities. These n th-order controlled variables
can be calculated by substituting the controlling variable components of order 1
to n − 1 in the Taylor series terms of degree 2 to n.

The former of these conclusions is really the reason for one of the Volterra series’
greatest advantages: it provides an analytical (although approximate) solution to
a mildly nonlinear ordinary differential equation which otherwise could only be
solved by numerical techniques. Volterra series enables, therefore, drawing qualita-
tive conclusions about the system, and this is of paramount importance to system
design.

Unfortunately, the latter statement goes right in the opposite direction. It implies
that, although the response of any system (which is stable, continuous, and infinitely
differentiable) can be obtained with any desired small amount of error, by simply
increasing the maximum order of the series’ expansion, in practice Volterra series
suffers from convergence problems [4], and becomes hopelessly useless for systems
requiring orders higher than about five. In fact, since the n th-order forcing functions
are dependent on the combinations of all the first to (n − 1)th order solutions, they
become extremely laborious to find, as the number of possible different combina-
tions rapidly increases with n.

Finally, note that, even though this analysis technique was named nonlinear
currents method—because the nonlinearities were considered as voltage dependent
current sources—it is general in nature, since it can be applied to any ODE.

Nonlinear Currents Method Applied to Circuit Analysis
In this section we will show how the above procedure can be reflected at the circuit
analysis level. Since the method reduces to repeatedly determining the solution of
a linear ODE of constant coefficients, it is better to do it in the frequency-domain.
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Therefore, it is assumed that iS (t ) and vO (t ) are given as sums of phasors Isq ,
Vok , plus their respective quiescent values IS , VO :

iS (t ) ≡ IS + is (t ) = IS + ∑
Q

q =−Q
q ≠0

Isq e jvq t (3.70)

and

vO (t ) ≡ VO + vo (t ) = VO + ∑
K

k =−K
k ≠0

Vok e jvk t (3.71)

As the various linear ODE to be solved are derived from the linearization of
the circuit in the quiescent point, the analysis process begins by calculating these
quiescent voltage and current values. Contrary to what was done to the dynamic
signal components, considered small perturbations of the dc magnitudes, and thus
enabling the Taylor series expansions of the nonlinearities, the quiescent values
are, themselves, large-signal components. Therefore, the dc analysis has to be
performed using the full nonlinearity expressions, and for which there is, in general,
no analytical solution. The way normally used to obtain these quiescent values is
the Newton-Raphson iteration scheme. In our example, the algebraic equation to
be analyzed is, from (3.41),

GVO + I0 tanh (aVO ) = IS (3.72)

Assuming an initial estimate for the solution, 0VO , and expanding the nonline-
arity into a Taylor series of first-order around this 0VO , we obtain

G 0VO + I0 tanh (a 0VO ) +
dI0 tanh (aVO )

dVO |
VO = 0VO

(1VO − 0VO ) − IS = 0

(3.73)

from which we get a refined estimate as

1VO = 0VO + FdI0 tanh (aVO )
dVO |

VO = 0VO
G−1

[IS − G 0VO + I0 tanh (a 0VO )]

(3.74a)

or
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1VO = 0VO +
1

aI0
cosh2 (a 0VO ) [IS − G 0VO − I0 tanh (a 0VO )]

(3.74b)

Since the hyperbolic tangent was substituted by a rough first-order approxima-
tion, it is expected that 1VO does not exactly verify (3.72). In fact,

G 1VO + I0 tanh (a 1VO ) − IS = e where e ≠ 0 (3.75)

If |e | is less than an acceptable amount of error d , then 1VO can be taken as
a good approximation to the solution. If not, 1VO should be considered a new
estimate, and the process repeated until

|G fVO + I0 tanh (a fVO ) − IS | ≤ d (3.76)

This fVO ≈ VO is the sought quiescent solution of (3.41) for the dc excitation
IS , and [QNL = qNL ( fVO ), INL = iNL ( fVO )] its correspondent nonlinear charge
and current quiescent values.

The second step in the nonlinear currents method consists of redrawing the
original circuit in such a way that the linear and nonlinear components of the
nonlinearity are separated. Since these circuit elements are modeled as the series
of (3.46) and (3.51), their dynamic current components can be given by

ic (t ) ≡
dqnl (t )

dt
= ic1(t ) + ic2(t ) + ic3(t ) + . . . (3.77)

and

inl (t ) ≡ inl 1(t ) + inl 2(t ) + inl 3(t ) + . . . (3.78)

Since the linear, or first-order, current components pertain to the linear dynamic
operator + [.], they must be incorporated in the linear subcircuit as linear voltage-
controlled current sources. The nonlinear components, instead, behave as forcing
functions, and thus must be represented as independent current sources. They
should not be present all at the same time, but connected, one by one, each time
its corresponding order term of the output voltage is being determined. The circuit
of Figure 3.1 should then be redrawn as the one of Figure 3.7.

First-Order Output Components Determination. For the calculation of vo1(t ),
the circuit includes only the linear current components ic1(t ) and inl 1(t ), and is (t )
as its driving source. A frequency-domain version of this circuit is shown in
Figure 3.8. Herein, it will be called the first-order circuit of Figure 3.7.
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Figure 3.7 Circuit schematic redrawn for nonlinear currents method application.

Figure 3.8 First-order circuit schematic diagram.

From Figure 3.8, Vo1(v ) can be given by

Vo1(v ) =
Is (v )

G + g1 + jvc1
(3.79)

or

vo1(t ) = ∑
Q

q =−Q
Vo1q

e jvq t (3.80)

Because the nonlinear current components, Ic2(v ) and Inl 2(v ) or Ic3(v ) and
Inl 3(v ), depend on the correspondent nonlinearities’ control variable, it is conve-
nient to derive the transfer functions that relate these control voltages to the driving
source Is (v ). In our circuit example, the two nonlinearities share the same control
variable, which also coincides with the output voltage. Therefore, in this case,
(3.79) is sufficient for providing all these relations.

Second-Order Output Components Determination. The second-order output
components determination begins by calculating the second-order nonlinear
currents:

ic2(t ) = 2c2vo1(t )
dvo1(t )

dt
(3.81)

= 2c2 ∑
Q

q1 =−Q
∑
Q

q2 =−Q
jvq2

Vo1q1
Vo1q2

e j Xvq1
+ vq2

C t = ∑
R

r =−R
Ic2r

e jvr t
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inl 2(t ) = g2vo1 (t )2 (3.82)

= g2 ∑
Q

q1 =−Q
∑
Q

q2 =−Q
Vo1q1

Vo1q2
e j Xvq1

+ vq2
C t = ∑

R

r =−R
Inl2r

e jvr t

According to what was stated above, the second-order circuit is drawn as in
Figure 3.9.

Analyzing the same linear circuit with Ic2(v ) and Inl 2(v ) as its driving sources,
we find

Vo2(v ) = −
Ic2 (v ) + Inl 2 (v )
G + g1 + jvc1

(3.83)

or

vo2(t ) = ∑
R

r =−R
Vo2r

e jvr t (3.84)

Again, (3.83) also provides the nonlinearities’ control voltage as function of
the nonlinear current sources.

Third-Order Output Components Determination. Now, the third-order nonlin-
ear currents are

ic3(t ) = 2c2Fvo1(t )
dvo2(t )

dt
+ vo2(t )

dvo1(t )
dt G + 3c3vo1(t )2 dvo1(t )

dt

= 2c23 ∑
Q

q =−Q
∑
R

r =−R
jvrVo1q

Vo2r
e j (vq + vr ) t

+ ∑
R

r =−R
∑
Q

q =−Q
jvqVo1q

Vo2r
e j (vq + vr ) t4 (3.85)

+ 3c3 ∑
Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
jvq3

Vo1q1
Vo1q2

Vo1q3
e j Xvq1

+ vq2
+ vq3

C t

= ∑
K

k =−K
Ic3k

e jvk t
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Figure 3.9 Second-order circuit schematic diagram.

inl 3(t ) = 2g2vo1(t )vo2(t ) + g3vo1(t )3

= 2g2 ∑
Q

q =−Q
∑
R

r =−R
Vo1q

Vo2r
e j (vq + vr ) t (3.86)

+ g3 ∑
Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
Vo1q1

Vo1q2
Vo1q3

e j Xvq1
+ vq2

+ vq3
C t

= ∑
K

k =−K
Inl 3k

e jvk t

Accordingly, the third-order circuit is drawn in Figure 3.10.
The linear analysis of this circuit gives Vo3(v ) as

Vo3(v ) = −
Ic3(v ) + Inl 3(v )
G + g1 + jvc1

(3.87)

or

vo3(t ) = ∑
K

k =−K
Vo3k

e jvk t (3.88)

which completes the analysis up to order three.

Figure 3.10 Third-order circuit schematic diagram.
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Nonlinear Currents Method Applied to Network Analysis
The generalization of the above analysis process to a large network is straight-
forward. To exemplify, let us consider the mildly nonlinear network depicted in
Figure 3.11.

This network is assumed to have a driving source is (t ), Is (v ), and an output
variable vo (t ), Vo (v ), beyond the J dc bias voltages supplies VDC1

, . . . , VDCJ
.

It also includes M mildly nonlinear voltage-dependent current sources, whose
controlled variables are i (1)

NL (t ), . . . , i (M )
NL (t ). These M nonlinearities are depen-

dent on L controlling voltages, v (1) (t ), . . . , v (L ) (t ), such that i (1)
NL (t ) =

f (1)
NL (t ) [v (1) (t ), . . . , v (L ) (t )], . . . , i (M )

NL (t ) = f (M )
NL (t ) [v (1) (t ), . . . , v (L ) (t )].

Normally, since most used electron devices are two or three terminal elements,
these i (m )

NL (t ) are dependent on a single or two controlling voltages.1 They can
represent conductive or capacitive nonlinearities, which can be dependent on local
voltages (e.g., nonlinear conductances or capacitances) or remote voltages (e.g.,
nonlinear transconductances or transcapacitances). In the case of capacitive nonline-
arities, i (m )

NL (t ) must be computed as the time derivative of a nonlinear voltage-
dependent charge. Although mildly nonlinear controlled-voltage sources, or nonlin-
ear inductors, could also be considered, they were not included since they are
generally not used for nonlinear electron device modeling.

Figure 3.11 Network example for nonlinear currents method application.

1. Nonlinearities dependent on three or more controlling voltages are rare, although they are sometimes
encountered. An example is the drain-source current of a MOSFET device which can be expressed as a
function of three independent voltages, referred to the substrate potential: source voltage, gate voltage,
and drain voltage.
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Again, the analysis procedure begins by a dc calculation to find the quiescent
point. It can be done by a simple nonlinear nodal analysis of the static subcircuit,
creating a system of nonlinear algebraic equations. This nonlinear system is then
numerically solved by a multidimensional Newton-Raphson iteration scheme, simi-
lar to the one above explained.

The various nonlinearities are then expanded in Taylor series that may be one-
dimensional or multidimensional, depending on the number of controlling variables.
For example, if i (m1 )

NL (t ) were only dependent on v (l1 ) (t ), and i (m2 )
NL (t ) were

dependent on v (l2 ) (t ) and v (l3 ) (t ), we would have

i (m1 )
NL [v (l1 ) ] = I (m1 )

NL + ∑
∞

n =1

1
n !

dn i (m1 )
NL

dv (l1 )n |v (l
1
) = V (l

1
)
Fv (l1 ) − V (l1 )Gn

= I (m1 )
NL + ∑

∞

n =1
g (m1 )

n Fv (l1 ) − V (l1 )Gn
(3.89)

and

i (m2 )
NL Fv (l2 ), v (l3 )G

= I (m2 )
NL

+ ∑
∞

n1 =0
∑
∞

n2 =0

1
n1!

1
n2!

∂ (n1 + n2 ) i (m2 )
NL

∂v (l2 )n
1 ∂v (l3 )n

2 |v (l
2
) = V (l

2
)

v (l
3
) = V (l

3
)

Fv (l2 ) − V (l2 )Gn1Fv (l3 ) − V (l3 )Gn2

= I (m2 )
NL

+ ∑
∞

n1 =0
∑
∞

n2 =0
g (m2 )

n1n2
Fv (l2 ) − V (l2 )Gn1Fv (l3 ) − V (l3 )Gn2 (3.90)

in which n1 and n2 can never be simultaneously zero.
As was seen, the terms of degree one in (3.89) and (3.90) are the ones responsible

for the first-order current components and must be incorporated in the linear
subnetwork. The terms of degree n > 1 produce current components of order equal
or greater then n and become the forcing functions of the corresponding order
subcircuit. So, the network of Figure 3.11 can now be redrawn as in Figure 3.12.

This new network is really a set of linear subcircuits, each one valid for a
certain order n, according to the driving sources: is (t ) for n = 1 or i (1)

nln (t ), . . . ,
i (M )
nln (t ), otherwise. Any of these n th-order linear subcircuits are networks of

(M + L + 2) ports, whose currents and voltages are identified by:
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Figure 3.12 Network schematic redrawn for nonlinear currents method application.

i1n (t ) = is (t ) (n = 1 or zero if n > 1) ; v1n (t )

i2n (t ) = 0 ; v2n (t ) = von (t )

i3n (t ) = −i (1)
nln (t ) (n > 1 or zero if n = 1) ; v3n (t )

A A A

i (m +2)n (t ) = −i (m )
nln (t ) (n > 1 or zero if n = 1) ; v (m +2)n (t )

A A A

i (M +2)n (t ) = −i (M )
nln (t ) (n > 1 or zero if n = 1) ; v (M +2)n (t )

i (M +3)n (t ) = 0 ; v (M +3)n (t ) = v (1)
n (t )

A A A

i (M + l +2)n (t ) = 0 ; v (M + l +2)n (t ) = v (l )
n (t )

A A A
i (M +L +2)n (t ) = 0 ; v (M +L +2)n (t ) = v (L )

n (t )

and may be analyzed in the frequency-domain by the following set of (M + L + 2)
equations:
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3
Y11 … Y1j … Y1(M +L +2)

A
A Yij A

A
Y (M +L +2)1 … Y (M +L +2)j … Y (M +L +2)(M +L +2)

43
V1n (v )

A
Vjn (v )

A
V (M +L +2)n (v )

4
= 3

I1n (v )

A
Ijn (v )

A
I (M +L +2)n (v )

4 (3.91)

As was explained for the single node circuit, several transimpedance gain factors
should be derived for calculating the output voltage component von (t ) and each
one of the controlling voltages v (1) (t ), . . . , v (L ) (t ), from the successive driving
current sources. These gains can be defined by

Von (v ) = Z21(v )I1n (v ) + ∑
M +2

j =3
Z2j (v )I jn (v ) (3.92)

and

V (1)
n (v ) = Z (M +3)1(v )I1n (v ) + ∑

M +2

j =3
Z (M +3)j (v )Ijn (v )

A A

V (l )
n (v ) = Z (M + l +2)1(v )I1n (v ) + ∑

M +2

j =3
Z (M + l +2)j (v )Ijn (v ) (3.93)

A A

V (L )
n (v ) = Z (M +L +2)1(v )I1n (v ) + ∑

M +2

j =3
Z (M +L +2)j (v )Ijn (v )

Since I2n (v ) = I (M +3)n (v ) = . . . = I (M +L +2)n (v ) = 0, these Zij (v ) are the
impedance parameters of the linear (M + L + 2)-port network which are related
to the previous admittance matrix by

[Zij ] = [Yij ]−1 (3.94)
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The calculation of the various terms of vo (t ) can now be performed in the
frequency-domain as follows.

The frequency-domain first-order output voltage component is directly given
by (3.92) as

Vo1(v ) = Z21(v )Is (v ) (3.95)

Now, for calculating the second-order component, we first proceed to the
determination of the controlling voltages’ first-order components. By (3.93):

V (l )
1 (v ) = Z (M + l +2)1(v )Is (v ) (l = 1, . . . , L ) (3.96)

These first-order control voltages produce second-order nonlinear currents
which have to be calculated by substituting (3.96) into the second-degree terms of
the Taylor series expansions of i (m )

NL (t ). For example, the substitution of (3.96) into
(3.89) would lead to

i
(m1 )
nl 2 (t ) = g (m1 )

2 ∑
Q

q1 =−Q
∑
Q

q2 =−Q
V

(l1 )
1q1

V
(l1 )
1q2

e j Xvq1
+ vq2

C t = ∑
R

r =−R
I

(m1 )
nl 2r

e jvr t

(3.97)

If (3.96) were to be substituted into a bidimensional Taylor series like the one
of (3.90), then the second-order nonlinear current would be

i
(m2 )
nl 2 (t ) = g

(m2 )
20 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
V

(l2 )
1q1

V
(l2 )
1q2

e j Xvq1
+ vq2

C t

+ g
(m2 )
11 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
V

(l2 )
1q1

V
(l3 )
1q2

e j Xvq1
+ vq2

C t (3.98)

+ g
(m2 )
02 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
V

(l3 )
1q1

V
(l3 )
1q2

e j Xvq1
+ vq2

) t

= ∑
R

r =−R
I

(m2 )
nl 2r

e jvr t

After calculating all second-order nonlinear current components, the second-
order output voltage, Vo2(v ), becomes [by (3.92)]:

Vo2(v ) = ∑
M +2

j =3
Z2j (v )Ij2(v ) (3.99)
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The process is now repeated to the third-order component Vo3(v ), by first
calculating second-order control voltages:

V (l )
2 (v ) = ∑

M +2

j =3
Z (M + l +2)j (v )Ij2(v ) (l = 1, . . . , L ) (3.100)

First and second-order control voltages are then substituted into second and
third-degree terms of the Taylor series expansions of every i (m )

NL [v (l1 ), . . . , v (L ) ],
to determine third-order nonlinear currents’ components. Following the example
of (3.89) and (3.90), we would get

i
(m1 )
nl 3 (t ) = 2g (m1 )

2 ∑
Q

q =−Q
∑
R

r =−R
V

(l1 )
1q

V
(l1 )
2r

e j (vq + vr ) t

+ g (m1 )
3 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
V

(l1 )
1q1

V
(l1 )
1q2

V
(l1 )
1q3

e j Xvq1
+ vq2

+ vq3
C t

= ∑
K

k =−K
I

(m1 )
nl 3k

e jvk t (3.101)

for the one-dimensional Taylor series of (3.89), and

i
(m2 )
nl 3 (t ) = 2g

(m2 )
20 ∑

Q

q =−Q
∑
R

r =−R
V

(l2 )
1q

V
(l2 )
2r

e j (vq + vr ) t

+ g
(m2 )
11 ∑

Q

q =−Q
∑
R

r =−R
V

(l2 )
1q

V
(l3 )
2r

e j (vq + vr ) t

+ g
(m2 )
11 ∑

Q

q =−Q
∑
R

r =−R
V

(l3 )
1q

V
(l2 )
2r

e j (vq + vr ) t

+ 2g (m2 )
02 ∑

Q

q =−Q
∑
R

r =−R
V

(l3 )
1q

V
(l3 )
2r

e j (vq + vr ) t

+ g
(m2 )
30 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
V

(l2 )
1q1

V
(l2 )
1q2

V
(l2 )
1q3

e j Xvq1
+ vq2

+ vq3
C t

+ g
(m2 )
21 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
V

(l2 )
1q1

V
(l2 )
1q2

V
(l3 )
1q3

e j Xvq1
+ vq2

+ vq3
C t

+ g
(m2 )
12 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
V

(l2 )
1q1

V
(l3 )
1q2

V
(l3 )
1q3

e j Xvq1
+ vq2

+ vq3
C t
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+ g
(m2 )
03 ∑

Q

q1 =−Q
∑
Q

q2 =−Q
∑
Q

q3 =−Q
V

(l3 )
1q1

V
(l3 )
1q2

V
(l3 )
1q3

e j Xvq1
+ vq2

+ vq3
C t

= ∑
K

k =−K
I

(m2 )
nl 3k

e jvk t

(3.102)

for the bidimensional Taylor series of (3.90).
Now, Vo3(v ) comes [from (3.92)] as

Vo3(v ) = ∑
M +2

j =3
Z2j (v )Ij3(v ) (3.103)

This process should then be repeated up to the desired order Von (v ).

3.2.2.2 Harmonic Input Method

This section is devoted to the calculation of the various NLTFs using the harmonic
input method (or probing method). The frequency-domain representation of the
Volterra kernels is preferred against their time-domain version, because it is more
appropriate for the analysis and design of RF and microwave circuits.

The technique is a generalization of the linear system’s harmonic input method,
which is based on the calculation of the system’s response to a harmonic input (a
cosine or complex exponential). Because the time-domain representation of a com-
plex exponential, e −jv t, is a Dirac delta function d (t − t ), we are, in fact, determining
the system’s impulse response, or the first-order Volterra kernel. To proceed with
the calculation directly in the frequency-domain, we use the following property.

If a linear time-invariant system of input xi (t ) and output yo (t ), characterized
by its impulse response h1(t )

yo (t ) = E
∞

−∞

h1(t )xi (t − t ) dt (3.104)

is excited by an elementary complex exponential

xi (t ) = e jv t (3.105)

then its output will be

yo (t ) = E
∞

−∞

h1(t )e jv t e −jvt dt = e jv t E
∞

−∞

h1(t )e −jvt dt = H1(v )e jv t

(3.106)
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That is, the output of a linear system, excited by an elementary complex
exponential, is given by the product of the input by its linear transfer function.
Therefore, this transfer function can be determined by dividing the calculated
system’s output, by the elementary complex exponential excitation.

For generalizing that conclusion to the second-order nonlinear transfer function
we should realize that a second-order system requires an input with two degrees
of freedom, either two independent time delays for the time-domain kernel
h2(t1 , t2), or two independent frequencies for its bidimensional Fourier transform
H2(v1 , v2). And so, the elementary input should be

xi (t ) = e jv 1 t + e jv 2 t (3.107)

Substituting (3.107) into the second-order response expression gives

yo2(t ) = E
∞

−∞

E
∞

−∞

h2(t1 , t2) Xe jv 1 (t −t 1 ) + e jv 2 (t −t 1 ) C Xe jv 1 (t −t 2 ) + e jv 2 (t −t 2 ) C dt1 dt2

(3.108)

Since h2(t1 , t2) and H2(v1 , v2) are symmetric in their arguments, (3.108)
can be simplified to

yo2(t ) = e j2v 1 t E
∞

−∞

E
∞

−∞

h2(t1 , t2)e −jv 1 (t 1 +t 2 ) dt1 dt2

+ 2e j (v 1 +t 2 )t E
∞

−∞

E
∞

−∞

h2(t1 , t2)e −j (v 1 t 1 +v 2 t 2 ) dt1 dt2 (3.109)

+ e j2v 2 t E
∞

−∞

E
∞

−∞

h2(t1 , t2)e −jv 2 (t 1 +t 2 ) dt1 dt2

= H2(v1 , v2)e j2v 1 t + 2H2(v1 , v2)e j (v 1 +v 2 )t + H2(v2 , v2)e j2v 2 t

which shows that the second-order nonlinear transfer function can be calculated
by dividing the output component at the sum frequency by 2e j (v 1 +t 2 )t.

The generalization of this process for determining the n th-order NLTF, Hn (v1 ,
. . . , vn ) would require an elementary excitation of the form
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xi (t ) = ∑
n

q =1
e jvq t (3.110)

which produces an n th-order output given by

yon (t ) = E
∞

−∞

. . . E
∞

−∞

hn (t1 , . . . , tn ) ∑
n

q1 =1
. . . (3.111)

∑
n

qn =1
e j Xvq1

+ . . . + vqn
C t e −j Xvq1

t1 + . . . + vqn
tn C dt1 . . . dtn

Again, yon (t ) includes components at all possible beat frequencies m1v1 + . . .
+ mn vn (mq ∈ {1, 2, . . . , n } and Sn

q =1mq = n ). Looking only into the component
at v1 + . . . + vn , we will have

n !e j (v 1 + . . .+vn )t E
∞

−∞

. . . E
∞

−∞

hn (t1 , . . . , tn )e −j (v 1 t 1 + . . .+vn t n ) dt1 . . . dtn

= n !Hn (v1 , . . . , vn )e j (v 1 + . . .+vn )t (3.112)

which shows that the n th-order NLTF, Hn (v1 , . . . , vn ), can be obtained from
the system’s response to an excitation of the form of (3.110), dividing the output
component at (v1 + . . . + vn ) by n !e j (v 1 + . . .+vn )t.

Harmonic Input Method Applied to Circuit Analysis
The main step of the harmonic input method consists of determining the circuit’s
response to a sum of elementary exponentials. The nonlinear currents method can
thus be used for this task, as it will be next illustrated for our example circuit.

For the application of the nonlinear currents method, the circuit of Figure 3.1
is redrawn as in Figure 3.7. We begin by determining the first-order NLTF, H1(v ),
for which the excitation is

is (t ) = e jv t (3.113)

The first-order output voltage Vo1(v ) was given by (3.79), and thus,

H1(v ) =
1

G + g1 + jvc1
(3.114)

For the second-order NLTF we assume
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is (t ) = e jv 1 t + e jv 2 t (3.115)

and look for the output voltage component at the sum frequency, Vo2(v1 + v2).
From (3.81) and (3.82) we see that the v1 + v2 components of the nonlinear
currents are

2c2[ jv1H1(v1)H1(v2) + jv2H1(v2)H1(v1)]e j (v 1 +v 2 )t

= j (v1 + v2)2c2H1(v1)H1(v2)e j (v 1 +v 2 )t (3.116)

and

g2[H1(v1)H1(v2) + H1(v2)H1(v1)]e j (v 1 +v 2 )t = 2g2H1(v1)H1(v2)e j (v 1 +v 2 )t

(3.117)

and from (3.83) H2(v1 , v2) is given by

H2(v1 , v2) = − [ j (v1 + v2)c2 + g2]H1(v1)H1(v2)H1(v1 + v2)
(3.118)

The third-order NLTF derivation requires an input of the form

is (t ) = e jv 1 t + e jv 2 t + e jv 3 t (3.119)

which leads to the following nonlinear current components at (v1 + v2 + v3) [see
(3.85) and (3.86)]:

j (v1 + v2 + v3){4c2[H1(v1)H2(v2 , v3) + H1(v2)H2(v1 , v3)

+ H1(v3)H2(v1 , v2)] + 6c3H1(v1)H1(v2)H1(v3)}e j (v 1 +v 2 +v 3 )t

= Ic3(v1 + v2 + v3)e j (v 1 +v 2 +v 3 )t (3.120)

and

{4g2[H1(v1)H2(v2 , v3) + H1(v2)H2(v1 , v3) + H1(v3)H2(v1 , v2)]

+ 6g3H1(v1)H1(v2)H1(v3)}e j (v 1 +v 2 +v 3 )t

= Inl 3(v1 + v2 + v3)e j (v 1 +v 2 +v 3 )t (3.121)

Finally, (3.87) allows the calculation of H3(v1 , v2 , v3) as
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H3(v1 , v2 , v3) = −
1
3!

H1(v1 + v2 + v3)[Ic3(v1 + v2 + v3)

+ Inl 3(v1 + v2 + v3)] (3.122)

To close this study, an important property of the NLTFs is worth noting.
Because of the recursivity already noted in the nonlinear currents method, the
NLTFs are also recursive in nature. That is, in general, the n th-order NLTF,
Hn (v1 , . . . , vn ), depends on all NLTFs of lower order, H1(v ), H2(v1 , v2), . . . ,
Hn −1(v1 , . . . , vn −1) and, thus, cannot be calculated before all lower order NLTFs
are previously determined.

3.2.3 Volterra Series Analysis of Time-Varying Circuits

In the same way as Volterra series analysis of mildly nonlinear time-invariant
circuits was an extension, to n th order, of the traditional linear (or first-order)
circuit analysis methods, Volterra series analysis of mildly nonlinear time-varying
circuits is an extension of linear time-varying ones. Its development is thus devoted
to intermodulation phenomena in many types of analog, RF and microwave circuits,
switched capacitor filters, sampler circuits, frequency converters, analog switches,
parametric amplifiers, and modulators. The method that follows is undertaken in
the frequency-domain and is an extension of the Conversion Matrix formalism
[2, 5]. So, for the reader who is not familiar with that framework, we will begin
by an introductory explanation of linear mixer analysis techniques.

Let us recall the illustrative nonlinear circuit of Figure 3.1. Since we want to
perform a small-signal analysis of this circuit, we assume we have already calculated
the quiescent point, so that the signal node voltages or branch currents behave as
small perturbations to that fixed point. In the mixer case, for example, this quiescent
point is composed by the voltages and currents forced by the large local oscillator,
or pumping signal, plus any possible dc value. In previous sections, we have seen
that the quiescent point could be calculated by a suitable nonlinear numerical
method like the Newton-Raphson iteration. Thus, a similar task has to be done
here, with the only difference that, now, the quiescent point is no longer a constant
dc, but a time-varying (usually periodic) generalized one. An appropriate method
for this task is the harmonic balance algorithm, explained in detail in Section 3.3.2.

If we have a time-dependent quiescent point, the Taylor series expansions of
the current and charge nonlinearities should be given by

qNL (t ) = QNL (t ) + c1(t ) [vO (t ) − VO (t )]

+ c2(t ) [vO (t ) − VO (t )]2

+ c3(t ) [vO (t ) − VO (t )]3 + . . . (3.123)
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where cn (t ) (n = 1, 2, 3, . . .) is the n th-order derivative, now evaluated in the
time-varying quiescent point VO (t ):

cn (t ) ≡
1
n !

d nqNL (vO )

dvn
O

| vO = VO (t )
(3.124)

and

iNL (t ) = INL (t ) + g1(t ) [vO (t ) − VO (t )] + g2(t ) [vO (t ) − VO (t )]2

+ g3(t ) [vO (t ) − VO (t )]3 + . . . (3.125)

where, accordingly,

gn (t ) ≡
1
n !

d n iNL (vO )

dvn
O

| vO = VO (t )
(3.126)

The mildly nonlinear differential equation that models the dynamic circuit then
becomes

d
dt

[c1(t )vo (t ) + c2(t )vo (t )2 + c3(t )vo (t )3] + [G + g1(t )]vo (t )

+ g2(t )vo (t )2 + g3(t )vo (t )3 = is (t ) (3.127)

and is supposed to admit a solution, vo (t ), described by the following time-varying
Volterra series:

vo (t ) = ∑
∞

n =1
von (t ) (3.128a)

von (t ) = E
∞

−∞

. . . E
∞

−∞

hn (t , t1 , . . . , tn ) is (t − t1) . . . is (t − tn ) dt1 . . . dtn

(3.128b)

For expressing (3.128) in frequency-domain, we again consider is (t ) as a sum
of Q sinusoids:
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is (t ) =
1
2 ∑

Q

q =−Q
(q ≠0)

Isq
e jvq t (3.129)

which leads to

von (t ) =
1

2n ∑
Q

q1 =−Q
. . . ∑

Q

qn =−Q
Isq1

. . . Isqn
Hn (t , vq1

, . . . , vqn
)e j (vq1

+ . . .+vqn
)t

(3.130)

For further describing Hn (t , v1 , . . . , vn ) entirely in the frequency-domain,
we assume that the large pumping is a sinusoid of frequency vp , or, more generally,
a periodic signal of fundamental frequency vp . In any case, every cn (t ) or gn (t )
will be periodic functions of the same fundamental frequency, which may then be
represented by the Fourier series:2

cn (t ) = ∑
K

k =−K
Cnk

e jkvp t (3.131)

and

gn (t ) = ∑
K

k =−K
Gnk

e jkvp t (3.132)

The product of any of these time-varying Taylor coefficients by a control
voltage composed of Q sinusoids generates a current whose components have all
possible frequency mixing products: vq ,k = kvp + vq . That current will be then
converted again into voltage in any circuit impedance. So, the pumping signal
translates the input spectrum at vq into a large number of frequency clusters located
around every pumping harmonic of vp plus dc. An example of such a spectrum,
where Q = 2, is depicted in Figure 3.13.

A spectrum arrangement like the one of Figure 3.13 can be either created by
mixing vp and its harmonics with ±v1 and ±v2 , or by mixing the same vp with
an input composed by the base-band, ±vb1

and ±vb2
. In this case, the mixing

components would be given by vb ,k ′ = k ′vp + vb (b = −2, −1, 1, 2), where the
new k ′ can be related to the previous k by k ′ = k + 1 or k ′ = k − 1, whether
vb > 0 or vb < 0, respectively. This alternative description of the frequency
components has a much more intuitive index k ′ distribution, as can be verified in
Figure 3.14, and is thus preferred against the original vk ,p .

2. Note that although (3.129) and (3.131) look like similar only in (3.131) we are dealing with a periodic
function. Therefore, (3.131) is, indeed, a Fourier series, whereas (3.129) is not.
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Figure 3.13 Output spectrum components of a mixer driven by a local oscillator and two RF tones.

Figure 3.14 Alternative mixer output frequency components’ indexing scheme.

Therefore, from now on we will adopt this new indexing scheme, in a way
that the mixing product referred to as vb ,k has a frequency component of vb ,k =
kvp + vb . This component corresponds to kvp + vb if vb are the excitation signals,
or to (k − 1)vp + vq in case the inputs are at vq = vp + vb , vq > vp , or (k + 1)vp
− vq if the inputs are located at vq = vp − vb , vq < vp . If k is a negative integer,
vb ,k represents a frequency whose value is symmetric to the one given.

The product of this voltage by another Taylor series coefficient like g1(t ) in
(3.132) produces a current i1(t ) with a set of newly generated components given
by: vb ,k1 +k2

= (k1 + k2)vp + vb . Since k1 and k2 are integers varying from k1,2
= −K , . . . , −1, 0, 1, . . . , K , k1 + k2 spans from −2K to +2K . Another product
sequence like this one would lead to frequencies ranging from −3K to +3K , and
so on. So, in practical terms, it is necessary to truncate this spectral regrowth to
a certain pumping harmonic Kvp , determined by desired results’ accuracy criteria.3

The circuit’s first-order voltage can then be represented by

vo1(t ) = ∑
K

k =−K
∑
B

b =−B
Vo1b,k

e j (kvp +vb )t (B = Q ) (3.133)

3. The problem of selecting the highest harmonic order Kvp is a very important issue in frequency-domain
CAD, generally referred as spectrum truncation. It will be addressed in more detail in Section 3.3.
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while the first-order current resulting from the product of g1(t ) by vo1(t ) is

inl 1(t ) ≡ g1(t )vo1(t ) = ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
G1k1

Vo1b,k2
e j [(k1 +k2 )vp +vb )]t

(3.134)

If the components of inl 1(t ) are to be truncated at Kvp (i.e., such that
|k1 + k2 | ≤ K ), then (3.134) represents the following matrix product:

3
Inl 1−B,−K

… Inl 1−1,−K
Inl 11,−K

… Inl 1B,−K

A A A A
Inl 1−B,0

… Inl 1−1,0
Inl 11,0

… Inl 1B,0

A A A A
Inl 1−B,K

… Inl 1−1,K
Inl 11,K

… Inl 1B,K

4
= 3

G10
… … G1−K

0 … 0

A A A
A A 0

G1K
… … G10

… … G1−K

0 A A
A A A
0 … 0 G1K

… … G10

4 (3.135a)

3
Vo1−B,−K

… Vo1−1,−K
Vo1−1,−K

… Vo1B,−K

A A A A
Vo1−B,0

… Vo1−1,0
Vo11,0

… Vo1B,0

A A A A
Vo1−B,K

… Vo1−1,K
Vo11,K

… Vo1B,K

4
or

Inl1 = G1Vo1 (3.135b)

G1 in (3.135) is the so-called conversion matrix of the first-order time-varying
conductance g1(t ).

Before moving forward with the explanation, it is useful to comment on the
form herein adopted for (3.135).
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We can recognize a clear regularity in the position of the terms of the conversion
matrix G1 . They are all located as if the matrix was filled by simply horizontally
shifting to the right the 4K + 1 vector F0 . . . 0 G1K

. . . G10 . . . G1−K 0 . . . 0G and
retaining only the middle 2K + 1 positions. A matrix in which the elements verify
the relation aij = t i − j , where the t i − j are the elements of a line vector, as is the
case of G1 , is called a Toeplitz matrix, and can be used to represent a linear
convolution by a matrix-vector product. Noting also that the vector [t i − j ] is nothing
more than the inverted vector of the Fourier coefficients of g1(t ), we can conclude
that (3.135) is, in fact, the matrix form of the frequency-domain convolution
corresponding to the time-domain product inl 1(t ) = g1(t )vo1(t ). In this sense, the
null positions located next to the Fourier coefficients FG1−K

. . . G10
. . . G1K

G
could be filled by nonzero values expanding the Fourier series from −2Kvp up to
+2Kvp . In that case, G1 would have the more common aspect of [5]

G1 = 3
G10

… G1−K
… G1−2K

A A A
G1K

… G10
… G1−K

A A A
G12K

… G1K
… G10

4 (3.136)

[Because of the potential increased accuracy of this formulation in comparison
to the one in (3.135), it will be adopted in the mixer studies carried on in Chapter 5.]

Continuing with the mixer analysis, if the intended current was now the one
generated in the nonlinear charge,

ic1(t ) =
d
dt

[c1(t )vo1(t )] (3.137)

then, in the frequency-domain it would be given by

ic1(t ) = ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
j [(k1 + k2)vp + vb ]C1k1

Vo1b,k2
e j [(k1 +k2 )vp +vb ]t

(3.138)

which can again be described in conversion matrix form as
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3
Ic1−B,−K

… Ic1−1,−K
Ic11,−K

… Ic1B,−K

A A A A
Ic1−B,0

… Ic1−1,0
Ic11,0

… Ic1B,0

A A A A
Ic1−B,K

… Ic1−1,K
Ic11,K

… Ic1B,K

4
= j3

−Kvp − vB … −Kvp − v1 −Kvp + v1 … −Kvp + vB
A A A A

−vB … −v1 v1 … vB
A A A A

Kvp − vB … Kvp − v1 Kvp + v1 … Kvp + vB
4

.x 3
C10

… … C1−K
0 … 0

A A A
A A 0

C1K
… … C10

… … C1−K

0 A A
A A A
0 … 0 C1K

… … C10

4
3

Vo1−B,−K
… Vo1−1,−K

Vo11,−K
… Vo1B,−K

A A A A
Vo1−B,0

… Vo1−1,0
Vo11,0

… Vo1B,0

A A A A
Vo1−B,K

… Vo1−1,K
Vo11,K

… Vo1B,K

4
(3.139a)

or

Ic1 = jV .x C1Vo1 (3.139b)

where the ‘‘.x’’ operator represents a matrix product on an element by element
basis:

Z = X .x Y: z ij = xij y ij

Finally, the first-order current passing through a time-invariant capacitance,
C ′, or conductance, G, (conventional linear circuit elements) would be equal to
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3
Ic ′−B,−K

… Ic ′−1,−K
Ic ′1,−K

… Ic ′B,−K

A A A A
Ic ′−B,0

… Ic ′−1,0
Ic ′1,0

… Ic ′B,0

A A A A
Ic ′−B,K

… Ic ′−1,K
Ic ′1,K

… Ic ′B,K

4
= jC ′3

−Kvp − vB … −Kvp − v1 −Kvp + v1 … −Kvp + vB
A A A A

−vB … −v1 v1 … vB
A A A A

Kvp − vB … Kvp − v1 Kvp + v1 … Kvp + vB
4

.x 3
Vo1−B,−K

… Vo1−1,−K
Vo11,−K

… Vo1B,−K

A A A A
Vo1−B,0

… Vo1−1,0
Vo11,0

… Vo1B,0

A A A A
Vo1−B,K

… Vo1−1,K
Vo11,K

… Vo1B,K

4
(3.140a)

or

Ic′ = jVC ′ .x Vo1 (3.140b)

and

3
IG−B,−K

… IG−1,−K
IG1,−K

… IGB,−K

A A A A
IG−B,0

… IG−1,0
IG1,0

… IGB,0

A A A A
IG−B,K

… IG−1,K
IG1,K

… IGB,K

4 (3.141a)

= G3
Vo1−B,−K

… Vo1−1,−K
Vo11,−K

… Vo1B,−K

A A A A
Vo1−B,0

… Vo1−1,0
Vo11,0

… Vo1B,0

A A A A
Vo1−B,K

… Vo1−1,K
Vo11,K

… Vo1B,K

4
or
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IG = G Vo1 (3.141b)

respectively.
Since a constant-matrix product can be substituted by a matrix-matrix product

if the constant is replaced by a diagonal matrix in which all elements are equal to
that constant, it is usually accepted that such a diagonal matrix is the conversion
matrix representation of time-invariant elements. In this way, for instance, (3.141)
can also be expressed by

IG = GVo1 (3.141c)

where G: gij = 0 if i ≠ j and gij = G if i = j .
With the above definitions in mind, it is now possible to use a conversion

matrix form for the Kirchoff laws, enabling the analysis of any time-varying linear
circuit. For example, the linearized time-varying model equation of (3.127) can be
written as

jV .x C1Vo1 + (G + G1)Vo1 = Is (3.142)

Is is a matrix representation of the input, where all elements are zeros except
the line of k = 0, for the inputs at vb (see Figure 3.14), or the lines of k = −1 and
k = 1 for the excitation at vq , respectively.

The first-order output voltage vo1(t ) can now be derived from (3.142) as

Vo1 = [G + G1 + jV .x C1 ]−1 Is = Z1 Is (3.143)

or

vo1(t ) = ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
Z1k1

Isb,k2
e j [(k1 +k2 )vp +vb ]t

⇒ vo1(t ) = ∑
K

k =−K
∑
B

b =−B
Vo1b,k

e j (kvp +vb )t (3.144)

as was previously assumed by (3.143).
Using (3.143), it is obvious that the frequency-domain first-order transfer

function can be expressed by

H1(v ) = Z1 (3.145)

Proceeding with the nonlinear currents method for next order components,
von (t ), we now calculate vo1(t )2:
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vo1(t )2 = ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b1 =−B
∑
B

b2 =−B
Vo1b1,k1

Vo1b2,k2
e jFXk1 + k2 Cvp + vb1

+ vb2
Gt

(3.146)

which, again truncated to the Kth vp harmonic, gives

vo1(t )2 = ∑
K

k =−K
∑
B

b1 =−B
∑
B

b2 =−B
V (2)

o1(b1+b2),k
e j (kvp +vb1

+vb2
)t (3.147)

= ∑
K

k =−K
∑
C

c =−C
V (2)

o1c,k
e j (kvp +vc )t

where V (2)
o1c,k

stands for the frequency-domain representation of the second-order
products generated from vo1(t ).

Following the conversion matrix notation presented above, inl 2(t ) =
g2(t )vo1(t )2 is given by

3
Inl 2−C,−K

… Inl 2C,−K

A A
Inl 2−C,0

… Inl 2C,0

A A
Inl 2−C,K

… Inl 2C,K

4
= 3

G20
… G2−K

… 0

A A A
G2K

… G20
… G2−K

A A A
0 … G2K

… G20

4 (3.148a)

3
V (2)

o1−C,−K
… V (2)

o1C,−K

A A
V (2)

o1−C,0
… V (2)

o1C,0

A A
V (2)

o1C,K
… V (2)

o1C,K

4
or

Inl 2 = G2V (2)
o1 (3.148b)
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and

ic2(t ) =
d
dt

[c2(t )vo1(t )2] (3.149)

= ∑
K

k1 =−K
∑
K

k2 =−K
∑
C

c =−C
j [(k1 + k2)vp + vc ]C2k1

V (2)
o1c,k2

e j [(k1 +k2 )vp +vc ]t

or

3
Ic2−C,−K

… Ic2C,−K

A A
Ic2−C,0

… Ic2C,0

A A
Ic2−C,K

… Ic2C,K

4 = j3
−Kvp − vC … −Kvp + vC

A A
−vC … vC

A A
Kvp − vC … Kvp + vC

4
.x 3

C20
… C2−K

… 0

A A A
C2K

… C20
… C2−K

A A A
0 … C2K

… C20

4 3
V (2)

o1−C,−K
… V (2)

o1C,−K

A A
V (2)

o1−C,0
… V (2)

o1C,0

A A
V (2)

o1−C,K
… V (2)

o1C,K

4 (3.150a)

or even

Ic2 = jV .x C2V (2)
o1 (3.150b)

The second-order linear time-varying equation of our circuit can thus be
expressed as

jV .x C1Vo2 + (G + G1)Vo2 = −Ic2 − Inl 2 (3.151)

which gives the second-order output voltage:

Vo2 = −[G + G1 + jV .x C1]−1(Ic2 + Inl2) = −Z1(Ic2 + Inl2) (3.152)

Equation (3.152) can be used as a control voltage to determine third-order
output components, or to calculate H2(v1 , v2). For that, an is (t ) = e jv 1 t

+ e jv 2 t excitation is considered, and the output components at the converted fre-
quency corresponding to v1 + v2 should be determined from (3.152):
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vo2(t ) = ∑
K

k =−K
∑
C

c =−C
Vo2c,k

e j (kvp +vc )t (3.153)

Similarly to what was done to second order, third-order output components
are determined from vo1(t ) and vo2(t ) by first calculating the third-order nonlinear
excitations:

inl 3(t ) = 2g2(t )vo1(t )vo2(t ) + g3(t )vo1(t )3

= 2 ∑
K

k1 =−K
∑
K

k2 =−K
∑
K

k3 =−K
∑
B

b1 =−B
∑
B

b2 =−B
∑
B

b3 =−B
G2k1

Vo1b1,k2
Vo2(b2+b3),k3

? e jFXk1 + k2 + k3 Cvp + vb1
+ vb2

+ vb3
Gt

+ ∑
K

k1 =−K
∑
K

k2 =−K
∑
K

k3 =−K
∑
K

k4 =−K
∑
B

b1 =−B
∑
B

b2 =−B
∑
B

b3 =−B
G3k1

Vo1b1,k2
Vo1b2,k3

Vo1b3,k4

? e jFXk1 + k2 + k3 + k4 Cvp + vb1
+ vb2

+ vb3
Gt

(3.154)

or

3
Inl 3−D,−K

… Inl 3D,−K

A A
Inl 3−D,0

… Inl 3D,0

A A
Inl 3−D,K

… Inl 3D,K

4 =

23
G20

… G2−K
… 0

A A A
G2K

… G20
… G2−K

A A A
0 … G2K

… G20

4 3
V (3)

o12−D,−K
… V (3)

o12D,−K

A A
V (3)

o12−D,0
… V (3)

o12D,0

A A
V (3)

o12−D,K
… V (3)

o12D,K

4
+ 3

G30
… G3−K

… 0

A A A
G3K

… G30
… G3−K

A A A
0 … G3K

… G30

4 3
V (3)

o1−D,−K
… V (3)

o1D,−K

A A
V (3)

o1−D,0
… V (3)

o1D,0

A A
V (3)

o1−D,K
… V (3)

o1D,K

4 (3.155a)
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or even

Inl3 = 2G2V (3)
o12 + G3V (3)

o1 (3.155b)

and

ic3(t ) =
d
dt

[2c2(t )vo1(t )vo2(t ) + c3(t )vo1(t )3]

= 2 ∑
K

k1 =−K
∑
K

k2 =−K
∑
K

k3 =−K
∑
B

b1 =−B
∑
B

b2 =−B
∑
B

b3 =−B
j [(k1 + k2 + k3)vp + vb1 + vb2 + vb3 ]

? C2k1
Vo1b1,k2

Vo2(b2+b3),k3
e jFXk1 + k2 + k3 Cvp + vb1

+ vb2
+ vb3

Gt

+ ∑
K

k1 =−K
∑
K

k2 =−K
∑
K

k3 =−K
∑
K

k4 =−K
∑
B

b1 =−B
∑
B

b2 =−B
∑
B

b3 =−B
j [(k1 + k2 + k3 + k4)vp + vb1 + vb2 + vb3 ]

? C3k1
Vo1b1,k2

Vo1b2,k3
Vo1b3,k4

e jFXk1 + k2 + k3 + k4 Cvp + vb1
+ vb2

+ vb3
Gt

(3.156)

or

Ic3 = 2jV .x C2V (3)
o12 + jV .x C3V (3)

o1 (3.157)

Therefore, vo3(t ) can be obtained from

Vo3 = −[G + G1 + jV .x C1]−1(Ic3 + Inl3) = −Z1(Ic3 + Inl3) (3.158)

Following what was said for second-order Vo2 , (3.158) can also be used to
derive the third-order nonlinear transfer function H3(v1 , v2 , v3), if an appropriate
elementary excitation is assumed for is (t ).

The extension of the time-varying nonlinear currents method, just explained,
to multiport networks is straightforward, although laboriously involved. So, it will
not be further discussed.

The main conclusion one should keep in mind is that the formalism of conver-
sion matrix enables the analysis of any linear time-varying circuit in matrix form,
in much the same way linear time-invariant networks were already treated. And,
since the Volterra series analysis of any weakly nonlinear circuit simply consists
on repeatedly analyzing the linearized circuit with the appropriate n th-order excita-
tion, the extension to time-varying networks simply requires the substitution of
the circuit variables and elements by their conversion matrix counterparts.
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3.2.4 Volterra Series Analysis at the System Level

Since Volterra series is a technique that provides closed-form solutions to mildly
nonlinear systems, it can also be used for behavioral system modeling. This is
accomplished by a set of time-domain Volterra kernels or frequency-domain nonlin-
ear transfer functions. To exemplify that, we will now derive the NLTFs up to third-
order of three different system configurations of practical interest: feedforward (or
parallel), cascade, and feedback connections. Since we are interested in directly
obtaining the NLTFs, the harmonic input method will be used throughout the
following derivations.

In all cases under study it is assumed that the nonlinear subsystems do not
interact with each other. This means that the set of NLTFs used to characterize a
certain block do not depend on the input and output terminations (the source and
load circuit impedances), or, alternatively, the adjacent blocks provide exactly the
terminations previously used for NLTF identification. If such conditions cannot
be guaranteed, the composite system must be analyzed as a whole at the circuit
level using the nonlinear currents method. Beyond that, two other basic assumptions
must apply. First, the whole system must be stable. And second, every subsystem,
and the composite system, must be well described by a Volterra series with a few
number of terms; in the following examples, the number of terms is three.

3.2.4.1 Parallel Connection of Two Subsystems

Let us consider the feedforward, or parallel connection, of two mildly nonlinear
subsystems, SA [.] and SB [.], as represented in Figure 3.15.

Each of the three nonlinear systems, SA [.], SB [.], and the composite feedforward
arrangement, SC [.], are characterized in the frequency-domain by its frequency-
domain NLTFs up to third order, such that, for an input

x A ,B,C (t ) =
1
2 ∑

Q

q =−Q
X A ,B,C

q e jvq t (3.159)

the systems respond with

Figure 3.15 Block diagram of a parallel connection of two mildly nonlinear subsystems.
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y A ,B,C (t ) = ∑
3

n =1
y A ,B,C

n (t ) (3.160a)

where

y A ,B,C
n (t ) =

1

2n ∑
Q

q1 =−Q
. . . ∑

Q

qn =−Q
X A ,B,C

q1
. . . X A ,B,C

qn
(3.160b)

? H A ,B,C
n (vq1

, . . . , vqn
)e j (vq1

+ . . .+vqn
)t

The objective of the following calculations is to derive the first three NLTFs,
Hn (v1 , . . . , vn ) of the composite system, SC [.], defined by

y (t ) = y A (t ) + y B (t ) ≡ S C [x (t )] (3.161a)

where

x (t ) = x A (t ) = x B (t ) (3.161b)

First-Order NLTF Derivation
Assuming a first-order elementary input of

x (t ) = e jv t (3.162)

substituting it into (3.160) and (3.161) and retaining only components at frequency
v, we obtain

y (t ) = H C
1 (v )e jv t + . . . = H A

1 (v )e jv t + H B
1 (v )e jv t + . . . (3.163)

Thus,

H C
1 (v ) = H A

1 (v ) + H B
1 (v ) (3.164)

Second-Order NLTF Derivation
The second-order elementary input is

x (t ) = e jv 1 t + e jv 2 t (3.165)

which, applied to (3.160) and (3.161) gives



3.2 Frequency-Domain Techniques for Small-Signal Distortion Analysis 125

y (t ) = 2!H C
2 (v1 , v2)e j (v 1 +v 2 )t + . . . (3.166)

= 2H A
2 (v1 , v2)e j (v 1 +v 2 )t + 2H B

2 (v1 , v2)e j (v 1 +v 2 )t + . . .

and thus,

H C
2 (v1 , v2) = H A

2 (v1 , v2) + H B
2 (v1 , v2) (3.167)

Third-Order NLTF Derivation
The third-order elementary input is now

x (t ) = e jv 1 t + e jv 2 t + e jv 3 t (3.168)

which substituted into (3.160) and (3.161) gives

y (t ) = 3!H C
3 (v1 , v2 , v3)e j (v 1 +v 2 +v 3 )t + . . .

= 6H A
3 (v1 , v2 , v3)e j (v 1 +v 2 +v 3 )t (3.169)

+ 6H B
3 (v1 , v2 , v3)e j (v 1 +v 2 +v 3 )t + . . .

and again,

H C
3 (v1 , v2 , v3) = H A

3 (v1 , v2 , v3) + H B
3 (v1 , v2 , v3) (3.170)

3.2.4.2 Cascade Connection of Two Subsystems

The cascade arrangement to be analyzed is shown in Figure 3.16.
Using the same assumptions proposed for the parallel arrangement, we now

want to determine the composite cascaded system’s NLTFs. This arrangement is
described by the following equations:

x A (t ) = x (t ); x B (t ) = y A (t ); y (t ) = y B (t ) (3.171)

and (3.159) and (3.160).

Figure 3.16 Block diagram of a cascade arrangement of two mildly nonlinear subsystems.
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First-Order NLTF Derivation
The first-order elementary input is

x (t ) = e jv t (3.172)

which substituted into (3.159), (3.160), and (3.161) gives

y (t ) = H C
1 (v )e jv t + . . . = H A

1 (v )H B
1 (v )e jv t + . . . (3.173)

and thus,

H C
1 (v ) = H A

1 (v )H B
1 (v ) (3.174)

This is nothing more than the traditional result of the cascaded linear systems’
transfer function.

Second-Order NLTF Derivation
The second-order elementary input is

x (t ) = e jv 1 t + e jv 2 t (3.175)

Thus,

y A (t ) = H A
1 (v1)e jv 1 t + H A

1 (v2)e jv 2 t + 2H A
2 (v1 , v2)e j (v 1 +v 2 )t + . . . = x B (t )

(3.176)

and

y (t ) = 2!H C
2 (v1 , v2)e j (v 1 +v 2 )t + . . .

= 2H B
1 (v1 + v2)H A

2 (v1 , v2)e j (v 1 +v 2 )t (3.177)

+ 2H B
2 (v1 , v2)H A

1 (v1)H A
1 (v2)e j (v 1 +v 2 )t + . . .

Therefore,

H C
2 (v1 , v2) = H B

1 (v1 + v2)H A
2 (v1 , v2) + H B

2 (v1 , v2)H A
1 (v1)H A

1 (v2)
(3.178)

Third-Order NLTF Derivation
The third-order elementary input is now

x (t ) = e jv 1 t + e jv 2 t + e jv 3 t (3.179)
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and

y A (t ) = H A
1 (v1)e jv 1 t + H A

1 (v2)e jv 2 t + H A
1 (v3)e jv 3 t + 2H A

2 (v1 , v2)e j (v 1 +v 2 )t

+ 2H A
2 (v1 , v3)e j (v 1 +v 3 )t + 2H A

2 (v2 , v3)e j (v 2 +v 3 )t (3.180)

+ 6H A
3 (v1 , v2 , v3)e j (v 1 +v 2 +v 3 )t + . . .

= x B (t )

which leads to a third-order NLTF of

H C
3 (v1 , v2 , v3) = H B

1 (v1 + v2 + v3)H A
3 (v1 , v2 , v3)

+
2
3

H B
2 (v1 , v2 + v3)H A

1 (v1)H A
2 (v2 , v3)

+
2
3

H B
2 (v2 , v1 + v3)H A

1 (v2)H A
2 (v1 , v3)

+
2
3

H B
2 (v3 , v1 + v2)H A

1 (v3)H A
2 (v1 , v2)

+ H B
3 (v1 , v2 , v3)H A

1 (v1)H A
1 (v2)H A

1 (v3)
(3.181)

3.2.4.3 Feedback Connection of Two Subsystems

As a final example of Volterra series analysis of weakly nonlinear systems, we will
now derive the NLTFs of the general (linear or nonlinear) feedback arrangement
of Figure 3.17.

The assumptions of (3.159) and (3.160) are again considered, along with the
feedback relations,

y (t ) = y A (t ) = S A [x A (t )] ; y B (t ) = S B [ y (t )] (3.182a)

Figure 3.17 Block diagram of a feedback connection of two mildly nonlinear subsystems.
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and

x A (t ) = x (t ) − y B (t ) (3.182b)

First-Order NLTF Derivation
Considering again the elementary input x (t ) = e jv t in (3.159), (3.160), and (3.182),
we have

y (t ) = H C
1 (v )e jv t + . . . = H A

1 (v ) [1 − H B
1 (v )H C

1 (v )]e jv t + . . .
(3.183)

or

H C
1 (v ) =

H A
1 (v )

1 + H A
1 (v )H B

1 (v )
(3.184)

the traditional feedback formula of linear control system analysis.

Second-Order NLTF Derivation
For the calculation of the second-order NLTF, a x (t ) = e jv 1 t + e jv 2 t is considered,
which, applied to (3.159), (3.160), and (3.182), leads to

y (t ) = 2!H C
2 (v1 , v2)e j (v 1 +v 2 )t + . . .

= −H A
1 (v1 + v2)

? [2H B
1 (v1 + v2)H C

2 (v1 , v2) + 2H B
2 (v1 , v2)H C

1 (v1)H C
1 (v2)]e j (v 1 +v 2 )t

+ 2H A
2 (v1 , v2)[1 − H B

1 (v1)H C
1 (v1)] [1 − H B

1 (v2)H C
1 (v2)]e j (v 1 +v 2 )t

+ . . .
(3.185)

which is equivalent to

H C
2 (v1 , v2) =

1

1 + H A
1 (v1 + v2)H B

1 (v1 + v2)

? {H A
2 (v1 , v2)[1 − H B

1 (v1)H C
1 (v1)] [1 − H B

1 (v2)H C
1 (v2)]

− H A
1 (v1 + v2)H B

2 (v1 , v2)H C
1 (v1)H C

1 (v2)}
(3.186)



3.2 Frequency-Domain Techniques for Small-Signal Distortion Analysis 129

Third-Order NLTF Derivation
In a similar way, the input is now x (t ) = e jv 1 t + e jv 2 t + e jv 3 t and

y (t ) = 3!H C
3 (v1 , v2 , v3)e j (v 1 +v 2 +v 3 )t + . . .

= −H A
1 (v1 + v2 + v3)

? [6H B
1 (v1 + v2 + v3)H C

3 (v1 , v2 , v3)

+ 4H B
2 (v1 , v2 + v3)H C

1 (v1)H C
2 (v2 , v3)

+ 4H B
2 (v2 , v1 + v3)H C

1 (v2)H C
2 (v1 , v3)

+ 4H B
2 (v3 , v1 + v2)H C

1 (v3)H C
2 (v1 , v2)

+ 6H B
3 (v1 , v2 , v3)H C

1 (v1)H C
1 (v2)H C

1 (v3)]e j (v 1 +v 2 +v 3 )t

+ {4H A
2 (v1 , v2 + v3)[1 − H B

1 (v1)H C
1 (v1)]

? [H B
1 (v2 + v3)H C

2 (v2 , v3) + H B
2 (v2 , v3)H C

1 (v2)H C
1 (v3)]

+ {4H A
2 (v2 , v1 + v3)[1 − H B

1 (v2)H C
1 (v2)]

? [H B
1 (v1 + v3)H C

2 (v1 , v3) + H B
2 (v1 , v3)H C

1 (v1)H C
1 (v3)]

+ {4H A
2 (v3 , v1 + v2)[1 − H B

1 (v3)H C
1 (v3)]

? [H B
1 (v1 + v2)H C

2 (v1 , v2) + H B
2 (v1 , v2)H C

1 (v1)H C
1 (v2)]}e j (v 1 +v 2 +v 3 )t

+ 6H A
3 (v1 , v2 , v3)[1 − H B

1 (v1)H C
1 (v1)]

? [1 − H B
1 (v2)H C

1 (v2)] [1 − H B
1 (v3)H C

1 (v3)]e j (v 1 +v 2 +v 3 )t + . . .
(3.187)

Therefore, H C
3 (v1 , v2 , v3) can be expressed as
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H C
3 (v1 , v2 , v3) =

1

1 + H A
1 (v1 + v2 + v3)H B

1 (v1 + v2 + v3)

? H−
2
3

H A
1 (v1 + v2 + v3)Cijk [H B

2 (vi , vj + vk )H C
1 (vi )H C

2 (vj , vk )]

− H A
1 (v1 + v2 + v3)H B

3 (v1 , v2 , v3)H C
1 (v1)H C

1 (v2)H C
1 (v3)

+
2
3

Cijk {H A
2 (vi , vj + vk ) [1 − H B

1 (vi )H C
1 (vi )]

? [H B
1 (vj + vk )H C

2 (vj , vk ) + H B
2 (vj , vk )H C

1 (vj )H C
1 (vk )]}

+ H A
3 (v1 , v2 , v3)[1 − H B

1 (v1)H C
1 (v1)]

? [1 − H B
1 (v2)H C

1 (v2)] [1 − H B
1 (v3)H C

1 (v3)]J
(3.188)

in which Cijk [.] stands for the sum of all three possible combinations of (i, j , k ),
as is detailed in (3.187).

3.2.5 Limitations of Volterra Series Techniques

Although Volterra series techniques are the preferred method for nonlinear distor-
tion modeling, they present some important limitations.

The first problem we should point out refers to the Volterra series as a macro-
modeling tool: it is the inherent difficulty one faces when measuring the system’s
Volterra kernels, directly in time-domain, or their correspondent frequency-domain
nonlinear transfer functions. Because this book is mainly devoted to analog and
RF circuit designers, we will focus this brief discussion in the NLTF’s extraction.

To put it in simple and practical terms, let us imagine we would like to measure
the first n Hn (v1 , . . . , vn ) of the one-node circuit example we have been using.
The first-order NLTF of this circuit is nothing but the small-signal frequency-
domain impedance seen into the node. Thus, measuring H1(v ) in Q frequency
points requires Q different tests, which constitutes the usual one-port network
analysis.

Extracting any other n th-order NLTF is incomparably more difficult. First of
all, we should remember that Hn (v1 , . . . , vn ) is a n -dimensional transfer function
that can only be uniquely identified by simultaneously exciting the circuit with n
sources of distinct (and uncorrelated) frequencies. The experimental setup needs,



3.2 Frequency-Domain Techniques for Small-Signal Distortion Analysis 131

therefore, n different signal generators. Also, the same requirement of Q frequency
points considered above now implies a rapidly impossible-to-handle amount of
tests, one for each of the possible distortion products arising from mixing n frequen-
cies from the set of Q.4

Beyond this, it is worth mentioning that we would need a quite uncommon,
and hard to build, laboratory setup. Indeed, since we are dealing with weakly
nonlinear circuits, any distortion product would be easily masked by the much
stronger linear responses. Furthermore, the fact that, except for the special case of
the harmonics of the input frequencies, the wanted signals are not correlated in
phase with any of the sources, obviates, in principle, the use of high dynamic range
synchronous receivers.

The second group of problems associated with Voterra series is its inability to
handle strong nonlinear circuits. Because this is the most important limitation of
the technique, we will explore it in more detail.

First, let us clarify what we mean by the words ‘‘weakly,’’ or ‘‘mildly nonlinear’’
and ‘‘strongly nonlinear.’’ In the same way we said that a system should be consid-
ered as nonlinear if it could not be accurately treated as linear, we now say that
a certain system is in a ‘‘strong nonlinear regime’’ if it can not be accurately
represented by a Volterra series with a practically small number of terms. And this
may happen, either because the system incorporates nonlinear elements, which do
not have continuous characteristic functions or derivatives, or because the signal
excursion is such that the maximum order considered for the series is no longer
enough for the desired results’ accuracy. In certain special cases, the Volterra series
presents a limited radius of convergence, and is simply not applicable if the input
signal exceeds that range [4]. In practical terms, the series loss of accuracy is, by
far, the most interesting situation for two orders of reasons. First, we should realize
that it is not possible, in general, to say a priori (i.e., without comparing Volterra
series results with other simulation means, or measurement data) when the trun-
cated series fails in producing useful results. This indicates that when you simulate
a circuit with Volterra series, you will not get any warning, or noticeable strange
outcomes, if the excitation is increased up to a level corresponding (in the real
world) to a strong nonlinear regime. The second, and probably more omitted in
published works, is that you may reach a situation where any practical Volterra
series becomes hopelessly inaccurate. That is, the additional range of signal excur-
sion you may gain is insufficient to compensate the increased computation effort
required by raising the maximum order of the series.

Figure 3.18 illustrates this idea using our circuit example. It represents the
static node current

4. Obviously, these are general remarks valid for any weakly dynamic system. A mildly nonlinear memoryless
system can be represented by a power series. Its NLTFs are constants, and thus, a single frequency is
enough for their complete characterization.
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Figure 3.18 Power series approximation of the linear current, GvO (t ), plus nonlinear voltage
dependent current source, iNL (vO ), of our circuit example resistive current.

iN (vO ) = GvO + iNL (vO ) = GvO + I0 tanh (avO ) (3.189)

and its first to seventh-order Taylor series expansions around VO = 0. Having in
mind the amount of labor necessary to obtain the output components for orders
higher than three or five, a glance onto Figure 3.18 will discourage any attempt
to use Volterra series when the input level gets higher than about 35 mA. Indeed,
it seems that beyond this limit all orders begin to simultaneously have a nonnegligi-
ble effect. In the circuit behavior this corresponds to the observation that every
mixing product begins to reflect the presence of higher order contributions. For
example, the fundamentals no longer present a linear behavior. Their output power
versus input power patterns begin to depart from the small-signal 1 dB per dB
slope, and the device reaches its 1-dB compression point. That is why this point
is some times used as a rough estimate of the Volterra series utility limit.

Figure 3.19 illustrates the relation between the 1-dB compression point and
the validity limit of a Volterra series description of our example circuit. It depicts
the fundamental and third-harmonic’s output power, in a 50-V load, versus source
available power, calculated by the third-order Volterra series expansion around
VO = 0V and IS = 0 mA, and from a large-signal simulator. Note that the odd
symmetry of iNL (vO ) around the (0V, 0 mA) quiescent point determines no
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Figure 3.19 Small- and large-signal response of our example circuit.

even-order output voltage components, whereas the compression behavior of iNL
current for increased node voltage vO , is the responsible for the observed gain
expansion of the fundamental of vO when the circuit is excited by iS .

The validity limit of the third-order Volterra series is clearly associated to the
deviation of the output responses from the small-signal 1-dB/dB, and 3-dB/dB
straight lines, being related to the onset of Inl (v0) current saturation, as seen by
the 1-dB expansion level of Vo (v0).

3.3 Frequency-Domain Techniques for Large-Signal Distortion
Analysis

In the following sections we will briefly present the basic ideas behind the most
used RF and microwave nonlinear circuits simulation technique, the harmonic
balance (HB).

It is not the authors’ objective to give a comprehensive view of all particular
implementations of HB (which would need an entire book) but only a general
description of its underlying concepts, its ability to deal with the nonlinear distortion
problem, and major limitations. Contrary to Volterra series, which is a theoretical
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platform for analyzing nonlinear systems, HB is mainly a set of iterative algorithms
for finding an approximate solution of the nonlinear differential equations modeling
those systems. So, we will focus our attention in the typical and most used implemen-
tations of HB, or in the ones especially able to deal with nonlinear distortion
phenomena. Since the aim of this text is to provide the reader with the minimum
information required to understand the HB method, we will prefer clarity against
algorithmic efficiency. For detailed information on special implementation aspects,
the reader is invited to see the abundant literature on this subject [1–3, 6, 7].

Finally, and also contrary to the large majority of previously published works,
we will introduce the HB technique as an iterative means of extending Volterra
series to strongly nonlinear regimes [8, 9].

3.3.1 Extending Volterra Series’ Maximum Excitation Level

In previous sections we saw that the main limitation of Volterra series was its
inability to handle strongly nonlinear regimes, a consequence of the adopted Taylor
series model for the nonlinearities (Figure 3.18). We will now present two alternative
ways of circumventing this disadvantage.

Looking back into Figure 3.18, it is clear that it does not seem practically
feasible to use a third-order Volterra series (in that case a Taylor series expansion
around VO = 0, INL = 0) to determine the node voltage imposed by any source
current higher than some 30 mA. So, determining the node voltage for, let us say,
a 100-mA dc current would be completely out of the question. However, there
should be no problem in predicting the voltage for iS = 25 mA. In fact, Figure 3.18
indicates that this solution is close to vO = 0.15V. Now, imagine we would use
the solution found for 25 mA as another fixed point for Taylor series expansion.

Although we would still be unable to find the solution for iS = 100 mA, we
probably could obtain another intermediate solution for some 50 mA, which were
impossible before. So, we could expand again iN [VO ] into a third-order Taylor
series around this new quiescent point, and retry the desired solution for iS = 100
mA. This process may be repeated as many times as needed, until the sought
solution is found within a certain allowed error. Obviously, if the order of the
Taylor expansions is increased, the total number of source samples needed is
reduced, as the steps taken for iS may be widened. If, in the opposite direction,
the order of the Taylor series is lowered, the number of total steps is increased.
But, this may bring a new advantage: solution simplicity for each of the intermediate
steps. In the limit, the selected order for the Taylor expansion is one, the number
of total steps is maximized, but we only have to solve linear equations. In fact,
Figure 3.20 illustrates exactly that method by starting from an initial value of 0iS
= 0 mA , 0vO = 0V, and then increasing the source current from 0 to 100 mA in
20-mA steps.
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Figure 3.20 Successive expansion point adjustment for improved first-degree Taylor series’ approxi-
mation range.

The extension of this process to a periodic varying iS (t ) is straightforward,
because its time samples, iS (t i ), may be computed independently as in Figure 3.20.
In Figure 3.21 we can see an example where iS (t ) = 100 cos v t mA, the initial
excitation was again 0iS (t ) = 0 mA and the intermediate iS (t ) and vO [iS (t )] were
computed from increasing the source amplitude in 20-mA steps.

The main difference between the constant and the time-varying input is that,
since the intermediate solutions ivO (t ) are functions of time, the Taylor series
coefficients are also time-varying:

iN [ i +1vO (t )] = iN [ ivO (t )] +
diN (vO )

dvO |vO = ivO (t )
[ i +1vO (t ) − ivO (t )] + . . .

+
1
n !

dniN (vO )

dv n
O

|vO = ivO (t )
[ i +1vO (t ) − ivO (t )]n + . . . (3.190a)

or

i +1iN (t ) = iiN (t ) + ig1(t )DvO (t ) + . . . + ign (t )DvO (t )n + . . .
(3.190b)
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Figure 3.21 Successive time-varying expansion point adjustment for improved Taylor series’
approximation range.

If vO (t ) is periodic of fundamental frequency v0 ,

vO (t ) = ∑
∞

k =−∞
Vok

e jkv 0 t (3.191)

and the harmonics of i +1iN (t ) are truncated at Kv0 , (3.190) can be expressed in
conversion matrix form as

i +1

3
In−K

A
In0

A
InK

4 =

i

3
In−K

A
In0

A
InK

4 +

i

3
G10

… G1−K
… 0

A A A
G1K

… G10
… G1−K

A A A
0 … G1K

… G10

43
DVo−K

A
DVo0

A
DVoK

4 + . . .
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+

i

3
Gn0

… Gn−K
… 0

A A A
GnK

… Gn0
… Gn−K

A A A
0 … GnK

… Gn0

43
DV (n )

o−K

A
DV (n )

o0

A
DV (n )

oK

4 + . . . (3.192)

where DV (n )
oK

represents the k th harmonic component of the voltage DvO (t )n. That
formulation really converted our time-domain problem in a frequency-domain one,
since we are no longer calculating each of vO (t ) time points, but its Fourier
components. If the function is not algebraic, as iN [vO (t )], but dynamic (i.e.,
represented by a certain nonlinear differential equation), this procedure corresponds
to solving the problem using successive time-varying Volterra series calculated in
each of the intermediate solutions.

The implementation of this form of generalized Volterra series [8, 9] is a
complex task. It involves the method of nonlinear currents for time-varying Volterra
series applied to each of the source samples determined by the excitation stepping.

Nevertheless, as was already seen, it can be considerably simplified if conver-
gence rate is traded by reduced Volterra series order. The lower end is obtained
for first order, where simplicity is maximized. We no longer need to solve any
nonlinear system for each of the intermediate solutions, but simply a time-varying
linear one. In this case, the inner recurrent loop disappears, and we would end up
in a form of harmonic balance based on a source stepping procedure.

To exemplify its application, let us use it to solve our circuit when driven by
a iS (t ) = I0 + IP cos v0 t (A) sinusoidal current. Since iS (t ) is a sinusoid of frequency
v0 , all circuit voltages and currents are periodic functions of the fundamental v0 ,
and may be described by a Fourier series similar to (3.191).

Substituting (3.191) into the nonlinear differential equation describing our
circuit

GvO (t ) +
dqNL [vO (t )]

dt
+ iNL [vO (t )] = iS (t ) (3.193)

gives

∑
K

k =−K
GVok

e jkv 0 t +
d
dt 3qNL1∑

k
Vok

e jkv 0 t24 + iNL1∑
k

Vok
e jkv 0 t2 = ∑

K

k =−K
Isk

e jkv 0 t

(3.194)

where Sk stands for a summation in k , spanning from −K to K , and in which all
Isk

= 0 except the ones for k = ±1 and k = 0 (i.e., ±v0 and dc, respectively).
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Since we only know a priori the solution 0vO (t ) = 0 for 0iS (t ) = 0, it is not
possible to directly determine the solution for iS (t ) = I0 + IP cos v0 t (A). In fact,
it is likely that we can neither obtain a good approximation for iS (t ) = I0 A, based
on a first-order expansion at 0vO (t ), nor even for iS (t ) = I0 + IP cos v0 t (A) from
an expansion at iS (t ) = I0 A. At this point we can proceed in three different ways.
We can use a source-stepping algorithm for simultaneously increasing the dc and
ac part of iS (t ) from zero to its final values. We may, first, increase the ac part,
and only after that, the dc part. Or, alternatively, we can begin by solving for the
dc solution, and then increase ac excitation. As the problems usually handled in
the nonlinear distortion area are such that the dc part of the excitation represents
a much stronger component than the time-varying part, it is better to solve for dc
first, and only after that, trying to find the complete dc plus ac solution.5 So, we
will begin the analysis by solving the circuit for iS (t ) = I0 A.

At dc, (3.194) is transformed into

GVo0
+ iNL (Vo0

) = Is0
(3.195)

As explained above, we will use a source-stepping approach in which the initial
expansion point corresponds to the already known solution, 0Vo0

= 0 for
0Is0

= 0, and where the intermediate solution i +1Vo0
for an increased source

i +1Is0
= iIs0

+ DIs0
can be obtained from a first-order Taylor series of the iN (vO )

current:

iN ( i +1Vo0
) = G iVo0

+ iNL ( iVo0
) +

d[GvO + iNL (vO )]
dvO |vO = iVo0

( i +1Vo0
− iVo0

)

(3.196)

as

i +1Vo0
= iVo0

− Fd[GvO + iNL (vO )]
dvO |vO = iVo0

G−1

[G iVo0
+ iNL ( iVo0

) − i +1Is0
]

(3.197)

This procedure continues through all the Is0
steps until the final fVo0

is found
for the sought I0 bias point.

This fVo0
= Vo0

is now used as the first expansion point for the sinusoidal
source-stepping algorithm, 0vO (t ) = Vo0

for 0iS (t ) = Is0
. Therefore, for a certain

small enough amplitude of the current source

5. Note that in a class C amplifier, for example, where the bias point shifts dramatically from its quiescent
value, the best strategy might not be so obvious. Nevertheless, this is the way the majority of nonlinear
simulators—either HB or time-domain—work.



3.3 Frequency-Domain Techniques for Large-Signal Distortion Analysis 139

1iS (t ) = ∑
k

1Isk
e jkv 0 t (3.198)

applied to (3.194), we will get

GVo0
+

d
dt 5qNL (Vo0

) +
dqNL (vO )

dvO |vO = Vo0
3∑

k

1Vok
e jkv 0 t − Vo046

+ iNL (Vo0
) + FG +

diNL (vO )
dvO |vO = Vo0

G3∑
k

1Vok
e jkv 0 t − Vo04

= ∑
K

k =−K

1Isk
e jkv 0 t (3.199a)

or

G 0Vo + c1(Vo0
) jV 1Vo +3

0
A

iNL (Vo0
)

A
0

4+ [G + g1(Vo0
)]3

1Vo−K

A
1Vo0

− Vo0

A
1VoK

4 =3
0
A

1Is−1
1Is0
1Is1

A
0

4
(3.199b)

where

1Vo ≡ 3
1Vo−K

A
1Vo0

A
1VoK

4 and jV ≡ 3
−jKv0 … 0

A j0 A
0 … jKv0

4
Equation (3.199) represents a set of (2K + 1) linear equations in the

(2K + 1)1Vok
unknowns, whose solution is such that 1Vok

= 0 except for
1Vo0

= Vo0
and

1V0±1
=

1Is±1

G + 0g1 ± jv0
0c1

(3.200)
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This small output amplitude 1vO (t ) is now used as the next expansion point,
allowing the solution for a general i +1iS (t ) = iiS (t ) + DiS (t ), to be obtained from

∑
k

G iVok
e jkv 0 t

+
d
dt 5qNL1∑

k

iVok
e jkv 0 t2 + c11∑

k

iVok
e jkv 0 t23∑

k
( i +1Vok

− iVok
)e jkv 0 t46

+ iNL1∑
k

iVok
e jkv 0 t2 + 3G + g11∑

k

iVok
e jkv 0 t243∑

k
( i +1Vok

− iVok
)e jkv 0 t4

= ∑
k

i +1Isk
e jkv 0 t (3.201)

The problem now arising in solving (3.201) is that we would like to transform
it entirely into the frequency-domain to obtain another set of (2K + 1) equations,
but we do not know how to compute the Fourier coefficients of qNL [.], c1[.],
iNL [.], and g1[.]. Well, one possible way consists of computing each of these
functions in the time-domain (e.g., iqNL (t ) = qNL [ ivO (t )], and then calculate its
Fourier coefficients. The time-domain products c1[ ivO (t )] ? [ i +1vO (t ) − ivO (t )]
and g1[ ivO (t )] ? [ i +1vO (t ) − ivO (t )] then become spectral convolutions, which
can be represented as matrix-vector products using the conversion matrix formal-
ism. Thus, (3.201) can be rewritten as

G iVo + jV iQnl + iInl + jV iC1[i +1Vo − iVo ] (3.202a)

+ [G 1 + iG1][ i +1Vo − iVo ] − i +1Is = 0

(where 1 stands for the identity matrix), or

F( iVo ) +
dF(Vo )

dVo |Vo = iVo

( i +1Vo − iVo ) = 0 (3.202b)

in which

F(Vo ) ≡ G Vo + jVQnl (Vo ) + Inl (Vo ) − Is = 0 (3.203)

is known as the harmonic balance equation.
The composite conversion matrix dF(Vo )/dVo |vo = i vo

≡ J ( ivo ) is known as the
Jacobian matrix of F(Vo ), and its general element of row m and column l is given
by
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J ( iVo )m , l ≡
∂Fm (Vo )

∂Vol
|Vo = i Vo

=
1
T E

T /2

−T /2

df (vO )
dvO |vO = ivO (t )

e −j (m − l )v 0 t dt

(3.204)

in which f [vO (t )] is the time-domain representation of F(Vo ), and it is assumed
that m , l = 1, . . . , 2K + 1 and J( iVo )m , l = 0 if |m − l | > K according to the adopted
harmonic truncation.

The next solution i +1Vo then becomes

i +1Vo = iVo − [J( iVo )]−1[F( iVo )] (3.205)

A final remark that refers to both the dc and ac source stepping algorithms,
(3.197) and (3.205), regards the magnitude of the source increment. Obviously,
larger increments reduce number of intermediate steps but may also compromise
desired accuracy. This is exactly the same problem above discussed as the inability
of Volterra series in dealing with strong nonlinear regimes. If the source stepping
increment DiS (t ) ≡ i +1iS (t ) − iiS (t ) is sufficiently small for substituting the nonlinear
element descriptions by piecewise linear approximations, then i +1Vo0

or i +1Vo
given by (3.197) or (3.205) is, indeed, a good approximate solution to i +1Is0

or
i +1iS (t ). If not, the HB equation will not be satisfied to the desired accuracy, and
(3.197) or (3.205) must be applied to refined source steps until |F0( fVo0

) | < e or
||F( fVo ) || < e, where e is an allowed error ceiling, and ||F[.] || stands for the norm
of F[.].6

In a digital computer, both time- and frequency-domain are represented by
discrete quantities. Therefore, the mathematical tool used to perform the conversion
between domains is the discrete Fourier transform (DFT), or its fast algorithm, the
fast Fourier transform (FFT). The DFT of a signal of 2N + 1 samples, x (nTs ),
where Ts is the sampling period, is

X (kv0) =
1
N ∑

N

n =−N
x (nTs )e −jkv 0nTs =

1
N ∑

N

n =−N
x (nTs )W −kn (3.206)

where v0 is the fundamental frequency and W = exp (jv0Ts ).
Accordingly, the inverse DFT (IDFT) is defined as

x (nTs ) = ∑
K

k =−K
X (kv0)e jkv 0nTs = ∑

K

k =−K
X (kv0)W +kn (3.207)

6. ||F ( fVo
) || = XSk |Fk |2 C1/2

is only an example of a number of possible error functions. For instance, if certain
Fk components are found to dominate over other more interesting components, then some different weights
could be applied when building the error function.
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So, (3.206) and (3.207) can be represented as matrix-vector products like

X = Gx and x = G−1X (3.208)

where

G ≡
1
N 3

W −KN … W Kn … W KN

A A A
W kN … W −kn … W −kN

A A A
W KN … W −Kn … W −KN

4
and

G−1 ≡ 3
W KN … W −kN … W −KN

A A A
W −Kn … W kn … W Kn

A A A
W −KN … W kN … W KN

4
In this way, the general Jacobian matrix element of line m and column n can

be given by

J ( iVo )m , l =
∂Fm (Vo )

∂Vol

=
1
N ∑

N

n =−N

df (vO )
dvO |vO = vO (nTs )

W −(m − l )n (3.209)

And the full Jacobian can be computed using

J( iVo ) = GFdf (vO )
dvO |GG−1 (3.210)

where [d f (vO )/dvO ] is a (2N + 1) × (2N + 1) diagonal matrix such that
dn1,n2

= d f [vO ]/dvO |vO = vO (nTs ) if n1 = n2 = n or dn1,n2
= 0 otherwise.

3.3.2 Harmonic Balance by Newton Iteration

In the following, we will describe an alternative way to extend Volterra series’
maximum excitation level.

Consider again the dc problem of finding the VO output for an IS = 100 mA
excitation. Contrary to what was done in the previous section, where the solution
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for that iS was calculated from successively solving partial linear problems obtained
by increasing the level of a reduced version of the excitation, we will now attempt
to solve the circuit for the full excitation amplitude, by successively refining coarse
linear solutions. This is illustrated in Figure 3.22, in which the determination of
node voltage vO [iN (t )] for a iS (t ) = 100 mA, based on a first-order Taylor expan-
sion around iN [vO (t )] for vO (t ) = 0, is sought. A first tentative voltage 1vO is
clearly too low, as the first-order approximation does not account for the iNL (vO )
hyperbolic tangent saturation characteristic. As shown in Figure 3.22, this voltage
solution can be much better represented if we now change the expansion point to
that 1vO . Thus, a new 2vO is obtained, which can be used again to further refine
the solution, until the desired error level is met.

Passing from dc to the ac problem corresponds to solving successively linear
time-varying equations that are dealt, in the frequency-domain, with the appropriate
conversion matrices. Therefore, the application of this form of harmonic balance
iteration to find the output vO (t ) of our example circuit, when subject to iS (t ) =
I0 + IP cos v0 t (A), can be again handled in much the same way as before. We
start by computing a better approximation to the dc operation point, and then
proceed to calculate the complete dc plus ac solution. The HB equation for dc is

GVo0
+ iNL (Vo0

) − Is0
= 0 (3.211a)

Figure 3.22 Bias point calculation by successive first-order model approximation refinement.
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or

F0(Vo0
) = 0 (3.211b)

which can be solved iteratively using the Newton-Raphson iteration algorithm,

i +1Vo0
= iVo0

− FdF0(vO )
dvO |vO = iVo

0

G−1

F0( iVo0
) (3.212)

where the initial solution is again 0Vo0
= 0.

After having determined the dc solution up to a desired approximation,
fVo0

, the full dc plus ac HB equation can be iteratively solved for all the considered
harmonics. We again use a Newton iteration scheme, in which the starting solution
is that dc bias point fVo0

,

F( iVo ) ≡ G iVo + jVQnl ( iVo ) + Inl ( iVo ) − Is = 0 (3.213)

and the next improved solution can be computed as

i +1Vo = iVo − [J( iVo )]−1[F( iVo )] (3.214)

where the Jacobian matrix J(Vo ) has the same conversion matrix form given by
(3.204).

An example for iteratively determining the various 20 harmonics of vO [iS (t )]
for our previous time-varying source of iS (t ) = 100 cos v0 t mA using this harmonic
balance scheme for an error ceiling of e = 1 mA, is shown in Figure 3.23.

3.3.2.1 Concluding Remarks

The similarities between this harmonic-Newton algorithm and the previous one
are evident, and far from being accidental. In fact, when we first discussed the
source-stepping procedure, we mentioned that we could have decided to use bigger
steps against the close samples initially considered, at the expense of loosing accu-
racy. That is, the HB equation could no longer be verified with a single linear
solution, for each source increment, and consequently a nonlinear solver like the
Newton iteration would be required. The bigger the steps, the larger the number
of Newton iterations to be undertaken for a certain allowed error. In the limit, we
could try only one step (i.e., attempt to directly determine the solution for the full
excitation, but still anchoring our expansion at Vo0

= 0V) if we accepted the larger
number of Newton-Rapson iterations needed. That is exactly the harmonic-Newton
scheme just described.
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Figure 3.23 Frequency-domain large-signal calculation by successive model approximation
refinement.

Whether to use one method or the other depends on the specific problem to
be solved. As explained below in more detail, the approach utilized in general-
purpose microwave nonlinear circuit simulators is a combination of both. Usually,
the problem is attacked with a harmonic-Newton scheme for both the dc and the
complete excitation. Nevertheless, if the considered initial condition for the New-
ton-Raphson iteration is not close enough to the solution, it is likely that conver-
gence problems will be faced. In that case, a source-stepping procedure is used to
find a closer initial condition, and the harmonic-Newton is resumed.

Achieving Convergence in the Harmonic-Newton
Unfortunately, the harmonic-Newton is an iterative procedure that has not guaran-
teed convergence (i.e., in which we can not be sure that we will obtain the desired
||F( fVo ) || < e ). This may happen because the circuit is unstable or presents a
nonunique stable point, the functions describing the nonlinearities are not continu-
ous or show discontinuities in their derivatives, the initial estimate is far from the
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exact solution, or simply because the selected number of harmonics in the Fourier
expansions is insufficient to represent the signals with the required accuracy.

The first type of convergence problems is usually not important when simulating
nonlinear distortion phenomena, since the circuits considered are normally stable.
An eventual exception could be the analysis of the distortion performance of
voltage-controlled oscillator–based FM/PM modulators. In this case, probably the
best alternative would be to simulate first the free oscillator with an appropriate
HB machine, and then perturbing that stable point with the modulating signal.

The second type of convergence problems must be circumvented by a proper
selection of the nonlinear model expressions. As we saw from Volterra series
analysis, the ability of the device model in representing well, not only the function,
but also its higher order derivatives, is crucial for achieving accurate small-signal
intermodulation distortion prediction. Therefore, if one is seeking good IMD simu-
lations, he should not face any harmonic-Newton convergence problems due to
nonlinear device model format.

The third origin of convergence failure refers to the initial estimate selection.
To understand this, we must remember that the harmonic-Newton algorithm
searches the solution of the HB equation by sensing the gradient of its error function
||F( iVo ) || . Thus, it is likely to fail convergence whenever ||F( iVo ) || does not decay
monotonically to zero, in its trajectory from the initial solution iVo to the final
solution of fVo . This is shown in Figure 3.24 for the one-dimensional case, where
an initial estimate of 0Vo would lead to an iteration trajectory of 0Vo , 1Vo , 2Vo ,
3Vo = 0Vo , . . . that wanders around the local minimum of F (Vo ).

Figure 3.24 Harmonic-Newton convergence sensitivity to initial estimate selection.
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The possibility that harmonic-Newton leads to such an anomalous behavior
is evident from Figure 3.23. Due to the fact that the initial solution is taken as the
linearized system response around the quiescent point to the full excitation, it may
be quite far from the desired solution. The harmonic-Newton may even start from
a reasonable low error and then temporarily (or definitely) increase the error, if
the iterative trajectory passes through a zone of low gradient. In this case, an
appropriate way for a successful simulation consists of choosing another initial
solution, like the one referred to as 0Vo′ in Figure 3.24. And this may be obtained
by switching from the harmonic-Newton to the source-stepping HB. The procedure
followed by commercial HB simulators in the presence of such convergence diffi-
culties consists of reducing the excitation to a value where convergence is guaran-
teed, and using this stimulus level backed-off solution as the alternative harmonic-
Newton initial estimate. Obviously, if the simulation already consists of a source
power sweep (like in common output power versus input power transfer characteris-
tics) the initial solution to the next amplitude point is taken as the preceding
calculated result.

The source-stepping procedure just described pertains to a much broader strat-
egy known as continuation methods. Continuation methods rely on varying a
circuit parameter from a situation where the solution is easily found, to the desired
circuit condition. In principle, any circuit parameter is amenable for use as a
continuation parameter, as long as the circuit behavior responds smoothly to its
changes. So, beyond the natural excitation level, we could also use the values of
some critical circuit components, or even some parameters of the nonlinear device
models. Normally, the idea is to convert the nonlinear circuit facing convergence
difficulties into another one nearly linear, for which the solution can be obtained
in one iteration. This solution is then used as the first estimate to another simulation
where the circuit is weakly nonlinear, and the process repeated until the solution
is found for the original circuit [1].

Finally, the last referred origin of harmonic-Newton convergence failure is
related to an insufficient number of harmonics used to represent the signals. The
only remedy for such a situation is to try another simulation run with a more
conservative harmonic truncation. In practical RF or microwave circuits, a number
of harmonics on the order of eight to ten is generally enough. This is specially true
in the nonlinear distortion simulation field, not only because the nonlinearities
usually encountered tend to produce small harmonic amplitudes with increasing
order, as all circuits behave in an asymptotic lowpass manner when excitation
frequency goes to infinity. Also, the package or intrinsic device reactances contribute
to soften the impact of higher frequency components.

Summarizing Algorithm of the Harmonic-Newton Method
In order to close this section, we will now summarize the underlying concepts of
the harmonic-Newton method by presenting a flow chart of its algorithm. For the
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sake of generality, it is assumed that our circuit example is now composed of a
linear subcircuit that comprises all linear dynamic elements, beyond the previous
nonlinear subcircuit including only a memoryless current source and charge models.
It all works as if the linear conductance G of our example circuit (see Figure 3.1)
were substituted by an admittance matrix, Ycl (v ), while the nonlinear subcircuit
still involves a voltage-dependent current source, iNL [vO (t )], and a nonlinear
capacitance, whose current is given by d/dt {qNL [vO (t )]}. So, the harmonic balance
equation is formed by imposing Kirchoff’s current law to the circuit’s node—that
is, F(Vo ) = Icl + Inl + jVQnl − Is = 0, where Is (v ) is again our excitation source
vector, the linear subcircuit’s current is given by Icl (v ) = Ycl (v ). Vo (v ), and the
nonlinear currents are computed by Fourier transforming the nonlinear current
and charge previously evaluated in time-domain.

As seen in Figure 3.25, the algorithm starts by estimating an initial solution
0Vo , which is then used to formulate the harmonic balance equation in that time-
varying quiescent point. In the following, a new solution estimate, 1Vo , is generated
by the Newton-Raphson nonlinear solver, unless the harmonic balance equation
is already approximately verified within an error level not greater than a prescribed
e. In this case, it is considered that the solution fVo has been reached.

3.3.3 Nonlinear Model Representation—Spectral Balance

When formulating the harmonic equation, we faced the problem of deter-
mining the spectrum representation of a certain nonlinear response [e.g.,

iNL [vO (t )] = iNL 3∑
k

Vok
e jkv 0 t4 in (3.201)]. At that time, the adopted procedure

was to convert the spectral representation of Vo into the time-domain, vO (t ),
compute iNL [vO (t )] in a time-sample by time-sample basis, and then return to
the frequency-domain with the help of the appropriate Fourier transformation.
However, that time-domain evaluation of the nonlinearities may not be viable for,
at least, two important reasons.

First of all because the signals may not be periodic, thus obviating the use of
the DFT (or its fast computation algorithm, the FFT) as the tool to jump between
time- and frequency-domains. This is so important in the nonlinear distortion field
of problems that it deserves a separate treatment in a special section. For now,
just imagine the simple case of trying to simulate a two-tone test where the two
frequencies, v1 and v2 , have no common divider (i.e., there are no simultaneous
nonzero integers k1 and k2 such that k1v1 + k2v2 = 0).

The second possibility appears whenever the nonlinearity may not be expressed
by the cascade of a linear dynamic operator and an algebraic nonlinear function.
For example, if the circuit includes one or more electron devices for which quasi-
static approximation does not apply. In this case, iNL [vO (t )] would have memory,
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Figure 3.25 Summarizing flow chart of the harmonic-Newton algorithm.
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meaning that the time-sample by time-sample calculation is no longer possible [the
response at any time also depends on the past vO (t )], and some kind of transient
integration is needed. But, this is exactly what we want to obviate when using a
steady-state simulation technique like HB.

To cope with these problems, we would like to have the capability of determin-
ing the output spectrum directly from the input spectrum. And, this is, in general, not
possible, since there are no mathematical tools for analytically solving a nonlinear
differential equation subject to any combination of sinusoids. Obviously, the power
series or Volterra series are two very special methods to handle that situation, in
which the particular format adopted for representing the nonlinearities allowed
the desired spectral manipulation. Indeed, the output spectral calculation could be
easily done by transforming the time-domain additions and products into spectral
additions and pseudoconvolutions, respectively. That is, if x (t ), X (v ); y (t ), Y (v );
z (t ), Z (v ) are the time-domain and frequency-domain representations of three
signals such that

x (t ) = ∑
K

k =−K
Xk e jv k t ; y (t ) = ∑

K

k =−K
Yk e jv k t ; z (t ) = ∑

R

r =−R
Zk e jv r t (3.215)

then, the spectrum of the addition

z (t ) = a1x (t ) + a2 y (t ) (3.216)

will be

Z (vr ) = a1X (vk ) + a2Y (vk ); vr = vk = −vK , . . . , 0, . . . , vK
(3.217)

and the spectrum of the product

z (t ) = x (t ) y (t ) (3.218)

will be

Z (vr ) = X (vk1
)Y (vk2

); vr = vk1
+ vk2

= −2vK , . . . , 0, . . . , 2vK

(3.219a)

or

Z(v ) = X(v ) * Y(v ) = Y(v ) * X(v ) (3.219b)
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where vr spans through all possible linear combinations of vk1
and vk2

, in a way
that Z(v ) = X(v ) * Y(v ) represents true spectral convolution if the various vk
are multiples of a fundamental v0 : vk = kv0 , and another frequency transformation
(herein called pseudoconvolution) otherwise. Again, from all mixing products, only
the ones falling in the original frequency set are considered, in order to limit the
spectral regrowth handled by the simulator. Therefore, it is assumed that many of
the X Xvk1

C and Y Xvk2
C are null, and any vr < −vK or vr > vK will be discarded.

In this way, that pseudoconvolution corresponds to (2K + 1)2 complex entity
products that may be put in matrix form as

3
Z−K

A
Z0
A

ZK

4 = 3
Tx11 … Tx1(2K +1)

A A
Tx (2K +1)1 … Tx (2K +1)(2K +1)

43
Y−K

A
Y0
A

YK

4 (3.220a)

= 3
Ty11 … Ty1(2K +1)

A A
Ty (2K +1)1 … Ty (2K +1)(2K +1)

43
X−K

A
X0
A

XK

4
or

Z = TxY = TyX (3.220b)

in which Tx and Ty are the spectrum transform matrices of the signals x (t ) and
y (t ), respectively.

At this point, it should be noted that if x (t ), y (t ) and z (t ) are periodic
(vk = kv0), these transform matrices have a regular Toeplitz form such that
Txij = X [(i − j )v0]. The matrix-vector products of (3.220) can be implemented in
a much more efficient way in time-domain, if the convolution properties of the
FFT are used.7 Indeed, these order O [(2K + 1)2] frequency-domain convolutions
can be done with only two times O [(2K + 1) log2 (2K + 1)] for FFT inversion of X(v )
and Y(v ), O [2K + 1] for z (t ) = x (t )y (t ) multiplication and O [(2K + 1)log2 (2K +
1)] for FFT transformation of z (t ) to Z(v ), and we end up in the conventional
mixed time-domain frequency-domain HB algorithm.

With that definition of the spectrum transform matrix, it is also possible to
determine the spectrum mapping imposed by a time-domain division. Consider
that the nonlinear function to be evaluated in the frequency-domain is

7. Strictly speaking, the use of the FFT algorithm requires that (2K + 1) be a multiple of two. If it is not,
the array should be padded with the necessary number of zeros before processing.
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z (t ) =
y (t )
x (t )

(3.221)

To determine Z(v ) from X(v ) and Y(v ), we should first recognize that if
(3.221) holds, then y (t ) = x (t )z (t ) or Y(v ) = X(v ) * Z(v ) or Y = Tx Z, and thus

Z = Tx−1Y (3.222)

where Tx−1 is the inverse matrix of Tx.
In the same manner as the matrix-vector product Tx Y represented a frequency-

domain convolution in the periodic excitation case, now Tx−1Y stands for its
inverse operation, or deconvolution.

It should be clear by now that since any algebraic function can be approximately
expressed as a suitable combination of the four arithmetic operations (addition,
subtraction, multiplication, and division), any memoryless nonlinearity can be
directly evaluated in frequency-domain. For that, the nonlinearity should be approx-
imated by a convenient power series or rational function (i.e., a ratio between two
polynomials).8 In this way, we can solve the HB equation in the frequency-domain
obviating the need for the Fourier transformations. That special version of HB is
usually known as frequency-domain harmonic-balance or simply spectral-balance
(SB), to distinguish it from the conventional mixed mode HB.

To solve the spectral-balance equation with the Newton-Raphson method, like
in the previous harmonic-Newton, we need to compute the Jacobian matrix. That
is straightforward if the spectrum transform matrix is again used for the time-
domain products and divisions. If, for example, x (t ), y (t ), and z (t ) are dependent
on a signal s (t ), and, for example, the derivative of X(v ) with respect to the n th
component of S(v ) is

Ẋn ≡ F∂X−K
∂Sn

. . .
∂X0
∂Sn

. . .
∂XK
∂Sn

GT

(3.223)

then the Jacobian of the addition (or subtraction) z (t ) = x (t ) ± y (t ) can be calculated
by

Żn = Ẋn ± Ẏn (3.224)

the Jacobian of the product z (t ) = x (t )y (t ), by

Żn = TxẎn + TyẊn (3.225)

8. This is only applicable to algebraic nonlinearities. If they include memory, alternative generalized power
series could also be used [10].
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and the Jacobian of the division z (t ) = y (t )/x (t ) by

Żn = Tx−1(Ẏn − Tx−1TyẊn ) = Tx−1(Ẏn − TzẊn ) (3.226)

3.3.3.1 Comparison of Frequency and Mixed-Mode Harmonic Balance

As previously stated, the main advantages of SB over HB are its ability to handle
any type of input spectrum, and dynamic nonlinearities. Although the second
argument does not have too strong a practical impact, as common nonlinear devices
can generally be described by memoryless currents, charges, or magnetic fluxes,
the first one plays an important role on nonlinear distortion simulation. Since no
Fourier transformation is required, no additional requirement is imposed to the
input spectrum other than that it must be composed of a finite number of discrete
points.

However, as the number of different mixing products increases rapidly with
the number of nonharmonically related tones, in practice, memory storage and
computation time limit SB usage to inputs composed by a few tens of discrete
uncommensurated tones.

Another important advantage of SB over HB, which is also very important to
the distortion simulations filed, is its higher numerical range. Highly linear systems
produce distortion components having amplitudes much lower than the linear
components. Therefore, its accurate calculation may be compromised if any error
associated to those linear components can be spread over the distortion components.
Because Fourier transformations compute any spectral point from all time-samples,
and the inverse transformation compute the value of any time-sample from all
spectral components, conventional mixed-mode HB is susceptible to the type of
inaccuracies just referred, while SB is not. In fact, this is an advantage inherent to all
frequency-domain methods, as they handle independently all spectral components.

Unfortunately, these three advantages of SB have a price, one high enough to
obviate its widely use in commercial simulators: contrary to mixed-mode HB,
which handles any SPICE-like model, SB requires a special device model format.
And this implies, really, a twofold problem.

First of all, this requirement imposes another step in circuit simulation: the
model substitution by a convenient approximant. It may be a power series or a
rational function. Although the second one is generally preferred because of its
wider approximation range, it must be selected in a way that it osculates the first
n derivatives of the original function, if small-signal distortion up to order n is to
be accurately predicted. A good example of that is the Hermite rational [11]. The
second criteria that must be observed in selecting these ratios of polynomials is
that it must be guaranteed that any possible zero of the denominator within the
approximation range must be exactly canceled by a similar zero of the numerator.
And this may be some times difficult, due to the finite arithmetic precision used
to compute the polynomial coefficients.
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The second problem caused by the device model format is excessive computation
time. Since we rely on spectral pseudoconvolutions and deconvolutions, it is first
necessary to spend time calculating the frequency transform matrices and their
inverses. Then, it is necessary to perform many matrix-vector products, which are
comparatively much more expensive then evaluating the model in time-domain.

3.3.4 Multitone Harmonic Balance

As was presented in previous sections, HB was initially conceived to compute
the steady-state of a nonlinear differential equation when subject to a sinusoidal
excitation. So, due to the restrictions imposed by the DFT, this conventional mixed-
mode HB is only capable of handling periodic signals. The intermodulation distor-
tion problem usually requires at least two uncommensurated tones, which deter-
mines aperiodic (quasiperiodic) signals, demanding for different approaches. One
of these alternatives was already presented in the previous section as the spectral
balance. In that case, we approximated the nonlinear function with an appropriate
power series or rational, to allow its evaluation directly in frequency-domain. In
this section we return to the time-domain evaluation of the nonlinearities and
explore time-frequency transformations amenable for these quasiperiodic stimulus.

Although most of the techniques to be presented can be generalized to more
than two tones, we will assume that simplest case to guarantee explanation clarity.
So, our excitation iS (t ) is given by

iS (t ) = ∑
2

q =−2
Isq

e jvq t (3.227)

and the output variable by

vO (t ) = ∑
K

k =−K
Vok

e jvk t (3.228)

where vk = k1v1 + k2v2 for k1 and k2 integers.
Two different strategies can be considered for the necessary harmonic trunca-

tion, K. Box truncation assumes that for a maximum harmonic order, k1 and k2
are such that |k1| ≤ K1 and |k2 | ≤ K2 . Diamond truncation considers, instead,
that |k1 | + |k2 | ≤ K . An example of the resulting frequency location for each of
these truncation schemes (K = 3 and K1 = K2 = 3) is illustrated in Figure 3.26 and
Figure 3.27.

From a practical point of view, diamond truncation is preferable to box
truncation since it is more efficient. To understand that, consider two tones of
f1 = 2.000 GHz and f2 = 2.001 GHz. If circuit bandwidth limitations determine
that all mixing products up to, lets say, about 6 GHz should be considered, minimum
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Figure 3.26 Frequency set generated by diamond truncation with K = 3 (25 mixing products).

Figure 3.27 Frequency set generated by box truncation with K1 = K2 = 3 (49 mixing products).

K for diamond truncation must be selected as K = 3, as is reported in Figure 3.26,
while box truncation would require a much larger frequency set of K1 = K2 = 3,
as shown in Figure 3.27. It can be shown that frequency vector size for box
truncation with k1 = k2 = K is (2K + 1)2 = 4K 2 + 4K + 1, while it is only (2K +
1)2 − 2K (K + 1) = 2K 2 + 2K + 1 for diamond truncation. Thus, for large K , box
truncation frequency vector size tends to double the one of diamond truncation.

A two-tone excitation, like the one considered, can be periodic in T if x (t +
T ) − x (t ) = 0 for all t. In that case, the input frequencies are said to be commensu-
rated since there exists a common divider v0 = 2p /T such that v1 = k1v0 and v2
= k2v0 where k1 , k2 are integers.

In the opposite case, it is not possible to find any pair of nonsimultaneous null
integers k1 , k2 that make k1v1 + k2v2 = 0, and the signal is aperiodic. Although
there is no exact period for which the signal repeats itself, we may find an e-almost
periodic T such that |x (t + T ) − x (t ) | < e, and the excitation is said to be almost
periodic or quasiperiodic.

Uniformly sampling an almost periodic signal, and subsequently calculating its
spectrum by a DFT is not possible. The problem is that the DFT automatically
repeats the sampled data as if the almost period T were a true period, thus creating
a new signal with a discontinuity of amplitude e. That discontinuity corresponds
to add very high frequency components that are aliased onto the original spectrum.
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And this aliasing error, commonly referred to as spectral leakage, is usually so
large that masks the desired small distortion components.

But, even if the excitation is periodic, it may not be practical to use a DFT as
the means to obtain the signal spectrum representation. For example, the direct
application of the DFT to our signal of f1 = 2.000 GHz and f2 1 MHz apart, and
diamond truncation with K = 3, demands a sampling frequency of, at least, f s =
12.006 GHz, and a sampling time equal to the period of 1 MHz or NTs = 1ms.
Therefore, the number of data samples needed to obtain only 25 Fourier com-
ponents would be N = 12,006. If frequency separation of tones were reduced to
1 KHz, this number of samples would become nearly 12 million!

3.3.4.1 Almost Periodic Fourier Transform

One reasonable alternative to the DFT is to use what is known as the almost
periodic Fourier transform (APFT). It is based on the intuitive idea that, in principle,
(K + 1) Fourier components Vok

(2K real numbers for all positive frequencies plus
one more for dc) can be obtained from (2K + 1) time-samples, t s , by solving the
following linear system of (2K + 1) equations9:

3
vO (t1)

A
vO (t s )

A
vO (t2K +1)

4
= 3

1 2 cos (v1 t1) −2 sen (v1 t1) … 2 cos (vK t1) −2 sen (vK t1)
A A A A A
1 cos (v1 t s ) −2 sen (v1 t s ) … 2 cos (vK ts ) −2 sen (vK ts )
A A A A A
1 cos (v1 t2K +1) −2 sen (v1 t2K +1) … 2 cos (vk t2K +1) −2 sen (vk t2K +1)

4
3

Vo0

Vo1r

Vo1i

A
VoKr

VoKi

4 (3.229a)

where Vok
= VoKr

+ jVoKi
, or

9. For guaranteeing consistency with the previous sinusoidal harmonic-Newton derivations, equation (3.229a)
uses a double-sided DFT against the more common single sided definition [1–3]. A comparison between
these two possible DFT definitions can be found in [1].
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vO = G−1Vo (3.229b)

which gives

Vo = GvO (3.230)

The pair (G, G−1) is then the wanted APFT and its inverse, respectively. The problem
with this approach is that we do not know a priori how to select the (2K + 1)
time-samples.

In the sinusoidal excitation case vO (t ) would be periodic and an uniform
sampling strategy should be used during one period of vO (t ). The (G, G−1) thus
obtained is the DFT pair. Unfortunately, trying to extend this knowledge to the
almost periodic case is, generally, of little use as the system (3.229) becomes ill
conditioned. This means that the rows of G−1 are nearly linearly dependent, the
system is close to being undetermined, and the transform result is very sensitive
to finite arithmetic round off errors or aliasing. Aliasing errors are particularly
important in this context because the spectrum was initially truncated to K [1].

A method proposed to overcome that problem [12] uses twice the minimum
number of time-samples theoretically needed (oversampling), randomly distributed
over a three-period time duration. This yields two times more rows than unknowns,
which then allows a careful selection of the (2K + 1) set that is more linearly
independent or orthogonal.

To understand how this can be done, suppose that the row vectors correspon-
dent to time-samples t s1

and t s2
, r1 and r2 , are not orthogonal. This means that

rT
1 r2 ≠ 0 and that r2 can be expressed as the sum of an orthogonal component to

r1 , r2⊥
, and one linearly dependent on r1 , ar1 :

r2 = r2⊥
+ ar1 (3.231)

where a is a real constant. The orthogonal component, r2⊥ , could be obtained from
r2 and r1 , if we knew a. And that constant can be easily determined if we multiply
both parts of (3.231) by rT

1 , giving

a =
rT

1 r2

rT
1 r1

(3.232)

Therefore,

r2⊥
= r2 −

rT
1 r2

rT
1 r1

r1 (3.233)

is the desired component of r2 orthogonal to r1 .
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The near orthogonal selection of time-samples is accomplished by selecting one
row arbitrarily, say r1 , and using (3.233) to determine the other row in the set
which is more orthogonal to it, rs (i.e., the one with largest orthogonal component
norm ||rs⊥

|| ). Those two rows, r1 and rs , are then retained for the final (2K + 1)
system. Then r1 is substituted by rs in the next iteration to determine another row
near-orthogonal to r1 and rs . This process is repeated, as many times as needed,
to select all the near-orthogonal (2K + 1) rows.

Similarly to what was done for the periodic case, harmonic-Newton implemen-
tation based on this APFT requires a Jacobian matrix that may be computed as

J ≡
dF(Vo )

dVo
= GFdfm (vO )

dvO
GG−1 (3.234)

in which is [d fm [vO ]/dvO ] is again a diagonal matrix such that

ds1 ,s2
=

dfm (vO )
dvO |vO = vO (t s )

if s1 = s2 = s and ds1 ,s2
= 0 otherwise.

3.3.4.2 Multidimensional Fourier Transform

The multidimensional discrete Fourier transform (MDFT) is a generalization of
the DFT to signals dependent on various parameters. Since the signals we have to
deal with in circuit analysis are all dependent on a single parameter, time, MDFT
is not directly applicable in this field. However, it can offer an enormous benefit
to multitone HB if we note that a two-tone almost-periodic signal like

iS (t ) = ∑
2

q =−2
Isq

e jvq t (3.235)

can be rewritten as a double periodic two-dimensional signal,

iS (u1 , u2) = [Is1
e ju 1 + I *s1

e −ju 1 ] + [Is2
e ju 2 + I *s2

e −ju 2 ] ; (3.236)

u1 ≡ v1 t , u2 ≡ v2 t

provided v1 and v2 are uncommensurated and iS (u1 , u2) = iS (u1 + v1T1 , u2) =
iS (u1 , u2 + v2T2) [13, 14]. If iS (t ) would now be passed through an algebraic
nonlinearity, vO (t ) = f [iS (t )], the output would be composed of multiple combina-
tions of the original base frequencies, v1 , v2 , indicating that
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vO (t ) = ∑
∞

k1 =−∞
∑
∞

k2 =−∞
Vok1,k2

e j (k1 v 1 t +k2 v 2 t ) (3.237)

can also be expressed as a double periodic two-dimensional signal:

Vo (u1 , u2) = ∑
∞

k1 =−∞
∑
∞

k2 =−∞
Vok1,k2

e jk1 u 1e jk2 u 2 (3.238)

The two-dimensional Fourier coefficients of a box truncated version of vO (t ),10

Vo (k1 , k2), can be determined if a system of (2K1 + 1)(2K2 + 1) equations is built
from a collection of time-samples of vO (t ) uniformly taken on a rectangular grid
defined as

t s1
=

2p
(2K1 + 1)v1

s1 , t s2
=

2p
(2K2 + 1)v2

s2 ; (3.239)

s1 , s2 = −K1,2 , . . . , 0, . . . , K1,2

This system would then be

vO (s1 , s2) = ∑
K1

k1 =−K1

∑
K2

k2 =−K2

Vo (k1 , k2)W k1s11 W k2s22 (3.240)

where W1,2 = exp [2p j /(2K1,2 + 1)]. This is the definition of the inverse 2-DFT.
The inversion of (3.240) leads to the two-dimensional DFT:

Vo (k1 , k2) =
1

(2K1 + 1)(2K2 + 1) ∑
K1

s1 =−K1

∑
K2

s2 =−K2

vO (s1 , s2)W −s1k11 W −s2k22

(3.241)

Since vO (s1 , s2) is periodic in s1 and s2 , Vo (k1 , k2) is usually computed as
(2K2 + 1) one-dimensional FFTs on s1 , followed by (2K1 + 1) one-dimensional
FFTs on s2 , to profit from the computational efficiency provided by that algorithm.

The MDFT pair, thus defined, is used on a multitone harmonic-Newton by
evaluating the nonlinear function and their derivatives in the new multidimensional
time-domain, and formulating the HB equation in the correspondent multidimen-
sional frequency-domain.

10. Application of MDFT is restricted to box truncation, which imposes an important practical limitation to
this technique.
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Contrary to the APFT, which is approximate in nature, the MDFT is exact.
Therefore, intermodulation distortion calculations made with this technique gain
in numerical accuracy. Nevertheless, its algorithm implementation is much more
involved and requires a rapidly increasing number of arithmetic operations when
the number of base frequencies is greater than two or three.

3.3.4.3 Artificial Frequency Mapping Techniques

In the above sections we have seen that the DFT is only directly applicable to
periodic signals. And, even if the signal is periodic, the computational efficiency
of this transform is dramatically compromised when the signal’s bandwidth is too
small compared to its central frequency (i.e., the spectrum is sparse). In this section
we will explore some particular features of HB that allow the use of the DFT for
solving problems where it would be, a priori, not applicable.

First, we should remember that the only role played by any time-frequency
transformation in HB is to permit the evaluation of the nonlinearities in time-
domain. Therefore, in this context, any intermediate calculation step should be
acceptable, provided the output result is correct. And second, if we restrict the
nonlinearities’ description to being memoryless, their output spectrum coefficients
no longer depend on input absolute frequency values, but only on their relative
positions. For example, the output coefficient of any mixing product, identified by
(k1 , k2), of a two-tone signal passed through a third-degree power series is the
same whether the input excitations are located at f1 = 2 GHz and f2 = 2.001 GHz,
or f1 = 2.4573 KHz and f2 = 2.5 KHz. For this to be true in general, we should
also enforce that any mixing product of interest should not coincide in frequency
with any other. This means that, either the input base frequencies are uncommensu-
rated, or the spectrum truncation order is sufficiently high to prevent overlapping
of frequency mixing components. For example, for f1 = 2 GHz and f2 = 2.001
GHz, no overlapping will be possible under diamond truncation if K < 2,000.

With these considerations in mind, we could relax the need for the either
inaccurate APFT or complex MDFT if we found it possible to convert our mixing
component’s vector into another one where the original proportions between fre-
quency positions are preserved, and is both dense and harmonically related. This
constitutes the basis for the so-called artificial frequency mapping (AFM) techniques
[14–17].

To exemplify the concept, let us consider the spectrum of Figure 3.28, which
resulted from a box truncation of the mixing products of two base frequencies
f1 = 2 GHz and f2 = 2.001 GHz, up to K1 = 3 and K2 = 4.

If an AFM spectrum is now constructed such that the base frequency is, let us
say, l0 = 1 Hz (this value is, in fact, completely arbitrary), k1 f1 is transformed
into k1l0 and k2 f2 into (1 + 2K1)k2l0 , we get the transformation depicted in
Figure 3.29.
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Figure 3.28 Two-tone box truncation spectrum example where K1 = 3 and K2 = 4.
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Figure 3.29 Two-dimensional to one-dimensional transformation performed by a two-tone box
truncation AFM technique.

Comparing the original spectrum of Figure 3.28 with the one resulting from
the transformation, Figure 3.29, several interesting conclusions can be drawn. First,
the extremely sparse original spectrum is now dense (i.e., there are no null positions
in between the desired mapped mixing components). This corresponds to a large
gain in algorithmic efficiency, since we no longer need to handle any null positions.
Second, all positions are a multiple of l0 , the correspondent artificial time-domain
signal is periodic, and the DFT can already be used. And finally, although some
relative positions were lost (e.g., now 3f1 = 6 GHz → 3l0 appears at a lower
position than f2 − f1 = 1 MHz → 6l0), all the original proportionality relations
were preserved: f1 → l0 , 2f1 → 2l0 , 3f1 → 3l0 , f2 → 7l0 , 2f2 → 14l0 , 3f2 →
21l0 , and f2 − f1 → 6l0 , 2f2 − 2f1 → 12l0 , 3f2 − 3f1 → 18l0 , as shown in
Figure 3.30.

Artificial Frequency Mapping for Multitone Signals with Box Truncation
To understand the mapping technique just presented, and then to generalize its
use to any number, Q, of uncommensurated base frequencies, vq ∈ {v1 , . . . , vQ :
k1v1 + . . . + kQ vQ ≠ 0, k1 , . . . , kQ ∈ Z } we must realize that the relative
positions of these base frequencies are immaterial. In fact, when we explained the
MDFT we have considered v1 t ≡ u1 , v2 t ≡ u2 , . . . , vQ t ≡ uQ as Q independent
variables. Therefore, we can use this degree of freedom to develop the mapping
procedure.

Let us begin by considering that the harmonics of v1 were truncated to K1 .
Its mixing components are shown in Figure 3.31.

The number of tones is 2K1 + 1 (−K1v1 , . . . , 0, . . . , K1v1), which can be
mapped onto an artificial frequency-domain, l , as v1 → l0 and k1v1 → k1l0 .

The addition of another tone, v2 , whose harmonics are truncated to K2 , will
produce clusters of mixing products given by k1v1 + k2v2 : −K1v1 − K2v2 , . . . ,
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Figure 3.30 Frequency positions of a two-tone box truncated mapped spectrum.
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Figure 3.31 Frequency positions for only one input base frequency.

−K2v2 , . . . , K1v1 − K2v2 ; . . . ; −K1v1 , . . . , 0, . . . , K1v1 ; . . . ; −K1v1 +
K2v2 , . . . , K2v2 , . . . , K1v1 + K2v2 . Depending on the relative positions of
v1 and v2 , these clusters may overlap: v2 < (2K1 + 1)v1 ; or may have vacant
bands in between: v2 > (2K1 + 1)v1 . As we are free to shift the location of v2
with respect to v1 , making v2 = (2K1 + 1)v1 produces an optimum spectrum that
is dense and has no overlapping clusters, as shown in Figure 3.32.

The spectrum of Figure 3.32 includes all possible products generated by combin-
ing k1v1 with k2v2 , containing a total of (2K1 + 1)(2K2 + 1) components. These
can be mapped to the artificial frequency-domain such that k1v1 → k1l0 and
k2v2 → k2(2K1 + 1)l0 .

The addition of a third base frequency, v3 , can now be handled in much the
same way by simply replicating the spectrum of Figure 3.32 in the harmonics of
v3 , k3v3 . It will produce a set of components given by k1v1 + k2v2 + k3v3 .
Since the number of frequency components in any of these clusters is (2K1 + 1)(2K2
+ 1), v3 should be located at v3 = (2K1 + 1)(2K2 + 1)v1 to obtain a nonoverlapping,
but dense, spectrum. The new mapping is thus: k1v1 → k1l0 ; k2v2 → k2(2K1
+ 1)l0 and k3v3 = k3(2K1 + 1)(2K2 + 1)l0 .

A generalization of this procedure to Q uncommensurated tones gives a total
number of mixing products of

PQ
q =1

(2Kq + 1) (3.242)

and the following mapping functions:
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Figure 3.32 Rearranged frequency positions for two input base frequencies with box truncation.
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v1 → l0

v2 → (2K1 + 1)l0

v3 → (2K1 + 1)(2K2 + 1)l0 (3.243a)

A

vQ → 3 P
Q −1

q =1
(2Kq + 1)4l0

or

vk = PQ
q =1

kq vq → lk = 5 P
Q

q1 =1
kq13 P

Q −1

q2 =1
(2Kq2

+ 1)46l0 (3.243b)

Artificial Frequency Mapping for Two-Tone Signals with Diamond Truncation
Contrary to box truncation, for diamond truncation no AFM producing a dense
spectrum is known for any number of base frequencies greater than two. Although
it is possible to generate a harmonically related mapped spectrum, it seems difficult
to build one without any zero amplitude positions. However, the AFM for the two
base frequencies case is simple, and, as we shall see later, can be quite useful.

To explain the way this mapping operates, consider the two-tone spectrum,
which was truncated to fifth order (vk = k1v1 + k2v2 , |k1 | + |k2 | < 5), represented
in Figure 3.33.

A convenient two-dimensional to one-dimensional mapping for this diamond
truncated spectrum is represented in Figure 3.34.

Comparing the positions occupied by the original (Figure 3.33) and mapped
frequencies (Figure 3.34) we conclude that this AFM keeps, not only the proportion-
ality between frequency values, but also their relative positions. In fact, the mapping
does nothing more than simply removing the zero amplitude spectral positions
present in between the various mixing clusters.

The extension of this AFM to two-base frequencies diamond truncated up to
order K gives

2K 2 + 2K + 1 (3.244)

as the total number of mixing products, and the following mapping functions:

v1 → Kl0 (3.245a)

v2 → (K + 1)l0

or

vk = k1v1 + k2v2 → lk = [k1K + k2(K + 1)]l0 (3.245b)
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Figure 3.33 Original two-tone spectrum diamond truncated up to fifth order.
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Figure 3.34 Two-dimensional to one-dimensional transformation performed by a two-tone dia-
mond truncation AFM technique.

Another generalization of this AFM, with important practical interest, uses the
fact that a multitone signal composed of Q equally spaced tones is not characterized
by Q independent base frequencies (as in the case of truly uncommensurated tones)
but only by two. Indeed, note that if the Q tones share an exact common separation
Dv, then all Q tones can be uniquely identified by the frequency of one of them—
for example, the one of lower frequency, v0 , and a multiple of the separation
Dv : vq = v0 + (q − 1)Dv ; q = 1, . . . , Q.

An example of such type of spectrum can be seen in Figure 3.35, where the
number of tones is Q and truncation order is K = 3.

Again, we can obtain the desired dense and harmonically related spectrum by
simply eliminating the null amplitude positions.

The total number of (positive and negative) mixing products, obtained after
diamond truncation up to order K, can be calculated by summing up the number
of mixing products in the even and odd-order clusters:

If K is odd: No. of odd order clusters = K + 1
No. of products per odd order cluster = QK − (K − 1)
No. of even order clusters = K
No. of products per even order cluster = Q (K − 1) − (K − 2)

Total number of products = 2QK 2 − 2K 2 + 2K + 1
If K is even: No. of odd order clusters = K

No. of products per odd order cluster = Q (K − 1) − (K − 2)
No. of even order clusters = K + 1
No. of products per even order cluster = QK − (K − 1)

Total number of products = 2QK 2 − 2K 2 + 2K + 1
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Figure 3.35 Original uniformly distributed multitone spectrum with diamond truncation.

Thus, the total number of mixing products is

2QK 2 − 2K 2 + 2K + 1 (3.246)

for either odd or even K. The mapping functions can be given by

v1 → [K (Q − 1) − Q + 2]l0

v2 → [K (Q − 1) − Q + 3]l0 (3.247a)

A

vQ → [K (Q − 1) + 1]l0

or

vk = ∑
Q

q =1
kq vq → lk = 5 ∑

Q

q =1
kq [K (Q − 1) − Q + 1 + q ]6l0 (3.247b)

Artificial Frequency Mapping for Multitone Signals with Combined Box-Diamond
Truncation
Comparing box truncation and diamond truncation, we conclude that although
the multitone box truncation scheme is applicable to any number of uncorrelated
signals, it can be computational expensive in presence of a large number of input
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tones. Diamond truncation produces clearly more efficient index vectors, but it is
restricted to equally spaced signals. So, none of these AFMs is appropriate for a
very important case: large-signal multitone mixer analysis. There, we can have a
large number of equally spaced tones composing the radio-frequency signal input,
RF excitation, plus one very strong local oscillator signal of uncorrelated frequency,
LO pump. The two AFM arrangements presented next were exactly conceived to
satisfy this need.

The first case to be considered is an AFM that handles a mixed truncation
scheme: diamond truncation for the RF equally spaced multitone signal, and box
truncation for the LO. The algorithm necessary for its mapped frequency index
vector generation can be divided into two steps.

The first step consists of applying the AFM for diamond truncation spectra,
described above, to our equally spaced multitone RF input. This mapped spectrum,
composed of a certain number of adjacent clustered mixing products, is shown in
Figure 3.36.

In the second step, this diamond truncated mapped spectrum is considered as
a new composite tone to be mixed with the LO spectral line. The resultant mixing
products are then box truncated as seen in Figure 3.37, and another AFM is
considered. The obtained spectrum corresponds to the dense and periodic frequency
index vector used for simulating the mixer.

Figure 3.36 Artificial frequency mapped output of the diamond truncated RF spectrum.

Figure 3.37 Final mapped spectrum obtained from a diamond truncation AFM to the RF, followed
by a box truncation AFM to combine the RF and LO excitations.
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Expression (3.248) presents the total number of resulting clusters that must be
considered:

N ≈ 2SORF + 1
2

ORF +
ORF

2
(ORF − 1)D (1 + 2OLO ) (3.248)

where ORF and OLO are the RF nonlinear order and the LO nonlinear order
considered, respectively.

The alternative AFM is based on a diamond truncation scheme specially
designed for uniformly discretized spectra mixed with another uncorrelated LO
tone (vRF = vRF0

+ k1Dv, and vLO ≠ vRF0
+ k2Dv, k1 , k2 ∈ Z ).

To build the AFM index vector, we begin by first viewing the complete excita-
tion as a two-tone signal. One of these imaginary tones is the local oscillator, while
the other is located at the center of the RF signal. The mixing process thus generates
new frequency components at positions given by Table 3.1, for the example of a
third-order nonlinearity. Each of these mixing terms creates a clustered spectrum.

Knowing the number of RF terms produced in each cluster, the second step
consists of generating the corresponding spectral regrowth, using the formulas
already developed for the diamond truncation.

Because the direct application of the general rules of diamond truncation AFM
would not generate a periodic mapped spectrum, the third step enforces that
periodicity by inserting a certain number of zeros between spectrum clusters. This
number of zeros can be determined by first considering the LO and RF as a two-
tone signal, and (as before) simply ignoring the zeros present between each of these
clusters. Then, the various numbers of zeros between the output RF (spectral
regrowth included) and the LO are determined for each cluster. The number of
zeros required for guaranteeing a harmonically related mapped spectrum is equal

Table 3.1 Two-Tone Cluster Generation for a Third-Order Nonlinearity

Number Cluster Mixing Terms
First Second-order distortion difference frequencies dc

vRF − vLO

Second Fundamental third-order inband distortion 2vLO − vRF
vLO
vRF
2vRF − vLO

Third Second-order distortion sum frequencies 2vLO
vLO + vRF
2vRF

Fourth Third-order out-of-band distortion 3vLO
2vLO + vRF
2vRF + vLO
3vRF
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to the minimum of those. This way, it is possible to generate a new artificially
mapped spectrum that is periodic and compact. Although the mapped spectrum is
not completely dense, the resulting final spectrum is much more efficient to handle
than the original one.

Figure 3.38 is an illustration of the resulting mapped spectrum.

3.3.5 Harmonic Balance Applied to Network Analysis

There are two different basic approaches for analyzing a nonlinear network with
HB, depending on the way the linear subnetwork is treated. The one known as
piecewise harmonic balance [18] breaks the circuit into a multiport linear subnet-
work to whose ports the excitation sources and nonlinear elements are connected.
Then, a harmonic balance equation is written for every port shared by a nonlinear
element. The other was named nodal harmonic balance [6], as it treats any node
of the circuit in an uniform way, whether it has nonlinear element connections or
not. Therefore, nodal HB writes down an HB equation for each circuit node, and
this leads to much larger systems of equations and unknowns than piecewise HB.
This is particularly true in RF and microwave circuits, where they are usually
composed of much larger number of linear elements than nonlinear ones. Because
of that, in the following we will address the piecewise HB approach.

Let us begin by considering the circuit of Figure 3.39, which includes a certain
number of nonlinear elements and excitation sources connected to a linear subnet-
work. As was explained in Section 3.2.2.1 for the nonlinear currents method of
Volterra series, this linear subnetwork must have as many ports as the sum of the
number of nonlinear elements in the circuit (m = 1, . . . , M ), plus their controlling
voltages (if not defined in any other created port) (l = 1, . . . , L ), excitation sources
( f = 1, . . . , F ) and, finally, the output. It is assumed that the nonlinear elements are
represented as voltage-controlled current sources, for which the general constitutive
relation applies:

i (m )
NL (t ) = f (m )

NL [v (1) (t ), . . . , v (L ) (t )] (3.249)

Figure 3.38 Output mapped spectrum for the diamond/diamond truncation AFM.
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Figure 3.39 General nonlinear network description used for piecewise HB analysis.

and the linear subnetwork is described by its (F + M + L + 1) × (F + M + L + 1)
admittance parameter matrix Y(v ).

Since any circuit branch current or node voltage can be derived from the (F +
M + L + 1) port voltages, the problem is reduced to finding v1(t ) . . . , vF (t ),
[v(F +1) (t ) = vO (t )], v (F +2) (t ), . . . , v (F +M +1) (t ), [v (F +M +2) (t ) = v (1) (t )], . . . ,
[v(F +M +L +1) (t ) = v (L ) (t )] which are represented, in frequency-domain after
spectrum truncation, by V(v ) = [V1(v ) . . . VF (v )Vo (v )V(F +2) (v ) . . .
V(F +M +1) (v )V(F +M +2) (v ) . . . V(F +M +L +1) (v )]T.

To do that, we begin by imposing F plus L + 1 boundary conditions for the
appropriate port currents:

i1(t ) = iS1
(t ), . . . , if (t ) = iSf

(t ), . . . , iF (t ) = iSF
(t ) (3.250a)

and

i (F +1) (t ) = i (F +M +2) (t ) = . . . = i (F +M + l +1) (t ) = . . . = i (F +M +L +1) (t ) = 0
(3.250b)

Then, the remaining set of M HB nodal equations are written:

1 → ∑
F +M +L +1

p =1
Y1, p (v )Vp (v ) + I (1)

nl [V(v )] = 0

A
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m → ∑
F +M +L +1

p =1
Ym , p (v )Vp (v ) + I (m )

nl [V(v )] = 0

A

M → ∑
F +M +L +1

p =1
YM , p (v )Vp (v ) + I (M )

nl [V(v )] = 0 (3.250c)

For calculating the currents and voltages at the M nonlinear ports, these
F + M + L + 1 equations can be reduced to a minimum set of M + L size, if the
current sources are embedded in the linear network. That diminishes Jacobian size
and thus allows important savings in memory storage and computing time. How-
ever, it demands for a redefinition of the admittance matrix, Y (v ), a reduced
voltage vector, V(v ) = [V1(v ) . . . VM (v )VM +1(v ) . . . V (M +L ) (v )]T, and the
calculation of the current gains between each source Isf

(v ) and current at port p ,
Ip (v ), Ap , f (v ). So, the final system of HB equations comes as

1 → ∑
M +L

p =1
Y1, p (v )Vp (v ) + ∑

F

f =1
A1, f (v )Isf

(v ) + I (1)
nl [V(v )] = 0

A

M → ∑
M +L

p =1
YM , p (v )Vp (v ) + ∑

F

f =1
AM , f (v )Isf

(v ) + I (M )
nl [V(v )] = 0

M + 1 → ∑
M +L

p =1
Y(M +1), p (v )Vp (v ) + ∑

F

f =1
A (M +1), f (v )Isf

(v ) = 0

A

M + L → ∑
M +L

p =1
Y(M +L ), p (v )Vp (v ) + ∑

F

f =1
A (M +L ), f (v )Isf

(v ) = 0 (3.251a)

or, in matrix form,

Y (v )V (v ) + A(v ) Is (v ) + Inl [V (v )] = IL [V (v )] + INL [V (v )] = 0
(3.251b)

where I
(p )
nl [V(v )] is zero at all ports p greater than M.

Equation (3.251) [along with (3.250)] is now solved for V(v ) using the
harmonic-Newton method, for which it is rewritten as

F [ i +1V (v )] ≈ F [ i V (v )] + J [ i V (v )] [ i +1V (v ) − i V (v )] (3.252)
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In the usual way, the voltage vector update, i +1V (v ), can be obtained from
the old one, iV (v ), by

i +1V (v ) = iV (v ) − {J [ iV (v )]}−1F[ iV (v )] (3.253)

If the frequency components and nodes are organized such that (3.251)
reads as

+ =

IL1,−K

A
IL1,K

A
ILM ,−K

A
ILM ,K

ILM +1,−K

A
ILM +1,K

A
ILM +L ,−K

A
ILM +L ,K

INL1,−K

A
INL1,K

A
INLM ,−K

A
INLM ,K

0
A
0
A
0
A
0

0

A
0

A
0

A
0

0

A
0

A
0

A
0

(3.254)

the Jacobian is an (M + L ) (2K + 1) × (M + L ) (2K + 1) matrix and has the following
structure:

J [V(v )] =

∂F1,−K

∂V1,−K
…

∂F1,−K

∂V1,K
… …

∂F1,−K

∂V(M +L ),−K
…

∂F1,−K

∂V(M +L ),K
A A A A

∂F1,K
∂V1,−K

…
∂F1,K
∂V1,K

… …
∂F1,K

∂V(M +L ),−K
…

∂F1,K
∂V(M +L ),K

A A A A
A A A A

∂F(M +L ),−K

∂V1,−K
…

∂F(M +L ),−K

∂V1,K
… …

∂F(M +L ),−K

∂V(M +L ),−K
…

∂F(M +L ),−K

∂V(M +L ),K
A A A A

∂F(M +L ),K
∂V1,−K

…
∂F(M +L ),K

∂V1,K
… …

∂F(M +L ),K
∂V(M +L ),−K

…
∂F(M +L ),K
∂V(M +L ),K

(3.255)
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3.4 Time-Domain Techniques for Distortion Analysis

Let us consider again the circuit example of Figure 3.1 herein represented by its
nonlinear ODE:

GvO (t ) +
dqNL [vO (t )]

dt
+ iNL [vO (t )] = iS (t ) (3.256)

The most natural way of finding vO (t ) is to solve (3.256) directly in time-
domain. For that, the nonlinear differential equation is converted into a nonlinear
difference equation, in which the time derivatives are approximated by appropriate
incremental ratios. For example, using the scheme known as Backward Euler Rule,
we could have

dqNL [vO (t )]
dt |

t = tk

≈
qNL [vO (tk )] − qNL [vO (tk − h )]

h
(3.257)

where h is the time-step, or sampling period. Since the derivative is defined as the
limit of this incremental ratio when h tends to zero, it is obvious that the two sides
of (3.257) are progressively approximated when the time discretization is denser.
This, however, has a direct impact on the simulation time, even in zones of solution’s
quietness. A good compromise between accuracy and simulation time is achieved
if h is dynamically selected according to the solution’s rate of change. In fact, the
gain in computation time is usually so high that all time-domain simulators use
this technique. And, as a consequence, the solution is obtained in a nonuniform
grid of samples. If this does not constitute any problem in general, it can have a
catastrophic effect on the quality of simulations of circuits presenting low distortion
levels, as we shall explain later.

3.4.1 Time-Step Integration Basics

Substituting (3.257) into (3.256) and assuming dynamic time-step selection, we
have

GvO (tk ) +
qNL [vO (tk )] − qNL [vO (tk −1)]

hk
+ iNL [vO (tk )] = iS (tk )

(3.258a)

or

hk GvO (tk ) + qNL [vO (tk )] + hk iNL [vO (tk )] = hk iS (tk ) + qNL [vO (tk −1)]
(3.258b)
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which shows we can determine vO (t ) for any time-sample, tk , from the knowledge
of the forcing function at that point, iS (tk ), and the past circuit solution, or system
state, vO (tk −1).11

So, vO (t ) is calculated for all time t0 < t < tK beginning with the knowledge
of the initial condition vO (t0), and solving the nonlinear algebraic equation (3.258)
for each time-step:

vO (t0)

h1GvO (t1) + qNL [vO (t1)] + h1 iNL [vO (t1)] = h1 iS (t1) + qNL [vO (t0)]

A

hk GvO (tk ) + qNL [vO (tk )] + hk iNL [vO (tk )] = hk iS (tk ) + qNL [vO (tk −1)]

A

hK GvO (tK ) + qNL [vO (tK )] + hK iNL [vO (tK )] = hK iS (tK ) + qNL [vO (tK −1)]
(3.259)

which results in a set of K nonlinear algebraic equations that can be successively
solved for vO (t1), . . . , vO (tk ), . . . , vO (tK ) using the Newton-Raphson scheme.

This formulation follows directly from our intuitive knowledge of dynamic
systems’ operation. So, it should be of no surprise that it was used in the first
digital computer programs of circuit analysis and is still nowadays the most widely
used numerical method for that purpose. It is present in all SPICE or SPICE-like
computer programs.

Time-step integration is a particular implementation of what is usually known
in differential equations as an initial value problem, because it solves vO (t ) for all
tk from the knowledge of the initial condition (or state) vO (t0). Therefore, it is
clearly tailored for finding the circuit’s transient responses. However, if the objective
is the determination of the steady-state, there is no other way than to pass through
the painful process of integrating all transients, and expecting them to vanish. In
circuits having extremely different time constants, or high Q resonances, time-step
integration can be very inefficient. And, unfortunately, this is typical of RF and
microwave circuits, because, not only they are narrowband tuned, as their bias
networks present time constants that are various orders of magnitude higher than
the excitation period, or the time constants of the signal networks.

Since distortion problems demand for very high numerical dynamic ranges,
and the transition from transient to steady-state behavior is gradual, the response
periodicity must be guaranteed with high precision, which contributes to also

11. Because our circuit is of first-order—only first-order time-derivatives are involved—the system state is
characterized by only vO (tk −1). In a circuit of n th order, the state would require knowledge of vO (tk −1),
. . . , vO (tk −n ).
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exacerbate simulation time. But, this is not the only problem time-step integration
poses to distortion simulation. For example, a two-tone excitation involves two
different time-scales, which correspond to the tones’ period and the tones’ separa-
tion, or envelope period. If the tones are commensurated, but close in frequency,
the number of time-steps can be very large. If they are uncommensurated, the
period tends to infinity, and the circuit will never reach a periodic steady-state.
Obviously, postprocessing these simulation results by some kind of windowing
and FFT computation will always involve a certain amount of error [19]. This
error, appearing as a spectrum ‘‘noise floor,’’ can easily mask small amplitude
distortion components. Another common origin of this numerical noise floor comes
from the dynamic step usually adopted to reduce simulation time. Because FFT
algorithms require a uniform time-sampling, this type of postprocessing is always
preceded by interpolation. And this introduces an amount of noise which often
cannot be tolerated. In such cases, there is no alternative way than to impose a
fixed time-step (e.g., by declaring a very conservative time-step ceiling) and cope
with the resultant huge amount of data points and simulation time.

Beyond these drawbacks, time-step integration shares with any other time-
domain methods a disadvantage that is particularly significant to microwave cir-
cuits. It cannot handle directly circuit elements having a frequency-domain represen-
tation. Examples of these are dispersive transmission lines, transmission line
discontinuities (as microstrip cross-junctions, bends, impedance-steps, coupled-
lines, etc.), or, in general, any admittance or scattering matrix coming from labora-
torial network analysis. To circumvent that, some time-domain simulators suggest
the use of approximated lumped equivalent circuits [20]. Nevertheless, these lumped
equivalents are so difficult to extract and involve such a large number of elements
that in those cases a frequency-domain simulator, as the ones using HB, is usually
preferable.

Time-domain methods present, however, an important advantage over HB for
lumped circuits: they are capable of handling much stronger nonlinearities. Facing
strong nonlinear regimes, HB requires Fourier expansions with a large number
of coefficients and its harmonic-Newton Jacobian matrix loses its characteristic
diagonal dominance. As a consequence, harmonic-Newton becomes very inefficient,
both in memory storage and simulation time. Time-domain methods do not suffer
from these problems as the time-variable can be used as a natural continuation
parameter: circuit solution at the previous time-step is always used as the initial
estimate for the next Newton-Raphson iteration. In this respect, time-step integra-
tion is so good, compared to HB, that there has been a continuous push of that
simulation method into the RF domain and a steadily proposal of new time-domain
methods that circumvent some of the above-mentioned drawbacks.

The following sections will briefly review some of these alternatives for time-
domain simulation. Steady-state sinusoidal excitation is addressed first, and then
guidelines for its generalization to multitone will be given.
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3.4.2 Steady-State Response Using Shooting-Newton

As was stated above, time-step integration is tailored to transient simulation, but
inadequate for calculating steady-state responses. This problem comes from the
fact that there is only one precise initial condition, or state, vO (t0), for the input
iS (t0), that will lead to the steady-state in the period T [vO (t0 + T ) = vO (t0) for
iS (t0 + T ) = iS (t0)], but it is unknown a priori. So, the simulator starts from
another initial condition (generally determined from a previous dc analysis) and
must integrate the resulting transients.

What happens is that we are trying to solve a boundary value problem using
an initial value solution technique. In fact, the steady-state solution of our ODE
can be formulated in the following way: What initial condition, or left boundary,
vO (t0), should be selected to our ODE [forced by a periodic function iS (t ) such
that iS (t0 + T ) = iS (t0)] that leads to a periodic solution also obeying the final
condition, or right boundary, vO (t0 + T ) = vO (t0)? One possible way to transform
our initial value solution procedure into a boundary value problem solver consists
of guessing an initial estimate of vO (t0), or shooting for vO (t0), solving the ODE
using the normal initial value solver, comparing the resulting vO (t0 + T ) with
vO (t0), and then wisely update the initial condition guess. For example, the operator
could try first a simulation for one period of the excitation using a certain initial
condition, 0vO (t0), and then observe the resulting 0vO (t0 + T ) − 0vO (t0). He
could then estimate the sensitivity of vO (t0 + T ) to the adopted vO (t0) by slightly
perturbing 0vO (t0), creating a new 1vO (t0) = 0vO (t0) + DvO (t0). Another simula-
tion using that 1vO (t0) would lead to a 1vO (t0 + T ), which can be expressed as
1vO (t0 + T ) = 0vO (t0 + T ) + DvO (t0 + T ). A closer look on this DvO (t0 + T )
could then be used to build a better estimate of vO (t0), 2vO (t0), and thus accelerate
the route to steady-state.

The first nice property of this procedure is that it converges to the steady-state
solution much faster than the normal time-step integration. Really, our first studied
method uses the natural initial condition update algorithm of starting from a
predetermined 0vO (t0), and making 1vO (t0) = 0vO (t0 + T ), 2vO (t0) = 1vO (t0 +
T ), . . . , nvO (t0) = n −1vO (t0 + T ), until NvO (t0) = N −1vO (t0).

The second nice property of the proposed algorithm is that it can be easily
automated. One way to do that constitutes the so-called shooting-Newton
technique [21].

As any other shooting method, shooting-Newton relies on guessed initial condi-
tions. But, contrary to other methods, it takes advantage of the observed fact that,
although electrical circuits can be very nonlinear, their state-transition functions,12

f [vO (t0), t ], are usually quite linear. That is, small perturbations on the initial
condition, or starting state, produce almost proportional perturbations in the

12. State transition function, f [vO (t0), t ], is a mapping that describes the evolution of the system, or its
trajectory along time, in the sate-space, such that vO (t ) = f [vO (t0), t ].
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subsequent time states. Therefore, the state transition function can be approximated
by a first-order Taylor series, and thus our steady-state boundary condition,

vO (t0 + T ) = vO (t0) (3.260a)

or

vO (t0 + T ) − vO (t0) = f [vO (t0), T ] − vO (t0) = 0 (3.260b)

can be iteratively solved for vO (t0) by

f [0vO (t0), T ] − 0vO (t0) + F∂f [vO (t0), T ]
∂vO (t0) |vO (t0) = 0vO (t0 )

− 1G
? [1vO (t0) − 0vO (t0)] = 0 (3.261a)

or, generally,

i +1vO (t0) = ivO (t0) − F∂f [vO (t0), T ]
∂vO (t0) |vO (t0 ) = ivO (t0)

− 1G−1

? [f [ivO (t0), T ] − ivO (t0)] (3.261b)

Since f [ivO (t0), T ] is simply the vO (t0 + T ) resulting from the ODE integration
with the initial condition ivO (t0), the only entity of (3.261b) that is difficult to be
computed is the state transition function’s sensitivity.

To calculate this sensitivity, we should first realize that the chain differentiation
rule imposes that, since f [vO (t0), T ] ≡ f [vO (t0), tK ] is a function of f [vO (t0),
tK −1], which, itself also depends on f [vO (t0), tK −2], and so forth; ∂f [vO (t0),
T ]/∂vO (t0) can be given by

∂f [vO (t0), T ]
∂vO (t0)

=
∂f [vO (t0), tK ]

∂f [vO (t0), tK −1]
?

∂f [vO (t0), tK −1]
∂f [vO (t0), tK −2]

? . . .

?
∂f [vO (t0), tk ]

∂f [vO (t0), tk −1]
? . . . ?

∂f [vO (t0), t1]
∂vO (t0)

(3.262a)

or

∂vO (tK )
∂vO (t0)

=
∂vO (tK )

∂vO (tK −1)
?

∂vO (tK −1)
∂vO (tK −2)

? . . . ?
∂vO (tk )

∂vO (tk −1)
? . . . ?

∂vO (t1)
∂vO (t0)

(3.262b)
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Now, looking onto the time-step iteration scheme given by (3.259), which
states that any state vO (tk ) can be computed from the previous one vO (tk −1) by

hk GvO (tk ) + qNL [vO (tk )] + hk iNL [vO (tk )] = hk iS (tk ) + qNL [vO (tk −1)]
(3.263)

it is easily concluded that all derivatives of (3.262) can be computed along the
time-step integration process, because ∂f [vO (t0), tk ]/∂f [vO (t0), tk −1] can be
obtained by simply deriving (3.263) with respect to vO (tk −1):

hk G
∂vO (tk )

∂vO (tk −1)
+

∂qNL [vO (tk )]
∂vO (tk )

∂vO (tk )
∂vO (tk −1)

+ hk
∂iNL [vO (tk )]

∂vO (tk )
∂vO (tk )

∂vO (tk −1)

=
∂qNL [vO (tk −1)]

∂vO (tk −1)
(3.264a)

or

∂vO (tk )
∂vO (tk −1)

= {hk G + Jq [vO (tk )] + hk Ji [vO (tk )]}−1Jq [vO (tk −1)]

(3.264b)

where Jq [.] and Ji [.] are the charge and current entries of the Jacobian, computed
when solving (3.259) using the Newton-Raphson iteration.

3.4.3 Finite-Differences in Time-Domain

A different approach for determining the periodic steady-state response of our
circuit consists of solving the ODE directly as a boundary value problem. For that,
we first define a certain time grid, t0 , t1 , . . . , tK −1 , tK = t0 + T, and impose the
finite-differences discretization of our ODE, as in (3.259), to all internal time-
points plus the final one:

hk GvO (tk ) + qNL [vO (tk )] + hk iNL [vO (tk )] − hk iS (tk ) − qNL [vO (tk −1)] = 0
(3.265a)

or

fNL [vO (tk ), vO (tk −1), i S (tk )] = 0 (3.265b)

This leads to a system of K equations in (K + 1) unknowns, vO (t0), . . . ,
vO (tK ), which can be solved using another equation describing the periodic regime
we seek:
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vO (t0 + T ) = vO (tK ) = vO (t0) (3.266)

So, a final system of K equations in K unknowns can be written as

fNL [vO (t1), vO (t0), i S (t1)] = 0

A

fNL [vO (tk ), vO (tk −1), i S (tk )] = 0 (3.267)

A

fNL [vO (t0), vO (tK −1), i S (t0)] = 0

Again, this is a nonlinear system that may be solved using a K -dimensional
Newton-Raphson iteration. In that case, we start by assuming a certain estimate
for the vector [0vO (t0), . . . , 0vO (tk −1)], that, in principle, does not verify our
system, and then hope it iteratively relaxes to the steady-state solution.

Note that, contrary to the initial value strategy of shooting, in which all inter-
mediate iterations verify the system’s ODE but not the boundary condition
vO (t0 + T ) = vO (t0), in this FDTD approach the boundary condition is always
verified, but the ODE is not.

Another important difference between these two methods is that while shooting-
Newton solves for only vO (tk ) at instant tk , FDTD must solve for all [vO (t0),
. . . , vO (tK −1)] simultaneously. So, shooting-Newton relies on K one-dimensional
Newton-Raphson iteration schemes, while FDTD requires one K -dimensional New-
ton-Raphson iterative solver. The amount of storage needed for FDTD is clearly
much larger than the one required for shooting-Newton, which has prevented its
use in general-purpose commercial simulators. Furthermore, because the state-
transition function is almost linear, shooting-Newton generally needs less Newton-
Raphson iterations to converge than FDTD, and thus it can be more robust and
fast.

Conversely, because FDTD has to handle all time-points simultaneously, it can
deal with convolutive relations. And this may be very useful for treating RF or
microwave elements with frequency-domain representations, as their responses can
always be computed as the convolution of their impulse responses (inverse Fourier
transform of the frequency-domain transfer functions) with the time-domain
inputs [1].

3.4.4 Quasiperiodic Steady-State Solutions in Time-Domain

All the methods until now presented in the literature to extend the traditional
sinusoidal steady-state solvers to multitone excitations assume that those multiple
tones are uncommensurated [22]. So, for example, in the two-tone case, v1 and
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v2 , k1v1 + k2v1 ≠ 0 for any nonsimultaneous null integers k1 and k2 . In this
sense, the phase variables u1 ≡ v1 t , u2 ≡ v2 t are independent, which allows the
statements u1 = v1 t1 , u2 = v2 t2 , and that the circuit is no longer dependent on
a single time-scale, but on as many time-scales as the number of uncommensurated
excitations. Therefore, our previous nonlinear dynamic system described by the
ODE,

GvO (t ) +
dqNL [vO (t )]

dt
+ iNL [vO (t )] = iS (t ) (3.268)

will now be mathematically represented by the following nonlinear multirate partial
differential equation (MPDE) [23]:

GvO (t1 , t2) +
∂qNL [vO (t1 , t2)]

∂t1
+

∂qNL [vO (t1 , t2)]
∂t2

+ iNL [vO (t1 , t2)] = i S (t1 , t2)

(3.269)

This MPDE can be discretized over a rectangular time-grid of (K1 + 1) ×
(K2 + 1) points, using again the backward Euler rule, which leads to a general
multirate difference equation for the two-dimensional point (tk1

, tk2
) as

GvO (tk1
, tk2

) +
qNL [vO (tk1

, tk2
)] − qNL [vO (tk1 −1 , tk2

)]

hk1

+
qNL [vO (tk1

, tk2
)] − qNL [vO (tk1

, tk2 −1)]

hk2

+ iNL [vO (tk1
, tk2

)]

= i S (tk1
, tk2

) (3.270a)

or

hk1
hk2

GvO (tk1
, tk2

) + (hk1
+ hk2

)qNL [vO (tk1
, tk2

)]

+ hk1
hk2

iNL [vO (tk1
, tk2

)] (3.270b)

= hk1
hk2

iS (tk1
, tk2

) − hk2
qNL [vO (tk1 −1 , tk2

)] − hk1
qNL [vO (tk1

, tk2 −1 )]

This equation, associated with the initial conditions imposed on vO (tk1
, t0)

and vO (t0 , tk2
) [determined by time-step integration along the axes (tk , 0) and

(0, tk )], allows the calculation of any vO (tk1
, tk2

). Note that, since vO (t ) was
mapped into vO (t , t ), the sought solution of our original ODE under multirate
excitation is the one-dimensional subset vO (tk1

, tk2
) in which tk1

= tk2
.
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With this MPDE formulation in mind, the generalization of shooting-Newton
or FDTD to multitone excitations is, in concept, straightforward, although it may
become extremely laborious. In fact, as the number of excitation tones increases,
problem complexity also increases, and the number of grid points to be determined
rises exponentially. Actually, technical publications [22, 23] only report two-tone
MPDE implementations.

3.4.5 Mixed-Mode Simulation Techniques

Until now we have reviewed some simulation techniques that operate either in
frequency- or in time-domain. However, since we have seen that any circuit facing
a multitone excitation can be modeled as a MPDE, it seems possible to use a mixed-
mode simulation technique, handling the solution dependence on some of its time
variables in time-domain, and the course of the solution to other time variables in
frequency-domain. This idea is particularly attractive when the excitation is depend-
ent on two or more time-scales that differ by many orders of magnitude.

An example of practical interest refers to modulated signals in which the
information signal is typically aperiodic and has a spectral content of much lower
frequency than the periodic carrier. In that case, it can be useful to apply HB
for simulating the circuit behavior to the carrier, and time-step integration for
determining the response to the slowly varying envelope. A special implementation
of this concept is known as envelope transient harmonic balance (ETHB) [24, 25],
and constitutes the subject of the remainder of this section.

The basic thought behind the application of ETHB to the distortion simulation
problem consists of considering a certain class of RF signals as high-frequency
carriers modulated by low-frequency complex envelopes. For example, the equally
spaced multitone excitation spectrum of Figure 3.40(a),

iS (t ) = Is0
+ ∑

Q

q =−Q
(q ≠0)

Isq
e jvq t (3.271)

can be rewritten as

i S (t ) = Is0
+ 3 ∑

(Q −1)/2

m =− (Q −1)/2
Ism

e jVm t4 (e −jvc t + e jvc t ) (3.272)

if Q is odd. Equation (3.272) can be interpreted as if the RF carrier,

i Sc
(t ) = 2 cos vc t ; vc = vq : q =

Q + 1
2

(3.273)
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Figure 3.40 Interpretation of the (a) original excitation as (b) an RF carrier modulated by a baseband
complex envelope.

were amplitude modulated by the following baseband envelope:

i Se
(t ) = Ise0

+ 2 ∑
(Q −1)/2

m =1
| Ism

| cos (Vm t + fm ); Vm = mDv (3.274)

as seen in Figure 3.40(b).
Now, imagine we would like to compute the transient response of a linear

circuit (e.g., a linearized version of our test circuit),

GvO (t ) + c1
dvO (t )

dt
+ g1vO (t ) = iS (t ) (3.275)

to the envelope of an excitation iS (t ) of this type.
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The direct integration of (3.275) would be very inefficient since the time-step
ceiling would be imposed by the high-frequency RF carrier, h < p /vc , while the
total integration time would be determined by the period of the slowly varying
envelope, T = 2p /Dv. The transient envelope method circumvents this problem by
assuming that vO (t ) is dependent on two time variables—t c for the carrier time-
scale, and t e for the envelope time-scale—which correspond to also two distinct
frequency-domain scales, vc and V.

vO (t c , t e ) = VO + vOe
(t e )vOc

(t c ) ↔ Vo (vc , V) (3.276)

In this sense, (3.275) can then be rewritten to read as

GvO (t c , t e ) + c1
∂vO (t c , t e )

∂t c
+ c1

∂vO (t c , t e )
∂t e

+ g1vO (t c , t e ) = i S (t c , t e )

(3.277)

The assumed periodicity of the carrier and the possible aperiodic behavior of
the envelope indicates that we should compute the envelope transient in the time-
domain, t e , and the carrier behavior in the frequency-domain, vc .

For that, we begin by expressing the output voltage vO (t c , t e ) as a modulated
carrier:

vO (t c , t e ) = VO + vOe
(t e )vOc

(t c ) = ∑
1

k =−1
Vok

(t e )e jkvc t c (3.278)

Then, substituting (3.278) into a discretized version of (3.277) we obtain

G ∑
k

Vok
(t es

)e jkvc t c + ∑
k

jkvc c1Vok
(t es

)e jkvc t c

+ c1∑
k

Vok
(t es

) − Vok
(t es −1 )

hs
e jkvc t c + g1∑

k
Vok

(t es
)e jkvc t c

= ∑
k

Isk
(t es

)e jkvc t c (3.279a)

or
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hs ∑
k

(G + g1 + jkvc c1)Vok
(t es

)e jkvc t c + c1∑
k

Vok
(t es

)e jkvc t c

= hs ∑
k

Isk
(t es

)e jkvc t c + c1∑
k

Vok
(t es −1 )e jkvc t c (3.279b)

or even

Y(vc )Vo (t es
) = hs Is (vc ) + c1Vo (t es −1 ) (3.279c)

which allows the desired time-step integration of the envelope.
At this time, it should be clear that the extension of this process to nonlinear

circuits would be straight forward if the Vo (t es
) were interpreted as t e -varying

(i.e., following the envelope dynamics) Fourier coefficients of vO (t c ) and the
resulting equation—similar to (3.279c)—as a t e -varying harmonic balance, or the
so-called ETHB equation.

Nevertheless, it should be also recognized that the generalization of this ETHB
formulation to a general nonlinear network would lead to a nodal HB scheme,
which may be inefficient if the actual circuit involves a large and dynamic linear
subnetwork (see discussion in Section 3.3.5).

One proposed way to enable the application of these mixed-mode methods to
the piecewise harmonic balance [24, 25] restricts the envelope dynamics to be very
slow when compared with the carrier. By doing that, we would be implicitly limiting
the envelope bandwidth, Bw , to be much smaller than the carrier; or, in other
words, saying that the envelope frequency, V, constitutes a small deviation from
a fixed carrier frequency, vc . The gain in the analysis is that now any linear
subnetwork compacted into a Y(v ) admittance matrix can be represented by only
its dominant dynamic behavior if its Y(v ) is approximated by a Taylor series
around vc with a relatively small number of terms:

Y(v ) − Y(kvc ) ≈
dY(v )

dv |
v = kvc

V +
1
2!

d2Y(v )

dv2 |
v = kvc

V2 + . . .

(v = kvc + V) (3.280a)

Actually, rewriting this Taylor expansion as

Y(v ) − Y(kvc ) ≈
1
j

dY(v )
dv |

v = kvc

jV +
1

2j 2
d2Y(v )

dv2 |
v = kvc

( jV)2 + . . .

(v = kvc + V) (3.280b)

and recognizing that any dnY(v )/dvn evaluated at v = kvc is a constant, and
that the frequency-domain multiplication by jV corresponds to the time-domain
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derivative in respect to t e , we may use (3.280b) to represent the dominant behavior
of the linear subnetwork with only a few t e -derivatives:

1
2p E

Bw /2

−Bw /2

Y(v )Vo (V)e jVte dV

≈ Y(kvc )Vo (kvc , t e ) +
1
j

dY(v )
dv |

v = kvc

∂Vo (kvc , t e )
∂t e

+
1

2j 2
d2Y(v )

dv2 |
v = kvc

∂2Vo (kvc , t e )

∂t2
e

+ . . . (3.281)

Using this concept in the piecewise HB equation [actually, a generalized version
of (3.251)],

Y(v )Vo (kvc , V) + A(v ) Is (kvc , V) + Inl [Vo (kvc , V)] = 0 (3.282)

would lead to

Y(kvc )Vo (kvc , V) +
1
j

dY(v )
dv |

v = kvc

( jV)Vo (kvc , V)

+
1

2j 2
d2Y(v )

dv2 |
v = kvc

( jV)2Vo (kvc , V) + . . .

+ A(kvc ) Is (kvc , V) +
1
j

dA(v )
dv |

v = kvc

( jV) Is (kvc , V)

+
1

2j 2
d2A(v )

dv2 |
v = kvc

( jV)2 Is (kvc , V) + . . .

+ Inl [Vo (kvc , V)] = 0 (3.283)

and calculating the inverse Fourier transform in V → t e gives, finally, the desired
(2K + 1) ETHB equations:
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Y(kvc )Vo (kvc , t e ) +
1
j

dY(v )
dv |

v = kvc

∂Vo (kvc , t e )
∂t e

+
1

2j 2
d2Y(v )

dv2 |
v = kvc

∂2Vo (kvc , t e )

∂t2
e

+ . . .

+ A(kvc ) Is (kvc , t e ) +
1
j

dA(v )
dv |

v = kvc

∂ Is (kvc , t e )
∂t e

+
1

2j 2
d2A(v )

dv2 |
v = kvc

∂2 Is (kvc , t e )

∂t2
e

+ . . .

+ Inl [Vo (kvc , t e )] = 0 (3.284)

By using an appropriate discretization for t e , the complete set of (2K + 1)
differential equations as (3.284) is converted into a conventional HB equation for
each time-sample. So, solving (3.284) in t e corresponds to the determination of
the varying envelope of Vo (vc ), or all its Fourier coefficients. These t e -varying
coefficients can be converted again into the desired spectrum representation if a
Fourier transformation in t e → V is now performed and it is again considered that
Vo (v ) = Vo (kvc + V).

This procedure is graphically illustrated in Figure 3.41.

3.5 Summary of Nonlinear Analysis Techniques for Distortion
Evaluation

To close this chapter on nonlinear analysis techniques for distortion evaluation,
let us go over its most important ideas. The summary thus obtained will also help
with getting an overview of the currently available methods, and to rapidly choose
the one mostly amenable to the particular problem in question. But, beforehand,
it must be said that not only the judging statements are the personal view of the
authors, as they were drawn from a distortion evaluation perspective. For example,
although Volterra series plays a major role on distortion analysis, it is almost
unknown out of this field. And even though time-step integration is probably the
method suffering from the larger set of disadvantages for analyzing distortion
impairments, it is still one of the most utilized methods (if not the most, indeed)
in circuit analysis, even among RF engineers.

Volterra Series
In the authors’ opinion, Volterra series is, by far, the best nonlinear analysis method
for distortion evaluation, whenever applicable.
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Figure 3.41 Envelope transient harmonic balance procedure. (a) Decomposition of the original
spectrum in a RF carrier modulated by a base-band envelope. (b) Time-domain repre-
sentation of the composite signal, RF carrier and baseband envelope. (c) Time-step
integration of the slowly varying Fourier coefficients. (d) Frequency-domain reconstitu-
tion of the desired composite circuit response.

First of all, it does not rely on any iterative procedure, being, in contrast, a
recursive method. In fact, by substituting the circuit’s nonlinearities by Taylor series
approximations of n th degree, it gives a solution to that n th-order problem by
solving n times the same linear circuit. Relying in a linear solver, it allows analysis
in both time and frequency-domains. Therefore, and contrary to any other nonlinear
method, it enables handy calculations and provides closed-form expressions for
the sought nonlinear solutions. Behaving this way as a true nonlinear modeling tool
for devices, circuits, or complex systems, it offers detailed qualitative information on
the system’s properties, enabling analysis, performance optimization, and design
tasks.
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Figure 3.41 (continued).

Since it can operate entirely in the frequency-domain, it imposes no restrictions
on the excitation signal spectrum, making it the ideal method for multitone distor-
tion analysis.

Despite these outstanding benefits, Volterra series suffers from an important
disadvantage: it cannot be applied to strongly nonlinear problems. Actually, either
because the series simply does not converge or requires an intractable number of
terms for required accuracy, Volterra series is usually limited to quite smooth
nonlinearities subject to small amplitude signals. These are the so-called mildly
nonlinear problems. In practice, the series’ range of applicability becomes restricted
to signal levels comfortably behind the 1-dB compression point, leaving outside
all class AB, B, or class C amplifiers, saturated mixers, etc. Moreover, even in the
case of a mildly nonlinear circuit, although Volterra series can handle the nonlinear
effects pressed onto the signal, it cannot cope with the strong nonlinearities usually
associated with the quiescent point calculation. For example, despite Volterra series
being the best method to predict distortion behavior of small-signal amplifiers or
mixers, it can only be applied after the bias point calculation or the local oscillator
pumping have been determined by some other nonlinear analysis technique. Finally,
it should be also stressed that only the engineer’s intuition and experience can tell
him when the series’ results are no longer useful, since there is no such indication
available from the method. That is, one may perform a power sweep simulation
up to a stimulus level where the series no longer produce any useful results without
the slightest error or warning.
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From the authors’ point of view, these restrictions are the ones mostly responsi-
ble for the limited range of acceptance of the Volterra series in commercial nonlinear
simulators. In fact, and despite one recent exception, Volterra series seams to be
still confined to some academic or industrial scientific laboratories.

Harmonic Balance
From the contents of previous sections it is easily concluded that harmonic balance
should be the adopted method for general nonlinear analysis of RF and microwave
circuits.

By handling the full nonlinear expressions, it does not share the signal level
limitations with the Volterra series. In this sense, it is no longer a method for quasi-
linear regimes, but a true nonlinear analysis technique. This is obtained at the cost
of being a numerical iterative method that does not allow handy calculations, nor
provides symbolic expressions for the solutions. Therefore, although it may be
used in an algorithm with feedback to produce performance optimization, it is not
truly a technique amenable for circuit design. Its most common form, the harmonic-
Newton, works by initially estimating a vector of Fourier coefficients for the
solution, and then successively refining that estimate using a Newton-Raphson
nonlinear iterative solver.

Although it is classified as a frequency-domain technique, because it solves the
circuit for the Fourier coefficients of the voltages and currents, it still requires time-
domain calculations. Actually, a harmonic balance engine relies on balancing the
harmonic levels of node currents arising from the circuit’s linear-dynamic and
nonlinear-memoryless elements. Having an estimate of the node voltage, it must
find a way to determine those levels in the linear and nonlinear elements. If that
is immediate in a linear element when it is described in admittance form, it is not
so obvious for the nonlinear elements. In this case, the HB machine converts the
voltage into time-domain, using the inverse discrete Fourier transform (usually its
fast algorithm the IFFT), computes the nonlinear algebraic currents in a time-
sample per time-sample basis, and then converts again this time-domain current
back into the frequency-domain using the DFT. The harmonic balance method is,
therefore, mainly constrained by that Fourier transform. The handled signals must
be periodic and their spectra truncated up to a convenient number of harmonics.
If those two conditions are not met, the results’ accuracy becomes severely compro-
mised by spectral leakage or aliasing errors. Moreover, if the number of harmonics
is too small, then convergence problems may be faced and the HB routine may
never reach a solution.

Nevertheless, a great research effort has been continuously put into the HB
method for the last 20 years, which permitted to overcome some of these limitations.
In what distortion simulation is concerned, the most important is the required
signals periodicity. That was partially solved for quasiperiodic signals, with the
MDFT or the AFM techniques. Recognizing that n incommensurate frequencies
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produce n phase uncorrelated arguments, in the same way as if they were created
by n independent time variables, the MDFT technique samples that n -dimensional
waveform along these new n axes, thus obviating common DFT spectral leakage.
The algorithm becomes, however, rather complex and time-consuming, which
obviates its use whenever n is greater then two or three. An alternative way to this
process takes profit of the fact that, because the nonlinearities are memoryless,
their results are independent on the absolute frequency value. Therefore, the AFM
technique transforms the original time-domain quasiperiodic waveform into a new
artificial domain in which the mapped version is periodic. Since the waveform is
now periodic, and the spectrum is harmonically related, the DFT can again be
applied in those artificially mapped domains, as usual.

With these modifications, the harmonic balance becomes indeed a very powerful
tool even for distortion analysis. There are various commercially available nonlinear
simulators using this method.

Time-Domain and Mixed-Mode Techniques
Although time-step integration, used in the SPICE-like programs, is still the non-
linear analysis method of wider acceptance, it suffers from several disadvantages
in RF and microwave distortion simulation. First of all, it was initially conceived
to simulate the circuit’s transient response, while our interest normally resides on
the steady-state. So, because it has to wait until all transients have vanished, it is
quite inefficient for that purpose. Also, since it operates entirely in time-domain,
it cannot handle linear elements having a frequency-domain description, like disper-
sive distributed transmission media. Finally, even if that drawback could be circum-
vented (for example, by approximating these elements by lumped networks) the
necessity of operating in the time-domain, while the input and resulting signals
needed to be presented in spectra, would end up in all difficulties associated with
the DFT, which were already referred for the HB technique.

Fortunately, some time-domain alternatives to the initial time-step integration
method, like the shooting-Newton or the ETHB may circumvent some of these
difficulties in the future. Shooting-Newton bypasses the transient response, there-
fore obviating the waste of time needed to let it vanish. The ETHB, and all the
other methods based in multirate partial differential equation descriptions, seem
to be promising alternatives for multitone simulation in the time-domain.

In the meantime, time-domain methods benefit from two important advantages.
First, since they rely on the SPICE simulator engine, they are well known and are
available from many simulator vendors. And second, as they use time as a natural
continuation parameter, they are likely to be the ones supporting strongest nonlinear
regimes.

Summarizing Table
Table 3.2 concludes this section by summarizing the determining characteristics
of each of the analysis methods, in the context of distortion evaluation.
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Table 3.2 Summary of the Determining Characteristics of Nonlinear Analysis Techniques for
Distortion Evaluation

Nonlinear Analysis Method Method’s Variant Main Features for Distortion Evaluation
Volterra series Power series —Weakly nonlinear memoryless systems

—Very easy to use: handy calculations
—Provides first insight on system’s

behavior
—Approximate circuit design

Time-invariant Volterra —Analytical expressions of weakly
series nonlinear system’s responses

—Easy to use: handy calculations
—Analysis and design of small-signal or

class A power amplifiers

Time-varying Volterra —Analysis and design of small-signal
series mixers, electronic attenuators or

switches
—Requires another large-signal method

for local oscillator, or control signal
pumping

Harmonic balance Quasiperiodic harmonic —Iterative procedure: only useful for
balance analysis and optimization

—Large-signal distortion analysis of
amplifiers and mixers

—Somewhat restricted in allowed
excitation types: only a small
number of tones

—Mature technology with widespread
and flexible commercially available
software packages

Time-domain techniques Time-step integration —Iterative procedure: used only for
using shooting-Newton analysis
and mixed-mode —Especially amenable for multirate
techniques excitations as complex modulated

signals
—Appropriate for the analysis of

transients
—Allows very strong nonlinear regimes
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C H A P T E R 4

Nonlinear Device Modeling

4.1 Introduction

This chapter is dedicated to nonlinear device modeling. Here, the reader can find
general information concerning the models of the devices responsible for the genera-
tion of intermodulation distortion in typical microwave and wireless circuits.
Because there is a wide variety of different nonlinear electron devices, and also a
reasonably large number of nonlinear model descriptions for some families, it
would be impossible to address all of them in detail. Even if that were possible, it
probably would not be essential, as one can easily find entire books dedicated to
some of these devices. So, the objective pursued in this text is primarily to present
a general view of the various model formulation and parameter extraction strategies,
and to discuss them under the purpose of nonlinear circuit analysis or simulation
for distortion prediction. Instead of describing in detail the physics associated to
the current-voltage, I/V, or charge-voltage, Q/V, characteristics of each nonlinear
element, the emphasis will be put on a criteria set necessary to compare various
model formats and predict, or simply understand, the distortion characteristics of
the circuits based on these devices. This will be complemented by discussing a
few number of electron device models selected for their importance in predicting
nonlinear distortion of microwave and wireless circuits.

Beginning with a brief reference to model classification, there are two basic
groups in which mathematical representations of real devices can be organized:
physical modeling and empirical modeling.

In the context of nonlinear electron device modeling, a certain representation
is classified as being physical, or of having a physical basis, if it is drawn from
the knowledge of the device’s geometrical and physical structure, and from the
application of a certain set of physics laws. Examples of purely physical models
require the solution of a set of coupled nonlinear partial differential equations
describing the internal fields of the device and electrical charge transport [1].
However, some analytical representations common in electrical engineering, as the
I/V characteristics of a linear resistor (v = Ri ) and of a Schottky junction (i = IS
[exp (v /hVT ) − 1]), can also be considered as semiphysical models. Unfortunately,

197



198 Nonlinear Device Modeling

most practical devices are extremely more complex than resistors or Schottky
junctions, impeding the derivation of physical models.

Actually, since the application of basic physics laws to the structure always
requires approximations and measurement of certain physical quantities, there are
no ideally pure physical models. So, even the so-called physical models result from
some compromise between representation accuracy and model involvedness.

On one of these extremes we have comprehensive models providing very accu-
rate descriptions of the devices’ external characteristics, for a comparably small
amount of measurement data. Unfortunately, they consist of a set of time-space
nonlinear partial differential equations that cannot be solved in analytical form.
So, they not only require an extremely high computation cost for evaluation (it is
not unusual that the evaluation of the model in a single I/V point requires much
more time and memory storage than what is necessary to make all the calculations
corresponding to the external embedding circuit), as, incapable of giving qualitative
information on the device behavior, they are useless for first step hand circuit
analysis or design. In summary, there is no such pure physical model (a model
that, in theory, would only need the information provided by the foundry process).
And even if there were, it probably would not be very useful for electrical engineers
interested in designing circuits with prescribed specifications.

The solution to this problem seems to stand, therefore, in alleviating the model
mathematical complexity, substituting physical information by empirical descrip-
tions gathered from laboratory observations (i.e., measurement data). Moving that
way, we reach the other extreme of model format: empirical or behavioral modeling.
In fact, a model (or a part of it) is said to be of empirical nature if its format has
not been derived from any basic physical knowledge of device operation, but simply
from the necessity to represent, in a behavioral sense, measured characteristics of
that device. Examples of empirical device models are the various matrix descriptions
of linear networks or devices, like the S -parameter matrix, and the quadratic law
of a RF diode detector. But, as we will discuss later in Section 4.4, behavioral
modeling can even be found to describe higher levels of system operation.

In comparison to physical models, an empirical representation is much more
compact, amenable for fast computer calculations, or even hand evaluation, and
provides direct qualitative information of the device performance. On the contrary,
its description capabilities are almost restricted to the type of measurements from
which it was derived, and its accuracy is immediately determined by the adopted
fitting process. As a matter of fact, while physical models tend to only require the
measurement of some physical quantities (like geometrical dimensions of semicon-
ductor layers, doping profiles, etc.), purely empirical models tend to be only capable
of describing the device characteristics from which they were extracted. Their
accuracy is a priori determined by the error accepted in the model extraction
process, and their predictive capabilities are almost inexistent.

Beyond that classification in physical and empirical nature, we should also
subdivide empirical representations in global and local models. A local model is
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one empirical representation capable of accurately representing the device behavior
only in a very restricted domain of its input variables, whereas a global model
seeks for a much wider applicability.

This way defined, we should immediately question ourselves why there is such
a classification if a global model is clearly better. The reason for this is that there
is a trade-off between representation range and accuracy. In fact, a local model is
a low order Taylor series (or Volterra series) recognized to produce very fine
representations near the fixed point around which it is expanded, but then rapidly
diverges if pushed off of its limited approximation range. So, it is optimum for
small-signal distortion analysis, but it is neither applicable in bias point calculations,
nor in large-signal ac predictions.

An empirical global model, on the other hand, is a mathematical function
conceived for general-purpose analysis. It is thus capable of representing the device
in a much wider zone of input stimuli, but with poorer approximation accuracy.
For example, it can be simply a fitting function optimized for an average low error
in the whole of its domain, or a detailed piecewise approximant. In the first case,
it will only give a rough estimate of the general device behavior, while, in the
second, it will produce nonphysical responses in the break points, due to the
discontinuity of its local derivatives.

In summary, there is a long pathway between pure physical descriptions and
pure empirical, local or global, ones. Thus, it is the wise choice of a convenient
point in between, for a certain application, that makes what we could loosely
classify as the ‘‘optimum model.’’

4.2 Device Models Based on Equivalent Circuits

Although system analysis usually relies on pure behavioral models (i.e., abstract
mathematical representations of observed input-output characteristics), nonlinear
device models used in circuit analysis are always based on equivalent circuits. Those
are characterized by a specific topology, I/V or Q/V relations for the elements and
their set of fitting parameters.

For example, for a junction field effect transistor, like a microwave MESFET,
whose idealized geometrical structure can be seen in Figure 4.1, a convenient
equivalent circuit topology could be the one depicted in Figure 4.2.

Note that, as shown in Figure 4.3, the equivalent circuit topology of Figure 4.2
started from an approximate physical description of the device structure. This
means that the topology is not only driven by the necessity to reproduce the
measurement data, but also to represent many electromagnetic effects caused by
the particular device structure. So, it should not be strange to recognize that any
equivalent circuit comes always divided in an inner and outer part.

The inner part, called the intrinsic model, represents the elements that are
specific to the operation of the device. For example, in a MESFET, it models the
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Figure 4.1 Geometrical structure of a microwave FET.

Figure 4.2 Equivalent circuit model topology of the microwave FET shown in Figure 4.1, when
mounted in common-source.

distributed channel charge controlled by the gate-channel potential with two lumped
nonlinear capacitances, gate-source capacitance, Cgs (vGS ), and gate-drain capaci-
tance, Cgd (vGD ), and a linear resistor, Ri . And it also models channel current by
a bidimensional voltage-dependent current source, iDS (vGS , vDS ).
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Figure 4.3 Illustration of the physical nature of the equivalent circuit topology presented in
Figure 4.2.

The outer elements, surrounding the intrinsic model, are parasitic to the device’s
ideal behavior, and are thus called the extrinsic model. They represent contact
and semiconductor bulk resistances as Rg , Rs , and Rd , contact and bond-wire
inductances like Lg , Ls , and Ld , beyond several other elements used to model the
package. Like many of the intrinsic elements, the extrinsic model is usually com-
posed of lumped elements trying to emulate actual distributed effects. For example,
in Figure 4.2, Cpd , Ld , and Ccd constitute, in fact, a p lumped network approxima-
tion of the distributed effects caused by the drain chip pad, the chip-package
bondwire, and the drain lead.

Contrary to the intrinsic subcircuit, which is dependent on the device, the
extrinsic part is mainly dependent on the environment embedding the device. So,
while the value and the topology of those parasitic elements can vary significantly
for different packages, or from these to chip devices, the topology and values of the
intrinsic elements depend mainly on the device structure. For example, a packaged
MESFET and a packaged BJT may have a similar extrinsic model, if their packages
are equal, but their intrinsic models are necessarily different; whereas a chip and
a packaged version of the same device family will have equal intrinsic models but
completely distinct extrinsic subcircuits.

Having selected the equivalent circuit topology, it is then necessary to determine
values for each of its elements. This procedure assumes that, first, those elements
have been separated in linear and nonlinear elements. Linear elements maintain
their values constant with applied signal and bias, and so are perfectly identified
by a single value. For example, it is almost certain that the drain pad capacitance
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does not depend on the applied voltage, and so we can assume that this capacitance
is constant and equal to a fixed value. This is the typical situation for all parasitic
elements, and gives very good results for the generality of RF analyses.

On the contrary, the intrinsic elements are usually dependent on the applied
signals. So, the problem is no longer to determine a convenient value, but an
appropriate functional description. And, for this task, once again the physical and
empirical modeling philosophies can be followed. That is, on one hand, we can
study the physics of the device operation and then derive a mathematical description
based on that knowledge. Or, on the other hand, measure I/V or Q/V characteristics,
propose a functional format capable of approximately reproducing those curves,
and then simply select a set of parameters that guarantees a best fit between the
predicted and measured data. Although, in theory, this problem appears trivial, it
is so delicate in modeling for distortion prediction that it deserves special attention.

4.2.1 Selecting an Appropriate Nonlinear Functional Description

In order to clarify the modeling problems involved, let us particularize for the case
of the MESFET iDS (vGS , vDS ) channel current.

The physical approach of deriving that mathematical representation consists
of solving a system of nonlinear differential equations that relate the potential (or
electric field), the accumulated channel charge, and carrier concentration inside
the various semiconductor layers, under the boundary conditions imposed by the
geometric limits of the structure and by the external voltage applied to the contacts.
Due to the vertical nature of the electric field imposed by the gate-channel voltage,
and the horizontal nature of that same field determined by the drain-source voltage,
the FET is, in essence, a bidimensional device. The coupled nonlinear differential
equations are, actually, partial differential equations in space and time, and an
analytical solution is inevitably out of sight. Keeping our will of having a closed-
form description for iDS (vGS , vDS ) pushes us to accept an empirical model.

Since an empirical model is nothing but an interpolating function to a set
of measured data, our imagination is the ultimate limit for possible functional
descriptions. Also, keeping in mind that a model is something we use to reproduce
a certain set of practical observations, we can restrict our empirical model validity
to the domain in which it is intended to be used. For example, if we were thinking
in modeling outputs to excitations of infinitesimal amplitude, we could perfectly
rely on a simple local linear model. Or, if we expect to use the model for small-
signal distortion predictions, we could include other higher order coefficients of
the Taylor series expansion, and thus augment its validity domain. In any case,
those mathematical representations are only locally valid, and so limited to a
restricted range of possible control voltages around the quiescent point.

Contrary to physical models, which are global representations expected to auto-
matically reproduce local behavior, empirical models usually present a compromise
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between the capability of accurately reproducing the global general characteristics
of the device and of preserving the local details.

To illustrate this trade-off with a practical case, let us admit an iDS (vGS , vDS )
model of separated variables (i.e., given by the product of two functions), one only
dependent on vGS , fg (vGS ), and the other on vDS , fd (vDS ):

iDS (vGS , vDS ) = fg (vGS ) fd (vDS ) (4.1)

So, assuming we have selected a VDS bias in the saturation zone, and have
kept it fixed, we have to find an appropriate interpolating function to reproduce
iDS (vGS ) whose sample measured data is shown in Figure 4.4.

If that model is also intended for small-signal applications, it should be also
capable of reproducing the fg (vGS ) Taylor series coefficients around any quiescent
point (VGS , VDS )

iDS (vGS , VDS ) = IDS + Gm vgs + Gm2v2
gs + Gm3v3

gs (4.2)

(vgs ≡ vGS − VGS ) whose corresponding measured data is depicted in Figure 4.5.
That is, the interpolating function must not only approximate fg (vGS ) but osculate
some of its first-order derivatives. That guarantees accurate large and small-signal
ac predictions, but also consistency between them. In practical terms this implies

Figure 4.4 Sample measured data of iDS (vGS , VDS ) when VDS is kept fixed in the saturation zone.
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Figure 4.5 Gm (-+-), Gm2 (-x-), and Gm3 (-*-) Taylor series coefficients of iDS (vGS , VDS ) shown in
Figure 4.4.

that, for example, predicted large-signal power gain of an amplifier smoothly tends
to the linear forward gain parameter, |S21 |2, when the amplitude excitation is
sufficiently decreased.

The first and most important impact of these considerations is that selecting
an appropriate model is a much more involved task than simply trying to find an
adequate interpolating function under a least squares fit.

For example, any discontinuous function, or even continuous but presenting
a discontinuous nth order derivative, Gmn , is totally unacceptable as it implies
an infinite Gmn +1 coefficient, and thus a nonphysical prediction of small-signal
(n + 1)th order distortion. And this refers to all piecewise linear, quadratic, etc.
approximations, as the ones seen in most textbooks and simulators for describing
the so-called quadratic behavior of FET current [2, 3].

Another example must refer some fitting functions that guarantee a very small
approximating error (i.e., the difference between the predicted values and the actual
observed ones) by wandering around the data—although very close to it—or even
passing exactly over the data points.

Such a situation is illustrated in Figure 4.6 and Figure 4.7, where two different
fg (vGS ) fitting functions were considered for an imaginary iDS (vGS ) data, corre-
sponding also to two different levels of fitting error. It is clear that a fg (vGS ) that
does not follow the measured iDS (vGS ) extremely well, but even so is capable of
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Figure 4.6 Illustration of why fitting data with a small error does not necessarily lead to a good
model intended for small-signal distortion predictions: (a) tenth-degree polynomial fit:
iDS (vGS ) original data (+) and model (−); (b) fitting error; (c) first-order derivative, Gm ;
(d) second-order derivative, Gm2; and (e) third-order derivative, Gm3.



206 Nonlinear Device Modeling

Figure 4.6 (continued).
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Figure 4.6 (continued).

reproducing the general trend (Figure 4.7), is preferable to another one involving
a lower error but at the expense of completely failing the derivatives (Figure 4.6).
Note that such approximation even produces nonphysical results as negative current
and transconductance values.

But, an even more astonishing result can be obtained from data perturbed by
measurement error. In those cases, it is exactly the random behavior of measurement
noise that produces data wandering around the true device’s characteristics. And
so a blind fitting process, willing to approximate that data with minimized error,
would simply be disastrous. For example, since approximation theory states that
every data set of dimension N can be exactly fitted by a (N − 1)th degree polynomial,
one could be tempted to simply follow that result (known as the Lagrange interpola-
tion formula) to create an approximating function that passes through all the
measured points. The problem is that, in cases where measurements are corrupted
by noise, we would not be modeling the device’s characteristics but the actual
measurement errors.

In summary, there are two different types of empirical models that can be
considered.

Local models have a restricted range of validity but, as we have seen from the
Volterra series analysis of Chapter 3, can produce very accurate small-signal
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Figure 4.7 Illustration of why fitting data with a larger error may lead to a good model intended
for small-signal distortion predictions, provided the derivatives are also approximated:
(a) fit with a x + ln [2.cosh (x )] function: iDS (vGS ) original data (+) and model (−); (b)
fitting error; (c) first-order derivative, Gm ; (d) second-order derivative, Gm2; and (e)
third-order derivative, Gm3.
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Figure 4.7 (continued).
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Figure 4.7 (continued).

predictions. Since they are simply Taylor series expansions around the quiescent
point, their format is a priori fixed, and we only have to determine their coefficients.

On the other hand, global models are valid in a much wider stimulus range,
and they are useful for both bias point calculations and large-signal analysis.
However, to be adequate to small-signal distortion calculations they must also
accurately fit the derivatives, at least up to the highest order of the desired mixing
products. So, because they also have to represent the general data trend, they are
far from being usual interpolating functions. From the authors’ own experience,
it seems that the best approximants are the ones that would result from the mathe-
matical integration of a function used to fit one of the higher order derivatives
(whenever analytically possible). Or, since that is generally impossible, model for-
mats that are derived from the knowledge of the device’s physical behavior, as
they are forced to represent, from their genesis, the device’s characteristics. In fact,
we are again advising a middle term between the ideal, but inexistent, physical
model in analytical form, and the totally blind empirical model.

4.2.2 Equivalent Circuit Model Extraction

The process with which an empirical model is particularized for a certain device
is called model extraction. Strictly speaking, we are never extracting the model



4.2 Device Models Based on Equivalent Circuits 211

format but only its parameter set. In what the device’s equivalent circuit is con-
cerned, we are not extracting the topology, but only its element values. When
referring to the functional description of the I/V or Q/V nonlinearities, we start by
a predefined expression, and then try to find the values of a set of tuning parameters.

Starting by the extraction of the equivalent circuit elements’ values, there are
basically two different approaches to fit the model to a set of linear data, typically
bias-dependent S -parameters measured in a very wide frequency range.

The first approach consists of an optimization process, in which simulated
results of linear analysis, obtained for each bias point, are compared to the measured
ones. The error function generated in this way is then minimized by changing the
values of the elements under extraction. Although general and conceptually simple,
this method suffers from several drawbacks. First, we never know if the reached
error minimum really corresponds to the optimum values of the elements for that
particular topology. Actually, the existence of local (or secondary) minima in error
functions of several variables is common, and there is no way to distinguish them
from the desired global minimum, except for the associated error magnitude. And,
convergence to local minima, instead of the desired global minimum, is normal in
optimization engines based on the error gradient. The second disadvantage, related
to the use of optimization processes, refers to the sensitivity of the solution to the
starting condition. Since we are trying to minimize an error function, we must
begin with some, more or less arbitrary, starting values. It is often observed that
the solution obtained by the process changes appreciably when we select different
starting values. Although one might object that any solution that matches the
measurements should be acceptable from the empirical modeling philosophy stand-
point, this argument may not be true for our particular case of distortion analysis.
In fact, remember that we are extracting the model from linear measurements and
then want to extrapolate its results to nonlinear predictions. For example, in the
model of Figure 4.2 it is sometimes possible to find different Rg , Ri , and Rs
combinations that produce similar linear S -parameter results but, because Rs is a
feedback resistor, lead to substantially dissimilar nonlinear predictions.

The second approach for obtaining the values of the equivalent circuit elements
is known as direct extraction. It consists of deriving a system of equations whose
left sides are the analytical description of the linear equivalent circuit behavior,
and the right sides the corresponding measured data. The solution of this system
for the unknowns is the sought parameter set. To be useful, this system must have
a number of equations at least equal to the number of unknowns, and those
equations have to be independent. Having measured S -matrices for each bias point,
the maximum number of equations one can obtain is four (corresponding to the
measured four Sij ) times the number of frequencies. This would indicate, in princi-
ple, a favorable scenario.

Unfortunately, the situation is much more difficult than it appears. First of all,
note that, despite the analysis being linear (for the excitation), the system of
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equations will be, in general, nonlinear for the unknown values. Second, the sensitiv-
ity of the S -parameters measured or calculated at the device terminals to some of
the internal elements’ values may be so low that the system will be badly conditioned
for those unknowns. And third, even if we could measure S -parameters for a fairly
large number of frequencies, we would reach a point where a further rise in the
dimension of the data set would not bring any new essential information (at least
clearly above the associated measurement errors). That is, measuring more data
points may not imply any increase in the number of clearly independent equations.
Therefore, though theoretically possible, this method is never directly applied to
extract equivalent circuits whose complexity level is close to the ones found for
the majority of practical devices, as illustrated in Figure 4.2.

The difficulty of the problem needs to be reduced by first extracting the extrinsic
elements’ values, deembedding the intrinsic model from these already known para-
sitics, and then finally proceeding to the extraction of the intrinsic elements. This
extraction of the extrinsic model without being significantly perturbed by the
intrinsic elements is usually made possible by putting the device in abnormal states
of operation. For example, for the extraction of a FET equivalent circuit, the device
is biased below cut-off and for VDS = 0V, which is the reason why it is known as
the ‘‘cold-FET’’ model extraction procedure [4]. In the first case, iDS (vGS , vDS ) is
zero and the Cgs and Cgd depletion capacitances tend to their minimum value. The
intrinsic FET tends to an open-circuit, as shown in Figure 4.8(a), which enables
the extraction of the parallel parasitic elements. In the second situation, the FET
is biased in its linear region and with its gate-channel junction forward biased,
determining very high input and output conductances. So, as shown in Figure
4.8(b), the intrinsic FET tends to be short-circuited, which allows the extraction
of the parasitic series elements.

In conclusion, even if that direct equivalent circuit extraction methodology
may not always be possible (and when it is, it certainly is not easy) and may
require a slight fine tune at the end, it provides much more reliable, and physically
meaningful, results than the blind optimization. This is the reason why direct
extraction is now often preferred in detriment of optimization procedures more
common in the past.

4.2.3 Parameter Set Extraction of the Model’s Nonlinearities

After having extracted the equivalent circuit topology, it is now time to extract
the parameter set of the nonlinearities’ functional descriptions. Again, this can be
done comparing predictions of the model with measured data, either using some
kind of multidimensional nonlinear optimization, or by solving a system of equa-
tions following a direct extraction scheme.

Because an empirical model is nothing but a functional description that approxi-
mately reproduces a set of measurement data, the type, accuracy, and amount of
those observations are essential to the success of the model extraction process. So,
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Figure 4.8 Parasitic extraction using the cold-FET procedure: (a) MESFET equivalent circuit when
the device is biased below cut-off; and (b) MESFET equivalent circuit when the device
is biased in the linear region.

recovering our previous discussion on channel current modeling, the first question
that needs an answer is if an iDS (vGS , vDS ) description derived from dc is still
valid for ac.

Although it is known that semiconductor charges cannot be instantaneously
rearranged every time control voltages are changed, and so that iDS (vGS , vDS ),
Qgs (vGS ), and Qgd (vGD ) are dynamic nonlinearities of their control voltages, it is
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generally considered that, for the typical frequencies in which the RF and microwave
devices are operated, they can be represented as memoryless functions. This is the
quasistatic assumption underlying all nonlinear device models accepted by the usual
nonlinear circuit simulators using time-step integration or harmonic-balance. Under
this quasistatic approximation, the response of each of these nonlinearities at a
certain time point does not depend on past time, and ac behavior can be viewed
as a succession of static dc excitations. That is, under the quasistatic assumption,
dc behavior can indeed be used to predict ac performance. Note that, by this, we
are not saying that the device is memoryless—as it indeed includes capacitances—
we are only expressing the idea that its charges are static functions of control
voltages. Memory is actually due to the derivative over time required to transform
those storage charges into currents across those capacitances.

Being acceptable in theory, the use of dc data to predict ac performance is
generally not adequate in practice, for two main reasons.

First of all, despite RF and microwave devices are expected to show significant
memory effects only when the period of excitation becomes close to the time-
constants determining their maximum frequency of operation, they sometimes also
present long-time memory, or, in other words, comparably large time-constants.
These are many orders of magnitude higher then the ones imposed by the intrinsic
or extrinsic capacitances above referred, and have their origins in semiconductor
trapping effects [5], thermal time-constants, or even in bias networks. For example,
for a device intended to operate at 10 GHz or more, those time-constants manifest
themselves at frequencies up to a few MHz. Trapping effects are usually observed
in GaAs FET devices, but not on Si FETs or BJTs. Thermal time-constants are of
concern in medium and high power devices. And, finally, time-constants associated
to the bias circuitry are obviously only noticed whenever complete RF circuits are
being modeled. So, from now on, and unless otherwise stated, dc data means the
extrapolated to 0-Hz ac behavior measured in a region where neither short nor
long-memory effects are noticed, or, alternatively, dc data obtained from pulsed
I/V measurement setups [6].

The second order of reasons that refrains us from using dc data to extrapolate
ac performance deals with the aggravation of errors in numerical differentiation.
To understand this fundamental problem in modeling for nonlinear distortion
calculations, let us remember that, in the framework of Volterra series, small-signal
nonlinear distortion can be modeled by a Taylor series expansion of the nonlinearity
around the bias point. And, all coefficients up to the n th degree contribute to
determine the n th-order response of the device. For example, in the bidimensional
expansion of iDS (vGS , vDS ),

iDS (vGS , vDS ) = IDS + Gm vgs + Gds vds + Gm2v2
gs + Gmd vgs vds

+ Gd2v2
ds + Gm3v3

gs + Gm2d v2
gs vds + Gmd2vgs v2

ds + Gd3v3
ds + . . .

(4.3)
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all these nine coefficients determine the small-signal nonlinear distortion. Due to
the fact that each of these n th-degree coefficients is defined as the i th partial
derivative of iDS (vGS , vDS ) in respect to vGS , and the j th partial derivative of
iDS (vGS , vDS ) in respect to vDS (n = i + j ), evaluated in the bias point IDS (VGS ,
VDS ), we might have thought that similar results would be obtained if dc IDS (or
zero order) data were measured and then numerically differentiated n times, or,
conversely, the n th degree coefficients were measured, and then numerically inte-
grated n times. But, unfortunately, that is not true. And the reason is not the
unknown constant lost in any differentiation (since, in this case, it can be made
zero), but refers to the way measurement noise is dealt with.

Everyone knows that after eliminating systematic errors by an appropriate
calibration, random errors can be also reduced by repeated measurement followed
by averaging. Since this measurement noise has an energy distributed in a frequency
band much wider than the one of the signal, averaging—which is an integration, or,
in other words, lowpass filtering—increases signal-to-noise ratio (i.e., measurement
accuracy). So, for the same order of reasons, differentiation acts exactly on the
opposite direction, aggravating measurement noise. In practice, if one measures
IDS dc data and then differentiates it to obtain Gm , that Gm will be quite noisy.
As illustrated in Figure 4.9, another differentiation of Gm to obtain Gm2 would
produce meaningless results.

Even if measurement noise aggravation could be minimized by smoothing the
data (careful digital lowpass filtering, so that no important information is lost)
before differentiating it, experience shows that, in general, numerically differentiat-
ing Gm and Gds data obtained from the linear equivalent circuit extraction is
dangerous, and numerically differentiating dc I/V is completely useless.

In conclusion, since any measurement is always affected by additive noise, (i.e.,
instrumentation random errors and quantization noise due to finite resolution),
any empirical model intended to predict very high signal-to-distortion ratios must
be extracted from, or at least adjusted to, measured higher order ac data. Otherwise,
there is no guarantee that the model will be capable of predicting accurate nonlinear
distortion performance.

In the same way the linear equivalent circuit model (e.g., first-degree coefficients
of Gm and Gds ) was extracted from measured linear S -parameter data, higher
degree Taylor series coefficients must be extracted from higher order ac behavior.
And this means either CW harmonic distortion, or multitone intermodulation.

Since the equivalent circuit model was previously extracted, all of its inner
elements can now be deembedded. The quasistatic nonlinear elements can then be
directly measured, and, as those are memoryless, they can be extracted using only
CW tests. According to what we have already discussed for extracting the equivalent
circuit model’s first-order elements, we can again choose between a direct extraction
and a nonlinear optimization process. And, using the same arguments as before,
it is the direct extraction that will be chosen. So, the idea is, once more, to predict
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Figure 4.9 Noisy Gm and Gm2 obtained by direct and successive differentiation of dc IDS (VGS )
values.

an appropriate set of n th-order output distortion voltages or currents (in this case
using Volterra series analysis since it is the only technique capable of giving solutions
in analytical form), which will be dependent on the unknown coefficients, and then
compare them to the ones actually observed in practice.

For example, if we were interested in extracting the iDS (vGS , vDS ) Taylor
series coefficients, we would need three independent second-order observations for
extracting the three Gm2 , Gmd , and Gd2 coefficients, plus four independent third-
order measurements for extracting the four Gm3 , Gm2d , Gmd2 , and Gd3 coeffi-
cients. As a single tone excitation would lead to only one independent measurement
of second order (at 2v ), and another one of third order (at 3v ), it is clear that for
extracting the coefficients of a bidimensional series we really need to simultaneously
excite the device at the input and output with two tones (v1 and v2), and then
observe the output distortion at v1 − v2 , 2v1 , v1 + v2 , 2v2 and at 2v1 − v2 ,
v1 , v2 , 2v2 − v1 , 3v1 , 2v1 + v2 , 2v2 + v1 , and 3v2 .1

Actually, we can select a set of any three second-order products from the four
available, and any four third-order products from the eight generated, and neglect

1. As a matter of fact, some alternative schemes using a single tone excitation have also been published.
They basically substitute the degree of freedom lost when eliminating the source driving the output by
changing the load impedance [7]. However, practical limitations in the possible range of this output
termination lead to reduced extraction accuracy [8].
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the others. Because we are dealing with small-signal distortion, very high signal-
to distortion-ratios are expected. So, with the objective of guaranteeing that the
output first-order signal will not generate perturbing distortion in the measurement
instruments’ nonlinearities, it is convenient that those components are filtered out.
That can be easily done with a highpass filter, if the two tones v1 and v2 are close
in frequency and the selected distortion products are 2v1 , v1 + v2 , 2v2 and 3v1 ,
2v1 + v2 , 2v2 + v1 , 3v2 . This is illustrated in the coefficients’ extraction setup
shown in Figure 4.10. There, the LPF and ATTN blocks connected to each of the
signal sources are lowpass filters and attenuator pads intended to filter out any
spurious harmonic distortion, while guaranteeing the necessary broadband match-
ing at these ports. The block tagged Diplexer is composed of two branches, one
passive, of lowpass nature, and another one, active, that includes the above referred
highpass filters.

A Volterra series analysis of the circuit shown in Figure 4.11 results in the
following system of coupled equations:

3
K 2

GS KGS KDS K 2
DS

2KGS KGL (KGS KDL + KGL KDS ) 2KDS KDL

K 2
GL KGL KDL K 2

DL
43

Gm2

Gmd

Gd2
4 =3

2NIds (2v1)

|VS |2

2NIds (v1 + v2)

|VS | |VL |
2NIds (2v2)

|VL |2
4

(4.4a)

Figure 4.10 Experimental setup for the extraction of the iDS (vGS , vDS ) coefficients from harmonic
and intermodulation power measurements.



218 Nonlinear Device Modeling

Figure 4.11 Equivalent circuit used for calculating output second and third-order distortion voltages
by Volterra series analysis.

and
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4
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4
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(3v2)

|VL |3

4 (4.4b)

in which NIds23 (v ) represents the third-order NIds (v ) current component generated
in the second-degree coefficients, and the gain constants are derived from the
analysis of the first-order equivalent circuit of Figure 4.11, in accordance to the
application of the method of nonlinear currents:
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3
I1

I2

I3

I4

4 = 3
Y11 Y12 Y13 Y14

Y21 Y22 Y23 Y24

Y31 Y32 Y33 Y34

Y41 Y42 Y43 Y44

4 ? 3
V1

V2

V3

V4

4
V1 = VS − ZS I1

V2 = VL − ZL I2

V3 = Vgs = KGS VS + KGL VL + KRG NIds

V4 = Vds = KDS VS + KDL VL + KRD NIds

I3 = 0

I4 = −NIds

(4.5)
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Using (4.4) and (4.5) it is then possible to predict, for example, the terminal
voltages, V1(v ) and V2(v ), at the seven mixing products of interest. Then, compar-
ing them to the correspondent measured voltages we can obtain the desired direct
extraction of the seven coefficients. There are, however, some practical details that
must be clarified.

First of all, we must note that, since the iDS (vGS , vDS ) source drives the FET’s
output mesh, it suffices to predict and measure V2(v ). V1(v ) should be also
considered in case we were extracting any other nonlinear element driving the
input, as is the case of Cgs (vGS ) [9]. (There, I3 would no longer be defined by
I3 = 0, but by I3 = −NIgs .)

Second, because we have to deembed the nonlinear element from the other
linear elements pertaining to the equivalent circuit topology, and it is intuitive that
the error associated to this process increases with the impact of those linear elements,
v1 and v2 should be chosen such that the reactive elements have a negligible effect,
but high enough to avoid low frequency dispersion as self-heating and trapping
effects. This means using sufficiently low test frequencies, an attitude that has the
favorable side effect of also preventing the generation of nonlinear distortion in
Cgs (vGS ), which, otherwise, could perturb the extraction of the iDS model.

And third, unless we decide to use sophisticated test equipment, capable of
measuring the phase of the distortion products, we will have to complete the task
relying only on amplitude information. Actually, that is the solely data we can get
from a conventional spectrum analyzer. Nevertheless, it is also true that the referred
use of low frequencies for VS and VL determines that all coefficients of expressions
(4.4) and (4.5) become purely real, implying that the infinite possible range of
unknown phases is, in fact, restricted to only two values of 0 or 180 degrees. That
is, there is only one undefinition in the sign of the measured terminal voltages or
nonlinear currents, which can be easily resolved using simple physical reasoning.
For example, since below cut-off any device has null current, and thus also null
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n th-degree coefficients of (4.3), and then starts to conduct when this threshold is
passed, every n th-degree coefficient must start with a positive value. And, it will
keep this sign until the (n − 1)th-degree coefficient passes through a maximum and
then begins to decrease. Since the n th-degree coefficient is simply the derivative of
the (n − 1)th coefficient, it is obvious that, at this point, the n th coefficient must
pass through a zero and then become negative [10, 11]. This is illustrated in
Figure 4.12, where the observation of extracted Gm2(vGS ) allowed the selection
of the appropriate signs for the various regions of Gm3(vGS ).

After completing the extraction of the iDS (vGS , vDS ) model, the nonlinear
channel current effects can be subtracted from the device’s output distortion at
substantially higher frequencies, and a similar procedure can then be pursued to
extract the Cgs (vGS ) coefficients. Such a procedure is explained in detail in [9].

4.3 Electron Device Models for Nonlinear Distortion Prediction

This section presents an illustration of some nonlinear device models (sometimes
referred to in the literature as compact models) that can be used to predict nonlinear

Figure 4.12 Example of measured values of normalized nonlinear current at 3v1, NIds (3v1) (+),
signed correspondents after correct signal estimation (•), and extracted Gm3 (-*-).
The shape of previously extracted Gm2 (--) was used for correct NIds (3v1) signal
estimation.
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distortion in time-domain or frequency-domain simulators with reasonable accu-
racy. Because these models are required to represent both dc, small and large-signal
ac behavior, they are inherently global models. Computational efficiency reasons
determined that they must be fully analytical, and so, they are either approximate
semiphysical models or completely empirical.

Since all the nonlinear device models presented are to be included in some kind
of circuit level simulator, they are equivalent circuit based. Nevertheless, because
the extrinsic equivalent circuit model strongly depends on the particular device
package, we will only concentrate on their common intrinsic parts. Using the quasi-
static approximation, all nonlinear elements will be described as voltage-dependent
current sources or voltage-dependent charge sources.

Obviously, a full treatment, even of only a few nonlinear device model families,
is far beyond the scope of this book. For that, the interested reader can consult
the abundant literature on the subject [12–15]. Here, we will solely point out some
particular features of the most important models for nonlinear distortion simulation
of microwave and wireless circuits, giving special attention to the ones that we
think better match the representation criteria explained in the previous section.

The section opens by briefly addressing the nonlinear current and charge charac-
teristics of the p-n or Schottky junctions, due to their role as stand-alone P-N and
metal-semiconductor junction diodes, but also to their presence in many other
nonlinear devices.

Because of its importance in analog circuit design, and, in particular, in the
highest frequency ranges, the first transistor family to be addressed is the field
effect transistor. We will start by one example of the junction FET (JFET), the
metal-semiconductor FET (MESFET), and its heterojunction counterpart, the high
electron mobility FET (HEMT) [sometimes also referred to as the modulation
doped FET (MODFET), or heterojunction FET (HFET)], to then pass to the metal-
oxide FET (MOSFET), and one of its most relevant examples for high-power RF
applications, the lateral diffused MOSFET (LDMOS).

Finally, the bipolar junction transistor is addressed, either in its homojunction,
BJT, or heterojunction, HBT, structures.

4.3.1 Diodes and Other Semiconductor Junctions

Nonlinearity is present in all metal or semiconductor junctions, whether these
junctions are accidental or intentionally created.

There is evidence that any time two different metals are brought into contact,
their conduction properties do not become ideally ohmic, but present a certain
degree of nonlinearity. That depends on many distinct variables as the type of
metals, contact pressure, contact surface roughness, possible oxidation, and current
density. As metal junctions are commonplace in electronic equipment, these nonline-
arities appear even from the most unexpected sources as RF connectors, metallic
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shields, and antennas. They play such an important role in higher power telecommu-
nication systems’ design that they have received the attention of one of the more
difficult, and still misunderstood, nonlinear phenomena fields of study: passive
intermodulation (PIM) [16].

On the side of deliberately made nonlinear junctions we find both semiconduc-
tor-semiconductor and metal-semiconductor junctions. The former is usually made
from the physical union of two doped semiconductors, of type p and n, made of
similar (homojunctions) or different (heterojunctions) materials. It is thus named
a P-N junction or diode. The latter arises, for example, whenever a metal-semicon-
ductor junction is built, and this is known as a Schottky junction.

The diffusion of electrons, or holes, from one junction side (where they are
majority carriers) to the other (where they become minority carriers) restores
thermodynamic equilibrium, but also creates a zone of charged ions, the space-
charge, depleted of carriers, which builds up a certain potential barrier. External
applied voltage with a sign that overcomes that potential barrier creates an energy
unbalance that facilitates current conduction (forward biasing), while applied volt-
age with an opposite sign (reverse biasing) reinforces the potential barrier impeding
current conduction. Therefore, a P-N junction presents a distinct nonlinearity that
has been for a long time used as a rectifier, voltage-controlled current switch or
resistor, amplitude demodulator, or mixing device.

Actually, the diode I/V characteristic, iD (vD ), is one of the strongest nonlineari-
ties found in nature, which can be represented by the well-known semiphysical
exponential model:

iD (vD ) = IS (e qvD /hkT − 1) (4.6)

where IS is a scaling parameter, k is the Boltzmann constant, T is the junction
temperature, q is the electronic charge, and h is an empirical ideality factor, used
for modeling imperfections in the junction.

Unfortunately, the variation of junction accumulated charge with the external
applied voltage results in a dynamic nonlinearity, which is modeled as a nonlinear
capacitance. Actually, there are two possible sources of accumulated charge within
a P-N junction [1, 15].

The first one is the space-charge associated with the depletion region, which
is usually modeled by

qd (vD ) = Q j0S1 −
vD
f D1−m

(4.7)

and thus leads to a nonlinear depletion capacitance of
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Cd (vD ) ≡
∂qd (vD )

∂vD
= Cj0S1 −

vD
f D−m

(4.8)

where, f is the built-in potential, Qj0 and Cj0 are two scaling parameters that
represent the zero-voltage charge and capacitance, respectively, and m is a coeffi-
cient that depends on the doping profile. For the most common case of uniform
doping profiles, m is close to 0.5. However, other P-N or Schottky junctions are
found where m can assume clearly distinct values. That is the case, for example,
of abrupt or hyper-abrupt junctions specially conceived to present predetermined
Cd (vD ) characteristics, and thus to be used as voltage-controlled capacitors named
as varicaps or varactors.

Note that the depletion capacitance model has a discontinuity at vD = f ,
becoming imaginary beyond that. This nonphysical characteristic is due to the so-
called abrupt depletion region approximation adopted for the semiphysical charge
model derivation, and must be circumvented in actual model implementations
because it can generate convergence difficulties and nonphysical simulation results.

The second source of accumulated charge within a P-N junction is due to the
finite minority carrier lifetime. When the junction is forward biased, electrons are
diffused from the N to the P side and holes from the P to the N side. Since
these minority carriers cannot be immediately recombined with the corresponding
majority holes or electrons, there will be an accumulated diffusion charge. This
charge can be approximately modeled as being proportional to the minority carrier
lifetime, t , and forward current, so that

qD = t iD (4.9)

and

CD (vD ) ≡
∂qD (vD )

∂vD
= t

qIS
hkT

e qvD /hkT (4.10)

Obviously, since a Schottky diode is a majority carrier junction it is only
affected by the depletion capacitance.

As the diode was modeled by an exponential voltage-dependent current source,
plus depletion and diffusion accumulated charges, it conforms to the equivalent
circuit model depicted in Figure 4.13 [13]. There, the series access resistor, Rs ,
represents the distributed ohmic behavior of the device, as seen from its external
terminals, and models the semiconductor bulk and ohmic contact losses, but also
the parasitic resistances of the bond pads, bond wires, and package terminals.
Despite it being known that bulk resistance can change with applied voltage (due
to undepleted semiconductor width variations and current crowding effects [15]),
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Figure 4.13 Junction diode equivalent circuit model.

Rs is usually still considered as a constant (and thus, sometimes, extrinsic) element,
since its parasitic terms generally dominate the others.

4.3.2 Field Effect Transistors

Due to its geometrical structure, the FET is, inherently, a bidimensional device.
The applied drain-source voltage, vDS , determines a strong longitudinal channel
electrical field component, but the gate-channel control voltage (or gate-source
voltage, vGS , when it is referred to the source) also imposes a nonnegligible transver-
sal channel component. Therefore, any physical modeling approach leads to the
solution of a set of nonlinear partial deferential equations in space and time, which
is highly inefficient. FET models thus use extensive empirical knowledge [12].

4.3.2.1 The MESFET Model

A MESFET is a junction FET whose gate-channel contact is a Schottky junction.
At the equivalent circuit level, this distributed gate-channel Schottky junction is
actually represented by two lumped gate-source and gate-drain diodes, as shown
in Figure 4.14 [4]. They are primarily used to simulate gate-channel conduction
and breakdown—two fundamental effects for the description of the device’s RF
power saturation. But, with the addition of two lumped depletion capacitances
from gate to source and to drain, Cgs and Cgd , [9] they can also describe nonlinear
dynamic effects.

Contrary to Cgd and, especially, Cgs , which are distinctly nonlinear, the drain-
source capacitance, Cds , is normally accepted to be linear, as it mainly describes
the geometric capacitance effects between the drain and source terminals.

The input resistance, Ri , is sometimes interpreted as an equivalent lumped
representation of the channel distributed losses below the gate. And, although this
physical foundation is still object of controversy, its need for correctly representing
measured small-signal S11 data seems to be consensual.
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Figure 4.14 MESFET equivalent circuit topology.

The three access resistors, Rg , Rs , and Rd represent the distributed ohmic
behavior of the device, as already discussed for the diode. Similarly, they are also
sometimes considered as extrinsic elements.

Finally, the voltage-controlled current source, iDS , is the core of the equivalent
circuit model and constitutes the FET’s main nonlinear distortion generator.
Describing the basic FET operation, it is simultaneously dependent on the longitudi-
nal channel and gate-channel transversal potentials, herein represented by two
control variables: drain-source voltage, vDS , and gate-source voltage, vGS .

One of the possible continuous functions used for iDS (vGS , vDS ) is the one
sometimes referred to as the Pedro’s model [17]:

vp (vDS ) = Vp0 + gvDS (4.11)

h (vGS , vDS ) = AF1 − √vbi − vGS
vp (vDS ) G (4.12)

u (vGS , vDS ) =
h (vGS , vDS ) − C

2
(4.13)

Idssat (vGS , vDS ) = u (vGS , vDS ) + ln Fe u (vGS ,vDS ) + e −u (vGS ,vDS )G (4.14)

iDS (vGS , vDS ) = bIdssat (vGS , vDS ) tanh (avDS ) (4.15)

In this model, the iDS dependence on vDS is described at two different levels:
the hyperbolic tangent and the pinch-off voltage, vP , formulation. The former
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describes the linear to saturation zone transition (whose abruptness is controlled
by a ) while the latter models (with the empirical parameter g ) the threshold
dependence on vDS , but also the device’s output conductance in saturation.

The dominant behavior of iDS (vGS ) is represented with the Shockley model [18]
under the depletion approximation. Assuming a whole current-saturated channel,
h (vGS , vDS ) is the effective channel height. The FET’s soft turn-on is represented
by u + ln [exp (u ) + exp (−u )], which was found to be very useful in describing
typical MESFET transconductance Gm (vGS ) shapes. Finally, A and C are two
empirical coefficients that control, respectively, Gm (vGS ) abruptness and threshold
position, while b is a scaling parameter.

As a first illustration of its intermodulation modeling capabilities, Figures 4.15
and 4.16 show measured and modeled values of iDS , and its first three derivatives
in order to vGS : Gm , Gm2 , and Gm3 .

4.3.2.2 The HEMT Model

A HEMT is a device similar to the MESFET, despite its heterojunction channel.
So, they share the equivalent circuit topology (see Figure 4.14) and extraction
procedure. Their main difference, from the nonlinear distortion point of view, is
the HEMT’s lack of transconductance expansion for high values of vGS , which
prevents the existence of the Gm3 null (a bias point of very good small-signal
inband IMD) verified in some MESFETs biased at reasonably high gate voltages.
Indeed, the HEMT’s so-called parasitic MESFET effect [12] causes a decrease of
transconductance for higher gate voltages, which is often observed as a tendency
to iDS (vGS ) saturation.

This transconductance collapse is, actually, the most important effect described
by the Angelov-Zirath HEMT drain-source current model [19]:

c (vGS ) = P1(vGS − Vpk ) + P2(vGS − Vpk )2 + P3(vGS − Vpk )3 (4.16)

iDS (vGS , vDS ) = Ipk {1 + tanh [c (vGS )]} (1 + lvDS ) tanh (avDS ) (4.17)

In these expressions, the various Pi (i = 1, 2, 3) are empirical polynomial fitting
parameters describing the dependence of an effective gate potential, c , on vGS ,
and Vpk is the gate voltage where transconductance shows its peak. l is, like the
MESFET’s g , an empirical output conductance parameter modeling the behavior
of the saturation current with vDS , and a was inherited from the MESFET model.

Beyond this iDS (vGS , vDS ) representation, the Angelov-Zirath HEMT model
[19] also presents empirical functions for the HEMT’s Cgs (vGS , vDS ) and
Cgd (vGS , vDS ) capacitances.

As done for the MESFET model, Figure 4.17 presents a comparison between
measured and modeled iDS current and its derivatives.
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Figure 4.15 Measured (-o-) and modeled (-) (a) iDS and (b) Gm versus vGS when the FET is biased
in the saturation region with VDS = 3V.
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Figure 4.16 Measured (-o-) and modeled (-) (a) Gm2 and (b) Gm3 versus vGS when the FET is
biased in the saturation region with VDS = 3V.
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Figure 4.17 (a) Measured (-o-) and modeled (-) (a) iDS , (b) Gm , (c) Gm2 , and (d) Gm3 versus vGS
when the HEMT is biased in the saturation region with VDS = 3V.
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Figure 4.17 (continued).
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4.3.2.3 The MOSFET and LDMOS Models

There are two MOSFET devices of significant value for microwave and wireless
applications: the traditional MOS, as used in CMOS and BiCMOS IC technologies
[14, 20, 21], and the high-power LDMOS [22–25]. Despite their significantly
distinct drain-source current characteristics, they share the same equivalent circuit
topology shown in Figure 4.18 [22].

Similarly to the MESFET, Rg , Rd , and Rs are access resistances. Cgs and Cgd
are gate-source and gate-drain nonlinear lumped capacitances representing the
distributed metal-oxide-channel accumulated charge.

Cds is, again, a drain-source capacitance. But, contrary to the MESFET, it now
manifests a nonnegligible vDS dependence, and thus, nonlinearity.

Although there is a very large number of available MOS drain-source current
empirical descriptions, the Berkeley BSIM3 MOSFET model [14] seems to be the
most amenable for analog circuits’ design, and, in particular, for the prediction of
their nonlinear distortion.

This model has its roots in a very simplified and empirical description of the
MOS nonlinear behavior. But, after being many times reformulated, it is currently
a very detailed, semiphysical, representation of the device’s channel current. For
this reason, the MOSFET model became so complex (and difficult to extract) that
complete books were written to address it. So, in the present text, there is not
much we can do than to direct the interested reader to some of those titles, for
example, [14, 20, 21].

The LDMOS is a transistor specially conceived for withstanding large amounts
of power in a small active device, a goal that was fulfilled by the addition of a
specific lateral diffused channel region near the drain [23]. However, that lightly
doped region acts as a grounded gate JFET in series with the traditional MOS

Figure 4.18 The MOSFET equivalent circuit topology.
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transistor (see Figure 4.19), which has a dramatic impact on the observed iDS (vGS )
characteristics. For high vGS voltages the iDS current is so large that the voltage
drop in the highly resistive low-doped region is enough to draw the JFET into
saturation. The MOSFET vDS voltage is suddenly reduced, and this device is pushed
into its linear region. When this happens, vGS looses control on iDS , and the
LDMOS shows an evident iDS (vGS ) current saturation, and thus, transconductance
collapse.

Because of the referred high power applications, this LDMOS transconductance
collapse is even aggravated by self-heating effects. The overall impact on the device
performance can be so high that, not only completely new iDS (vGS , vDS ) descrip-
tions (compared to its low power counterpart, the MOSFET) had to be proposed,

Figure 4.19 (a) A detailed view of a typical LDMOS physical structure; and (b) its correspondent
equivalent circuit, showing the MOSFET device in series with the grounded JFET caused
by the low-doped drift (LDD) region.
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as they had to be coupled to some thermal model. One of these electrothermal
current descriptions is the LDMOS MET Model [24], whose iDS (vGS , vDS ) electri-
cal part is given by

vGS1(vGS ) = vGS − VT (4.18)

vGS2(vGS1) = vGS1 −
1
2
XvGS1 + √(vGS1 − VK )2 + D2 − √VK 2 + D2C

(4.19)

vGSt (vGS2) = VST ln X1 + e vGS2 /VST C (4.20)

iDS (vGS , vDS ) = bv
VGEXP
GSt (1 + lvDS ) tanhSavDS

vGSt
D (4.21)

VT (vDS ) = VT0 + gvDS (4.22)

and whose thermal model uses also an equivalent circuit representation as shown
in Figure 4.20. In the thermal equivalent subcircuit, absolute temperature is modeled
by voltage, heat energy by charge—and thus thermal power by current—thermal
resistance (whose dimensions are [RTh ] = KW−1) by an electrical resistance, and,
finally, thermal capacitance (whose dimensions are [CTh ] = JK−1) is represented
with an electrical capacitance. The forcing current source, ITh is given by the
device’s total power dissipation, while the forcing voltage source, VTsink , is the

Figure 4.20 Electrothermal equivalent circuit model for an RF power LDMOS device.
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environment absolute temperature, usually the transistor’s mount heat-sink temper-
ature. The model parameters dependence on temperature is described by

Rg = Rg_0 + Rg_1(T − Tnom ) (4.23)

Rd = Rd_0 + Rd_1(T − Tnom ) (4.24)

Rs = Rs_0 + Rs_1(T − Tnom ) (4.25)

VT0 = VT0_0 + VT0_1(T − Tnom ) (4.26)

b = b0 + b1(T − Tnom ) (4.27)

where Tnom is the nominal temperature at which Rg_0 , Rd_0 , Rs_0 , VT0_0 , and b_0
were measured, and Rg_1 , Rd_1 , Rs_1 , VT0_1 , and b_1 are first-order approximation
thermal sensitivity parameters.

As shown in (4.21), the LDMOS shares with the MESFET and HEMT the
hyperbolic tangent for describing the iDS (vDS ) dependence. Nonetheless, a new
hyperbolic tangent argument variation with vGS was included to describe the recog-
nized dependence of the linear-to-saturation knee voltage with this input control
voltage. By modifying the effective value of the vDS scaling parameter a , that
iDS (vDS ) functional description also carries the benefit of better representing the
abruptness variation with vGS manifested by the linear-to-saturation transition.

The description of the iDS dependence on vGS is a certain power (of VGEXP
exponent) of a function similar to the one already described for the MESFET, the
x + ln [exp (x ) + exp (−x )], except that now its argument is no longer a scaled
version of the undepleted channel height, but an effective gate-source voltage,
vGS2(vGS − VT ). By that, iDS (vGS ) presents the desired subthreshold conduction
exponential characteristic, a smooth turn-on (whose abruptness is controlled by
VST ), a nearly quadratic vGS dependence (whose rate is controlled by VGEXP ),
and finally, the necessary current compression when vGS2(vGS − VT ) tends to its
saturated value of VK /2 [25].

VT0 , b, and l are standard model parameters used to control threshold voltage,
to scale iDS (vGS , vDS ) and to account for the finite output conductance when the
device is in saturation, respectively. g and D are simply fitting parameters.

Figure 4.21 compares measured and modeled results of iDS current and its first
three derivatives in order to vGS .

4.3.3 The Bipolar Transistor Family

The structure and mode of operation of a bipolar junction transistor (BJT) is
completely distinct from the FET. Being composed of two back-to-back P-N
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Figure 4.21 Measured (-o-) and modeled (-) (a) iDS , (b) Gm , (c) Gm2, and (d) Gm3 versus vGS
when the LDMOS is biased in the saturation region with VDS = 10V.
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Figure 4.21 (continued).
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junctions, in a one-dimensional way, allows a semiphysical modeling approach.
Actually, this inherently T structure can be represented with reasonable accuracy
by either a T or p equivalent circuit topology, whose voltage-controlled current
sources and charges can be derived from the P-N junction model described
above [15].

Due to its importance in BJT and, more recently, also in HBT representation
[26], in this section we will briefly address the Gummel-Poon model (actually its
SPICE implementation)2 [15, 20, 29, 30], which uses the p equivalent circuit
topology of Figure 4.22.

The Gummel-Poon model is based on an integral charge control relation, which
connects the total charge of majority carriers in the base to the device’s terminal
characteristics. This way, it describes the two main sources of BJT nonlinearity
(i.e., the base and the collector currents), but sometimes also the base resistance
nonlinear behavior is accounted for.

As previously mentioned, the functional descriptions of these modeled currents
are based on the P-N junction exponential characteristic, for which the base-
emitter and base-collector voltages were adopted as the controlling variables. So,
the collector current is given by

iC (vBE , vBC ) =
IS

qb (vBE , vBC )
FXe qvBE /kT − 1C − Xe qvBC /kT − 1CG (4.28)

Figure 4.22 p equivalent circuit topology adopted for the Gummel-Poon BJT model.

2. Even though the SPICE Gummel-Poon model still constitutes the standard bipolar transistor representation,
some other alternatives have recently been proposed (like the MEXTRAM [27] and the VBIC [28] models)
to overcome some of its deficiencies. From these stand, for their impact in high-speed bipolar devices,
quasisaturation effects, avalanche multiplication, bias dependent transit time, and self-heating.
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where IS , q , k , and T are directly mirrored in the P-N junction I/V characteristic
of (4.6), and qb is the normalized majority base charge, which can be expressed
in implicit form as

qb (vBE , vBC ) = 1 +
vBE
VB

+
vBC
VA

+
tBF
QB0

ISS
e qvBE /kT − 1

qb
+

tBR
QB0

ISS
e qvBC /kT − 1

qb
(4.29)

VA and VB are, respectively, the forward and reverse Early voltages, while tBF and
tBR are the forward and reverse base transit times. Finally, QB0 is the zero bias
majority base charge.

The base current reflects the emitter and collector junction currents seen at the
collector terminal, although scaled by the corresponding transistor’s forward and
reverse current gains, bFM and bRM . It also includes two other nonideal current
sources, iBEn and iBCn which account for carrier recombination in the semiconduc-
tor surfaces and the emitter-base and collector-base space-charge layers [15]. So,
in the Gummel-Poon model, iB (vBE , vBC ) is described by

iB (vBE , vBC ) =
IS

bFM
Xe qvBE /kT − 1C + C2IS Xe qvBE /nEL kT − 1C

+
IS

bRM
Xe qvBC /kT − 1C + C4IS Xe qvBC /nCL kT − 1C (4.30)

where the coefficients nEL and nCL are the base-emitter and base-collector leakage
emission coefficients, respectively, and C2 and C4 are simply empirical scaling
parameters.

Finally, the resistors Rb , Rc , and Re , seen in the equivalent circuit model of
Figure 4.22, are the base, collector, and emitter access resistances. From these, only
Rb manifests an appreciable nonlinearity, which is controlled by base current, as

RB (z ) = rBM + 3(rB − rBM ) Stan (z ) − z

z tan2 (z ) D (4.31)

The parameters on this expression are the minimum base resistance—occurring
at high currents—rBM , and the base resistance at zero bias, rB . z is a variable of
base resistivity, thermal voltage, and intrinsic base length, which can be approxi-
mately given by [15]

z (iB ) =
−1 + √1 + 144iB /p2IrB

24/p2√iB /IrB
(4.32)
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where IrB is the current where the base resistance falls halfway to its minimum
value.

4.4 Behavioral Models for System Level Simulation

As previously stated in the classification of models, there are various levels of
abstraction in the way we can represent real-world nonlinear systems. Or, in other
words, there is a gradual pathway between the pure physically conceived models
to black box models. These can be applied to nonlinear elements, devices, circuits,
or even complete systems.

Many practical situations are found where a pure behavioral approach is
preferable. That is the case, for example, when there is not enough physical informa-
tion of the modeling object for extracting an equivalent circuit representation, or
it seems impossible to describe that object by any equivalent circuit with enough
accuracy, or even when the entity to be modeled is so complex that such a low
level representation becomes extremely inefficient. One of those examples is a
traveling-wave tube amplifier (TWTA), for which it has been difficult to propose
any useful equivalent circuit or physical description.

Pure behavioral models play such an important role in system simulation that
they deserve to be mentioned even in a text focused on circuit analysis. So, the
next few pages are intended to provide a first step overview of that system modeling
strategy.

In the context of telecommunication systems, the fidelity with which the infor-
mation signal is processed constitutes the ultimate goal of any nonlinear distortion
analysis. So, the highest level of abstraction corresponds to behavioral models
specially conceived for that information signal. That is, a system representation is
sought where the input/output function no longer handles a time-domain or fre-
quency-domain representation of the modulated RF signal, but a conceptual infor-
mation signal which is known as the modulation envelope [31].

Actually, such an envelope-oriented system description is only meaningful when
the information signal bandwidth is a small fraction of the RF carrier frequency
(i.e., when we are dealing with systems of a distinct bandpass characteristic). In
communication systems theory, these are known as bandpass nonlinearities [32].

For any other system, it seems that only the usual RF signal driven behavioral
representation is applicable.

To understand the underlying ideas behind the envelope-oriented black box
modeling approach, let us imagine a simple memoryless mildly nonlinear system
described by the following third-degree power series:

y (t ) = a1x (t ) + a2x (t )2 + a3x (t )3 (4.33)
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which we assume is excited by an equal-amplitude two-tone RF stimulus:

x (t ) = A cos v1 t + A cos v2 t (4.34)

Computing the response of (4.34) to (4.33) results in various clusters of fre-
quency components appearing near dc, v1 and v2 , and their second and third-
harmonics. But, since for bandpass systems the information spectrum is located
around the carrier, in what is called the first, principal or fundamental zone of the
output, the components of interest will be only

y (t ) = Sa1 A +
9
4

a3 A3D cos v1 t + Sa1 A +
9
4

a3 A3D cos v2 t

+
3
4

a3 A3 cos [(2v1 − v2)t ] +
3
4

a3 A3 cos [(2v2 − v1)t ] (4.35)

Looking at (4.34) from a telecommunication systems point of view, it can be
rewritten as

x (t ) = 2A cosSv1 − v2
2

tD cosSv1 + v2
2

tD (4.36)

which indicates that our stimulus can in fact be perceived as a sinusoidal RF carrier
of frequency vc = (v1 + v2)/2 amplitude modulated by a sinusoidal envelope of
frequency vm = (v1 − v2)/2:

x (t ) = Am cos vm t cos vc t (4.37)

And, following the same reasoning, (4.35) can be rewritten as

y (t ) = 2Sa1 A +
9
4

a3 A3D cosSv1 − v2
2

tD cosSv1 + v2
2

tD
+

6
4

a3 A3 cosS3
v1 − v2

2
tD cosSv1 + v2

2
tD (4.38)

= FSa1 Am +
9
16

a3 A3
mD cos vm t +

3
16

a3 A3
m cos 3vm tG cos vc t

A natural step in system identification would then be to conceive a new system
that is directly excited by the envelope,

x̃ (t ) = Am cos vm t (4.39)
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and whose output would be

ỹ (t ) = Sa1 Am +
9
16

a3 A3
mD cos vm t +

3
16

a3 A3
m cos 3vm t (4.40)

A polynomial behavioral model for our new envelope driven system, ỹ (t ) =
S̃ [x̃ (t )] would then be

ỹ (t ) = ã1 x̃ (t ) + ã2 x̃ (t )2 + ã3 x̃ (t )3 (4.41)

whose coefficients can be readily obtained from the ones of (4.33) recognizing that
the response of S̃ [x̃ (t )],

ỹ (t ) = S̃ [Am cos vm t ] =
1
2

ã2 A2
m + Sã1 Am +

3
4

ã3 A3
mD cos vm t

+
1
2

ã2 A2
m cos 2vm t +

1
4

ã3 A3
m cos 3vm t (4.42)

must equal (4.40).3 So, ã1 = a1 , ã2 = 0, ã3 = (3/4)a3 .
This is the basis of envelope-driven behavioral modeling.
Naturally, our introductory example was oversimplified, and it would have to

be more involved if we would like to use this black box modeling concept in
practical situations.

The first thing to do in that respect is to allow for more complicated envelopes.
That is, we must eliminate the restriction of having two tones of equal amplitude.
Doing this corresponds to considering an asymmetric envelope spectrum, in which
X̃ (V) ≠ X̃ (−V)*, and so supposing that x̃ (t ) can be a complex (i.e., with real and
imaginary parts) information signal. In that case, the general amplitude and phase
modulated excitation signal would be

x (t ) = A (t ) cos [vc t + u (t )] = Re [A (t )e ju (t )e jvc t ] (4.43)

whose complex envelope is [31]

x̃ (t ) = A (t )e ju (t ) (4.44)

The next step would be to eliminate the memoryless restriction, allowing for
the description of dynamic systems. Unlike memoryless systems, whose outputs

3. It can be shown that the outcome ã2 = 0 is not accidental but results from the general rule saying that
only odd order products contribute to the fundamental zone.
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are instantaneous functions of the input, dynamic systems can present memory
effects that can be short or long compared to the time periods of their excitations,
Tc = 2p /vc or Tm = 2p /vm .

Obviously, when the system impulse response tail has a much smaller duration
than the carrier period [i.e., t << Tc (where t : h (t ) ≈ 0 for t ≥ t )], the system can
be approximated as being memoryless. In that case, both y (t ) and ỹ (t ) will be
almost instantaneous functions of their inputs x (t ) and x̃ (t ), and we end up in the
simplified situation already discussed.

When t is comparable to Tc , it is likely that it will be negligible if compared
to Tm as Tm >> Tc . So, the system will present memory effects to the carrier, but
not to the envelope. This means y (t ) = S [x (t )] must be represented by some dynamic
model, whereas ỹ (t ) = S̃ [x̃ (t )] can still be considered memoryless.

When t is comparable to Tm , then both y (t ) and ỹ (t ) have to be described by
dynamic models of x (t ) and x̃ (t ), unless the impulse response h (t ) varies so little
up to Tc that the system behaves as being almost memoryless to the carrier, but
dynamic to the envelope.

An illustration of those different situations can be gathered from the hypotheti-
cal system of Figure 4.23.

This system is basically composed of a memoryless forward path G [e (t )] to
which a linear dynamic feedback path, F (v ), was applied.

Similarly to F (v ), O (v ) is also a linear filter—typically a bandpass filter
intended to preserve only the fundamental zone output—while G [e (t )] is a memo-
ryless nonlinearity, whose output is given by (4.33). Assuming (4.33) is a
third-degree Taylor series and the various subsystems do not interact with each
other, our system can be analyzed with the harmonic input method of Volterra
series giving the following first three NLTFs:

S1(v ) =
O (v )
D (v )

a1 (4.45)

Figure 4.23 General dynamic nonlinear system.
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S2(v1 , v2) =
O (v1 + v2)
D (v1 + v2)

a2
D (v1)D (v2)

(4.46)

and

S3(v1 , v2 , v3) =
O (v1 + v2 + v3)
D (v1 + v2 + v3)

1
D (v1)D (v2)D (v3)

(4.47)

Ha3 +
2
3

a 2
2 FF (v1 + v2)

D (v1 + v2)
+

F (v1 + v3)
D (v1 + v3)

+
F (v2 + v3)
D (v2 + v3)GJ

where D (v ) is the feedback desensitization factor: D (v ) = 1 − a1F (v ).
Even though our example system shows a feedback path, the actual represented

system may not present any explicit feedback. It suffices that the memoryless
nonlinearity interacts with a linear dynamic element. And, that happens anytime
a certain mixing product of the controlled variable produces a corresponding
component of the controlling variable in the dynamic element, which is then remixed
to generate higher order outputs.

The first situation we will study is the one of absent feedback. That corresponds
to a simple model in which a memoryless nonlinearity is followed by a zonal filter
[32]. If F (v ) is made zero in (4.45) to (4.47), D (v ) is unity and those odd-order
NLTF’s become

S1(v ) = O (v )a1 (4.48)

and

S3(v1 , v2 , v3) = O (v1 + v2 + v3)a3 (4.49)

Even though the dependence on frequency of these NLTFs is an indication of
memory, this memory effect can, actually, be separated from the nonlinear system
behavior, as it does not really interact with the memoryless nonlinearity. Moreover,
the dependence of Sn (v1 , . . . , vn ) (n = 1, 3) on n different frequencies is now
illusive as both first and third-order transfer functions only depend on one degree
of freedom, the frequency sum, which, in our case of a two-tone test, is v1 , v2 ,
v1 + v1 − v2 = 2v1 − v2 , v1 + v1 − v1 = v1 + v2 − v2 = v1 , v2 + v1 − v1 =
v2 + v2 − v2 = v2 and v2 + v2 − v1 = 2v2 − v1 . Since the system still behaves
in a memoryless fashion, any odd order Sn (v1 , . . . , vn ) can be extracted from
the response to the two-tone stimulus, or even to a sinusoid at v . In this latter case,
the instantaneous response amplitude should be measured against the instantaneous
excitation amplitude as in a conventional AM-AM test. Furthermore, note that,
because of the similarity of S1(v ) to S3(v, v, −v ), the first-order and third-order
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responses will always be in-phase, (when a1a3 > 0) or always in opposite-phase
(when a1a3 < 0) and the system cannot show any AM-PM conversion.

In this case, the stimulus of (4.43) will produce a response of

y (t ) = g̃ [A (t )] cos [vc t + u (t )] (4.50)

whose lowpass equivalent [31], or complex envelope, will be

ỹ (t ) = g̃ [A (t )]e ju (t ) (4.51)

which can be modeled by the lowpass equivalent behavioral model of Figure 4.24,
using a measured or simulated AM-AM, g̃ [A (t )], characteristic.

The situation changes dramatically if a non zero F (v ) is included.
If now F (v ) is a bandpass filter to the fundamental zone, for which Imag [F (v )]

≠ 0 and F (vi + vj ) ≈ 0 (i , j = 1, 2, 3), the system’s odd-order NLTFs will be

S1(v ) =
O (v )
D (v )

a1 (4.52)

and

S3(v1 , v2 , v3) =
O (v1 + v2 + v3)
D (v1 + v2 + v3)

a3
D (v1)D (v2)D (v3)

(4.53)

Now, memory already interacts with the nonlinearity, although the NLTFs
still do not depend on the separation (or envelope) frequency. This guarantees that
our system does not present any memory effects to the envelope, and thus can be

Figure 4.24 Lowpass equivalent behavioral model of a memoryless bandpass nonlinearity with
amplitude distortion, AM-AM, only.
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extracted from a one-tone test. However, S1(v ) and S3(v, v, −v ) will no longer
be in-phase and the system will show AM-PM conversion beyond its previously
noticed AM-AM characteristic.

Now, the stimulus of (4.43) will produce a response of

y (t ) = g̃ [A (t )] cos {vc t + u (t ) + f̃ [A (t )]} (4.54)

whose lowpass equivalent [31], or complex envelope, will be

ỹ (t ) = g̃ [A (t )]e j {u (t )+ f̃ [A (t )]} (4.55)

and which can be modeled by the lowpass equivalent quadrature behavioral model
of Figure 4.25, using measured or simulated AM-AM, g̃ [A (t )], and AM-PM charac-
teristics, f̃ [A (t )].

This model indicates that the lowpass equivalent behavioral system output is
still a memoryless function of the complex envelope, despite of its original dynamic
bandpass behavior. This is the reason why such systems are usually known as
memoryless bandpass nonlinearities [32].4

If, finally, F (v ) varies with the envelope frequency, then the full odd-order
NLTFs of (4.45) and (4.47) must be accounted for. S3(v1 , v2 , v3) depends on
the frequency sum, on every input frequency, but also on all second-order mixing

Figure 4.25 Lowpass equivalent behavioral model of a memoryless bandpass nonlinearity with
amplitude, AM-AM, and phase, AM-PM, distortion.

4. At this time the reader may think that naming a bandpass system as ‘‘memoryless’’ is a countersense. But,
it even sounds more absurd admitting that a memoryless nonlinearity can present AM/PM conversion
[33]. Actually, both of these statements result from the zero memory characteristic of the lowpass equivalents
of some bandpass nonlinear systems.
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products vj + vk ( j , k = 1, 2, 3). Any complete system identification based on
one-tone measurements (AM-AM and AM-PM characteristics) would fail as the
output envelope no longer varies instantaneously with the envelope of the input.
But, the extraction would also be impossible with a two-tone excitation as we then
would be only capturing those memory effects on one sinusoid, which means at a
single envelope frequency.

Behavioral modeling of those dynamic nonlinear systems, either in its original
bandpass, or lowpass equivalent, forms is a very challenging subject. And, even if
the Volterra series could be accepted as a behavioral modeling tool in their mildly
nonlinear operation regime, a full behavioral model has been an object of strong
research [34–38].
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C H A P T E R 5

Highly Linear Circuit Design

5.1 Introduction

The present chapter deals with the distortion performance of typical microwave
and wireless circuits as small-signal amplifiers, power amplifiers, and mixers.

It begins with a general glance on the intermodulation problem, as seen from
the system point of view, to define the important concept of dynamic range. Since
this figure of merit is determined by distortion but also by system noise, an outline
of this noteworthy subject is first given. This is followed by a review of the tradi-
tional linear amplifier design methodology, as an introduction to the analysis of
nonlinear distortion in small-signal amplifiers.

Field effect and bipolar transistor-based weakly nonlinear amplifiers are
addressed. For that, we present detailed Volterra series analyses of two typical
circuits, which enable the extraction of broad results on their distortion behavior,
and thus some general design rules for highly linear small-signal amplifiers.

Large-signal or power amplifiers are treated next. Again, we introduce this
subject with a review of the traditional power amplifier concepts and design method-
ology. Because of the inherent complexity of distortion generation mechanisms in
those circuits, we first present a very simple memoryless model of the amplifier. This
provides a fruitful insight into the power amplifier inband distortion performance,
particularly its dependence on the bias point load impedance and driving level.
These results are extended to more involved circuit models, which can serve as
linear power amplifier design rules, or provide the qualitative knowledge required
for a first design approach amenable to be complemented by some automated
design process.

Next comes an analysis of distortion generation mechanisms in frequency
conversion circuits. Because of the enormous amount of possible mixer topologies,
we concentrated on two common circuits: the FET gate active mixer and the singly
balanced diode mixer. Although necessarily simplified, the time-varying Volterra
analysis that was used led to interesting qualitative conclusions on the linearity
optimization of those circuits. Again, we believe this to be valuable for a starting
mixer design, which should be then complemented by some sort of automated
design aid.

249
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Finally, the chapter closes by analyzing the distortion performance of balanced
arrangements of multiple amplifier and mixer devices.

Except for those balanced configurations, no other form of external lineariza-
tion is addressed. That should, by no means, be interpreted as an indication that
linearizers have no significant role to play in microwave and wireless system design.
On the contrary! But, since they are usually treated at the system level—whereas the
following sections are focused on circuits—and they have already been thoroughly
covered in the literature, we believe the interested reader will face no difficulty in
finding a wide range of publications (even whole books) dedicated to that broad
subject [1–3].

5.2 High Dynamic Range Amplifier Design

5.2.1 Concepts and Systemic Considerations

High dynamic range amplifiers are those that are expected to behave, simultane-
ously, in a very linear way—in order to preserve the integrity of the highest-level
signals—and to add small amounts of noise—to prevent degradation of the signal-
to-noise ratio of weak signals. Contrary to other closely related circuits located at
the system’s output, the power amplifiers or their drivers, these preamplifiers handle
very low power levels, and thus are not designed for maximized efficiency or output
power capability. Instead, they should generate as little noise as possible while
providing fairly large amounts of gain. This helps in preserving the signal from
noise originated in subsequent stages.

Because of the very low signal amplitudes involved, preamplifiers are usually
taken as nonlinear distortion-free devices. This erroneous assumption comes from
the fact that everyone thinks on the desired signal level but generally forgets possible
high power inband interferers. In telecommunication systems, these can arise from
other services sharing the same physical transmission channel, unintentional (or
intentional) perturbations (like man-made impulsive noise or jamming in electronics
warfare environments), or even from the same transceiver when full-duplex trans-
mission is used. From those, the last is of particular interest, as is clear from the
numbers involved.

Consider, for example, a full-duplex transceiver whose previewed receiver input
power is −80 dBm at 1,800 MHz, and required radiated power is 1W (30 dBm)
at 1,830 MHz. If a single antenna were to be used, and its associated diplexer
filters could provide a marvelous figure of 70-dB isolation, the receiver input stage
would be driven by the natural excitation of −80 dBm along with an unexpected
interferer 10,000 times (40 dB) stronger.
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5.2.1.1 System Sensitivity and Dynamic Range

The situation referred to above is illustrated in Figure 5.1, which also motivates
the following definition of spurious free dynamic range, or simply dynamic range
(DR): The dynamic range of a system is the ratio between the maximum and the
minimum detectable signals for a prescribed performance quality.

In this context, a system’s quality is measured in terms of the signal-to-noise
ratio (SNR). Actually, here we are admitting a broad significance for noise, as it
includes all forms of perturbation, either additive noise or ‘‘distortion noise.’’
Therefore, this SNR is, in fact, an abbreviated term for what is usually called
signal-to-noise-and-distortion ratio (SINAD).

The minimum detectable signal, Pimin
, or input sensitivity, Si , is thus equal to

the total input referred system’s noise power, Ni (integrated within the system’s
ultimate equivalent noise bandwidth, Bw, [4]), plus the SNR (in logarithmic units):

SidBm
= NidBm/Hz

+ BwdBHz
+ SNRdB (5.1)

The maximum detectable signal, PiMax
is taken as the interferer power that

generates an amount of distortion exactly SNRdB below the minimum signal, Si .1

In a small-signal system, in which n th-order distortion is dominant, and thus can
be described by the output n th-order intercept point, IPn , this PiMax

is such that

Figure 5.1 Graphical illustration of dynamic range definition.

1. Although this is the general way maximum detectable signal is defined, we would like to point out that
the combined effects of additive noise and nonlinear distortion lead to an overall SNR value 3 dB below
the specifications!
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PIMD ,ni
= PiMaxdBm

− (n − 1) XIPndBm
− GdB − PiMaxdBm

C = SidBm
− SNRdB

(5.2a)

or, referring IPn to the input, IPni

PiMaxdBm
=

n − 1
n

IPnidBm
+

1
n XSidBm

− SNRdB C (5.2b)

which leads to a DR of

DRdB = PiMaxdBm
− SidBm

=
n − 1

n SIPnidBm
− SidBm

−
1

n − 1
SNRdBD (5.3)

As is easily seen from the above, dynamic range maximization can be obtained
either by increasing input IPn , decreasing system’s sensitivity, or both. The former
requires highly linear designs, while the latter is demanding for reduced noise floor.
As this noise floor results from the combination of source noise (external to the
system under consideration) and system’s added noise, Si improvement must be
achieved by low-noise designs. So, we will begin by introducing low-noise design
concepts.

5.2.1.2 System Noise Figure

Let us begin by recalling some basic concepts of electronic noise modeling.
The most important of those concepts is noise figure (NF). NF is defined in a

spot frequency as the ratio of (1) total available output noise power spectral
density function (PSD) at that frequency, when the input source is at the reference
temperature (T0 = 290K), to (2) available output noise PSD (in the same conditions
as above) only due to the excitation source.

If the available source PSD seen at the output is NSo , while the one added by
the system is Nao , then, according to the definition, NF is given by

NF =
NSo + Nao

NSo
(5.4)

To get a more useful significance of NF, let us assume the system has a power
gain (at the spot frequency) of G,2 such that the input signal available power, SS ,
will appear at the output as So = GSS , and its associated noise, NS , as NSo = GNS .

2. Because NF is defined in terms of available output PSDs this gain, G, herein loosely called ‘‘power gain’’
is, in fact, the available power gain of the network, GA , as will be defined in Section 5.2.2.
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The input available SNR will be SNRS = SS /NS and the output available SNR,
SNRo = So /No . Therefore (5.4) can be rewritten as

NF =
No
NSo

=
No

GNS

GSS
So

=
SS /NS
So /No

=
SNRS
SNRo

(5.5)

which shows that NF is really a measure of the available SNR degradation imposed
by the network. Since no physical network can reduce the amount of noise power
spectral density already present at the input, NF is always greater or equal than one
(NFdB ≥ 0), being the equality reserved for the ideal noiseless network. Therefore, the
introduction of any physical device always degrades SNR.3

The noise figure of a cascade of M noisy blocks, like the one depicted in
Figure 5.2, can be directly derived from the NF definition. Assuming the noise
level is so low that every block m behaves linearly with a gain Gm and a noise
figure of NFm , the overall output available noise PSD is then

No = G1 . . . GM NS + G2 . . . GM Na1
+ . . . + Gm +1 . . . GM Nam

+ . . . + NaM

(5.6)

while the output available noise PSD due to only the input is

NSo = G1 . . . GM NS (5.7)

From the NF definition, the system NF is given by

NF =
No
NSo

=
G1NS + Na1

G1NS
+ . . . +

Nam

G1 . . . Gm NS
+ . . . +

NaM

G1 . . . GM NS
(5.8)

Figure 5.2 Noisy block chain for overall system dynamic range calculations.

3. This is actually a consequence of the adopted NF definition, which refers to power spectral densities and
not to integrated power. Therefore, a filter block designed to restrict noise bandwidth just to the signal’s
bandwidth really improves the system’s quality or SNR .
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which, using (5.4), can be put in the form

NF = NF1 + . . . +
NFm − 1

G1 . . . Gm −1
+ . . . +

NFM − 1
G1 . . . GM −1

(5.9)

Equation (5.9) is nothing more than the rigorous statement of the intuitive
idea that the noise performance of a block chain is greatly determined by the noise
figure of the first stage, provided its gain is sufficiently high to downgrade the
impact of noise added by subsequent blocks. Or, in other words, it tells us that a
good sensitivity chain requires a high-gain and low-noise preamplifier.

5.2.1.3 System Linearity and Automatic Gain Control

Now, turning our attention to the upper end of signal level, high dynamic ranges
require highly linear devices. Since we are dealing with small-signal operation
regimes, linearity is a synonym of large IPn . So, we will begin the discussion of
linearity issues by deriving an expression for the overall system IPn , similar to
(5.9).

Starting from the definition of n th-order output intercept point of a general
block m of gain Gm , excited by an input signal power of Pi ,m , it follows that its
output n th-order distortion power can be given by

PIMDn ,m = Gm Pi ,mS IPn ,m
Gm Pi ,m

D−(n −1)

= G n
mIP (1−n )

n ,m P n
i ,m (5.10)

So, the n th-order output PIMD of first block is simply

PIMDn ,1 = G n
1 IP (1−n )

n ,1 P n
i (5.11)

in which Pi is the chain’s input power.
To determine PIMDn ,2 we now assume that the various blocks do not interact,

and that the mixing of lower order distortion products generating n th-order compo-
nents is negligible. Actually, if this condition cannot be guaranteed, and the number
of blocks is greater than two or three, the calculation of PIMDn would be nearly
impossible by hand. (Just look at the results obtained in Section 3.2.4.2, for the
cascade of two blocks.) Under this simplifying assumption, PIMDn ,2 is the combina-
tion of two terms:

PIMDn ,2 = G n
1 G2IP (1−n )

n ,1 P n
i + G n

1 G n
2 IP (1−n )

n ,2 P n
i (5.12)

The first term is the amplified PIMDn ,1 , and the other is the PIMD generated
in block 2. Again, since these two parts are correlated in phase, a rigorous analysis
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would demand for a vector addition. The resulting amplitude of that vector addition
would range from an extremely rare case of total cancellation, and so an n th-order
distortion-free system (only partially verified in the so-called pre- or postdistortion
linearizer arrangements), to a worst-case of in-phase combination, in which (5.12)
would read as

PIMDn ,2 = FG n /2
1 G 1/2

2 IP (1−n )/2
n ,1 + G n /2

1 G n /2
2 IP (1−n )/2

n ,2 G2
P n

i (5.13)

The power addition adopted for (5.12) is thus an ‘‘averaged’’ indicative value
that can be taken as a conservative lower end of system distortion, while the
voltagewise addition of (5.13) should be considered as its higher end [5].

The generalization of (5.12) to block m gives

PIMDn ,m = XG n
1 G2 . . . Gm IP (1−n )

n ,1 + G n
1 G n

2 G3 . . . Gm IP (1−n )
n ,2 + . . . (5.14)

+ G n
1 . . . G n

m IP (1−n )
n ,m CP n

i

Now, noticing that, from (5.10), the overall chain PIMDn must be

PIMDn = G n
1 . . . G n

M IP (1−n )
n P n

i (5.15)

it follows that the chain IPn under the powerwise addition is given by

IP (1−n )
n = G (1−n )

2 . . . G (1−n )
M IP (1−n )

n ,1 + . . . (5.16a)

+ G (1−n )
m +1 . . . G (1−n )

M IP (1−n )
n ,m + . . . + IP (1−n )

n ,M

or

IPn = F(G2 . . . GM IPn ,1 )(1−n ) + . . . (5.16b)

+ (Gm +1 . . . GM IPn ,m )(1−n ) + . . . + IP (1−n )
n ,M G1/(1−n )

while its worst case voltagewise counterpart would be

IP (1−n )/2
n = (G2 . . . GM IPn ,1 )(1−n )/2 + . . . (5.17a)

+ (Gm +1 . . . GM IPn ,m )(1−n )/2 + . . . + IP (1−n )/2
n ,M

or
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IPn = F(G2 . . . GM IPn ,1 )(1−n )/2 + . . . (5.17b)

+ (Gm +1 . . . GM IPn ,m )(1−n )/2 + . . . + IP (1−n )/2
n ,M G2/(1−n )

If n th-order input intercept point, IPni
, is desired as a function of the input

intercept points of each block, IPni ,m , we simply need to divide (5.16) and (5.17)
by the overall cascaded gain, G1 . . . Gm . . . GM , to obtain

IPni
= (5.18)

FIP (1−n )
ni ,1 + . . . + S IPni ,m

G1 . . . Gm −1
D(1−n )

+ . . . + S IPni ,M

G1 . . . GM −1
D(1−n )G1/(1−n )

and

IPni
= (5.19)

FIP (1−n )/2
ni ,1 + . . . + S IPni ,m

G1 . . . Gm −1
D(1−n )/2

+ . . . + S IPni ,M

G1 . . . GM −1
D(1−n )/2G2/(1−n )

Expressions (5.18) and (5.19) state that the weight with which general block
m contributes to the overall IMD is proportional to the net gain from the system’s
input up to that block. Therefore, and in the opposite direction to what we have
learned from additive noise considerations, it is the stages located near the system’s
output that determine the linearity performance of an amplifier chain. Once again,
this should be of no surprise, since the signal level increases as we proceed from
the system’s input to its output.

Another interesting conclusion that may be drawn from (5.16) through (5.19) is
that, unless a fortunate and unpredicted phase opposition exists between distortion
components generated in different blocks (the pre- or postdistortion linearization
scheme above referred), the addition of another block to any system always degrades
distortion. Only if the new block is ideally linear (infinite IPn ) is the overall
distortion maintained. This is similar to what we have previously seen from the
cascade noise figure expression, which tells us that the distribution of gain blocks
within an amplifier chain should be carefully conducted just to shift the various
signal levels into the block’s dynamic ranges.

Alternatively, a gain variation, dynamically controlled by the signal’s level,
could be tried. This is the essence of automatic gain control (AGC). Although put
in these terms, AGC seems to be a magical solution, it cannot be applied if the
chain is expected to simultaneously handle signals of significantly different ampli-
tudes. Also, even in single-channel systems, AGC can only be used to control chains
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where it is guaranteed that the interesting signal is already isolated from possible
interferers. Typical AGC loops in super heterodyne receivers actually derive its
control from the signal demodulator, and vary the gain of the intermediate fre-
quency or RF bandpass stages. If it were not done this way, the AGC feedback
loop could be controlled and/or actuate over a strong interferer. In any case, this
would result in a dramatic system desensitization.

A final conclusion that can be gathered from the expressions of IPn and IPni
is that input intercept point does not depend on the gain of last stage, while, if it
were referred to the output, it would not depend on the gain of first stage. Therefore,
any time linearity performance is to be evaluated in a mildly nonlinear block chain,
it seems we should use IPn whenever changes are made at the input, and IPni

when
they are performed at the output, so that we can compensate for the intercept
point variations induced by mere gain changes. This is the case, for example, of
amplifier distortion performance optimization tasks, in which IPn should be the
preferred choice, whenever input source match impact is being studied, and
IPni

, whenever load match is under test.

5.2.2 Small-Signal Amplifier Design—General Remarks

Although some low-frequency circuits can be analyzed by hand—using simplified
equivalent circuit models for the active devices—this is in general not practical in
RF and microwave electronics because of the additional complexity imposed by
the parasitics. Therefore, nowadays engineers rely on either CAD techniques or
two-port behavioral representations. Contrary to the former, a network analysis
tool permits analytic treatment of the circuit, leading to closed-form solutions. It
is, thus, appropriated for (at least a first step) design, while CAD is usually reserved
for analysis and performance optimization.

There are various two-port network representations available for active devices.
Nevertheless, only two have gained wide acceptance in amplifier design: the admit-
tance parameter matrix, [Y], mostly used for RF frequencies, and the scattering
parameter matrix [S], of unquestionable utilization at microwave and millimeter-
wave bands. Despite their obvious differences, in terms of considered inputs (port
voltages versus normalized incident power waves) and outputs (port currents versus
normalized reflected power waves) they are exactly equivalent, since they do nothing
more than to express the two-ports linearity: each of the outputs is given as a
linear combination of the inputs. In fact, they are simply expressed in different,
but equivalent, domains, the one of admittances, Y, and of reflection coefficients,
G. If the [S] matrix is defined using a purely real reference impedance (admittance),
Z0 (Y0), (by far the most frequently encountered case), then the two domains can
be easily converted from one into the other using the transformations [6]
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G =
Y0 − Y
Y0 + Y

(5.20a)

and

Y = Y0
1 − G

1 + G
(5.20b)

These are known as bilinear transformations, which have the important feature
of transforming straight lines or circles into circles. The right-half admittance plane
(positive conductances, or passive admittances) is transformed into a circle of unity
radius in the reflection coefficient plane (the Smith chart), and every construction
made in one domain can be easily mapped into the other. Also, there are simple
formulas to convert an [S] matrix into a [Y] matrix and vice versa [6]:

S = (I − y ) (I + y )−1 (5.21a)

and

Y = Y0(I − S) (I + S)−1 (5.21b)

where I is the identity matrix, y is the normalized (to Y0) admittance matrix, and
Y0 is a diagonal matrix of all nonzero elements equal to Y0 . Knowing (5.20) and
(5.21) it becomes theoretically irrelevant which type of parameter set to use, and
so that choice is almost always conditioned by the information format present in
the active devices data sheet, or the type of CAD package used. Since nowadays
almost all RF CAD packages use S -parameter formulation, and a lot of RF devices
are specified in terms of frequency and/or bias-dependent [S] matrices, we will
adopt this type of formulation in the major part of this chapter.

5.2.2.1 Amplifier Transducer Power Gain

Let us consider the amplifier block diagram of Figure 5.3.
It is assumed that the active device (or devices) has been biased in a predeter-

mined quiescent point, where the frequency-dependent [S] matrix was measured.
Various definitions of gain can be adopted to describe the signal energy relations

between the amplifier’s input and output, but there is one of special physical
significance called transducer power gain, GT . It is defined as the ratio between
power actually delivered to the load, PL , and the maximum power that could be
obtained from the source (source available power), PavS . Since PL depends on the
mismatch between the load and the network output (relative to the condition of
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Figure 5.3 Basic amplifier block diagram.

maximum power transfer, or conjugate matching), it will not be equal, in general,
to the available power at that port, PavN . Also, and for similar reasons, the power
delivered to the network, Pin , is not necessarily equal to PavS . Therefore, GT
accounts for the two mismatches, being dependent on GS and GL , plus the network
S -parameters. It can be expressed by

GT ≡
PL

PavS
=

1 − |GS |2

|1 − Gin GS |2
|S21 |2

1 − |GL |2

|1 − S22GL |2
(5.22a)

or even by

GT ≡
PL

PavS
=

1 − |GS |2

|1 − S11GS |2
|S21 |2

1 − |GL |2

|1 − Gout GL |2
(5.22b)

Because both GS and GL are complex quantities, a design for gain leads to an
undetermined mathematical problem, where only one equality of real numbers,
(5.22), must be used to determine four unknowns. Therefore, an amplifier design
procedure for gain leaves room for other constraints like linearity, noise figure, or
stability.

5.2.2.2 Stability Considerations

Stability issues definitely assume a central role in amplifier design as even any bad,
but stable, amplifier is preferable to an unwanted oscillator. Indeed, a steady-state
oscillating amplifier is a circuit capable of developing a new signal of exponentially
rising amplitude, which is then limited to a constant value when it ‘‘touches’’ the
active devices’ nonlinearities. At this point, the forward gain has been reduced to
a value just enough to compensate the oscillator’s feedback path loss. So, an
oscillator can be viewed as one circuit, which, by its nature, creates its own interfer-
ing signal (the oscillation) of so strong amplitude that it automatically produces
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amplifier desensitization. Therefore, every oscillation is dangerous and should be
eliminated, even if it appears at a frequency so much different from the desired
signal that it is not supposed to produce any linear perturbation. And this is true
even for the ones at very low or high frequencies, which are observed to have very
small amplitudes. Actually, their impact is essentially the same as the ones having
stronger levels located within the pass band. They only look negligible, at the
amplifier’s terminals, because they were attenuated by the filtering characteristics
of the amplifier’s input and output reactive networks. They still have strong levels
inside the nonlinear active device, exactly where they cause harm.

Because transistor feedback (either due to Cbc or Le in bipolars, or to Cgd and
Ls in FETs) and path delays (in lumped or distributed elements) increase with
frequency, parasitic oscillations are much more common in RF and microwave
bands than in low-frequency designs. Therefore, against the usual procedure fol-
lowed in low-frequency amplifiers, where stability conditions are tested only after
an almost completed design, at high frequencies, stability must be a priori guaran-
teed. Also, care in this respect is taken to the point that RF engineers do not test
if the design is stable, but if it has any possibility of oscillating. Knowing that any
passive one-port is stable if an also passive termination is connected across its
terminals, testing for potential instability is equivalent to checking for negative
resistances seen into the active device’s ports [i.e., |Gin | > 1 and |Gout | > 1, for any
passive GS and GL ( |GS |, |GL | < 1]. By expressing Gin and Gout as

Gin = S11 +
S12S21GL
1 − S22GL

(5.23)

and

Gout = S22 +
S12S21GS
1 − S11GS

(5.24)

it could be shown [6] that the necessary and sufficient conditions for unconditional
stability are that

K ≡
1 − |S11 |2 − |S22 |2 + D2

2 |S12S21 |
> 1 (5.25)

and

|D | = |S11S22 − S12S21 | < 1 (5.26)

If either (5.25) or (5.26) are not met, then the device is said to be potentially
unstable, in the sense that there are certain passive terminations GS and GL that
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lead to an oscillating design. To find out the location of these dangerous zones of
GS and GL , |Gin | in (5.23) is set to one, and |Gout | in (5.24) is also set to one,
respectively. On the Smith chart of GS , this corresponds to the input stability circle
whose center is

CS =
XS11 − DS 2*2 C*
|S11 |2 − |D |2

(5.27)

and has a radius of

rS = | S12S21

|S11 |2 − |D |2 | (5.28)

while on the Smith chart of GL this defines the output stability circle of center at

CL =
XS22 − DS 1*1 C*
|S22 |2 − |D |2

(5.29)

and radius of

rL = | S12S21

|S22 |2 − |D |2 | (5.30)

Since these stability circles only define the border of the desired GS and GL ,
another condition is necessary to determine if those stable GS and GL are located
inside or outside their stability circle. One practical way to do that is to check one
point where |Gin | < 1 or |Gout | < 1 conditions are easily verified. This point is
GS = 0 or GL = 0 (ZS = Z0 or ZL = Z0) since these conditions impose Gin = S11
and Gout = S22 , respectively. Therefore, if |S22 | < 1 ( |S11 | < 1)—by far the most
usual situation encountered in practice—we know that the center of the Smith
chart of GS (GL ), along with all GS (GL ) in the same side of the border, lead to
stable designs, while the ones located on the other side lead to potentially unstable
circuits.

5.2.2.3 Conditions of Simultaneous Conjugate Match

In the case of unconditionally stable devices (i.e., when K > 1 and |D | < 1), the
whole GS and GL can be used since they all produce stable designs. Therefore, a
design for a maximum gain of
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GTMax
=

1

1 − |GMS |2
|S21 |2

1 − |GML |2

|1 − S22GML |2
(5.31)

can be tried, which is reached in the following conditions of simultaneous conjugate
match:

GMS = Gin* =
B1 ± √B 2

1 − 4 |C1 |2

2C1
(5.32a)

where

B1 = 1 + |S11 |2 − |S22 |2 − |D |2 (5.32b)

and

C1 = S11 − DS 2*2 (5.32c)

and also

GML = G *out =
B2 ± √B 2

2 − 4 |C2 |2

2C2
(5.33a)

in which

B2 = 1 + |S22 |2 − |S11 |2 − |D |2 (5.33b)

and

C2 = S22 − DS 1*1 (5.33c)

5.2.2.4 Available Power Gain and Operative Power Gain Circles

For potentially unstable devices there are no maximum gain conditions. In fact,
the gain of a potentially unstable device can rise without limit, until oscillatory
behavior occurs (i.e., nonzero output for zero input) or infinite gain. In these cases,
or whenever GTMax

is greater than the specified GT , there are no unique solutions
for GS and GL , but an infinite number of possible combinations. This is when the
amplifier design process really begins.
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To help the task of GS and GL selection, two other auxiliary gains have been
proposed. One, the available power gain, GA , is defined as the ratio between
output available power, PavN , and source available power, PavS . Since it involves
only the power available from the network, not the real power delivered to the
load, it cannot account for the output mismatch, being only dependent on GS .

GA ≡
PavN
PavS

=
1 − |GS |2

|1 − S11GS |2
|S21 |2 1

1 − |Gout |2
(5.34)

Therefore, GA is particularly useful for designs driven by specifications (other
than gain) relative to the network’s input. Examples of these are low-noise amplifi-
ers, as we shall detail in the next section.

On the input Smith chart, the locus of GS that leads to a constant GA is known
as a constant available gain circle. It has center at

Ca =
ga XS11 − DS 2*2 C*

1 + ga X|S11 |2 − |D |2 C (5.35)

and radius

ra =
X1 − 2Kga |S12S21 | + g2

a |S12S21 |2 C1/2

|1 + ga X |S11 |2 − |D |2 C |
(5.36)

in which K is given by (5.25) and ga is the normalized available power gain:
ga = GA / |S21 |2.

Obviously, the actual amplifier gain, GT , will only be equal to the designed
GA if the output is matched (i.e., if the load termination is chosen so that GL =
Gou* t ). Thus, constant available power gain circles can only be viewed as real GT
circles whenever the network output is matched.

The other auxiliary gain widely used in amplifier design is the operative power
gain, GP , defined as the ratio of the power delivered to the load, PL , to the power
actually delivered to the network input port, Pin . Therefore, as GP involves the
power actually delivered to the network, not source available power, it cannot
account for any possible input mismatch, being only dependent on GL .

GP ≡
PL
Pin

=
1

1 − |Gin |2
|S21 |2

1 − |GL |2

|1 − S22GL |2
(5.37)

GP is used when the design is driven by specifications involving the network
output port. For example, as we shall see in Section 5.3.2, amplifiers designed for
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maximum output power are critically dependent on GL , while GS is generally
selected for input conjugate matching.

Comparing the form of the expressions for GA (5.34) and GP (5.37), it should
be of no surprise that the locus of GL for constant GP , in the Smith chart, defines
the so-called constant operative power gain circle, of center at

Cp =
gp XS22 − DS 1*1 C*

1 + gp X|S22 |2 − |D |2 C (5.38)

and radius

rp =
X1 − 2Kgp |S12S21 | + g2

p |S12S21 |2 C1/2

|1 + gp X |S22 |2 − |D |2 C |
(5.39)

in which K is again given by (5.25) and gp is the normalized operative power gain:
gp = GP / |S21 |2. Similarly to what we have already said for GA , this GP only
becomes real transducer gain, GT , when the input is matched: GS = Gin*. In this
case the operative power gain circles are constant GT circles.

5.2.2.5 Matching and Bias Networks

Since only by a strange coincidence the determined GS and GL equal the terminations
imposed by the preceding and subsequent stages where our amplifier will operate
(typically 50V), the next design step consists of synthesizing two impedance trans-
former networks. These, usually called input and output matching networks, can
be made of reactive, resistive, or even active elements.

The first case is the one of much wider acceptance in RF and microwave fields,
and can include lumped or distributed elements, whether the design is intended
for RF or microwave frequencies, respectively. However, microwave monolithic
implementations (MMIC) still use lumped elements because of the chip area
required by distributed elements.

Resistive and active matching are used for general purpose or broadband
designs, especially at low frequencies. They have been extensively applied in low-
frequency integrated circuits, although they do not behave as well as reactive
matching. The problem is that both resistive and active elements add more noise,
and active elements contribute with additional sources of nonlinearity. Resistive
matching is also sometimes used as a means to help amplifier stability.

Finally, the amplifier design process is completed with the synthesis of the
necessary bias networks. Although they are usually built in a way that does not
perturb the amplifier passband characteristics, they can be central to dc coupled
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designs and determine the device terminations at very low frequencies. So, they
are utilized to prevent low-frequency oscillations, and to control the impedance
seen by the signal envelopes, a very important issue in amplifiers intended for
modulated or multitone signals. Active biasing is also an alternative to obtain
tightly controlled or stabilized quiescent points. Fortunately, these added active
elements do not add noise or nonlinearity if they are kept outside the signal path
by convenient decoupling of the RF and the envelope frequency components.

5.2.3 Low-Noise Amplifier Design

5.2.3.1 Equivalent Two-Port Noise Model

For the purpose of circuit analysis and design, linear noisy networks are usually
represented by their equivalent input referred noise voltage source 〈u2 〉, noise
current source 〈 i 2 〉, and correlation admittance Yc [7]. This allows the substitution
of the original noisy network by one that is exactly equal to the former except
that it is now noiseless and is preceded by a noise equivalent circuit network as
depicted in Figure 5.4.

As most of the cases 〈u2 〉 and 〈 i 2〉 can be modeled as white noise sources
(constant power spectral densities), they are normally represented by equivalent
noise resistance and conductance (assumed at reference temperature T0 = 290K),
such that

Figure 5.4 Equivalent circuit model representation of a general linear noisy two-port network.
(a) Original circuit, and (b) noise equivalent plus noiseless network decomposition.
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〈u2 〉 = 4kT0Rn D f (5.40)

and

〈 i 2 〉 = 4kT0Gn D f (5.41)

in which k is the Boltzman constant (k = 1.38 × 10−23 J.K−1) and D f is the
noise bandwidth in hertz. Similarly, the source available noise power, NS D f , is
represented by its Thévenin equivalent noise voltage,

〈v 2
s 〉 = 4kT0RS D f (5.42)

and noise resistance,

RS = Re [ZS ] (5.43)

Since the circuit of Figure 5.4(b) is composed by the cascade of a noisy two-
port with another noiseless one, its noise figure is simply the noise figure of the
noisy two-port. For determining this NF, we begin by realizing that the available
noise power density at the output of the noisy two-port is the power density that
would be delivered to a load of ZS*. So,

NF =
NS0

+ Na0

NS0

=

1
4D f

〈v 2
s 〉

RS
+

1
4D f

RS 〈 i 2 〉 +
1

4D f
RS 〈u2 〉 |YS + Yc |2

1
4D f

〈v 2
s 〉

RS

= 1 +
Gn
GS

+
Rn
GS

|YS + Yc |2 (5.44)

in which YS = ZS
−1 = GS + jBS .

It can be shown [7] that this NF is minimized when

YS = Yopt = Gopt + jBopt = √Gn
Rn

+ G 2
c − jBc (5.45)

leading to a NFmin of

NFmin = 1 + 2Rn (Gc + Gopt ) (5.46)

Using this result in (5.44), it is possible to rewrite NF as
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NF = NFmin +
Rn
GS

|YS − Yopt |2 (5.47)

which, in the reflection coefficients’ domain (YS → GS , Yopt → Gopt ) becomes

NF = NFmin + 4rn
|GS − Gopt |2

X1 − |GS |2 C |1 + Gopt |2
(5.48)

where rn is Rn normalized to Z0 .
This is the central expression in low-noise amplifier design. Equations (5.47)

and (5.48) are so widely used by RF engineers that nowadays all device manufactur-
ers characterize noise performance of their transistors presenting values for the
noise parameters: NFmin , rn (or Rn ), and Gopt (or Yopt ).

Before moving on with the design procedure, let us clarify some important
aspects of (5.48).

The first thing that can cause some surprise is an NF independent on the
device’s linear behavior (there are no S -parameters involved). This is only apparent,
as the equivalent noise sources 〈u2 〉 , 〈 i 2 〉 and the correlation admittance actually
vary according to the device’s linear equivalent circuit model, and so also NFmin ,
rn , and Gopt depend on that model. Furthermore, since these equivalent noise
representations were derived from a bias-dependent equivalent circuit model, with
also bias dependent intrinsic noise sources, NFmin , rn , and Gopt are going to show
a certain variation with bias. In particular, NFmin of FETs and bipolars typically
shows a pattern versus drain or collector current that decreases with the rapid gain
rise associated to turn-on, reaches its lowest value for a fairly low quiescent current,
and then increases, accompanying the growth of its intrinsic noise sources.

The second thing to be noticed on these NF expressions is that they only depend
on the amplifier input termination, GS , and not on the output, GL . This is a
consequence of the adopted noise figure definition. Since it relates output available
power, not actual power delivered to the load, it had to be independent on GL .
So, (5.47) and (5.48) determine that a low-noise design should concentrate on
selecting the appropriate GS .

5.2.3.2 Constant Noise Figure Circles and Low-Noise Design

A detailed analysis of (5.48) [6] showed that the locus of GS corresponding to a
constant NF value is a circle centered at

Cn =
Gopt

1 + Ni
(5.49)
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and having a radius of

rNF =
1

1 + Ni √N 2
i + Ni X1 − |Gopt |2 C (5.50)

where the parameter Ni is defined as

Ni =
NF − NFmin

4rn
|1 + Gopt |2 (5.51)

These constant noise figure circles play a major role on low-noise amplifier
design. The procedure normally takes the following steps:

1. Select an appropriate device and bias point appropriate to meet the desired
specifications of gain, NF, and possibly input/output mismatch (usually
specified as standing wave ratio or return-loss). Note that since best noise
performance frequently shows up at low bias currents, while small-signal
gain demands for fairly high currents, you face a first design compromise.
Also, and unless you have detailed bias-dependent equivalent circuit models
and intrinsic noise source models—which are necessary to get bias-depend-
ent S -parameters and NFmin , Gopt , and rn —you will have to rely on the
information present in the device’s data sheet. For common low-noise tran-
sistors, this typically provides two bias points, one for optimized NF, and
another one for optimized gain. Figure 5.5 depicts typical [S] matrices and
noise parameters for these two bias points.

2. On the Smith chart of GS , draw a family of noise figure circles for various
NF close to the desired value. On the same chart, include also the input
stability circle (unless the transistor is unconditionally stable) and another
family of available gain circles. An example of such plots is shown in
Figure 5.6, where the chosen device was the one of Figure 5.5(a). It is this
chart that will guide the selection of GS . As is seen from Figure 5.6, there
is a clear compromise between noise, gain, and stability. Although, in this
case, GA of up to 16 dB or NF on the order of 1.2 dB can be easily obtained
without compromising stability, they cannot be met simultaneously. Before
making the decision of NF minimization, assuming that gain limitations
can always be compensated afterwards by subsequent amplifier stages,
remember that this solution may not lead to an overall optimized noise
performance, especially if those subsequent stages have poor noise figures.

Fortunately, there is a technique that relaxes this trade-off between gain
and NF. It consists of adding a small amount of current-series inductive
feedback to the active device, which has the effect of approximating NF
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Figure 5.5 Typical [S] matrices and noise parameters for two different bias points. Proposed bias
point (a) for low-noise operation, and (b) for high gain.

and GA circles [8]. It is known as source or emitter degeneration (when
applied to FETs or bipolars, respectively) and should be used carefully as
the added feedback may lead to instability.

3. After having chosen GS , determine Gout with (5.24) and then select GL for
a prescribed gain. Note that GA values previously considered will only be
converted into specified transducer power gain if a matched output is
adopted. If not, a gain reduction of
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Figure 5.5 (continued).

GT
GA

=
X1 − |GL |2 C X1 − |Gout |2 C

|1 − Gout GL |2
(5.52)

should be accounted for.
4. Design the necessary input and output matching networks, along with bias

circuitry. After the whole amplifier circuit is set, verify out-of-band stability
from dc up to the maximum frequency where the transistor is active.
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Figure 5.6 Example of noise figure, NF; available gain, GA ; and input stability circles, ISC, for the
device of Figure 5.5 biased for low NF.

Remember that resistive loading applied to the bias circuits can be a small
effort remedy for many low-frequency oscillations.

5. Especially at high frequencies, substitute any ideal passive element with its
‘‘real’’ equivalent circuit model and optimize your design. Expect for a
detuning, caused by the reactive parasitic elements, and also a reduction in
gain and NF degradation, imposed by the element’s losses.

5.2.4 Nonlinear Distortion in Small-Signal Amplifiers

The two amplifier design criteria addressed up until now were gain and noise
figure. Since they are exclusively determined by linear relations, device-independent
formulations could be used. This led to some well-established general conclusions
and design rules. Unfortunately, small-signal intermodulation distortion is con-
trolled by the specific device’s nonlinearities, which impedes any attempts of draw-
ing device-independent conclusions. Also, there are no black-box models available
for IMD, and the analysis or design requires handling the full nonlinear equivalent
circuit model of the actual amplifier active device.
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Because MESFETs and BJTs are widely accepted devices for low noise and
high linearity at RF and microwave bands, we will use these transistors in the
following two design studies. As a matter of fact, we would like to note that, even
though the conclusions drawn cannot be directly extrapolated for HEMTs and
MOSFETs or HBTs, the design procedure is essentially the same. Furthermore,
because of the similarity of I/V and Q/V characteristics and of equivalent circuit
model topologies, the first design study dealing with the MESFET typifies IMD
predictions of small-signal amplifiers based on field effect devices, while the second
one using the BJT instance is a good illustration of the bipolar-based small-signal
amplifier group.

5.2.4.1 Selecting an Appropriate FET Device Model

As small-signal IMD is determined by the devices’ mild nonlinearities, good models
of those characteristics are instrumental for the success of highly linear amplifier
designs. Also, the guarantee that the distortion indeed comes from the device’s
weak nonlinearities, and not from its hard nonlinear characteristics, is of primary
importance if a reasonably low level of distortion is sought. So, the first thing to
do is to identify the physical origins of weak and strong nonlinear behavior.

In an FET device, linear amplification demands for operation in the saturation
zone. As seen in Figure 5.7, this area is limited, in drain-source voltage, by knee
voltage, VK , and drain-gate breakdown, VBR ; and, in current, by drain current
cut-off and maximum channel opening or gate-channel junction conduction.

Figure 5.7 Typical MESFET output I/V curves, depicting strong nonlinear distortion-free operation.
Q is the quiescent point and the diagonal line is the dynamic load line.
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Knee voltage refers to the point where the transistor leaves current saturation,
entering the linear or triode zone. So, the transistor output ceases behaving as an
almost ideal current source and becomes a quite low channel resistance. Drain-
gate breakdown is similar in its effects to the transition between saturation and
linear zones, as it also transfers substantial iDS control from gate-source voltage
to drain-source voltage. Thus, it must also be avoided to prevent important strong
nonlinear distortion components. In terms of current, it is obvious that both current
cut-off and maximum channel current or gate-channel junction conduction produce
signal clipping, also being strong nonlinear contributors.

In summary, the FET should be biased for class A operation and maintained
comfortably inside the rectangle limited by the referred hard nonlinearity borders,
in all possible ranges of signal excursion. In that respect, the best quiescent point
is the one exactly located at the geometrical center of the saturation zone rectangle
(point Q in Figure 5.7), since it will allow maximized output linear power, when
associated to the diagonal load-line depicted in the same figure.

Such a strategy leads to the widely accepted rule of thumb that states that a
linear amplifier has its active device biased for class A, at a current close to
IDS = Idss

/2 [Idss
≡ IDS (VGS = 0V)] and VDS = (VK + VBR )/2, and is loaded by the

output termination that allows maximized signal excursion without clipping [i.e.,
an intrinsic RL not far from RL = (VDS − VK )/IDS ]. Although this first step design
cannot be considered as a dramatically bad solution, it gives room for exploring
a fairly wide margin optimization. To do this, we must rely on a more detailed
view of device operation and go through a nonlinear analysis of the amplifier
circuit.

The amplifier models adopted for the following nonlinear study are shown in
Figures 5.8 and 5.9.

Figure 5.8 shows a general amplifier model, and Figure 5.9 is another represen-
tation where the active device was particularized for the p equivalent circuit of an

Figure 5.8 Functional diagram of nonlinear amplifier model used for distortion analysis.
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Figure 5.9 Detailed equivalent circuit model of the amplifier depicted in Figure 5.8.

FET (our GaAs MESFET). (IS , YS ) stands for the Norton equivalent of the excita-
tion source, as seen from the input matching network and bias circuitry, plus any
parasitic elements connected between the extrinsic and intrinsic gate terminals. YL
is the corresponding Norton equivalent seen into the output node.

According to the MESFET model description given in Chapter 4, since the FET
is expected to remain in saturation, only iDS (vGS , vDS ) and Cgs (vGS ) nonlinearities
have to be considered, while Cgd can be assumed as a linear capacitance.

5.2.4.2 Small-Signal FET Amplifier Distortion Prediction

As our present analysis target is restricted to small-signal behavior, the nonlinear
currents method of Volterra series will be used. So, as explained in detail in
Chapter 3, the first task consists of calculating the quiescent control voltages, VGS
and VDS , using a full nonlinear analysis at dc. Then, the nonlinearities are expanded
in a third-order Taylor series around this quiescent point as

i ds (vgs , vds ) = Gm vgs + Gds vds + Gm2v 2
gs + Gmd vgs vds + Gd 2v 2

ds

+ Gm3v 3
gs + Gm2d v 2

gs vds + Gmd 2vgs v 2
ds + Gd 3v 3

ds (5.53)

and
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i gs (vgs ) =
d
dt

[qgs (vgs )]

=
d

dvgs
FCgs vgs + Cgs2v 2

gs + Cgs3v 3
gs G

dvgs

dt
(5.54)

= XCgs + 2Cgs2vgs + 3Cgs3v 2
gs C

dvgs

dt

According to the expansion of Section 3.2.2.1, and because we have two
nonlinear elements (M = 2), depending on two control voltages v (l1 ) = v3 = vgs
and v (l2 ) = v4 = vds , defined at the terminals of the two nonlinear ports already
considered, plus the excitation and output ports, we only need four ports to describe
the linear subnetwork. Therefore, in the frequency-domain we will have

3
V1(v )

V2(v )

V3(v )

V4(v )
4 = 3

Z11 Z12 Z13 Z14

Z21 Z22 Z23 Z24

Z31 Z32 Z33 Z34

Z41 Z42 Z43 Z44

4 ? 3
I1(v )

I2(v )

I3(v )

I4(v )
4 (5.55)

and

I1(v ) = Is (v ): i S (t ) =
1
2 ∑

Q

q =−Q
q ≠0

Isq
e jvq t (5.56)

I2(v ) = 0 (5.57)

I3(v ) = −[Ic2(v ) + Ic3(v )]

= −2Cgs2
V3,1 Xvq1

C * F j Xvq2
CV3,1 Xvq2

CG
−2Cgs2

V3,1 Xvq1
C * F j Xvq2

+ vq3
CV3,2 Xvq2

+ vq3
CG (5.58)

−2Cgs2
V3,2 Xvq1

+ vq2
C * F j Xvq3

CV3,1 Xvq3
CG

−3Cgs3
FV3,1 Xvq1

C * V3,1 Xvq2
CG * F j Xvq3

CV3,1 Xvq3
CG

and
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I4(v ) = −[Ids2
(v ) + Ids3

(v )]

= −Gm2V3,1 Xvq1
C * V3,1 Xvq2

C
−Gmd V3,1 Xvq1

C * V4,1 Xvq2
C − Gd 2V4,1 Xvq1

C * V4,1 Xvq2
C

−2Gm2V3,1 Xvq1
C * V3,2 Xvq2

+ vq3
C − Gmd V3,1 Xvq1

C * V4,2 Xvq2
+ vq3

C
−Gmd V3,2 Xvq1

+ vq2
C * V4,1 Xvq3

C − 2Gd 2V4,1 Xvq1
C * V4,2 Xvq2

+ vq3
C

−Gm3V3,1 Xvq1
C * V3,1 Xvq2

C * V3,1 Xvq3
C − Gm2d V3,1 Xvq1

C * V3,1 Xvq2
C

* V4,1 Xvq3
C

−Gmd 2V3,1 Xvq1
C * V4,1 Xvq2

C * V4,1 Xvq3
C − Gd 3V4,1 Xvq1

C * V4,1 Xvq2
C

* V4,1 Xvq3
C

(5.59)

in which the operator ‘‘*’’ in (5.58) and (5.59) represents pseudoconvolution as
given by the product summations of (3.97), (3.101) and (3.98), (3.102), respectively.

These are general relations applicable to any bias point, excitation signal, and
input/output terminations. However, they are not of much use for analytical design,
unless some simplifications are made.

For example, if we were interested in the assessment of second and third-
order nonlinear distortions evaluating the intercept points that correspond to the
difference or the sum frequencies, and the inband distortion components, we would
restrict IS (v ) to be an equal amplitude two-tone excitation [Q = 2 in (5.56)] of
frequencies v1 and v2 .

In this context we may expect that Dv ≡ v1 − v2 << v1 , v2 ; Sv ≡ v1 + v2
≈ 2v1 ≈ 2v2 ≡ 2v, and that the linear circuit behavior, represented by Z(v ) of
(5.55) obeys Zij (v1) ≈ Zij (v2) ≈ Zij (2v1 − v2) ≈ Zij (2v2 − v1) ≡ Zij (v0).
Furthermore, we may also consider some other common simplifying assumptions
in the FET’s equivalent circuit: Gm |Rs + jvLs | << 1, v2C 2

gs R 2
i << 1,

vCgd << Gm and also vCgd << |Gds + jvCds + YL (v ) | .
In this situation, the relevant Z parameters can be expressed by these simple

relations:

Z21(v ) ≈ −
Gm

YD (v )YG (v )
≈ Z23(v ) ≈ Z43(v ) ≈ Z41(v ) (5.60)

Z24(v ) ≈ ZD (v )
YS (v ) + jvCT

YG (v )
≈ Z44(v ) (5.61)
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Z31(v ) ≈
1

YG (v )
≈ Z33(v ) (5.62)

Z34(v ) ≈ ZD (v )
jvCgd

YG (v )
(5.63)

where CT = Cgs + Cgd , YD (v ) = ZD (v )−1 = Gds + jvCds + YL (v ), and

YG (v ) = YS (v ) + jvCT +
jvCgd Gm

Gds + jvCds + YL (v )
(5.64)

The first step in the nonlinear currents method application consists of deriving
the fundamental output voltage, V2,1(v0), and the first-order control voltages,
V3,1(v0) and V4,1(v0).

V2,1(v0) = Z21(v0)
IS (v0)

2
(5.65)

V3,1(v0) = Z31(v0)
IS (v0)

2
(5.66)

V4,1(v0) = Z41(v0)
IS (v0)

2
(5.67)

So, second-order nonlinear current components at Dv = v1 − v2 , Sv = v1 +
v2 and 2v ≈ 2v1 ≈2v2 , produced by Cgs are

I3,2(Dv ) = −2jDvCgs2 | Z31(v0) |2
|IS |2

4
(5.68)

I3,2(Sv ) = −2j SvCgs2Z31(v0)2 I 2
S
4

(5.69)

I3,2(2v ) = −2jv0Cgs2Z31(v0)2 I 2
S
4

(5.70)

where IS is a simplified, and in this context equivalent, notation for IS (v0). Since
we have assumed Dv << v0 , it might be expected that the input capacitance does
not contribute with any appreciable current at Dv. Thus, I3,2(Dv ) ≈ 0.

Similarly, second-order Ids current components at Dv, Sv, and 2v are
given by



278 Highly Linear Circuit Design

I4,2(Dv ) = −F2Gm2 | Z31(v0) |2 + Gmd Z31(v0)Z41(v0)* (5.71)

+ Gmd Z31(v0)*Z41(v0) + 2Gd 2 | Z41(v0) |2G |IS |2

4

I4,2(Sv ) = −2FGm2 Z31(v0)2 + Gmd Z31(v0)Z41(v0) + Gd 2 Z41(v0)2G I 2
S
4

(5.72)

I4,2(2v ) = −FGm2 Z31(v0)2 + Gmd Z31(v0)Z41(v0) + Gd 2 Z41(v0)2G I 2
S
4

(5.73)

Then, the second-order output and control voltages become

V2,2(Dv ) = Z24(Dv )I4,2(Dv ) (5.74)

V3,2(Dv ) = Z34(Dv )I4,2(Dv ) (5.75)

V4,2(Dv ) = Z44(Dv )I4,2(Dv ) (5.76)

V2,2(Sv ) = Z23(Sv )I3,2(Sv ) + Z24(Sv )I4,2(Sv ) (5.77)

V3,2(Sv ) = Z33(Sv )I3,2(Sv ) + Z34(Sv )I4,2(Sv ) (5.78)

V4,2(Sv ) = Z43(Sv )I3,2(Sv ) + Z44(Sv )I4,2(Sv ) (5.79)

V2,2(2v ) = Z23(2v )I3,2(2v ) + Z24(2v )I4,2(2v ) (5.80)

V3,2(2v ) = Z33(2v )I3,2(2v ) + Z34(2v )I4,2(2v ) (5.81)

V4,2(2v ) = Z43(2v )I3,2(2v ) + Z44(2v )I4,2(2v ) (5.82)

Given first and second-order control voltages, third-order nonlinear currents
at 2v1 − v2 or 2v2 − v1 will be approximately equal in amplitude and given by

I3,3(2v1 − v2) ≈ −2jv0Cgs2 Z31(v0)*FZ33(2v )I3,2(2v ) + Z34(2v )I4,2(2v )G IS*

2

−2jv0Cgs2 Z31(v0)Z34(Dv )I4,2(Dv )
IS
2

−3jv0Cgs3 Z31(v0) | Z31(v0) |2
IS |IS |2

8
(5.83)
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and

I4,3(2v1 − v2) ≈ −2Gm2 Z31(v0)*FZ33(2v )I3,2(2v ) + Z34(2v )I4,2(2v )G IS*

2

− Gmd Z31(v0)*FZ43(2v )I3,2(2v ) + Z44(2v )I4,2(2v )G IS*

2

− Gmd Z41(v0)*FZ33(2v )I3,2(2v ) + Z34(2v )I4,2(2v )G IS*

2

− 2Gd 2 Z41(v0)*FZ43(2v )I3,2(2v ) + Z44(2v )I4,2(2v )G IS*

2

− 2Gm2 Z31(v0) Z34(Dv )I4,2(Dv )
IS
2

− Gmd Z31(v0) Z44(Dv )I4,2(Dv )
IS
2

(5.84)

− Gmd Z41(v0) Z34(Dv )I4,2(Dv )
IS
2

− 2Gd 2 Z41(v0) Z44(Dv )I4,2(Dv )
IS
2

− F3Gm3 Z31(v0) | Z31(v0) |2

+ Gm2d Z31(v0)2Z41(v0)* + 2Gm2d | Z31(v0) |2Z41(v0)

+ Gmd 2 Z31(v0)*Z41(v0)2 + 2Gmd 2 Z31(v0) | Z41(v0) |2

+ 3Gd 3 Z41(v0) | Z41(v0) |2G IS |IS |2

8

Finally, the inband distortion output voltage component comes:

V2,3(2v1 − v2) ≈ Z23(v0)I3,3(2v1 − v2) + Z24(v0)I4,3(2v1 − v2)
(5.85)

The desired signal second and third-order output powers and intercept point
can now be calculated from V2,1(v0) − (5.65), V2,2(v1 − v2) − (5.74), V2,2(v1
+ v2) − (5.77), and V2,3(2v1 − v2) − (5.85) as follows.

First, the source available power per tone, PavS
, and the power actually delivered

to the amplifier input port, Pin , are calculated. Since the excitation given by (5.56)
corresponds to a peak amplitude current of |IS |,
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PavS
=

|IS |2

8GS (v0)
(5.86)

where GS (v ) = Re [YS (v )].
The amplifier input admittance, Yin (v ), can be obtained from Yin (v ) = Gin (v )

+ jBin (v ) = Z11(v )−1 − YS (v ), and so,

Pin =
1
2

Gin (v0) | Z11(v0) |2 |IS |2 = 4Gin (v0)GS (v0) | Z11(v0) |2PavS

(5.87)

Now, we calculate the output voltage amplitude at the fundamental tones,

|V2(v0) | = | Z21(v0) | |IS | (5.88)

which leads to an output power per tone of

PL =
1
2

GL (v0) |VL (v0) |2 =
1
2

GL (v0) | Z21(v0) |2 |IS |2 (5.89)

and thus operative and transducer power gains of

GP =
PL
Pin

=
GL (v0)
Gin (v0) |Z21(v0)

Z11(v0) |2 (5.90)

and

GT =
PL

PavS

= 4GL (v0)GS (v0) | Z21(v0) |2 (5.91)

Given the calculated distortion output voltages [whose amplitude is actually
the double of the calculated positive spectrum frequency components, V2,n (v )],
the corresponding desired output nonlinear distortion powers are

PL2D
= 2GL (Dv ) |V2,2(Dv ) |2 (5.92)

PL2S
= 2GL (Sv ) |V2,2(Sv ) |2 (5.93)

and
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PL3
= 2GL (v0) |V2,3(2v1 − v2) |2 (5.94)

Except for the narrowband excitation assumption [Dv << v1 , v2 and Z(v1)
≈ Z(v2) ≈ Z(2v1 − v2) ≈ Z(2v2 − v1)] and approximations made for the device’s
linear equivalent circuit, the achieved results are general and may be used to
investigate the FET’s distortion dependence on many amplifier parameters like
bias, frequency, and input/output terminations. Also, since they are fully analytical,
they allow qualitative small-signal amplifier distortion analysis, optimization, and
design. Unfortunately, this wide range of applications has a big price in the expres-
sions’ complexity, obviating any handy calculations. So, we will begin by restricting
the analysis to a simplified case, and then extrapolate its results to more involved
situations.

As was expected from the nature of Cgs nonlinearity, all distortion currents
generated by this element are proportional to frequency, and so they diminish in
relevance as operating frequency goes down. Because these current components
must be converted into input control voltages when they circulate in the gate mesh,
Cgs distortion is a strong function of source impedance [via Z23(v ), Z33(v ), and
Z43(v )]. Therefore, Cgs will also have a negligible impact on the overall amplifier
distortion whenever it is short-circuited by small input impedance terminations.

Furthermore, as these Cgs contributions are added to the distortion generated
in Ids nonlinearity, a decrease in frequency or source impedance, or even a rise in
the ratio between the FET’s resistive and reactive nonlinearities, they all produce
same results. So, they will be treated in one single case: I3,n (v ) ≈ 0 (n = 2, 3). In
this situation, applicable to a broad range of low-frequency or RF designs, the
distortion relations become quite simplified, being possible to express second and
third-order intercept points by meaningful formulae. For example, the second-
order intercept point for the distortion power arising at the difference frequency
would be ideally met when the excitation current, |IS |, had an amplitude such that

PL2D
= 2GL (Dv ) |V2,2(Dv ) |2 = PL =

1
2

GL (v0) | Z21(v0) |2 |IS |2 (5.95)

Solving (5.95) for |IS |, and substituting this value into PL gives

IP2D ≈ 2
GL (v0)2 | Z21(v0) |4

GL (Dv ) | Z24(Dv ) |2
|2Gm2 | Z31(v0) |2 + Gmd Z31(v0) Z41(v0)*

+ Gmd Z31(v0)*Z41(v0) + 2Gd 2 | Z41(v0) |2 |−2
(5.96)

Similarly, the second-order intercept point at the sum frequency can be derived
from (5.72) and (5.77),
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IP2S ≈
1
2

GL (v0)2 | Z21(v0) |4

GL (Sv ) | Z24(Sv ) |2
(5.97)

|Gm2 Z31(v0)2 + Gmd Z31(v0) Z41(v0) + Gd 2 Z41(v0)2 |−2

and the third-order intercept point for the inband distortion, IP3 , will be from
(5.85),

IP3 ≈ 2GL (v0)
| Z21(v0) |3

| Z24(v0) |
? |F2Gm2 Z31(v0)*Z34(2v ) + Gmd Z31(v0)*Z44(2v )

+ Gmd Z41(v0)*Z34(2v ) + 2Gd 2 Z41(v0)*Z44(2v )G
? FGm2 Z31(v0)2 + Gmd Z31(v0) Z41(v0) + Gd 2 Z41(v0)2G
+ F2Gm2 Z31(v0) Z34(Dv ) + Gmd Z31(v0) Z44(Dv )

+ Gmd Z41(v0) Z34(Dv ) + 2Gd 2 Z41(v0) Z44(Dv )G (5.98)

? F2Gm2 | Z31(v0) |2 + Gmd Z31(v0) Z41(v0)*

+ Gmd Z31(v0)*Z41(v0) + 2Gd 2 | Z41(v0) |2G

− F3Gm3 Z31(v0) | Z31(v0) |2

+ Gm2d Z31(v0)2Z41(v0)* + 2Gm2d | Z31(v0) |2Z41(v0)

+ Gmd 2 Z31(v0)*Z41(v0)2 + 2Gmd 2 Z31(v0) | Z41(v0) |2

+ 3Gd 3 Z41(v0) | Z41(v0) |2G |−1

Although these output intercept points are widely accepted figures of merit
for comparing different amplifiers with similar characteristics, they can produce
misleading conclusions when used for linearity optimization. As we have already
seen in Section 5.2.1, the reason is that one can detect a certain IPn increase, which
may correspond to only a gain change imposed by an output gain factor (e.g., load
impedance), and not to the desired dynamic range optimization. So, and according
to the dynamic range expression (5.3), we will use input intercept points,
IPni

= IPn /GP , instead, in the following discussions.
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5.2.4.3 Second-Order Distortion Optimization in FET-Based Small-Signal
Amplifiers

Comparing IP2D and IP2S , there is a clear resemblance between them. Therefore,
we will address only one of these (e.g., IP2D ) as the conclusions drawn for it can
be directly extrapolated to the other.

Noticing that Z21(v ) ≈ Z41(v ) ≈ −Gm ZD (v ) ZS (v ) ≈ Av (v ) ZS (v ) [where
Av (v ) is the intrinsic device’s voltage gain Av (v ) ≡ V4(v ) /V3(v ) = Vds (v )/Vgs (v )],
Z11(v ) ≈ [Yin (v ) + YS (v )]−1, Z31(v ) ≈ ZS (v ) and Z24(v ) ≈ ZD (v ) we may
write:

IP2Di
=

IP2D

GP
≈ 2Gin (v0) | Zin (v0)

Zin (v0) + ZS (v0) |2 GL (v0)
GL (Dv ) | Av (v0)

ZD (Dv ) |2
? |2Gm2 + Gmd Av (v0) + Gmd Av (v0)* + 2Gd 2 | Av (v0) |2 |−2

(5.99)

The first conclusion we may extract from this expression is that second-order
distortion is only weakly dependent on the input termination, especially at very
low frequencies where the FET input tends to an open-circuit. In general, as long
as iDS nonlinearity is dominant, and there is no strong internal feedback (via Cgd
or Rs and Ls ), distortion control is restricted to the output port.

For discussing the IP2Di
dependence on ZL (v ) we must begin by realizing that

if second-order distortion is important, it is because it still falls inside the operation
bandwidth. Therefore, we may expect ZL (Dv ) ≈ ZL (v0), which implies that the
only noticeable dependence of IP2Di

on the output termination must come from
the varying relative contributions of Gm2 , Gmd Av , and Gd2Av

2 . Since the effect
of Gm2 usually dominates over the ones produced by the other two nonlinear
coefficients, Av (v ) ≈ −Gm ZD (v ), and we know that an FET presents a strong
transconductance variation with bias, it is likely that IP2Di

will not change too
much with ZL (v ), at least when low quiescent currents are used.

Figure 5.10 confirms this hypothesis by showing the relative contributions of
these three terms for a typical small-signal MESFET, loaded with a reference
termination of 50V. Since the effect of Gd2 is negligible, and Gmd falls to a very
low value when Gm2 reaches its minimum, Gm2 indeed dominates over Gm Av
and Gd2Av

2 in the whole range of VGS bias, limiting any possible control of second-
order distortion by load impedance tuning.

Figure 5.10 also shows how the quiescent point affects second-order distortion.
It is clear that, after the FET’s turn-on, second-order distortion power monotoni-
cally decreases with increasing bias, until it reaches a point (sometimes not far
from Idss

/2) beyond which it remains nearly constant.
In conclusion, we can expect second-order distortion to be almost independent

on the input and output terminations, but show a significant variation with bias



284 Highly Linear Circuit Design

Figure 5.10 Bias point variation of second-order distortion contributions in a small-signal MESFET
loaded with 50V. NIGm2 is the normalized current contribution of the term involving
Gm2 in (5.99), NIGmd is the one depending on Gmd , NIGd2 is that of Gd2, and NId2
refers to their overall addition.

current. Best linearity is achieved for quiescent currents greater then Idss
/2, which

is compatible with gain requirements but presents a significant trade-off with noise
figure.

5.2.4.4 Third-Order Distortion Optimization in FET-Based Small-Signal
Amplifiers

Now we turn our attention to third-order distortion. Following the above discus-
sion, the third-order input intercept point can be expressed as

IP3i
=

IP3
GP

≈ 2Gin (v0) | Zin (v0)
Zin (v0) + ZS (v0) |2 | Av (v0)

ZD (v0) |
? |F2Gm2 Z34(2v ) + Gmd ZD (2v )

+ Gmd Av (v0)*Z34(2v ) + 2Gd 2 Av (v0)*ZD (2v )G
? FGm2 + Gmd Av (v0) + Gd 2 Av (v0)2G
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+ F2Gm2 Z34(Dv ) + Gmd ZD (Dv )

+ Gmd Av (v0) Z34(Dv ) + 2Gd 2 Av (v0) ZD (Dv )G
? F2Gm2 + Gmd Av (v0)* + Gmd Av (v0) + 2Gd 2 | Av (v0) |2G
+ F3Gm3 + Gm2d Av (v0)* + 2Gm2d Av (v0) + Gmd 2 Av (v0)2

+ 2Gmd 2 | Av (v0) |2 + 3Gd 3 Av (v0) | Av (v0) |2G|−1 (5.100)

As stated in (5.84), (5.98), and (5.100), third-order distortion at 2v1 − v2 can
be attributed to two different origins. One is due to remixing of second-order
control voltages at v1 − v2 with first-order ones at v1 , or at 2v1 with −v2 , while
the other arises directly from third-order mixing of v1 , v1 , and −v2 . The first
group is recognized from being dependent on the product of two second-degree
Ids coefficients, while the other is controlled by terms involving only third-degree
coefficients. In common designs, ZL (Dv ) and ZL (2v ) are kept low in order to
prevent out-of-band oscillations, which leads to a dominance of the third-degree
coefficients’ group over the other. However, even if this is not verified, it is almost
sure that the internal feedback dependent contributions [the ones involving Z34(v )
≈ ZS (v ) ZD (v ) jvCgd ] will be negligible when compared to all the others. This
will be especially true for both 2v and Dv in low-frequency designs, and almost
always obeyed at the difference frequency.

With these considerations in mind, and remembering that Gm2 usually domi-
nates over Gmd Av or Gd2Av

2 , (5.100) can be further simplified to read

IP3i
≈ 2Gin (v0) | Zin (v0)

Zin (v0) + ZS (v0) |2 | Av (v0)
ZD (v0) |

? |Gm2FGmd ZD (2v ) + 2Gd 2 Av (v0)*ZD (2v )G
+ 2Gm2FGmd ZD (Dv ) + 2Gd 2 Av (v0) ZD (Dv )G (5.101)

+ F3Gm3 + Gm2d Av (v0)* + 2Gm2d Av (v0) + Gmd 2 Av (v0)2

+ 2Gmd 2 | Av (v0) |2 + 3Gd 3 Av (v0) | Av (v0) |2G |−1

Similarly to what we had already concluded for IP2i
, third-order distortion is

again nearly independent of the input termination. This conclusion can now be
also extended to the source terminations, at either the difference frequency or the
second-harmonic. This is, once more, a consequence of the devices’ low internal
feedback, and could be confirmed to be true even in presence of Cgs nonlinearity
and at microwave frequencies [9].
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Where load impedance is concerned, it appears at first sight that both inband
and out-of-band terminations can be used to control IP3i

. Unfortunately, since we
are dealing with small-signal amplifiers conceived to operate in highly linear modes
and thus producing very low levels at Dv and 2v0 , in practice, third-order distortion
only barely depends on these out-of-band terminations. Actually, a close look into
(5.100) and (5.101) shows that these remixing components have a magnitude
proportional to the product of two second-degree coefficients, and thus a level (up
to 10 times lower) easily absorbed by the direct third-order mixing products.
Reference [9] shows that this is verified even in the microwave range, and in
presence of a nonlinear Cgs . The only way it seems possible that out-of-band effects
may show up, is to dramatically reduce Gm3 contribution. The work of [10] proved
that such a situation is indeed possible if the FET is biased in a small-signal IMD
sweet-spot (a bias point close to Gm3 = 0), and showed that ZL (Dv ) may be
responsible for long-time constant memory effects manifested as asymmetries in
the amplitude levels of distortion falling at 2v1 − v2 and 2v2 − v1 . As we will
see later on, many small-signal amplifiers are biased near one of these IMD sweet-
spots. In those cases, precise prediction of third-order IMD is a very difficult task
because it becomes dependent on Gm2d , Gmd2 , and Gd3 , the coefficients of mostly
inaccurate extraction. Nevertheless, second-order remixing becomes approximately
proportional to Gm2Gmd [ZD (2v0) + ZD (Dv )], thus demanding short-circuits for
the output terminations at the difference frequency and second harmonics.

IP3 variation with ZL (v0) is a widely known effect in MESFET small-signal
amplifiers, confirmed by several authors [11–13]. Equations (5.100) and (5.101)
show that this behavior is due to the varying relations between the third-degree
Ids coefficient terms, as they change with Av (v ).

Contrary to what was previously seen for second-degree coefficients, Gm2d
and Gmd2 can now have an important impact on the overall distortion, as shown
in Figure 5.11. Furthermore, since the gate coefficient Gm3 is still dominant, but
has the same sign of Gm2d , these two contributions can be combined to produce
a certain amount of distortion compensation. According to (5.101), that compensa-
tion is optimized when Gm2d [Av (v0)* + 2Av (v0)] is the highest positive real
number. Since this intrinsic voltage gain was calculated to be Av = −Gm ZD (v ) =
Gm [Gds + jvCds + YL (v )]−1, it is clear that the best distortion performance for
each GL (v ) is obtained when the imaginary part of YL , BLopt

, exactly cancels the
imaginary part of the device’s output admittance, Bout (v ). This means that constant
carrier-to-intermodulation performance, IMR , load-pull contours will be tangent
to the Smith chart gL circles exactly on the line bLopt

= −bout , and the best value
of GL will be the one that approximately minimizes [Gm3 − Gm2d Gm (GL + Gds )−1

+ Gmd 2Gm
2(GL + Gds )−2].

Differentiating this expression with respect to GL and equating to zero, gives
a result of

GLopt
≈ 2Gm

Gmd 2
Gm2d

− Gds (5.102)
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Figure 5.11 Bias point variation of third-order distortion contributions in a small-signal MESFET
loaded with 50V. NIGm3 is the normalized current contribution of the term involving
Gm3 in (5.101), NIGm2d is the one depending on Gm2d , NIGmd2 is that of Gmd2, NIGd3
is that of Gd3, and NId3 refers to their overall addition.

which, associated to BLopt
= −Bout , identifies an optimum load impedance for best

third-order distortion performance. Obviously, these results should be used with
care as they were derived from a very simplified condition. However, as long as
the FET’s internal feedback is not too high, these theoretical load-pull conclusions
can be used, at least, as first-order estimates of optimum output termination.

Those ideas are illustrated in Figure 5.12, in which measured load-pull contours
of constant carrier-to-intermodulation ratio, IMR , at 2 GHz are plotted in a Smith
chart of GL (v0). The line of bLopt

= −bout was also drawn passing through the
points of predicted tangency of constant gL circles with the IMR contours.

Figure 5.13 shows simulated IMR load-pull contours corresponding to the
ones presented in Figure 5.12, along with GT circles. It also shows that, for this
type of devices, GLopt

(v0) is almost coincident with the zone of optimum gain, a
hypothesis also experimentally confirmed in the work reported in [11].

Results depicted in Figure 5.11 show how the various distortion contributions
produced by third-degree Ids coefficients change with VGS bias, when the FET is
again loaded with a 50V reference impedance. The most important information it
gives is that the FET presents two third-order small-signal IMD sweet-spots, which
are roughly coincident with the nulls of Gm3 .

The first one corresponds to the Gm2 maximum, and is a consequence of the
sudden rise of Gm determined by the device’s turn on. Therefore, a FET biased at
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Figure 5.12 Measured constant IMR load-pull contours of a small-signal MESFET at 2 GHz.

this sweet-spot would present a poor gain and the worst possible second-order
distortion. Also, a strong second-order behavior would inevitably generate third-
order distortion by remixing out-of-band products with the fundamentals, unless
the load impedances for Dv and 2v0 were carefully selected as short-circuits.

The second of these third-order IMD sweet-spots is located in the zone of
saturated Gm , and corresponds to the minimum Gm2 . So, it constitutes an optimum
point in terms of both gain, second-order and third-order distortion. Its only
drawbacks are that, first, and contrary to the turn-on sweet-spot that is present in
all modern FET’s, this one is visible in some MESFET’s, eventually by some Si
JFET’s, but never by MOSFET’s or HEMT’s. Second, it usually appears for quite
high quiescent currents, sometimes close to, or even higher than Idss

, reducing
available signal excursion. And third, its associated high currents usually lead to
poor noise performance.

In summary, we have seen that third-order distortion is almost insensitive to
input terminations, either at inband or out-of-band, leaving room for available
power gain or noise figure optimization.

With respect to the output, it could be concluded that the contributions coming
from remixing second-order products are usually negligible, unless third-degree
coefficients are located near a small-signal IMD sweet-spot. In that case, all out-
of-band terminations should be selected as short-circuits. A very low termination at
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Figure 5.13 Simulated constant transducer power gain circles and IMR load-pull contours corre-
sponding to the ones depicted in Figure 5.12.

the difference frequency is normally obtained by simply controlling the decoupling
capacitors and RF chokes included in the drain bias network. At 2v0 , this may
not be so easy as the required short-circuit condition may conflict with the desired
ZL (v0). Nevertheless, trying to keep low ZL (Dv ) and ZL (2v0) is always a good
policy, since it helps achieving out-of-band stability and prevents undesirable long-
term memory effects (noticed by the RF signal’s envelope).

For selecting the appropriate inband output termination, we saw that there is
an optimum load admittance, YLopt

, which is almost coincident with the one that
maximizes gain.

Finally, bias point considerations indicated that third-order distortion is a
strong function of the quiescent point. Higher currents generally lead to better
IP3i

performance, unless the active device presents a useful small-signal IMD sweet-
spot, where it should be then biased. Unfortunately, only a few FET devices present
these IMD sweet-spots, and these can be so close to Idss

that the amplifier becomes
limited in output signal excursion.

5.2.4.5 Selecting an Appropriate BJT Device Model

Now we turn our attention to the nonlinear distortion performance of bipolar
transistor-based amplifiers.
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Since we are interested in small-signal amplifier behavior, it is assumed that
our bipolar device—an RF Si NPN BJT, for example—is biased in the forward
active region. There, vBE >> 0 and vBC << 0, forward biasing base-emitter junction
and reverse biasing base-collector junction. Under small-signal operation, it is also
assumed that base-collector breakdown effects are negligible. For the purpose of
enabling hand calculations, and the extraction of simple qualitative conclusions,
distributed base phenomena and collector-base capacitance nonlinearity are also
neglected.

The simplified equivalent circuit model of our small-signal BJT amplifier, in
common-emitter configuration, is drawn in Figure 5.14. A T equivalent circuit
topology is herein adopted in detriment of the p network seen in the SPICE
implementation of the Gummel-Poon large-signal model shown is Section 4.3.3,
because it allows a more explicit and intuitive treatment of most important small-
signal bipolar transistor nonlinearities: exponential emitter junction current, expo-
nential emitter junction diffusion charge, and forward current-gain nonlinearity.

In Figure 5.14 (IS , YS ) is, again, the Norton equivalent circuit of an equal
amplitude two-tone signal source

i S (t ) =
1
2 ∑

2

q =−2
q ≠0

Isq
e jvq t (5.103)

plus the input matching network, base bias circuitry and base parasitics. YL stands
for the equivalent load terminating impedance, lumping the load impedance, output
matching circuit, collector bias circuitry, and collector parasitics. This small-signal

Figure 5.14 Detailed equivalent circuit model of a BJT-based amplifier.
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model assumes that ie (vbe , vbc ) must be given by a bidimensional Taylor series
of the signal components vbe and vbc :

ie (vbe , vbc ) = Ge vbe + Gc vbc + Ge2v 2
be + Gec vbe vbc + Gc2v 2

bc (5.104)

+ Ge3v 3
be + Ge2c v 2

be vbc + Gec2vbe v 2
bc + Gc3v 3

bc

accounting for the BJT base-emitter junction and Early effect nonlinearities. Then,
ic (vbe , vbc ) is expressed as a nonlinear function of ie (vbe , vbc ) or ic [ie (vbe , vbc )]:

ic (ie ) = a (ie ) ie = a1 i e + a2 i 2
e + a3 i 3

e (5.105)

this way modeling forward current gain nonlinearity, since the transistor’s b can
be given by b = a /(1 − a ).

Because collector-to-emitter resistance of a BJT is usually negligible in compari-
son to the much lower load resistances normally used in RF circuits, and because
it is known that exponential emitter junction nonlinearity usually dominates over
the Early effect, it can be anticipated that the benefit of including vbc in (5.104)
will certainly not pay for the excess labor required to handle a bidimensional series.
So, even though that complete ie form should be used in a general purpose computer
program, in the following simplified hand analysis we will assume that any term
involving vbc is zero.

Finally, the current through the input diffusion charge, qbe (vbe ), is
modeled by

iq =
d[qbe (vbe )]

dt
=

d
dvbe

XCe vbe + Ce2v 2
be + Ce3v 3

be C
dvbe
dt

(5.106)

= XCe + 2Ce2vbe + 3Ce3v 2
be C

dvbe
dt

5.2.4.6 Small-Signal BJT Amplifier Distortion Prediction

Following the procedure already used for FET-based small-signal amplifiers, the
frequency-domain equations describing the linear relations between port currents
and voltages are

3
V1(v )

V2(v )

V3(v )

V4(v )

V5(v )

4 = 3
Z11 Z12 Z13 Z14 Z15

Z21 Z22 Z23 Z24 Z25

Z31 Z32 Z33 Z34 Z35

Z41 Z42 Z43 Z44 Z45

Z51 Z52 Z53 Z54 Z55

4 ? 3
I1(v )

I2(v )

I3(v )

I4(v )

I5(v )

4 (5.107)
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and

I1(v ) = IS (v ) (5.108)

I2(v ) = 0 (5.109)

I3(v ) = −[Ie2(v ) + Ie3(v )]

= −Ge2V3,1 Xvq1
C * V3,1 Xvq2

C (5.110)

−2Ge2V3,1 Xvq1
C * V3,2 Xvq2

+ vq3
C

− Ge3V3,1 Xvq1
C * V3,1 Xvq2

C * V3,1 Xvq3
C

I4(v ) = −[Ic2(v ) + Ic3(v )]

= −a2Ie,1 Xvq1
C * Ie,1 Xvq2

C (5.111)

−2a2Ie,1 Xvq1
C * Ie,2 Xvq2

+ vq3
C

− a3Ie,1 Xvq1
C * Ie,1 Xvq2

C * Ie,1 Xvq3
C

I5(v ) = −[Iq2(v ) + Iq3(v )]

= −2Ce2V5,1 Xvq1
C * F jvq2

V5,1 Xvq2
CG

−2Ce2V5,1 Xvq1
C * F j Xvq2

+ vq3
CV5,2 Xvq2

+ vq3
CG (5.112)

−2Ce2V5,2 Xvq1
+ vq2

C * F jvq3
V5,1 Xvq3

CG
−3Ce3FV5,1 Xvq1

C * V5,1 Xvq2
CG * F jvq3

V5,1 Xvq3
CG

where the spectra operator ‘‘*’’ represents again the pseudoconvolutions expressed
in Section 3.2.2.1.

Finally,

V3(v ) = V5(v ) = Vbe (v ) (5.113)

V4(v ) = −Vbc (v ) (5.114)

Taking into account that our two-tone excitation is again composed of closely
spaced frequencies v1 ≈ v2 ≈ v0 , we have Dv ≡ v1 − v2 << v1 , v2 ; Sv ≡
v1 + v2 ≈ 2v1 ≈ 2v2 ≡ 2v and thus Zij (v1) ≈ Zij (v2) ≈ Zij (2v1 − v2) ≈
Zij (2v2 − v1) ≈ Zij (v0). Under this situation, the relevant Z -parameters are
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Z21(v ) =
a1Ge − jvCbc (1 + ZeYbe )

D(v )
(5.115)

Z23(v ) = −
a1[YS + jvCe (1 + ZeYS )] + jvCbc

D(v )
(5.116)

Z24(v ) = −
Ybe + YS (1 + ZeYbe )

D(v )
(5.117)

Z25(v ) =
a1Ge (1 + ZeYS ) − jvCbc

D(v )
(5.118)

Z31(v ) = Z51(v ) = −
YL + jvCbc

D(v )
(5.119)

Z33(v ) = Z53(v ) = −
ZeYL (YS + jvCbc ) + jvCbc (1 + ZeYS ) + (1 − a1)YL

D(v )
(5.120)

Z34(v ) = Z54(v ) =
YL

D(v )
(5.121)

Z35(v ) = Z55(v ) = −
[Ze (YS + jvCbc ) + 1]YL + jvCbc (1 + ZeYS )

D(v )
(5.122)

in which Ze ≡ Ze (v ) = Re + jvLe , Ybe ≡ Ybe (v ) = Ge + jvCe , YS ≡ YS (v ) =
1/ZS (v ) and YL ≡ YL (v ) = 1/ZL (v ) and D(v ) ≡ [a1Ge − (YS + jvCbc ) (1 +
ZeYbe ) − Ybe ]YL − jvCbc [Ybe + YS (1 + ZeYbe )].

Contrary to the more usual nonlinear currents’ method implementation, in
which all control variables are voltages, we now have v3(t ) for ie (t ), v5(t ) for
iq (t ) but also ie (t ) for ic (t ). Because v3(t ) = v5(t ) = vbe (t ), we really need to
determine only two control variables. In the frequency-domain, their first-order
components are given by

Vbe ,1 (v0) = Z31(v0)
IS (v0)

2
(5.123)

Ie,1 (v0) = GeVbe ,1 (v0) = Ge Z31(v0)
IS (v0)

2
(5.124)
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The fundamental component of the output voltage, V2,1(v ), is

V2,1(v0) = Z21(v0)
IS (v0)

2
(5.125)

Second-order nonlinear currents are then

I3,2(Dv ) = −2Ge2 | Z31(v0) |2
|IS |2

4
(5.126)

I3,2(Sv ) = −2Ge2 Z31(v0)2 I 2
S
4

(5.127)

I3,2(2v ) = −Ge2 Z31(v0)2 I 2
S
4

(5.128)

and

I4,2(Dv ) = −2a2G 2
e | Z31(v0) |2

|IS |2

4
(5.129)

I4,2(Sv ) = −2a2G 2
e Z31(v0)2 I 2

S
4

(5.130)

I4,2(2v ) = −a2G 2
e Z31(v0)2 I 2

S
4

(5.131)

and also

I5,2(Dv ) = −2jDvCe2 | Z31(v0) |2
|IS |2

4
(5.132)

I5,2(Sv ) = −2j SvCe2 Z31(v0)2 I 2
S
4

(5.133)

I5,2(2v ) = −2jv0Ce2 Z31(v0)2 I 2
S
4

(5.134)
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According to the narrowband excitation assumption, the second-order current
component at Dv generated by qbe becomes negligible in comparison to other
second-order contributions. Thus, we will make I5,2(Dv ) ≈ 0. The remaining
nonlinear currents produce second-order control variables of

Vbe ,2 (Dv ) ≈ Z33(Dv )I3,2(Dv ) + Z34(Dv )I4,2(Dv ) (5.135)

Vbe ,2 (Sv ) ≈ Z33(Sv )I3,2(Sv ) + Z34(Sv )I4,2(Sv ) + Z35(Sv )I5,2(Sv )
(5.136)

Vbe ,2 (2v ) ≈ Z33(2v )I3,2(2v ) + Z34(2v )I4,2(2v ) + Z35(2v )I5,2(2v )
(5.137)

and

Ie ,2 (Dv ) ≈ GeVbe ,2 (Dv ) − I3,2(Dv ) (5.138)

= [Ge Z33(Dv ) − 1]I3,2(Dv ) + Ge Z34(Dv )I4,2(Dv )

Ie ,2 (Sv ) ≈ GeVbe ,2 (Sv ) − I3,2(Sv )

= [Ge Z33(Sv ) − 1]I3,2(Sv ) + Ge Z34(Sv )I4,2(Sv )

+ Ge Z35(Sv )I5,2(Sv ) (5.139)

Ie ,2 (2v ) ≈ GeVbe ,2 (2v ) − I3,2(2v )

= [Ge Z33(2v ) − 1]I3,2(2v ) + Ge Z34(2v )I4,2(2v )

+ Ge Z35(2v )I5,2(2v ) (5.140)

and an output second-order voltage component of

V2,2(Dv ) ≈ Z23(Dv )I3,2(Dv ) + Z24(Dv )I4,2(Dv ) (5.141)

V2,2(Sv ) = Z23(Sv )I3,2(Sv ) + Z24(Sv )I4,2(Sv ) + Z25(Sv )I5,2(Sv )
(5.142)

V2,2(2v ) = Z23(2v )I3,2(2v ) + Z24(2v )I4,2(2v ) + Z25(2v )I5,2(2v )
(5.143)
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Now, inband third-order distortion components at 2v1 − v2 become

I3,3(2v1 − v2) ≈ −2Ge2 Z31(v0)*

? [Z33(2v )I3,2(2v ) + Z34(2v )I4,2(2v ) + Z35(2v )I5,2(2v )]
IS*

2

− 2Ge2 Z31(v0)[Z33(Dv )I3,2(Dv ) + Z34(Dv )I4,2(Dv )]
IS
2

− 3Ge3 Z31(v0) | Z31(v0) |2
IS |IS |2

8
(5.144a)

or

I3,3(2v1 − v2) ≈ Z31(v0) | Z31(v0) |2

{2Ge2[Ge2(Z33(2v ) + 2Z33(Dv )) + a2G 2
e (Z34(2v )

+ 2Z34(Dv )) + 2jv0Ce2 Z35(2v )] − 3Ge3}
IS |IS |2

8
(5.144b)

I4,3(2v1 − v2) ≈ −2a2Ge Z31(v0)*

? {[Ge Z33(2v ) − 1]I3,2(2v ) + Ge Z34(2v )I4,2(2v )

+ Ge Z35(2v )I5,2(2v )}
IS*

2

− 2a2Ge Z31(v0){[Ge Z33(Dv ) − 1]I3,2(Dv )

+ Ge Z34(Dv )I4,2(Dv )}
IS
2

− 3a3G 3
e Z31(v0) | Z31(v0) |2

IS |IS |2

8
(5.145a)

or
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I4,3(2v1 − v2) ≈ Z31(v0) | Z31(v0) |2

{2a2Ge [Ge2(Ge Z33(2v ) + 2Ge Z33(Dv ) − 3)

+ a2G 2
e (Ge Z34(2v ) + 2Ge Z34(Dv )) + 2jv0Ce2Ge Z35(2v )]

− 3a3G 3
e }

IS |IS |2

8
(5.145b)

and

I5,3(2v1 − v2) ≈ −2jv0Ce2 Z31(v0)*

? [Z33(2v )I3,2(2v ) + Z34(2v )I4,2(2v ) + Z35(2v )I5,2(2v )]
IS*

2

− 2jv0Ce2 Z31(v0)[Z33(Dv )I3,2(Dv ) + Z34(Dv )I4,2(Dv )]
IS
2

− 3jv0Ce3 Z31(v0) | Z31(v0) |2
IS |IS |2

8
(5.146a)

or even

I5,3(2v1 − v2) ≈ Z31(v0) | Z31(v0) |2

{2jv0Ce2[Ge2(Z33(2v ) + 2Z33(Dv ))

+ a2G 2
e (Z34(2v ) + 2Z34(Dv ))

+ 2jv0Ce2 Z35(2v )] − 3jv0Ce3}
IS |IS |2

8
(5.146b)

Finally, third-order output voltage distortion components can be calculated
from these nonlinear currents as

V2,3(2v1 − v2) ≈ Z23(v0)I3,3(2v1 − v2)

+ Z24(v0)I4,3(2v1 − v2) (5.147)

+ Z25(v0)I5,3(2v1 − v2)

Following the calculations made in the precedent section for the FET amplifier,
we have
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PL =
1
2

GL (v0) | Z21(v0) |2 |IS |2 (5.148)

for the fundamental output power per tone, and

PL2D
= 2GL (Dv ) |V2,2(Dv ) |2 (5.149)

PL2S
= 2GL (Sv ) |V2,2(Sv ) |2 (5.150)

for the output powers of second-order distortion at the difference and sum frequen-
cies, and also

PL3
= 2GL (v0) |V2,3(2v1 − v2) |2 (5.151)

for third-order distortion at 2v1 − v2 .

5.2.4.7 Second-Order Distortion Optimization in BJT-Based Small-Signal
Amplifiers

Using the results derived above, we now calculate the corresponding output and
input second-order intercept points. Following (5.95), we get

IP2D =
1
2

GL (v0)2

GL (Dv )
| Z21(v0) |4

| Z31(v0) |4
|Ge2 Z23(Dv ) + a2G 2

e Z24(Dv ) |−2

(5.152)

IP2S =
1
2

GL (v0)2

GL (Sv )
| Z21(v0) |4

| Z31(v0) |4
(5.153)

|Ge2 Z23(Sv ) + a2G 2
e Z24(Sv ) + j SvCe2 Z25(Sv ) |−2

or, with the power gain expression of (5.90),

IP2Di
=

1
2

Gin (v0)GL (v0)
GL (Dv )

| Z11(v0) |2 | Z21(v0) |2

| Z31(v0) |4

|Ge2 Z23(Dv ) + a2G 2
e Z24(Dv ) |−2 (5.154)
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IP2Si
=

1
2

Gin (v0)GL (v0)
GL (Sv )

| Z11(v0) |2 | Z21(v0) |2

| Z31(v0) |4
(5.155)

|Ge2 Z23(Sv ) + a2G 2
e Z24(Sv ) + jSvCe2 Z25(Sv ) |−2

Before we can proceed to the qualitative analysis of these intercept points,
some simplifications have to be made to the Z -parameters’ expressions.

Since both |YL (v ) | and |YS (v ) | are usually much greater than vCbc in the
major part of the device’s operating frequency range, the common Z -parameters
denominator D(v ) of (5.115) to (5.122) can be approximated by

D(v ) ≈ − [(1 − a1)Ge + jvCe + YS (1 + ZeYbe )]YL (5.156)

Because Z11(v ) can be expressed as

Z11(v ) = −
(YL + jvCbc ) (1 + ZeYbe )

D(v )
≈ −

YL (1 + ZeYbe )
D(v )

(5.157)

and, for wideband systems where second-order distortion is important ZL (v0) ≈
ZL (Dv ) ≈ ZL (Sv ), IP2Si

, for example, can be approximately expressed by

IP2Si
≈

1
2

Gin (v0)
|1 + Ze (v0)Ybe (v0) |2

|YL (v0) |2
|D(Sv ) |2

| j Sv (1 + ZeYS )Ce2 −
Ge2
Ge

[YS + j SvCe (1 + ZeYS )]

−
a2
a1

Ge [Ybe + YS (1 + ZeYbe )] |−2

(5.158)

Several interesting conclusions can now be drawn from this expression, which
can also be extrapolated to IP2Di

.
The first one regards the distortion dependence on the output terminating

impedance. Since we have assumed that YL (Sv ) ≈ YL (v0) and D(v ) is proportional
to YL (v ), it is clear that second-order distortion will be a very weak function of
YL (v ). In fact, (5.158) implies that only by the unconsidered and much smaller
nonlinearities of Cbc (vbc ) and ic (vbc ) could second-order distortion show variation
with output termination. This is consistent with the fact that in a bipolar device
the most important nonlinearities are associated to the device’s input.

The second conclusion refers to the dependence on input termination. At the
lower end of frequency band, input capacitance nonlinearity vanishes, and the
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term of ie (vbe ) is proportional to YS (Sv ). Thus, and unless (1 − a1)Ge >>
|YS (1 + Ze .Ge ) | , second-order distortion will be again a weak function of YS (v ).
However, when YS is very low (1 − a1)Ge >> |YS (1 + Ze .Ge ) | , IP2Si

improves
each time YS (v ) is decreased, up to the point where it becomes dominated by
current gain nonlinearity, a (ie ).

The third implication of (5.158) deals with second-order distortion behavior
with frequency. Since diffusion charge, qbe (vbe ), is intimately related with ie (vbe )
nonlinearity by Ce = GetF and Ce2 = Ge2tF (where tF is the BJT forward transit
time), the nonlinear current contributions of these two dominant sources of distor-
tion tend to cancel when |SvCe (1 + Ze .YS ) | >> |YS | , leaving only the remaining
−Ge2 /GeYS term and a (ie ) contributions. This implies that second-order distortion
of a bipolar device is likely to decrease with frequency, a phenomenon already
predicted and experimentally reported by other workers [14, 15].

This rather remarkable behavior was also used to explain the surprisingly good
linearity of modern HBT’s although they are recognized to rely on the same strongly
nonlinear exponential dependence of iE on vBE as BJTs [16]. In practice, however,
gain optimization demands for an approximate input matching, which imposes
YS (v ) = Yin (v )*, where Yin (v ) is given by

Yin (v ) =
1

Z11(v )
− YS (v ) ≈

(1 − a1)Ge + jvCe
(1 + ZeYbe )

(5.159)

Equation (5.159) shows that YS (v ) must track vCe , and thus, exact cancella-
tion will unfortunately not occur. Moreover, it is clear that even if the
|vCe (1 + Ze .YS ) | >> |YS | condition is met for the sum frequency, it cannot be
guaranteed for the difference—at least when Dv << Sv—and so such high-frequency
cancellation effect will hardly be observed at the difference frequency.

Figure 5.15 summarizes the frequency variation of second-order distortion,
arising from a transistor having linear or nonlinear base-emitter capacitance, for
reference impedance terminations of ZS (v ) = ZL (v ) = 50V. It includes a reference
graph [Figure 5.15(a)] of fundamental output power per tone for both linear and
nonlinear base-emitter capacitance, and reports second-order output intercept point
at the sum and difference frequencies (to compensate for IP2i changes induced by
the input gain variation imposed by the Ce /(1 − a )Ge input time-constant). By
comparing the results of IP2S obtained for the device with linear and nonlinear
capacitance, Figure 5.15(b) shows that ie (vbe ) is, in fact, progressively canceled
by the nonlinear qbe (vbe ) when frequency gets higher. As expected, Figure 5.15(c)
shows that such a compensation effect does not take place for the difference
frequency.

In terms of bias dependence, we should begin by noticing that Ge , Ge2 , and
Ce2 are all approximately proportional to quiescent current. Therefore, because
of Gin (v0) but also, with a smaller extent, |1 + Ze (v )Ybe (v ) |2 terms, IP2Si

grows
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Figure 5.15 Simulated second-order output intercept point variation with frequency for a typical
BJT device with linear (-+ -) or nonlinear (−) base-emitter capacitance when ZS (v ) =
ZL (v ) = 50V. (a) Fundamental output power; (b) output second-order intercept point
at the sum frequency (2Freq + 10 MHz) IP2S ; and (c) output second-order intercept
point at the difference frequency (10 MHz), IP2D .
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Figure 5.15 (continued).

with IC bias, until high level injection effects become important, increasing a (ie )
nonlinearity.

Finally, let us make a remark on the importance of emitter impedance, Ze ,
which has a current-series feedback effect on the BJT operation. Despite its reason-
ably low values, the dual of the Miller’s theorem indicates that its effective value
becomes multiplied by the device’s current gain. In (5.158), this is modeled by the
term Ze Ybe , present in |1 + Ze (v0)Ybe (v0)|2 and in D(Sv ), which may be signifi-
cantly greater than one, and thus contribute to reduce distortion. In HBTs, where
the emitter low doping concentration produces emitter resistances on the order of
1 to 10V, this feedback effect may be a serious candidate for explaining these
device’s good linearity figures of merit [17]. Unfortunately, even though Ze is
sometimes used to get flat gain in broadband amplifiers, this form of feedback also
degrades gain and stability margin. So, unless the loss of gain can be acceptable
and stability is guaranteed by, for example, providing input and/or output resistive
loading, these associated drawbacks reduce the use of emitter degeneration as a
means to intentionally linearize the device.

5.2.4.8 Third-Order Distortion Optimization in BJT-Based Small-Signal
Amplifiers

The increased complexity of third-order nonlinear current contributions, when
compared to second-order ones, does not allow a general analysis of IP3 similar
to the one above performed for IP2 . Actually, third-order distortion is controlled
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by third-degree coefficients, but also by second-order mixing products arising from
all nonlinearities. These may have magnitudes comparable to the ones associated
with direct third-order mixing products, unless some special source terminations
are considered. So, since it does not seem viable to present the whole third-order
distortion picture, we will discuss two particular views that correspond to (1) very
low frequencies, where qbe (vbe ) effects can be neglected, and (2) high frequencies,
where cancellation effects of ie (vbe ) and qbe (vbe ) are evident. They will determine,
therefore, the low and high frequency third-order distortion asymptotic
characteristics.

Starting with very low frequencies (herein defined by YS , (1 − a1)Ge >> vCe
or v < vT /b ), it can be considered that second-order contributions of ie (vbe )
dominate over those of qbe (vbe ) or ic (ie ). And so,

IP3 ≈ 2GL (v0)
| Z21(v0) |3

| Z31(v0) |3
| Z23(v0){2G 2

e2[Z33(2v ) + 2Z33(Dv )] − 3Ge3}

+ Z24(v0){2a2Ge Ge2[Ge Z33(2v ) + 2Ge Z33(Dv ) − 3] − 3a3G 3
e } |−1

(5.160)

and

IP3i
≈ 2Gin (v0)

| Z11(v0) |2 | Z21(v0) |
| Z31(v0) |3

| Z23(v0){2G 2
e2[Z33(2v ) + 2Z33(Dv )] − 3Ge3} (5.161)

+ Z24(v0){2a2Ge Ge2[Ge Z33(2v ) + 2Ge Z33(Dv ) − 3] − 3a3G 3
e } |−1

In the very low frequency range, it can be assumed that YS (Dv ) ≈ YS (v0) ≈
YS (2v ) = YS , that YL (Dv ) ≈ YL (v0) ≈ YL (2v ) = YL , and that D(Dv ) ≈ D(v0) ≈
D(2v ) ≈ D ≈ −[(1 − a1)Ge + YS (1 + Re Ge )]YL , which allows (5.161) to be
rewritten as

IP3i
≈

2
3

Gin (v0)
|1 + Re Ge |2a1Ge

|YL |3

|− a1YS
D F2G 2

e2
ReYS + (1 − a1)

(1 − a1)Ge + YS (1 + Re Ge )
− Ge3G (5.162)

+
Ge + YS (1 + Re Ge )

[(1 − a1)Ge + YS (1 + Re Ge )]YL

? F2a2Ge Ge2SGe
ReYS + (1 − a1)

(1 − a1)Ge + YS (1 + Re Ge )
− 1D − a3G 3

e G |−1
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which shows that, according to what happened to IP2i
, low-frequency IP3i

will
also be nearly independent on the output termination. Because iE (vBE ) nonlinearity
is dominant, and since an ideal junction exponential law would determine that
Ge3 = 2/3(G 2

e2 /Ge ), it is interesting to investigate the conditions determining a
null on the first term of (5.162). This is verified when Ge < 1/(2Re ) or IC <
hVT /(2Re ), for an YS equal to

YS =
2(1 − a1)Ge
1 − 2Re Ge

(5.163)

Furthermore, since at low frequencies it can be assumed that both YS (v ) and
YL (v ) are resistive, and the dominant first term passes through a zero (and then
changes sign), it can be anticipated that there must be a YS not far from the one
predicted by (5.163) that completely eliminates third-order distortion.

This is shown in Figure 5.16 where the low-frequency output third-order
intercept point, IP3 , is plotted against YS .

This phenomenon, seen from the point of view of third-order distortion varia-
tion with quiescent current [18, 19], reflects the existence of a small-signal IMD
sweet-spot. In reality, and despite the fact that the exponential iE (vBE ) characteristic
does not have any Ge3 null, the device associated to its base-emitter junction driving

Figure 5.16 Low frequency output IP3 variation with source admittance YS for a transistor of current
gain b = 72.5, junction forward ideality factor h = 1.24, Re = 0.311V, and biased with
IC ≈ 20 mA.
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circuitry determines an iE (vS ) function that indeed presents such a null in its
third-degree Taylor series coefficient as is depicted in Figure 5.17.

To understand this behavior let us derive iE (vS ) and its first three derivatives.
The analysis starts by assuming the device is biased with an ac decoupled dc

voltage source VBB of internal resistance RB , which determines a quiescent emitter
current IE , base current IB = (1 − a )IE and base-emitter voltage VBE that are
approximately related by

IE = IS e
VBE
hVT = IS e

VBB − RB (1 − a )IE − Re IE
hVT (5.164)

Superimposed on this quiescent point, a small-signal source dc decoupled, of
vs voltage and RS internal resistance, drives the device base-emitter junction without
perturbing the bias point. Therefore, the composite driving signal will be vS = VBB
+ vs and produces an emitter current of

iE = IS e
vBE
hVT = IS e

vS − RB (1 − a )IE − RS (1 − a )(iE − IE ) − Re iE
hVT (5.165)

This is the sought expression of iE (vS ), although it is expressed in implicit
form. To obtain the first-order coefficient of the Taylor series expansion, we make

Ges ≡
diE (vS )

dvS |vS = VBB

= IS e
vS − RB (1 − a )IE − RS (1 − a )(iE − IE ) − Re iE

hVT (5.166a)

?
1 − [RS (1 − a ) + Re ]Ges

hVT |vS = VBB

or

Ges = IE
1 − [RS (1 − a ) + Re ]Ges

hVT
(5.166b)

or even

Ges =
IE

hVT + [RS (1 − a ) + Re ]IE
(5.166c)
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Figure 5.17 (a) Typical BJT emitter junction current as a function of intrinsic base-emitter voltage,
iE (vBE ) (--), and as a function of extrinsic driving voltage , iE (vS ) (-). Note the expected
exponential characteristic of iE (vBE ) and the linearized behavior of iE (vS ). (b) First
three Taylor series expansion coefficients of iE (vS ), Ges (-), Ges2 (--), and Ges3 (..) as
a function of vS . Note the presence of a small-signal IMD sweet spot (Ges3 = 0) near
vS = 0.87V.
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Now, Ges2 can be derived from Ges (vS ) as

Ges2 =
1
2

dGes (vS )
dvS |vS = VBB

=
1
2

hVT Ges

{hVT + [RS (1 − a ) + Re ]IE }2 (5.167)

and Ges3 from Ges2(vS ), as

Ges3 =
1
3

dGes2(vS )
dvS |vS = VBB

(5.168)

=
1
3

hVT
Ges2{hVT + [RS (1 − a ) + Re ]IE } − [RS (1 − a ) + Re ]G 2

es

{hVT + [RS (1 − a ) + Re ]IE }3

The form of Ges3 implies a small-signal IMD sweet-spot (Ges3 = 0) when

IE =
1
2

hVT
RS (1 − a ) + Re

(5.169)

or, since Ge = IE /(hVT ), when RS is

RS =
1 − 2Re Ge
2(1 − a )Ge

(5.170)

the result found in (5.163).
Some final notes on this analysis require that we take a closer look at the forms

of Ges and IE . For small IE currents, where [(1 − a1)RS + Re ]IE << hVT ,
vBE ≈ vS , IE is an exponential function of vS , Ges ≈ Ge and the device is as
strongly nonlinear as expected when driven by a voltage source. However, when
[(1 − a1)RS + Re ]IE >> hVT , vBE is dominated by the voltage drop present in
RS and Re , ([RS + (1 + b )Re ]IB ), iB becomes dominated by this equivalent series
resistance and the device behaves as if it had been linearized. In fact, this is probably
the fundamental reason why a BJT or an HBT present such good linearity figures.
Even though the output current of this type of device is a strongly nonlinear function
of input voltage, it is almost ideally linear with input current, the way they are
usually driven.

These results indicate that it would be possible to build a third-order, distortion-
free, small-signal, low-frequency amplifier if the source admittance were carefully
selected and maintained constant at the separation frequencies, the fundamental,
and the second harmonics. Unfortunately, this ideal situation may not be so easily
obtained in practice for three main reasons. First, it may be difficult to guarantee
the required conditions in such a wide bandwidth, unless v1 and v2 are kept much
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below the transistor current gain limit. Second, the need for handling real signals
of dense spectra determines a group of frequency separations so close to dc that
YS (Dv ) cannot be given by (5.163), but is dictated by base bias circuitry. And,
since the base-emitter junction is usually biased in a constant current mode, it may
be anticipated that YS (dc) will certainly be much lower than the desired YS (Dv ).
The last difficulty associated to that linearization process is related to the gain
reduction determined by the input mismatch. Indeed, Yin (v ) of (5.159) implies
that input matching should be met for a significantly smaller source admittance
of YS ≈ (1 − a )Ge /(1 + Re Ge ). Nevertheless, it seems this subject should deserve
attention, at least for low-frequency circuit designs where differential configurations
can be made to circumvent many of these drawbacks [19].

In the high-frequency asymptote, that is, for frequencies such that v > vT /b ,
but where Cbc effects (both linear and nonlinear) are still not evident, major second-
order components at 2v, arising from iE (vBE ) and qBE (vBE ) tend to cancel as
already discussed. Furthermore, direct third-order components of these two nonline-
arities, described by Ge3 and Ce3 coefficients, are proportional to

−3Z31(v0) | Z31(v0) |2[Z23(v0)Ge3 + jv0 Z25(v0)Ce3]

≈ −3Z31(v0) | Z31(v0) |2 (5.171)

F−
a1[YS + jv0Ce (1 + ZeYS )]

D(v0)
Ge3 + jv0

a1Ge (1 + ZeYS )
D(v0)

Ce3G
which also tend to cancel (when the previous condition of vCe (1 + Re YS ) >> YS
is again verified), as Ce Ge3 = Ge Ce3 . So, as long as resistive inband distortion is
controlled by Ge3 , the capacitive nonlinearity will have a linearizing effect similar to
the one studied for second-order distortion, and the remaining third-order distortion
contributions will only be the ones due to the remaining terms on −a1YS /D(v0)
and iC (iE ) nonlinearity. The high-frequency asymptote of IP3i

will then be

IP3i
≈ 2Gin (v0)

| Z11(v0) |2 | Z21(v0) |
| Z31(v0) |3

? | a1YS (v0)
D(v0) H2G2

e2SYL (2v ) [Ze (2v )YS (2v ) + 1 − a1]
D(2v )

+ 2
YL (Dv ) [Ze (Dv )YS (Dv ) + 1 − a1]

D(Dv ) D
+ 4jv0Ge2Ce2

YL (2v ) [1 + Ze (2v )YS (2v )]
D(2v )

− 2Ge2a2G2
e SYL (2v )

D(2v )
+ 2

YL (Dv )
D(Dv ) D + 3Ge3J
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+
Ybe (v0) + YS (v0)[1 + Ze (v0)Ybe (v0)]

D(v0)

? H2a2GeFGe2SGe
YL (2v ) [Ze (2v )YS (2v ) + 1 − a1]

D(2v )

+ 2Ge
YL (Dv ) [Ze (Dv )YS (Dv ) + 1 − a1]

D(Dv )
+ 3D (5.172)

+ 2jv0Ce2Ge
YL (2v ) [1 + Ze (2v )YS (2v )]

D(2v )

− a2G3
e SYL (2v )

D(2v )
+ 2

YL (Dv )
D(Dv ) DG + 3a3G3

e J|−1

revealing independence on the output termination YL (v ). Obviously, this high-
frequency cancellation effect suffers from the limitations already indicated for
second-order distortion, and thus should be used carefully as an amplifier design
tool. Nevertheless, Figure 5.18 and the works of Narayanan [14], Narayanan and
Poon [15], and Maas, et al. [16] indeed confirm that a small-signal amplifier
based on a bipolar device presents a certain form of high-frequency linearization
characteristics.

However, at higher IC bias currents, where second-degree coefficients tend to
dominate over Ge3 , the situation may change appreciably. Actually, there, third-
order distortion arising, for example, from the difference frequency, opposes to
the distortion generated by Ge3 , and thus favors the distortion due to Ce3 , which
may produce an opposite effect as compared to the previous high-frequency
cancellation. This is illustrated in Figure 5.19, in which now a BJT with nonlinear
base-emitter capacitance produces more distortion than a similar transistor with
a linear Ce .

In summary, and contrary to a FET-based small-signal amplifier, a circuit built
over a bipolar transistor will have its major nonlinearities concentrated at the input
port. The influence of source impedance will be much stronger then the load
termination, and out-of-band impedances also have more significant impacts on
inband distortion. A careful control of those terminations to even-order products
may then enable a third-order IMD sweet-spot, which can be used as a promising
linearizing tool.

Finally, the reactive nonlinearity associated with the base-emitter diffusion
capacitance determines the amplifier’s high-frequency behavior, reducing the level
of even-order products and also, sometimes, of odd-order ones. Although these
high-frequency cancellation effects can be associated with the referred small-signal
IMD sweet-spot to provide useful startup design rules for highly linear circuits,
the distortion behavior of a bipolar transistor is so involved that it may be wise
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Figure 5.18 Output third-order intercept point variation with frequency for a device with linear (-+ -)
or nonlinear (-) base-emitter capacitance when ZS (v ) = ZL (v ) = 50V. (a) Fundamental
output power; and (b) output third-order intercept point at the inband intermodulation
product 2v1 − v2 (Frequency − 10 MHz), IP3.
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Figure 5.19 High-frequency behavior of third-order distortion when the transistor is biased at
higher currents, and thus qbe (vbe ) induced distortion may favor the one due to ie (vbe ).
(a) Fundamental output power; and (b) output third-order intercept point at the
inband intermodulation product 2v1 − v2 (Frequency − 10 MHz), IP3.



312 Highly Linear Circuit Design

to use them carefully. In any case, those startup designs should always be validated
and/or optimized by simulations of the circuit’s full nonlinear model.

5.3 Linear Power Amplifier Design

5.3.1 Power Amplifier Concepts and Specifications

Contrary to the preceding small-signal amplifiers, in which gain, noise, and linearity
were the primary performance goals, in a power amplifier (PA) everything is driven
for absolute output power and efficiency. To realize this, we must keep in mind
that activity is the ultimate characteristic of any amplifier. That is, an amplifier is
a device meant to convert energy from an available source of power (the dc power
supply in electric amplifiers) into signal energy. So, its merit should be measured
in terms of signal added power, Pa = Pout − Pin , and not of gain, GP = Pout /Pin .
To understand this, two aspects of the power relations that take action in a PA
should be clarified.

Although power gain and signal added power are closely related concepts, GP
= 1 + Pa /Pin or Pa = (GP − 1)Pin , they should be very well distinguished. As we
will see later on, and even though it may seem counterintuitive at first sight,
maximum absolute output power or added power optimization is by no means
synonymous with linear maximized power transfer, matching, or small-signal gain.
The reason for this is that while these three last concepts describe how infinitesimal
small-signal power is transferred from the signal source to the PA load (concepts
of ideal linear behavior), not taking into account the energy restrictions of the
system, maximum output power is exactly determined by those large-signal (or
nonlinear) effects (see Section 1.2). So, we will find that the conditions required
for maximized PA output power capability or gain obtained under large-signal
regimes (typically quiescent point and load impedance) do not necessarily maximize
linear gain.

But, even if large-signal gain is considered, it may still not be as good PA figure
of merit as absolute added power or output power. In fact, despite a gain of GP
= 1,000 (30 dB) generally causes a stronger impression as compared to a gain of
only GP = 2 (3 dB), we probably would change our minds if the former were
obtained by adding a Pa ≈ 1mW to a Pin = 1 mW, while the latter were achieved
with a Pa = 1W and a Pin = 1W. And this would be even more convincing if we
were told that both amplifiers relied on the same Pdc = 2W power supply.

Accordingly, as required output powers increase, gain looses importance as a
valuable performance evaluation tool, being substituted by the actual absolute
output power, added power, or, more commonly, power added efficiency. That
very important PA figure of merit is defined as the ratio between signal added
power and supply power being thus expressed by
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PAE ≡
Pa
Pdc

=
Pout − Pin

Pdc
(5.173)

Another efficiency figure, named dc conversion efficiency, collector efficiency,
or drain efficiency (whether the active device is a BJT or a FET), is defined as the
ratio between output signal power and supply power and is thus expressed by

h ≡
Pout
Pdc

(5.174)

Although widely used in low-frequency or RF fields, h should be substituted
by PAE whenever the amplifier’s gain is so low that Pin represents a substantial
part of Pout . For instance, our previous example of Pout = 2W for a Pin = 1W and
a Pdc = 2W, which involves a moderate power added efficiency of PAE = 50%,
would indicate the ideal value of h = 100%, instead.

Energy conservation principle requires that the difference between signal input
power plus dc source power, and signal output power must be transformed (or
dissipated) into any other energy form. This can take place as either power delivered
to the load at some other frequency components, or, more commonly, as heat.
Therefore, efficiency optimization is a two-fold benefic process as it reduces dc
power consumption and relaxes active devices’ heat dissipation requirements.

5.3.2 Power Amplifier Design

Following what was already explained for small-signal amplifiers, power amplifier
design process consists of determining the appropriate active device quiescent point
and input and output terminating impedances.

So, we will begin our discussion by studying how the quiescent point and
terminations affect PAE , Pout , and IMD, independently. This will provide us with
a view of the possible trade-offs between these specification marks and, hopefully,
design guidelines for obtaining optimized performance.

5.3.2.1 Maximum Power Added Efficiency

The most effective way of PAE optimization consists of selecting an appropriate
PA operation class. For example, and referring to Figure 5.20, the highest PAE
provided by a linear amplifier—like the ones studied in the preceding sections,
whose active device is biased at Q , and signal excursion is maintained within the
clipping free limits—is only 50%.

This PAE limit can be easily calculated if we notice that absorbed dc power,
Pdc is
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Figure 5.20 Bias point and load-line selection for class A linear power operation.

Pdc = VDC IDC (5.175)

while output power cannot exceed the value imposed by output voltage and current
excursion limits, which are

|VLMax
| =

VBR − VK
2

= VDC − VK = VBR − VDC (5.176)

and

|ILMax
| =

IMax
2

= IDC (5.177)

Therefore, assuming sinusoidal signal waveforms, we have

PoutMax
=

1
2

(VDC − VK )IDC =
1
2

Pdc −
1
2

VK IDC (5.178)

which leads to a maximum dc conversion efficiency of

hMax =
PoutMax

Pdc
=

1
2

−
1
2

VK
VDC

(5.179)
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In an ideal circuit, in which VK = 0, hMax would be 0.5, which equals the
anticipated 50% PAE, obtained when the power gain is very large.

To increase this efficiency value it is necessary to reduce dc power, which
demands lower quiescent voltages and currents, and so, smaller signal excursion
limits. But, since we want to keep output power, we have no alternative than to
abandon our previous pure sinusoidal waveform conditions. That is, we are required
to trade linearity for efficiency, moving from this form of linear amplification to
other PA operation classes.

In order to review the traditional theory of PA operation class, we begin by
assuming the ideal RF amplifier of Figure 5.21.

The PA is composed of a transistor, herein assumed as a simple piecewise linear
transfer characteristic defined by

H iO (t ) = 0 if vI (t ) < 0

iO (t ) = Gm vI (t ) if vI (t ) > 0
(5.180)

and a sinusoidal waveform reconstruction filter, represented by the parallel LC
tank. As a first-order approximation, it is assumed that the load quality factor of
the filter is infinite, to guarantee that vL (t ) and iL (t ) are sinusoids, no matter the
iO (t ) waveform. The output RF choke, L∞ , behaves as an independent current
source of IDC , the average value of the output device current iO (t ), while C∞ is
its dual, acting as an independent voltage source of VDC .

If vI (t ) is sinusoidal, iO (t ) will be a clipped sinusoid as is represented in
Figure 5.22.

For obvious reasons, 2u = u2 − u1 is called the conduction angle, and it is used
to define PA operation class. Therefore, the expressions we will derive for output

Figure 5.21 Simplified schematic diagram of an RF tuned power amplifier.
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Figure 5.22 Linear piecewise amplification for PA conduction angle definition.

power, dc power, and efficiency will be expressed as functions of this conduction
angle.

Assuming vI (t ) is a biased sinusoid given by

vI (t ) = VI + Vi sin (v t ) (5.181)

the output device current will be

H iO (t ) = IP sin (v t ) + IQ if u1 ≤ v t ≤ u2

iO (t ) = 0 otherwise
(5.182)

In this expression, IP = Gm Vi is the correspondent output peak amplitude, as
if the iO (t ) waveform had not been truncated. And IQ = Gm VI is the generalized
quiescent current, in the sense that it would be exactly the quiescent current if
iO (t ) dependence on vI (t ) were linear in the whole range of input control voltages.
In reality, the actual quiescent current will equal IQ = Gm VI when VI is positive,
but null, and not negative as IQ , when the device is biased below cut-off.

The conduction angle can be related to the average excitation’s value and peak
amplitude by
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5
2u = 0 if VI < − Vi

2u = 2 cos−1S−
VI
Vi
D if −Vi ≤ VI ≤ Vi

2u = 2p if VI > Vi

(5.183)

Using these relations, and noting that the quiescent current can be expressed
as IQ = −IP cos u, maximum device current IMax becomes

IMax = IP (1 − cos u ) (5.184)

To calculate the output power delivered to RL and the absorbed power at dc,
it is necessary to determine the amplitude of the fundamental and dc components
of iO (t ). Since iO (t ) is periodic, it admits a Fourier series expansion such that

I0 =
IP
p

[sin u − u cos u ] (5.185)

and

I1 =
IP
2p

[2u − sin 2u ] (5.186)

are the desired current components at dc, IDC = I0 , and the fundamental, IL = I1 ,
respectively. So, then,

Pdc = VDC IDC = VDC
IP
p

[sin u − u cos u ] (5.187)

and, since the ideal maximum output voltage excursion is exactly VDC (assuming
VK = 0) PL will be expressed by

PLMax
=

1
2

V 2
DC

RL
=

1
2

VDC I1 =
1

4p
VDC IP [2u − sin 2u ] (5.188)

Finally, the maximum efficiency for each conduction angle is achieved when
the signal excitation is sufficient for driving the device to the maximum PL :

hMax =
PLMax

Pdc
=

1
4

2u − sin 2u
sin u − u cos u

(5.189)
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This is the traditional expression for PA dc conversion efficiency. It indicates
that the minimum value of hMax is 50% when 2u = 2p . It corresponds to the
already known linear amplification mode, now called class A operation. Reducing
the conduction angle increases hMax . When iO (t ) is exactly an half sinusoid,
2u = p , hMax = p /4 = 78.5%, defining class B operation. Finally, if the conduction
angle is less than p , iO (t ) consists of short duration pulses, defining class C
operation. dc conversion efficiency increases steadily as conduction angle goes
down, and it tends to an asymptotic limit of hMax = 100% when 2u approximates
zero.

Unfortunately, this ideal situation can never be even approximated in practice
because (5.188) implies that PLMax

also vanishes when 2u → 0. Actually, since
(5.184) can be rewritten as

IP =
IMax

1 − cos u
(5.190)

and IMax , the allowed device’s maximum current, is limited, hMax only goes to
100% because an infinitesimal conduction angle produces simultaneously vanishing
Pdc and PLMax

of

Pdc =
VDC IMax

p
sin u − u cos u

1 − cos u
(5.191)

and

PLMax
=

1
4p

VDC IMax
2u − sin 2u
1 − cos u

(5.192)

Table 5.1 summarizes these results by showing RL = VDC /I1 , Pdc , PLMax
, and

hMax for various conduction angles from class A to deep class C.
Because of the PLMax

collapse in deep class C, RF PAs are generally used
somewhere between class A and class B, a broad operation zone denominated class
AB, or just at the onset of class C.

Table 5.1 DC Power Consumption, Maximum Output Power, Collector Efficiency, and Load
Resistance Versus PA Operation Class

2u RL Pdc PLMax
hMax

2p 2 VDC /IMAX 0.50 VDC IMAX 0.25 VDC IMAX 50%

3p /2 1.88 VDC /IMAX 0.44 VDC IMAX 0.26 VDC IMAX 60.1%

p 2 VDC /IMAX 0.32 VDC IMAX 0.25 VDC IMAX 78.5%

p /2 3.22 VDC /IMAX 0.16 VDC IMAX 0.15 VDC IMAX 94%

0 ∞ 0 0 100%
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Actually, there are at least two more reasons that discourage use of deep
class C.

The first one refers to power gain. Remember that signal drive must increase
when the transistor is biased more below cut-off. That rise in excitation signal
excursion really indicates more available source power for the same PL power,
and thus less gain. Hence, hMax becomes more and more optimistic when compared
to the real power added efficiency. Then, the PA designer rapidly concludes that
if the active device is already short in gain (a situation particularly important in
the higher bands of UHF, microwaves, and millimeter-waves), even the expected
results of hMax are illusive.

The second reason preventing the use of deep class C as a means to increase
PA efficiency is due to transistors’ breakdown effects. Deep class C requires quies-
cent points substantially bellow cut-off, along with high input voltage excursions.
The combination of these usually produces so large reverse voltage peaks that the
transistor is likely to enter breakdown or even to be destroyed.

Beyond IMax and input signal excursion restrictions, there is another practical
issue worth to discuss.

From the above, we have seen that PA operation mode is classified according
to the conduction angle, 2u, a concept intimately related to the piecewise linear
model of (5.180) adopted for the active device. Unfortunately, actual transistors
have smooth I/V characteristics, presenting no derivative discontinuity points as
the one assumed at vI = 0, which prevents the definition of 2u, and thus the
classification described above. In practice, what happens is that amplifiers biased
near those idealized critical points are sometimes classified as class AB, class B, or
even class C. Although this may not be very important in terms of Pout or PAE
characteristics, it can be instrumental from the point of view of distortion. There-
fore, in the following paragraphs we will generalize the above PA classification
process.

Because we are particularly interested in the I/V characteristics presented in
the vicinity of cut-off, we will concentrate on the subthreshold conduction of FET
devices and in the exponential current-voltage relation of BJTs.

As we have seen in Chapter 4, subthreshold conduction of FETs can be modeled
by a smooth turn-on function like

iDS = KI ln F1 + e (vGS −VT )G (5.193)

in which KI is a current scaling constant, VT is the threshold voltage, and iDS and
vGS are the output channel current and the input gate-source voltage, respectively.
This function and its first three derivatives are plotted in Figure 5.23. Also shown
in this figure is a piecewise linear approximation of iDS . As we will see later on,
the sign of the third-degree coefficient determines some important large-signal
distortion characteristics. So, the critical point for distortion behavior is vGS = VT ,
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Figure 5.23 FET’s channel current dependence on applied gate-source voltage (-) and its first three
derivatives Gm (-+ -), Gm2(-*-), and Gm3(-o-).

the third-order small-signal IMD sweet-spot, exactly the one corresponding to the
piecewise linear approximation cut-off.

In practical FETs, iDS conduction above threshold is not linear causing diffi-
culties in identifying VT . However, maximum Gm2 or null Gm3 are always precisely
located points, and thus should be used for the definition of a generalized 2-u
conduction angle.

In the case of BJTs the situation is even more difficult because the iC (vBE )
transfer current-voltage characteristic is an exponential in all vBE domain, showing
no critical points:

iC = aIES Xe
vBE
hVT − 1C (5.194)

where now VT is the junction thermal voltage, h the ideality factor (do not confuse
it with efficiency), and aIES is a current scaling factor. In real circuits, however,
vBE is never equal to the source voltage, vS , because iB (vBE ) is not negligible, and
there always exists an equivalent series resistance in the BJT input mesh. Assuming
the device is excited by a Thévenin equivalent source of internal resistance RS , the
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BJT base-spread resistance is R ′bb and emitter resistance is Re , that equivalent
series resistance would be

R = RS + R ′bb + (1 + b )Re (5.195)

in which b is the BJT forward current gain [b = iC /iB = a /(1 − a )]. So, the actual
relation between iC and vS will be (in implicit form)

iC = aIES Xe
vs − RiC /b

hVT − 1C (5.196)

which is plotted in Figure 5.24. Also shown in this figure are the first three deriva-
tives of iC (vS ) and its piecewise linear approximation.

The resemblance of Figures 5.24 and 5.23 is evident, allowing for the conclusion
that the critical point that should be used for the generalization of conduction
angle is again the maximum of Gm2 or the third-order small-signal IMD
sweet-spot.

Figure 5.24 BJT’s collector current dependence on applied vS (-) and its first three derivatives
Gm (-+ -), Gm2(-*-), and Gm3(-o-).
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Figure 5.25 shows typical current waveforms for the piecewise linear approxi-
mation of iDS (vGS ) and iC (vBE ), along with the ones obtained with the smooth
models of (5.193) and (5.196).

The Fourier expansion coefficients numerically evaluated up to order three
from these waveforms are depicted in Figure 5.26 for various generalized conduc-
tion angles. This allows the comparison of Pdc (Figure 5.27), PLMax

(Figure 5.28),
and hMax (Figure 5.29), obtained for various conduction angles and using the three
considered models. As expected, there is no significant difference between the
three models considered, which validates the common practice of using the theory
developed under the piecewise linear approximation when the desired goals are
only output power or efficiency.

To conclude the discussion on PA efficiency, we would like to address over-
driven operation. First, we need to point out that we assumed the output signal
excursion had a cut-off bottom limit, but showed no upper bound other than IMax .
In practical amplifiers, however, there is another boundary imposed by the triode
zone in FETs, or by saturation in BJTs. For example, recalling Figure 5.20, we
assumed vDS was always greater than VK . This permitted us to consider that the
PA transistor could be represented by a simple transfer model, whose output

Figure 5.25 Typical normalized current waveforms, iO (t )/IMax , of a FET, iDS (t ), a BJT, iC (t ), and
the piecewise linear model, iP (t ).
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Figure 5.26 First four Fourier expansion coefficients of the normalized waveforms reported in
Figure 5.25, iO (t )/IMax , versus generalized conduction angle.

current was only dependent on vGS . But, if we now assumed the output condition
determined by the dynamic load-line impedance zL (t ),4 and a typical hyperbolic
tangent dependence of iDS on vDS , we would get an iDS current that becomes
strongly dependent on vDS : iDS (vGS , vDS ) presents a sudden decrease when vDS
crosses VK approaching zero, and in a way that is almost independent on vGS .

Actually, as we have already seen, the similarity between the current-voltage
characteristics of FETs and BJTs is so high, that their macroscopic behavior can
be approximately described by a single set of empirical equations representing the
device’s output current iO dependence on input and output voltages, vI and vO :

iO (t ) = KI ln F1 + e (Kvi vI (t ))G tanh [Kvo vO (t )] (5.197)

and

vO (t ) = VBR − zL (t ) iO (t ) (5.198)

4. Note that this dynamic load line impedance is a conceptual time-varying load resistance such that the
output voltage, vO (t ), can be treated as if it were given by vO (t ) = VBR − zL (t ) iO (t ).
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Figure 5.27 Normalized dc power consumption, Pdc /(VDC IMax ), versus conduction angle for the
three considered transfer models.

where VBR is the maximum vO (t ) voltage, usually selected close to the output
breakdown voltage. Substituting (5.198) into (5.197), we obtain an expression for
iO [vI (t )]

iO [vI (t )] = KI ln F1 + e (Kvi vI (t ))G tanh [Kvo (VBR − zL (t ) iO (t ))] (5.199)

Although (5.199) is nonlinear and in implicit form, it can be easily shown that
it tends to its first factor, when iO (t ) is very low, and governed by the hyperbolic
tangent when iO (t ) is high.

In fact, from very low vI (near cut-off) to moderate vI , iO is itself low and vO
is far from knee voltage. The hyperbolic tangent argument is much greater than
one, and iO [vI ] becomes only controlled by the input. This is the situation where
the BJT is in its active region and the FET is in saturation.

On the other hand, when vI is high enough, iO is such that VBR − zL (t ) iO (t )
is low, the hyperbolic tangent starts to decrease, switching the control of iO [vI ]
from the input to the output. The BJT enters saturation and the FET the triode
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Figure 5.28 Normalized RF output power, PLMax /(VDC IMax ), versus conduction angle for the three
considered transfer models.

region. In this high vI and low vO zone, the hyperbolic tangent tends to Kvo [VBR
− zL (t ) iO (t )] and the input-output characteristic function iO [vI (t )] becomes

iO [vI (t )] =
VBR Kvo KI ln F1 + e (Kvi vI (t ))G

1 + Kvo KI ln F1 + e (Kvi vI (t ))GzL (t )
(5.200)

which tends to an asymptotic constant limit of VBR /zL (t ).
Figure 5.30 is an example of such a saturated transfer characteristic, obtained

by solving (5.199) with a Newton-Raphson iteration scheme.
With such a saturated iO (vI ) function, it is obvious that any of the previously

studied PA classes will tend to a switching mode of operation if driving amplitude
is sufficiently large. In this extreme case iO (t ) becomes a square wave swinging
from cut-off to IMax = (VBR − VK )/zL (t ), no matter the quiescent current. But,
due to the bandpass filter present at the output, vO (t ) still remains a sinusoid
centered at VDC = (VBR + VK )/2 and of amplitude (VDC − VK ) = (VBR − VK )/2.
The dc value, or bias point, of iO (t ) is IDC = IMax /2 while its first-order Fourier
component is
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Figure 5.29 Maximum collector or drain efficiency, hMax , versus conduction angle for the three
considered transfer models.

I1 =
4
p

VDC − VK
RL

=
2
p

VBR − VK
RL

(5.201)

dc supply power will be

Pdc = VDC IDC = VDC
VBR − VK

2RL
=

V 2
BR − V 2

K
4RL

(5.202)

and output fundamental power delivered to the load

PL =
1
2

RL I 2
1 =

8

p2
(VDC − VK )2

RL
=

2

p2
(VBR − VK )2

RL
(5.203)

leading to an optimized efficiency of
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Figure 5.30 Illustrative example of a saturated input-output transfer characteristic.

hMax =
8

p2
VBR − VK
VBR + VK

(5.204)

or hMax ≈ 81.1% in the ideal case of VK = 0.
Despite the increased efficiency, these modes of operation introduce further

waveform distortion, and thus, their intermodulation characteristics will be substan-
tially different from the ones shown by the correspondent unsaturated classes. So,
to obviate any possible confusion, we will refer these operation modes by adding
the term ‘‘overdriven’’ [3] to their original class names. For example, a class B
amplifier in which the active device is showing half-wave cut-off clipping, but also
knee-voltage (or saturation-voltage) clipping, will be said to operate in an over-
driven class B mode.

The need for increased efficiencies, maintaining useful output power values,
has led RF PA designers to approach true switching operation. There, transistor
dissipation is reduced by allowing vO (t ) voltage only at null current (cut-off) and
non-null iO (t ) current, IMax , at approximately zero vO (t ) voltage, VK actually.

For that, the ideal resonant circuit of Figure 5.21 is replaced by complex reactive
networks performing a precise harmonic loading control, and thus waveform shap-
ing. Ideally, open circuits presented to odd-order harmonics and short circuits



328 Highly Linear Circuit Design

shown to even-order harmonics, create an almost squared device voltage waveform,
which guarantees the desired high efficiency switching operation. In that case, the
transistor’s dissipated power falls to

Pdiss =
1
2

VK IMax (5.205)

which indicates an efficiency rise up to

hMax =
Pdc − Pdiss

Pdc
= 1 −

VK
VDC

= 1 −
2VK

VBR + VK
(5.206)

or hMax ≈ 100% if VK = 0. This is the concept behind other saturation classes like
class F. A review of these strongly nonlinear PA operation modes can be seen in
[3, 20].

5.3.2.2 Output Power Capability

Having discussed PA efficiency optimization by quiescent point (or operation class)
selection and waveform shaping, via harmonic loading control, we now move on
to discuss maximized output power capability.

Figure 5.31 represents typical output I/V characteristics of a solid-state device.

Figure 5.31 Example of FET’s output I/V curves showing signal excursion dependence on intrinsic
load impedance.
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Returning to class A, since Pout results from the product of output voltage by
output current excursion, it is obvious from Figure 5.31 that VDC and IDC must
be selected as VMax /2 and IMax /2, respectively. If a minimum vO voltage, VK ,
is imposed by device constraints, and a minimum iO current, Imin , had to be
imposed because of linearity requirements, then the quiescent point Q should be
selected as

Q = (VDC , IDC ): VDC =
VBR + VK

2
; IDC =

IMax + Imin
2

(5.207)

Any other quiescent point will be short in voltage, in current, or in both, leading
to reduced output power capabilities.

These are general quiescent point conditions for maximum undistorted output
power in class A operation. However, if linearity can be exchanged for maximized
efficiency, then alternative points of lower quiescent current, but similar VDC
voltage, could be tried. An example of these is Q ′, a quiescent point intended for
class AB operation.

Appropriate quiescent point selection is a necessary, but not sufficient, condition
for maximum Pout . In fact, only the load-line determined by RL0

uses the available
voltage and current excursions, DV = VBR − VK and DI = IMax . An higher load
resistance, RL1

, will allow a smaller DI, DI1 , while a lower load resistance,
RL2

, will inevitably lead to a smaller DV, DV2 .
Following the derivation presented in previous section, maximum Pout will be

given by

PLMax
=

1
8

DV DI =
1
8

GL0
DV 2 =

1
8

RL0
DI 2 (5.208)

while RL1
and RL2

will only provide

PL1
=

1
8

DV DI1 =
1
8

GL1
DV 2 (5.209)

and

PL2
=

1
8

DV2DI =
1
8

RL2
DI 2 (5.210)

If we now imagine that PL1
and PL2

are equal to a specified output power PL
(necessarily lower than PLMax

), then GL1
is the lowest load conductance that meets

the PL spec, and RL2
is the lowest load resistance to accomplish the same goal.

So, getting a Pout greater or equal than PL demands for load terminations whose
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conductance is GL > GL1
and whose resistance is RL > RL2

. In a Smith chart of
reference impedance Z0 = 1/Y0, the first condition defines the interior of a constant
conductance circle: gL1

= GL1
/Y0 , while the second limits the interior of a constant

resistance circle: rL2
= RL2

/Z0 , as exemplified in Figure 5.32.
This procedure, known as the Cripps method or load-line theory [3, 21], permits

the construction of a series of (gL1
, rL2

) plots for a correspondent array of desired
output powers, which can be used as good estimates of constant Pout load-pull
contours.

Actually, load-pull contours such as the one of Figure 5.32 define load imped-
ances, ZLi

, as seen from the intrinsic device. These are the impedances applied
directly across the voltage-dependent current source representing iO (vI , vO ) [i.e.,
iDS (vGS , vDS ) in the common-source FET nonlinear equivalent circuit model, or
iC (vBE , vCE ) in a common-emitter BJT model]. Finding the correspondent extrinsic

Figure 5.32 Smith chart zone of load impedances leading to an output power greater or equal
than PL .
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load impedances (that must be presented to the external terminals of the device),
ZL , consists of solving an inverse matching problem. Indeed, and contrary to what
we are used to do, we now need to determine the impedance ZL with which we
must terminate the drain network, so that the intrinsic impedance will be ZLi

. To
exemplify, let us consider the simplified FET drain parasitics network shown in
Figure 5.33.

Since ZLi
can be calculated from ZL as

ZLi
= HFXZ −1

L + jvCpd C−1 + jvLd G−1 + jvCds J−1
(5.211)

then, the desired ZL must be given by

ZL = HFXZ −1
Li

− jvCds C−1 − jvLd G−1 − jvCpd J−1
(5.212)

which, in the Smith chart, corresponds to the mapping depicted in Figure 5.34.
If a different PA operation class, other than class A, is adopted, optimum RL

can be estimated from the load voltage, vL (t ), and current iL (t ), in terms of the
conduction angle. For that, we should remember that the maximum output power,
PLmax

, (5.192), is delivered to a load resistance in which the voltage has an amplitude
of VLmax

= VDC and the current ILMax
is

ILMax
= I1Max

=
IMax
2p

2u − sin 2u
1 − cos u

(5.213)

Figure 5.33 Illustrative example of drain parasitics network for load-pull estimation.
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Figure 5.34 Successive load-pull plot transformations imposed by the drain parasitics network
depicted in Figure 5.33.

Therefore, RL must be given by

RL =
VLMax

ILMax

= 2p
VDC
IMax

1 − cos u
2u − sin 2u

(5.214)

Those values are depicted in Figure 5.35.
One interesting thing to note on these results is the predicted infinite value of

RL when 2u → 0. In that situation (i.e., when the device is biased deeper in class
C), IQ = −IP cos u gets increasingly lower negative values (higher and higher in
modulus), while VDC remains constant. Therefore, the load-line slope rises steadily,
which could, at first glance, contradict the infinite limit of RL . The solution to
this apparent quandary stands on the fact that only at class A does the load-line
slope equal −1/RL , because, only in that situation do iO (t ) and iL (t ), and vO (t )
and vL (t ) share the same sinusoidal format. In any other operation class vO (t ),



5.3 Linear Power Amplifier Design 333

Figure 5.35 Normalized load resistance, RL /(2VDC /IMax ), for optimized output power versus con-
duction angle.

vL (t ), and iL (t ) keep their sinusoidal waveform, while iO (t ) becomes a truncated
sinusoid, acquiring a rich harmonic content.

To close this discussion on PA load impedance selection for maximized output
power capability, it is interesting to note that RL (and thus ZL0

) was only deter-
mined from maximized signal excursion criteria, ignoring any output matching
conditions. In fact, typical intrinsic RL for class A, AB, or B operation, tend to be
close to RL = VMax /IMax , a value much lower than the one required for output
matching or optimized gain (RLg

≈ Rds = 1/Gds ). Thus, PAs are amplifiers of low
gain and poor output matching. Compared to high gain small-signal amplifiers,
they present lower output powers when driving level is very small, but maintain
their gain up to a much higher output power. Following a Pin /Pout characteristic,
PAs behave as long distance runners in the sense that they begin presenting lower
Pout for very small Pin , but then overcome the performance of small-signal amplifi-
ers when the output of these becomes to get more and more compressed.

Fortunately, as long as the device can be approximately considered unilateral,
Pout shows no appreciable dependence on source termination. Therefore, GS is
usually selected as Gin* , to compensate for the PA low gain, relaxing driving level
requirements for rated output power. A lower driving level is also beneficial for
meeting power added efficiency specs, and for lowering driver stages’ Pout
requirements.
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To summarize the conclusions presented on power amplifier design, let us write
them in the form of a procedure:

1. Considering the desired PA specifications, choose between a design opti-
mized for linearity or efficiency. In case of the former, adopt a class A or
class AB design, and reserve class C or mostly overdriven operation for the
second.

2. Select an appropriate active device and its quiescent point. This small-signal
operation point, which must be located comfortably well inside the device’s
safe operating area (usually imposed by operating temperature and thus
dc power dissipation), determines conduction angle (and consequently PA
operation class) and maximum output power capability. In a PA architecture
like the one depicted in Figure 5.21, VDC should equal the midpoint between
knee voltage and breakdown, while IQ should be chosen according to the
adopted operation class. If IMax is the maximum allowed device current
and 2u the conduction angle, quiescent current can be given by IQ = IMax
cos u /(cos u − 1).

3. Determine optimum intrinsic RL , from (5.214), for maximized output cur-
rent and voltage swing, and therefore output power capability. Obtain the
extrinsic ZL required to produce the calculated RL by deembedding the
device’s output parasitics. If maximized output power is not necessarily a
goal, draw a set of output power load-pull contours (using approximate
load-line theory, nonlinear simulation, or laboratory load-pull measure-
ments) in the GL Smith chart, along with the load-pull contours for some
other competing specification (e.g., output match or linear gain).

4. Design an output matching circuit capable of transforming the PA terminal
impedance (typically 50V) into the calculated ZL . In case of high efficiency
PA designs, specially using overdriven operation classes, this output match-
ing circuit must also guarantee certain load impedances at the harmonics.
This provides the required current and voltage waveform shaping and also
helps in filtering out those high harmonic contents from the PA output
terminal.

5. After knowing ZL , determine Gin correspondent to this GL , and choose GS
= Gin* (unless input stability considerations do not allow that) to optimize
power gain. In case of quasilinear amplifiers like class A designs, this Gin
can be easily derived from S -parameter relations. Otherwise, it must be
measured (a source-pull contour is also sometimes used for that) or simu-
lated under nominal driving power. Finally, design the required input match-
ing network that should transform the PA source terminal impedance into
the required GS .
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5.3.3 Nonlinear Distortion in Power Amplifiers

Depending on the mode of operation, and in what nonlinear distortion is concerned,
power amplifiers can be divided into two major groups.

In one of these groups stands the class A and some class AB power amplifiers,
where their quasilinear operation allows a study based on a weakly nonlinear model.
Volterra series can then be used, enabling the extraction of general qualitative and
quantitative information.

The other group includes all class B and class C, along with any other overdriven
or switching mode power amplifiers. The strongly nonlinear operation that charac-
terizes those amplifier circuits obviates the use of Volterra series (see Section 3.2.5).
So, previously measured behavioral models, or numerical simulation techniques,
have to be used instead, and closed-form expressions for IMD prediction are no
longer possible. General qualitative conclusions become much more difficult, if not
impossible, and nothing more is left than to rely on intuition for extending particular
IMD behavior observed in a certain circuit to similar ones.

The following sections’ objective is to discuss nonlinear distortion presented
by these amplifier circuits. Their distortion characteristics are first analyzed, and
then some design rules for prescribed distortion performance, output power, or
power added efficiency are finally presented.

5.3.3.1 Quasilinear Power Amplifiers

High dynamic range small-signal amplifiers and class A linear power amplifiers
are essentially the same circuits, except that they are optimized for different specifi-
cations. Therefore, the analysis developed under Section 5.2.4 is directly applicable
to unsaturated class A and some class AB power amplifiers.

Starting with quiescent point selection, we have seen that, if the active device
presents a high-gain small-signal IMD sweet-spot (like in some GaAs MESFETs),
then it should be biased there. The only disadvantages referred to that bias option
were possible reduced signal excursion and poor noise figure. If the latter one is
irrelevant now, the former is basic for class A power amplifiers. Indeed, an IMD
sweet-spot associated with very high quiescent currents can dramatically reduce
maximum output power capability and efficiency. For a class AB power amplifier
this subject is completely out of the question as that power amplifier operation
class has already imposed the quiescent point at a much lower quiescent current.
If good efficiency and third-order IMD performance should be simultaneously
obtained, then a bias point close to the first third-order IMD sweet-spot could be
tried. In that case, we would end up designing a class B amplifier, and large-signal
simulations should be used to verify IMD levels in the whole desired range of
output power.

Turning our attention to load impedance selection, we again face an important
trade-off between output power and power added efficiency on one side, and
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third-order linearity on the other. If the compensation of third-order IMD produced
on contributions arising from the FET’s transconductance and cross coefficients’
nonlinearities were beneficial for gain optimization, now it moves against the
output power and power added efficiency enhancement we seek. As output power
maximization usually requires low intrinsic load resistances, power amplifier volt-
age gains are substantially lower than in small-signal amplifiers. So, in those GL
zones, nonlinear distortion tends to be dominated by transconductance non-
linearity and IMD performance becomes even more insensitive to load impedance
terminations.

As concluded in Sections 5.2.4.7 and 5.2.4.8, distortion in BJT amplifiers is
almost independent of GL .

Finally, source termination is still a free parameter that can be used for input
match and thus transducer power gain optimization.

5.3.3.2 Large-Signal Power Amplifiers

Designing a nonclass A power amplifier for a prescribed IMD performance, or
even simply predicting its IMD, is an incomparably more difficult task than doing
the same thing for a quasilinear amplifier. This is a consequence of the fact that
such a PA is a strongly nonlinear device. Volterra series is helplessly inaccurate,
and we loose our powerful analytical model that previously led us to all the
qualitative design rules discussed in preceding sections.

If we want to keep our goal of giving broad insights onto PA distortion, and
thus refraining from the temptation of presenting a group of particular results
extracted from specific circuits, we have no other way than to rely on some very
simple, but general, theoretical results. Although those results should, by no means,
be used as a substitute to the traditional design method based on computer aided
IMD predictions or laboratory tests, they might serve as a good starting point or, at
least, provide qualitative boundaries to the complex large-signal PA IMD behavior.
These are the goals of the approach followed in this section.

Envisaging Large-Signal Power Amplifier Distortion
For developing a simplified theoretical model of PA large-signal distortion, let us
start by some crude mathematical statements that say that if our output current
versus input voltage nonlinear characteristics, iO [vI (t )], is excited by a sinusoid

vI (t ) = Vi cos (v t ) (5.215)

it will produce an inband response (that naturally includes the linear response and
the distortion) of

iO (t ) = I1(Vi ) cos [v t + f1(Vi )] (5.216)
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Alternatively, if it is excited by an equal-amplitude two-tone signal,

vI (t ) = Vi cos (v1 t ) + Vi cos (v2 t ) (5.217)

it will generate a fundamental, or signal output, of

iOS (t ) = Is1(Vi ) cos [v1 t + f s1(Vi )] + Is2(Vi ) cos [v2 t + f s2(Vi )]
(5.218)

and a series of distortion sidebands represented by

iOD (t ) = Id 21(Vi ) cos [(2v1 − v2) t + fd 21(Vi )]

+ Id 12(Vi ) cos [(2v2 − v1) t + fd 12(Vi )] (5.219)

+ Id 32(Vi ) cos [(3v1 − 2v2) t + fd 32(Vi )]

+ Id 23(Vi ) cos [(3v2 − 2v1) t + fd 23(Vi )] + . . .

Since [I1(Vi ), f1(Vi )] is the first-order component of the iO [Vi cos (v t )]
Fourier series decomposition, it can be obtained from the characteristic
function as

I1(Vi )e jf 1 (Vi ) =
2
T E

T /2

−T /2

iO [Vi cos (v t )]e −jv t dt (5.220)

while [Is (Vi ), f s (Vi )] and [Id 21(Vi ), fd 21(Vi )], [Id 32(Vi ), fd 32(Vi )], etc. are
the correspondent coefficients of a bidimensional Fourier series:

Is1(Vi )e jf s1 (Vi ) =
2

T1T2
E

T1 /2

−T1 /2

E
T2 /2

−T2 /2

iO [Vi cos (v1t1) + Vi cos (v2t2)]

e −jv1 t 1 dt1 dt2 (5.221a)

Is2(Vi )e jf s2 (Vi ) =
2

T1T2
E

T1 /2

−T1 /2

E
T2 /2

−T2 /2

iO [Vi cos (v1t1) + Vi cos (v2t2)]

e −jv2 t 2 dt1 dt2 (5.221b)

Idn1n2
(Vi )e jfdn1n2

(Vi ) =
2

T1T2
E

T1 /2

−T1 /2

E
T2 /2

−T2 /2

iO [Vi cos (v1t1) + Vi cos (v2t2)]

e −jn1 v1 t 1 e −jn2 v2 t 2 dt1 dt2 (5.221c)
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Unfortunately, these expressions are not of much use for the large majority of
practical PAs. If only by chance these integrals could be analytically evaluated in
case iO [vI (t )] were known, the truth is that even this characteristic function cannot
be expressed in analytical form. So, any efforts of extracting qualitative information
of PA IMD demands for some simplifying assumptions.

The first simplification we will make is to consider that (except for its bandpass
behavior), iO [vI (t )] is memoryless. Regarding the discussion of Section 3.1.1, this
implies that the amplifier resonant circuits must be perfectly tuned, the out-of-
band terminations are purely resistive, and the active device has, itself, no reactive
elements.

The second simplification determines that iO [vI (t )] must be smooth on the
domain where it is controlled by the input, so that it presents no discontinuities
in the function or in its derivatives, also allowing a Volterra series with a small
number of terms (in fact, a power series) description of the PA small-signal behavior.

Under these assumptions, it can be shown that the two-tone response is
symmetrical and purely real [22]: Is1(Vi )e jf s1 (Vi ) = Is2(Vi )e jf s2 (Vi ) = S (Vi ),
Id 21(Vi )e jf d 21 (Vi ) = Id 12(Vi )e jf d 12 (Vi ) = D (Vi ) and that it can be obtained from
the sinusoidal response I1(Vi ) (actually the PA AM/AM characteristic) by [23]

S (Vi ) =
1
p E

p

0

I1[2Vi cos u ] cos u du (5.222)

and

D (Vi ) =
1
p E

p

0

I1[2Vi cos u ] cos (3u ) du (5.223)

Beyond the immediate interest of these expressions, in the sense that they allow
the extraction of two-tone behavior from the output, under sinusoidal excitation
(for example, measured or easily simulated AM/AM characteristics), they permitted
the derivation of the following relation between PA’s output signals, S (Vi ), and
distortion, D (Vi ) [23]:

D (Vi ) = S (Vi ) −
4

V 3
i
E
Vi

0

v2S (v ) dv (5.224)

which is of paramount importance in predicting two-tone IMD behavior produced
in a general memoryless nonlinearity.
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First of all, even the possibility of deriving it gives us information. It states
that the distortion D (Vi ) can be directly obtained from the knowledge of only the
fundamentals, S (Vi ), which is another way of saying that the manner the output
signal components deviate from linearity shares the natural origin of the studied
sideband distortion. Furthermore, (5.224) also affirms that if the system can present
distortion-free operation it must obey

E
Vi

0

v2S (v ) dv =
V 3

i
4

S (Vi ) (5.225)

or

V 2
i S (Vi ) =

V 3
i

4
dS (Vi )

dVi
+

3
4

V 2
i S (Vi ) (5.226)

or even

d
dVi

FS (Vi )
Vi

G = 0 (5.227)

which reaffirms, at large-signal operation, the conclusion that linearizing gain or
reducing nonlinear distortion are, in fact, two different aspects of the same reality.5

This condition can actually be verified in two different situations. Either the
system is always ideally linear, and so S (Vi ) is proportional to Vi , or it may present
some driving amplitudes Vi0 in which it behaves as if it were locally linear.

As we already know from Chapter 1, due to energy limitations of the PA dc
power supply, the first hypothesis can never be fully achieved, although, in the
small-signal region, it corresponds to the linear case where the characteristic func-
tion presents a vanishing third-order Taylor series expansion coefficient. It may
then be viewed as if the PA were biased in a small-signal IMD sweet-spot.

The second situation, more relevant under large-signal operation, where the
first terms of the Taylor expansion are no longer capable of representing iO [vI (t )]
with enough accuracy, is verified for a certain excitation level Vi0 where the PA
large-signal gain versus Pin characteristic presents a minimum, or, as is more
commonly observed, a maximum, and the PIMD (Pin ) curve shows a sudden
minimum.

5. This should be of no surprise if we remember that sideband distortion and signal-correlated distortion
share the same natural origin, and that this signal-correlated distortion must be responsible for the required
output power saturation.
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These critical points, usually observed in the PA onset of saturation, provide
high signal-to-distortion ratios at high output power and PAE, being therefore very
attractive as a linear PA design tool. To distinguish them from the small-signal
IMD sweet-spots, obtained at certain bias points and independent of small-signal
level, they were called in the literature ‘‘large-signal IMD sweet-spots ’’ [24].

Studying these large-signal IMD sweet-spots to gather qualitative information
on their origin, which, hopefully, may lead to their control, is the objective of the
following discussion.

According to what we already know, a large-signal IMD sweet spot, Vi0 , must
correspond to a point of driving level in which PA AM/AM characteristic must be
preceded by gain expansion and followed by gain compression or vice-versa.
Although it may not be easy to find such a point for a general PA characteristic
function, iO [vI (t )], one thing is certain: S (Vi ) must saturate when the dc supply
becomes short in supplied power [i.e., when iO (t ) tends to a square wave]. There,
S (Vi ) tends to a constant, Ss , and D (Vi ) becomes, from (5.224),

D (Vi ) = SS −
4

V 3
i
E
Vi

0

v2SS dv = −
1
3

Ss (5.228)

indicating that PIMD tends to a saturated asymptotic value that is about 9.5 dB
below the saturated output signal power, and in opposite phase to the signal. But,
we have seen in Section 5.3.2.1 that PA saturation could be directly related to
saturated IO [vI (t )] characteristic, and that to the switching of iO (t ) control from
the PA circuit’s input mesh, to its output mesh.

So, we should expect a large-signal IMD sweet-spot taking place for a Vi0
which approximately imposes Vo = VDC − VK (i.e., for which the output swing
leaves saturated region of FETs to enter in their triode region, or leaves the active
region of BJTs to enter saturation), whenever the device is biased in a bias point
of positive third-order iO [vI (t )] Taylor series expansion coefficients. Actually, if
we admit the continuity of the PA’s intermodulation response, and we know that
it starts, at small-signal levels, by reinforcing the fundamentals and ends in opposite
phase to them, at very large-signal regimes, it must pass through an IMD null
somewhere in between.

On the contrary, if the device is biased in a point of negative third-order Taylor
series coefficient, a sudden increase in IMD is to be expected at the onset of output
power saturation.

To test those hypotheses, let us take again the general PA characteristic function
of Section 5.3.2.1 (see Figure 5.30). Expanding such a iO [vI (t )] in a Taylor series
up to, let us say, fifth order, we get
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iO [vI (t )] = I0 + G1vi (t ) + G2vi (t )2 + G3vi (t )3 + G4vi (t )4 + G5vi (t )5

(5.229)

in which the vi (t ) = vI (t ) − VI is the signal deviation from the bias point VI . In
(5.229), the various coefficients are defined by

Gn =
1
n !

∂niO [vI ]

∂vn
I

|
vI = VI

(5.230)

and the odd-order ones are plotted in Figure 5.36 along with iO (vI ). Since for
very low vI , iO (vI ) is only controlled by the input, its coefficients are similar to
the ones shown by an isolated FET [small-signal Taylor series expansion of
iDS (vGS ): Gm , Gm2 , and Gm3], or voltage driven BJT [small-signal Taylor series
expansion of iE (vS ): Ges , Ges2 , and Ges3]. This is why G3 is positive before cut-
off (class C mode), it is null near cut-off (class B mode), and then becomes negative
(class AB and class A modes). The following negative and positive large lobes do
not correspond to any physically reasonable bias point, but simply to the strong
nonlinear effect of the output boundary appearing at very high iO (vI ) currents.

Figure 5.37(a–e) presents the output power [corresponding to S (Vi ) − PL (Vi )],
intermodulation distortion power [corresponding to D (Vi ) − PIMD (Vi )], power

Figure 5.36 Illustrative characteristic function of the nonlinearity used in the circuit under study,
iO , and odd-order Taylor series expansion coefficients, G1, G3, and G5, versus input
bias.
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Figure 5.37 Fundamental output power, PL ; IMD power, PIMD ; power gain, GP ; and intermodula-
tion ratio, IMR , for various quiescent points determining (a) class C, (b) class AB,
(c) class A, (d) class B in a small-signal IMD sweet-spot, and (e) class AB, but very
close to class B.

gain [Gp (Vi )], and signal-to-IMD ratio [IMR (Vi )], of a power amplifier biased
for several quiescent points.

In Figure 5.37(a) the device was biased for class C with VI = −1.20V, where
G3 is clearly positive. S (Vi ) and Gp (Vi ) show the expected small-signal gain
expansion, typical of unsaturated class C PAs, which is then followed by a maximum
of Gp (Vi ) and the corresponding IMD null or high IMR . This large-signal IMD
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Figure 5.37 (continued).

sweet-spot appears at a driving amplitude of approximately Vi = 1.19V (Pin = 2.5
dBm), which was found to be coherent with the expected input voltage swing
necessary to drive the device to its knee voltage. As expected, after the sweet-spot,
the IMR tends to the 9.5-dB asymptotic value.

In Figure 5.37(b) the device was biased at VI = −0.68V, clearly in class AB
operation mode. The steadily compressing behavior of S (Vi ) is typical of that PA
operation mode. Because G3 is already negative, input small-signal distortion adds
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Figure 5.37 (continued).

in phase to large-signal output distortion causing the sudden increase in D (Vi )
when the device enters saturation. After that, IMR tends again to its asymptotic
value of 9.5 dB.

Figure 5.37(c) corresponds to a class A PA. The constant gain associated to
very large IMR is typical of this ‘‘linear’’ mode of operation. But, even a class A
PA becomes strongly nonlinear when overdriven, as is shown by the obvious
increase of D (Vi ) seen for Vi over 0.84V (Pin = −0.5 dBm). This is a situation
similar to the class AB PA as they both share a quiescent point where G3 is negative.
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Figure 5.37 (continued).

In Figure 5.37(d) the device was biased exactly at VI = −1.04V [i.e., the small-
signal IMD sweet-spot (G3 = 0)], determining, therefore, ideal class B operation.
As expected, small-signal Gp (Vi ) is almost constant, D (Vi ) is extremely low and
shows a rise of about 5 dB/dB, a clear indication of uncovered fifth-order distortion.
Although, in the present case, there is no large-signal IMD sweet-spot, in a real
PA it is very hard to tell what will actually happen. Indeed, near the small-signal
IMD sweet-spot the ratio and relative signs of third and higher order distortion
components vary so much that it becomes very difficult to predict the magnitude
and phase of IMD before reaching the onset of saturation. And this may generate
PIMD (Pin ) patterns even more complex than the ones already discussed.
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Figure 5.37 (continued).

That is what we want to illustrate with the last case shown in Figure 5.37(e),
where a small, but already negative G3 (corresponding to class AB) is first canceled
by the higher order contributions, thus creating a new IMD null quite far from
saturation. But, since after this excitation level IMD becomes controlled by those
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higher order components, it also faces an inversion of phase [accompanied by a
change from gain compression to gain expansion in the S (Vi ) pattern], thus still
enabling the previously studied large-signal IMD sweet-spot at the onset of satura-
tion. Although such a situation may sound, at this time, not much more than a
theoretical curiosity, hardly (if ever) observed in MESFET based PAs, it was already
experimentally reported in PAs using Si MOSFET and LDMOS devices [25], where
it is quite common. It may therefore be used to build very linear and highly efficient
MOSFET PAs.

In summary, we have seen that the interaction between small- and large-signal
distortion can, indeed, largely determine the shape of D (Vi ), inducing regions of
sudden IMR degradation, but also of IMR improvement. In both cases, these
critical Vi0 driving levels are determined by the onset of saturation, which is
naturally dependent on the voltage gain, Av = −G1RL , and the small-signal IMD
level (i.e., G3). Since G1 and G3 are strongly dependent on the quiescent point,
VI , it should cause no surprise that this VI can be used to control Vi0 .

Another way to control the sweet-spot position, would be by changing the
value of RL and therefore the gain of the PA. That is exactly what can be concluded
from the observation of Figure 5.38, which illustrates the impact of RL on large-
signal IMD sweet-spot position, and IMD level. This figure shows that higher RL
values, producing more horizontal load lines, and so crossing a smaller number of
vI I/V curves before reaching knee voltage (indicating a reduced vGS voltage swing),
indeed generate sweet-spots at lower Vi0 driving levels.

After this introduction to large-signal IMD behavior, it is now important to
discuss the limitations imposed by the simplifying model assumptions. We will
begin by relaxing the first assumption: absence of memory.

Memory can have its origin in the device or terminating impedances, and it
can have a short or long duration, wherever it is compared to the carrier or the
envelope period, respectively.

Following the Volterra series analysis undertaken on small-signal amplifiers
(Section 5.2.4), the active device can present reactive elements that, combined with
the PA input and output matching networks, create short memory effects. But, it
can also present low-frequency dispersion or self-heating time constants that, along
with the PA bias circuitry, are comparable with the period of the difference fre-
quency of the two-tone excitation. Finally, there are also equivalent circuit elements,
both in the device and the matching networks, that may present reactive impedances
to the even-order harmonics (mainly the second-harmonic), which are then reflected
onto inband IMD by even-order mixing.

To evaluate the impact of terminating impedances on large-signal IMD perfor-
mance, it is better to consider a real power amplifier microwave circuit, like the
one referred to as the DUT in the laboratory setup of Figure 5.39. Being a MESFET-
based amplifier, it is supposed that the device’s nonlinearities are concentrated at
the output circuit [mainly the iDS (vGS , vDS ) channel current], and therefore it is
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Figure 5.38 Impact of resistive PA load resistance, RL , on large-signal IMD behavior.
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Figure 5.39 Typical laboratory setup used for evaluating the impact of load impedance on large-
signal IMD performance.

expected that only the load impedance will have a noticeable effect. That is the
reason why we concentrated the following analysis in the amplifier’s output mesh,
and we have replaced it by a convenient one-port network.

Beginning by the termination presented to the fundamental, Figure 5.40 illus-
trates the result of a simulated load-pull of S (Vi ) and IMR (Vi ) at the onset of
saturation, and in a quiescent condition where this PA is expected to present a
large-signal IMD sweet-spot. Since, as we have just studied, load impedance controls
large-signal sweet-spot position, these load-pull results were obtained by appropri-
ately adjusting input power, so that the IMR (Vi ) values were all measured at the
sweet-spot.

The first conclusion that can be drawn from Figure 5.40 is that the best IMR (Vi )
load impedance values define an approximate straight line, which is close to a
Smith chart diameter. In fact, it is nothing but the line of real impedances slightly
rotated by the MESFET output parasitics, such that the intrinsic load impedance
presented at the equivalent circuit drain-source current source terminals is purely
real. Actually, that is why the load of highest output power also falls over that
line. So, optimized IMD results correspond to deeper sweet-spot valleys, which are
obtained under ideal memoryless conditions.

When intrinsic load impedance shows notable reactive components, providing
the circuit with memory effects at the fundamental, small-signal input and large-
signal output generated distortion can no longer be in exact opposite phase, and
sweet-spot cancellation ceases to be perfect. The large-signal IMD sweet-spot valley
is less pronounced, and measured IMR (Vi ) is lower. This is the justification for
the IMR (Vi ) decrease observed in Figure 5.40, when load impedance is located
farther and farther from the referred optimum line.

Advancing now to study the effect of out-of-band load impedance terminations,
we considered three groups of impedances at baseband, second-harmonic, and
third and higher harmonics. Because both RF power dissipation and waveform
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Figure 5.40 Load-pull contours of the output terminating impedance at the fundamental signals:
(a) IMR simulated at a large-signal IMD sweet-spot, and (b) associated Pout .

shaping for optimized efficiency criteria demand for reactive out-of-band imped-
ances, only purely imaginary impedances of GL = 1, GL = j, GL = −1, and GL = −j
were considered. When one of the out-of-band impedances was varied, the others
were kept fixed at either an open or short-circuit, as indicated in Table 5.2.

Results shown in Figure 5.41(a, b) clearly indicate that the load impedance
presented to the beat-frequency (v2 − v1) has a major impact, not only on the
deepness of the IMD valley, but even in its position and existence, as is reflected
in the compression or expansion characteristics evidenced by the output power at
the fundamental. Moreover, Figure 5.41(c, d) show that second-harmonic termina-
tion can only have any noticeable effect if baseband impedance is set to a short-
circuit. If the difference frequency termination is left open, third-order distortion
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Figure 5.40 (continued).

Table 5.2 Different Out-of-Band Load Termination Settings Used for Getting the Results of
Figure 5.41

Load Termination GL @ Baseband GL @ Second-Harmonic GL @ Third and Higher
Settings (v2 − v1) (2v ) Harmonics (>2v )

(a) Variable 1 | 180° 1 | 180°
(b) Variable 1 | 0° 1 | 180°
(c) 1 | 180° Variable 1 | 180°
(d) 1 | 0° Variable 1 | 180°
(e) 1 | 180° 1 | 180° Variable

(f) 1 | 0° 1 | 180° Variable
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Figure 5.41 Fundamental output power, PL , and IMD power, PIMD , for each matching network
load-pulling: (a, b) baseband; (c, d) second-harmonic; and (e, f) third-, fourth-, fifth-,
and upper harmonics, according to Table 5.2.
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Figure 5.41 (continued).
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Figure 5.41 (continued).
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created by remixing high baseband output voltage with the fundamentals dominates
any possible third-order distortion created by remixing second-harmonics with the
fundamentals.

This strong impact of baseband termination on inband IMD characteristics is
not particular to the present amplifier under study but is, indeed, quite common
to a broad range of topologies and even transistor types. In fact, it has been
extensively used as a practical tool for amplifier IMD control and efficiency
enhancement, by injecting a processed version of the envelope at the input or the
output. In the first case, we have a group of PA linearizer circuits operating by
envelope feedback [3], while, in the second, various forms of envelope injection
known as envelope restoration or envelope bias modulation [1] were proposed.

Although in the present case baseband termination was only varied when the
second-harmonic was kept fixed at a short or open-circuit, and vice-versa, it has
often been observed, and theoretically explained, that reactive baseband termina-
tions can also interact with reactive second-harmonic impedances to produce asym-
metry in the IMD upper and lower sidebands [10]. Very briefly, this could be
attributed to the fact that ZL (v2 − v1) must be complex conjugate to ZL (v1 −
v2), while ZL (2v1) ≈ ZL (2v2) and ZL (v1) ≈ ZL (v2). Therefore, if all the out-of-
band terminations have strong imaginary parts, they will determine approximately
complex conjugate third-order IMD components, proportional to ZL (v2 −
v1)ZL (v2) and ZL (v1 − v2)ZL (v1), adding in amplitude and phase to compo-
nents proportional to ZL (2v2)ZL (−v1) and ZL (2v1)ZL (−v2), which present
similar imaginary parts. So, while one of these pairs of IMD components produce
cumulative imaginary parts in its corresponding IMD sideband, the other pair
generates compensating imaginary parts, thus creating the observed IMD power
asymmetries.

Finally, load impedance terminations at the third or higher harmonics have an
almost negligible impact on inband IMD, as seen from Figure 5.41(e, f). This result
should cause no surprise, as these terminations can only control fifth or higher
order inband products, which are expected to have a magnitude much smaller than
the dominating third-order ones.

Before concluding this discussion on PA large-signal distortion, it is convenient
to make a brief remark about multitone or randomly modulated stimuli, since they
are the actual type of signals handled by real PA circuits. Comparing them to the
two-tone excitation considered up to now, there are two important differences.
The first one is their time-varying amplitude, or envelope, and the second refers
to their frequency content.

Contrary to a two-tone, whose envelope is a deterministic sinusoid, a real
bandpass telecommunications excitation has an envelope depending on both the
particular statistics of the modulating signal, and the modulation technique in use.
So, there may be excitations, as those of the GSM mobile system [26], in which
the amplitude envelope is almost constant, or others, like the third generation
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UMTS system [27], where the amplitude envelope varies significantly. So, although
the conclusions drawn for small-signal IMD sweet-spots under two-tone excitation
can be directly extrapolated to these complex modulated signals, the conclusions
associated to the large-signal IMD sweet-spots cannot. While, in the first case, the
linearization effect was a consequence of the elimination of the source of distortion
(nullifying Volterra series third-order nonlinear transfer function, responsible for
small-signal inband distortion), in the second, we only manage to cancel contribu-
tions of various orders, and at a particular voltage swing. In a varying amplitude
envelope signal, however, such a strict voltage swing is indefinable, but statistically
reached depending on the excitation power. Actually, when average input excitation
is increased from small-signal towards saturation, the probability with which the
envelope takes that critical value starts by being very small, reaches a maximum
for a certain stimulus level, and dropping again after that. So, we can no longer
have these sharp IMD minima (nor the also observed abrupt rises in distortion)
on PIMD versus Pin curves, but simply diffuse zones of distortion output where its
power rises more slowly (or rapidly) then the typical small-signal 3 dB/dB slope
as illustrated Figure 5.42.

Where the frequency content is concerned, it is obvious that a two-tone excita-
tion has only one baseband component at v2 − v1 , whereas a bandpass noise
signal of Bw bandwidth determines a continuous baseband spectrum from dc to
Bw. Therefore, we can no longer talk about a single complex number representing
the baseband terminating impedance, but must take track of all effects that might
result from the whole possible combinations of even-order mixing products falling
in this continuous baseband. Therefore, if that terminating impedance varies signifi-
cantly, it is likely that the average result will again contribute to smooth the former
PIMD (Pin ) abrupt changes.

5.4 Linear Mixer Design

Although the title of this section specifically refers to mixers, and we will adopt
this example for the explanation, its material is applicable to a wider range of
circuits, such as modulators and demodulators, waveform samplers, RF switches,
and even controlled attenuators. In fact, every one of these devices can be viewed
as a time-varying mildly nonlinear circuit in which the flow of one signal is con-
trolled by the time variation of another one. For instance, in the case of mixers or
samplers, the controlling signal is the local oscillator (LO) or sampling clock, while
the stimulus is the RF signal, and the output is the intermediate-frequency (IF) or
sampled waveform. In RF switches or variable attenuators, the LO role is played
by the control signal, although it varies in a much slower way than usual mixer
LOs. And, since most of the modulators and demodulators can be implemented
with RF mixers, or analog multipliers, they can be also analyzed with the following
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Figure 5.42 (a) Fundamental output power, PL , and IMD power, PIMD , for a two-tone excitation;
and (b) adjacent-channel power, PACP , for a noise signal, driving a PA biased at class
AB and class C.
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techniques. In this latter case, however, it may not be so clear which signal should
we take as the LO or the RF. If one of the inputs has so stronger amplitude that
it is reasonable to admit it drives the circuit into a distinct nonlinear regime,
while the other constitutes only a small perturbation to that operating point, the
attribution of roles is obvious. Otherwise, the quasilinear techniques of the follow-
ing sections are not applicable, demanding for a true multitone large-signal analysis.

Furthermore, in all the addressed circuits, it is assumed that the two inputs
are uncorrelated, in the sense that their frequencies are not harmonically related,
and so there is no definable relation between their phases.

5.4.1 General Mixer Design Concepts

One of the applications where mixer nonlinear distortion deserves special attention
is downconversion of heterodyne telecommunications receivers. There, the mixer
is usually preceded by a low-noise preamplifier and coarse channel-selection filter,
and drives a high-gain narrowband IF amplifier. Contrary to these blocks, which
may be very linear, the mixer is, necessarily, a nonlinear device, because only a
nonlinearity can operate the desired frequency translation. So, it is quite likely that
it will be the mixer that determines the receiver’s overall distortion performance.

In order to prevent an intolerable mixer distortion level, it must be driven by
an RF signal of sufficiently small amplitude, which indicates that the gain of the
preamplifier must be kept at reasonable low values. This, in turn, implies that the
preamplifier gain may not be high enough to desensitize the overall receiver’s noise
factor from the mixer’s noise contribution. And so, mixer noise factor is another
characteristic to take into account.

Due to the downconversion operated onto the receiver’s excitation, signal
conditioning at IF is, in principle, much easier than at RF. Consequently, it can
be expected that good IF amplifier gain and noise factor performance are not too
difficult to get, which then implies that mixer gain may not be so important as its
noise or distortion. And, in reality, many good mixer designs do not present power
gain from RF to IF, but loss, instead.

Other important mixer characteristics are port-to-port isolation and image
rejection. In the former, we want to guarantee, for example, that no LO signal
appears at the RF or IF ports in order to prevent desensitization of the preamplifier
or IF amplifier, or even its radiation through the receiving antenna. In the latter,
we ought to prevent noise present at the image frequency, IM, from being converted
onto the desired IF. This is particularly important in multichannel systems where
the undesired IM channel (one which is the mirrored image of the RF across the
LO symmetry axis) may have an amplitude even higher than the sought channel.
As a matter of fact, the main role of the input coarse channel-selection filter is IM
rejection. Because this IM frequency is located only two times the IF apart from
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the RF input, available IM rejection filter cut-off slopes may dictate the IF frequency
value, and so the number of different IF chains in the receiver’s architecture.

There are many distinct mixer topologies, which differ from the selected nonlin-
earity or the number of equal coupled nonlinearities. According to the selected
nonlinearity, there are diode mixers, normally using high-speed Schottky diodes,
or transistor mixers, either based on FETs or BJTs. Referring to the number of
those nonlinear devices needed, the mixer can be unbalanced (only one device),
singly balanced (at least two equal devices), or doubly balanced (at least four equal
devices). However, every one of these follows a common design procedure, which
will be exemplified for one simple, but also of practical relevance, unbalanced
topology: the active FET mixer. After that, nonlinear distortion mechanisms in
general diode mixers will also be briefly addressed.

5.4.2 Illustrative Active FET Mixer Design

The FET active mixer topology under study is depicted in Figure 5.43. It includes
LO, RF, and IF matching networks, which also serve as appropriate terminations
to the other signals, and gate-source and drain-source bias circuits. In the present

Figure 5.43 (a) General FET active mixer topology. (b) Schematic diagram of the S-band MESFET
active gate mixer used for the practical examples of this section.
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example, it is assumed that the mixer will be operated as a downconverter where
vIF = vRF − vLO and vRF > vLO .

The IF matching circuit must also filter out any other mixer output spurious
signals, like LO, RF, or IF harmonics, and their possible beat products. In a down-
converter, the IF matching circuit should, therefore, include a lowpass or bandpass
filter. Looking into the RF matching network, it should be clear that it has to help
the necessary LO-RF isolation, and to provide the eventual IM rejection.

In this type of FET mixer, both the LO excitation and the RF input are applied
to the gate terminal, while the IF output is collected from the drain. Since the RF
is a small vgs (t ) excitation, and the LO is a strong vGS (t ) modulating signal, the
following iDS (t ) expression clearly indicates that a maximized conversion efficiency
is obtained when the LO induced variation of gm (t ) is higher:

iDS (t ) = IDS (t ) + gm (t )vgs (t ) + gds (t )vds (t ) + . . .

≈ IDS [vGSLO
(t )] + gm [vGSLO

(t )]VgsRF
cos (vRF t ) (5.231)

+ gds [vGSLO
(t )]VdsRF

cos (vRF t ) + . . .

where it was assumed that no LO signal appears at the drain.
The form of the output I/V curves of a FET indicates that this maximum gm (t )

variation is obtained when the device is biased in its saturation region (VDS >
VK ). Moreover, to prevent the generation of nonlinear distortion in the strongly
nonlinear triode zone, the device should be kept always inside that region of high
vDS voltages. That can be guaranteed by using a very low load resistance to the
LO signal, typically a short-circuit.

Biased in the saturation region, the mixer behaves as a time-varying transcon-
ductance—gm (t )—and thus may be active. That is, unlike diode or FET resistive
mixers, which always show conversion loss, a FET active gate mixer can provide
conversion gain.

Turning our attention to the gate port, it is also clear that the desired maximized
variation of gm (t ) with the LO requires that vGS (t ) should be biased in a point,
VGS , where ∂Gm /∂vGS |vGS = VGS

is larger. Since

∂Gm
∂vGS |vGS = VGS

vDS = VDS

=
∂2iDS

∂v 2
GS

|vGS = VGS
vDS = VDS

= 2!Gm2(VGS , VDS ) (5.232)

we conclude that minimum conversion loss should be reached when biasing the
FET for its Gm2(VGS ) maximum. Although Gm2 is a small-signal expansion param-
eter, while the LO excitation will certainly present a large swing in comparison
to the dc quiescent point, this result is consistent with the empirical knowledge
that maximum conversion efficiency is obtained if the FET is biased near turn-on:



5.4 Linear Mixer Design 361

VGS ≈ VT . In terms of the desired RF termination at the drain, a short-circuit
should be, again, and in principle, the best choice. Actually, any possible RF
component present at vDS (t ) could also generate distortion in the FET’s iDS (vDS )
nonlinearities.

After this introductory discussion, let us now carry on a quantitative analysis
of the circuit. Since the mixer is supposed to handle an RF signal of much lower
amplitude than the bias or LO driving, it can be analyzed as a time-varying mildly
nonlinear system. Therefore, the adopted analysis method will follow the time-
varying Volterra theory presented in Section 3.2.3.

Figure 5.44 represents an equivalent circuit model of our FET active mixer, in
which the input and output matching circuits were lumped with the gate and drain
bias circuits into Y1(v ) and Y2(v ) embedding admittances.

5.4.2.1 Large-Signal Mixer Analysis Under Local Oscillator Excitation

According to Section 3.2.3, the mixer analysis procedure starts by the determination
of the time-varying quiescent point. For that, the RF small perturbation is ignored
(i.e., IRF is assumed zero), and a harmonic balance analysis of the circuit is
performed.

According to the piecewise HB analysis presented in Section 3.3.5, our network
involves two port sources, F = 2, three nonlinear elements, M = 3, and three
controlling port voltages, L = 3. But, since all these controlling ports are shared
by the nonlinear elements, and the output port coincides with the dc drain excita-
tion, the total number of required network ports is five, as depicted in Figure 5.44.
Following the same procedure of Section 3.3.5, we now augment the linear network
with the current sources, iLO (t ), IGS , and IDS , to end up in a system of 3(2K + 1)
equations per 3(2K + 1) unknowns. It relates INL [V(v )] = [I3(v )I4(v )I5(v )]T to
V(v ) = [V3(v )V4(v )V5(v )], where I3(v ) = jvQgs [V3(v )], I4(v ) = Ids [V3(v ),
V4(v )], and I5(v ) = jvQgd [V5(v )], since V3(v ) = Vgs (v ), V4(v ) = Vds (v ), and
V5(v ) = Vgd (v ).

When the HB solution is reached, we get a frequency-domain description of
the control voltages, from which all network branch currents or node voltages can
be determined. In particular, the current entering the extrinsic gate terminal, Iin (v ),
and the voltage at that node, Vin (v ), define the input impedance at all LO harmon-
ics, kvp , k = −K , . . . , 0, . . . , K :

Zin (kvp ) ≡
Vin (kvp )

I in (kvp )
(5.233)

LO efficiency demands for a conjugate match at the fundamental, and reactive
source impedances at all other harmonics, typically short-circuits. So, the gate
matching network should be designed to transform the LO source impedance
(generally a 50-V resistance) into ZS (vp ) = Zin (vp )* and ZS (kvp ) ≈ 0 for k > 1.
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Figure 5.44 Active gate FET mixer equivalent circuit used for nonlinear analysis.
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In FET mixers, and as long as LO pumping does not lead to gate-channel
junction conduction or breakdown, Zin (v ) remains approximately unchanged. So,
finding optimum matching conditions is probably not too difficult.

On the contrary, when the nonlinearity is a diode or bipolar transistor, Zin (v )
changes significantly with LO drive, and so obtaining a conjugate match may
require some iterations. That is clear with an unbiased p-n or Schottky junction
that shows an almost pure reactance (due to the junction depletion charge) when
LO is too small to induce forward conduction. This inhibits efficient power transfer
to the device, and the pumping regime remains practically unchanged. However,
when some power begins to be delivered to the junction, its impedance starts to
show some resistive component and an adjustment on LO source impedance is
required. Then, additional power can be delivered, the input impedance gets pro-
gressively more resistive, and a new adjustment is needed. Those steps should then
be repeated until a matching condition, under the desired LO drive, is reached.

5.4.2.2 Mixer Small-Signal Linear Analysis

The second step in our mixer design procedure consists of determining the best
bias voltages, VGS and VDS , LO driving amplitude, and terminating impedances
for conversion efficiency maximization.6

Optimizing conversion performance requires the inclusion of RF excitation.
For that, the control voltages obtained from HB simulations are converted to the
time-domain (a result readily available from mixed-mode HB, time-step integration,
or shooting-Newton simulators), and then used to obtain the time-varying linear
description of the mixer circuit. So, following the procedure described in Section
3.2.3, vGS (t ), vDS (t ), and vGD (t ) are substituted into the first-degree Taylor series
expansions of the FET:

i gs (t ) =
d
dt

[qgs1(t )vgs (t )] (5.234)

= ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
Qgs1k1

Vgsb,k2
j [(k1 + k2)vp + vb ]e j [(k1 +k2 )vp +vb )]t

i ds (t ) = gm (t )vgs (t ) + gds (t )vds (t )

= ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
Gmk1

Vgsb,k2
e j [(k1 +k2 )vp +vb )]t (5.235)

+ ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
Gdsk1

Vdsb,k2
e j [(k1 +k2 )vp +vb )]t

6. In accordance to our goal of dynamic range optimization, a low mixer noise factor should also be addressed.
However, the analysis of noise in mixers is quite involved, and falls outside the scope of this text. The
interested reader is kindly suggested to consult [26].
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and

i gd (t ) =
d
dt

[qgd 1(t )vgd (t )] (5.236)

= ∑
K

k1 =−K
∑
K

k2 =−K
∑
B

b =−B
Qgd 1k1

Vgdb,k2
j [(k1 + k2)vp + vb ]e j [(k1 +k2 )vp +vb )]t

which provide the linear responses to the multitone small-signal RF perturbation:

iRF (t ) = ∑
Q

q =−Q
Irfq

e jvq t (5.237)

As stated in Section 3.2.3, (5.234) to (5.236) can be expressed in conversion
matrix format, to read as

Igs = jV .x QgsVgs (5.238)

Ids = GmVgs + GdsVds (5.239)

and

Igd = jV .x QgdVgd (5.240)

Still following Section 3.2.3, a conversion matrix formulation can also be used
to describe all other linear elements of the FET equivalent circuit. So, although
quite laborious to be treated by hand, a conversion matrix formulation of the
circuit of Figure 5.44 would be straightforward, leading to an [Y] or [S] parameter
description, in which all matrix elements are, themselves, conversion matrices.

That would be the standard direction to follow. And, nowadays, a few commer-
cial HB simulators, which have already incorporated a specific mixer analysis mode,
can be used to facilitate this task.

Nevertheless, we will keep our hand analysis adopting three simplifying
assumptions.

The first one states that the FET is approximately unilateral to the IF. This is
an acceptable supposition, at least for reasonably low frequencies, and whenever
the input LO and RF matching circuits are capable of presenting the desired short-
circuit to the IF signal. The effect of that belief is the absence of any IF signal
component at vGS (t ), and thus vgsIF

(t ) ≈ 0. If that assumption can be extrapolated
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to the rest of mixing products (a realistic guess in low-frequency designs), then
vgs (t ) will only have non-null components at vRF and vIM .

The second assumption admits that the output IF matching circuit presents an
approximate short-circuit to the RF signal and all high-frequency mixing products,
so that we will have Vds (kvp + vIF ) ≈ 0 for k ≠ 0.

The third assumption consists of neglecting cgs (t ) and cgd (t ) mixing effects
(i.e., admitting linear Cgs and Cgd ).

These assumptions lead to an ideal FET active mixer, in which the only time-
varying elements are gm (t ) and gds (t ).

In terms of its mixing properties, the mixer becomes the time-varying four-
pole of Figure 5.45. In this equivalent circuit, all drain parasitics plus Y2(v ) and
Cds were lumped into a single Yd (v ), and the gate parasitics plus Cgs and Y1(v )
were lumped into Yg (v ). The Miller equivalents of source parasitics and Cgd were
also included in these two terminating admittances.

This time-varying four-pole can now be described by the following admittance
conversion matrix system:

3
Igs−K

A
Igs−1

Igs0

Igs1

A
IgsK

4 = 3
0
A
0
0
0
A
0

4 (5.241a)

and

Figure 5.45 Simplified linear time-variant equivalent circuit of the FET active mixer of Figure 5.44.
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3
Ids−K

A
Ids−1

Ids0

Ids1

A
IdsK

4 = 3
Gm0

Gm−1
… Gm−K

… … Gm−2K

A A A A A A A
… Gm1

Gm0
Gm−1

… Gm−K
…

GmK
… Gm1

Gm0
Gm−1

… Gm−K

… GmK
… Gm1

Gm0
Gm−1

…

A A A A A A A
Gm2K

… … GmK
… Gm1

Gm0

43
Vgs−K

A
Vgs−1

Vgs0

Vgs1

A
VgsK

4
+ 3

Gds0
Gds−1

… Gds−K
… … Gds−2K

A A A A A A A
… Gds1

Gds0
Gds−1

… Gds−K
…

GdsK
… Gds1

Gds0
Gds−1

… Gds−K

… GdsK
… Gds1

Gds0
Gds−1

…

A A A A A A A
Gds2K

… … GdsK
… Gds1

Gds0

43
Vds−K

A
Vds−1

Vds0

Vds1

A
VdsK

4
⇔ Ids = Gm Vgs + Gds Vds (5.241b)

where a Fourier expansion from −2K to 2K was adopted in the Gm and Gds
conversion matrices, since it is more common in mixer literature and because of
its increased accuracy. Simplicity of notation also determined that in (5.241) and
in following expressions Idsk

, Igsk
, Vgsk

, or Vdsk
represent the whole set of mixing

products arising from any of the IF vb (or RF vq ) tones with the k th harmonic
component of the local oscillator. According to the conventions adopted in Section
3.2.3, the organization of frequency mixing components in all Ids , Vgs , and Vds
arrays are such that, for example, Ids in (5.241) reads as

−B … −1 +1 … B

−K
A

−1
0

+1
A

+K

3
Ids [−(K − 1)vLO − vRFB

] … … Ids [−(K + 1)vLO + vRFB
]

A A A A
Ids (−vRFB

) … Ids (−vRF1
) Ids (−vIM1

) … Ids (−vIMB
)

Ids (−vIFB
) … Ids (−vIF1

) Ids (vIF1
) … Ids (vIFB

)

Ids (vIMB
) … Ids (vIM1

) Ids (vRFB
) … Ids (vRFB

)

A A A A
Ids [(K + 1)vLO − vRFB

] … … Ids [(K − 1)vLO + vRFB
]

4
(5.242)

So, looking at the general output vIF components we obtain
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Ids (vIF ) = GmK
Vgs [−(K + 1)vLO + vRF ] + . . .

+ Gm1
Vgs (−vIM ) + Gm0

Vgs (vIF ) + Gm−1
Vgs (vRF ) + . . .

+ Gm−K
Vgs [(K − 1)vLO + vRF ] (5.243)

+ GdsK
Vds [−(K + 1)vLO + vRF ] + . . .

+ Gds1
Vds (−vIM ) + Gds0

Vds (vIF ) + Gds−1
Vds (vRF ) + . . .

+ Gds−K
Vds [(K − 1)vLO + vRF ]

But, since the assumed unilateral characteristics of our particular mixer lead
to a vgs (t ) that contains no components either than vRF and vIM , and because
vds (t ) is nearly short-circuited for all mixing products except the IF, Ids (vIF ) can
be simplified to

Ids (vIF ) ≈ Gm1
Vgs (−vIM ) + Gm−1

Vgs (vRF ) + Gds0
(vIF )Vds (vIF )

(5.244)

This expression indicates that conversion gain optimization requires a (VGS ,
VDS ) bias point and a LO drive that maximize first-order Fourier component of our
time-varying transconductance gm (t ). That is, conversion efficiency is optimized
whenever gm (t ) presents an amplitude as high as possible, and with odd symmetry.
Relating this to the device’s Gm (vGS ) variation, we can conclude that maximum
conversion gain must be associated to bias points of rapidly varying Gm (vGS ), or
high Gm2(vGS ). Although this conclusion was determined by the approximate
unilateral characteristics of our idealized mixer, it has a wider application because,
in general, the amplitude of mixing components tends to diminish with increasing
order.

Figure 5.46 shows simulated conversion gain variation versus gate-source bias,
VGS , of the MESFET active mixer of Figure 5.43, when drain bias and local
oscillator drive are kept constant. Figure 5.47 is a plot of the Gm2(VGS ) of the
MESFET device used. The similar behavior of Gm2(VGS ) and conversion loss
validates our qualitative statement on that direction.

To get deep insight into this frequency conversion process, Figure 5.48 repre-
sents Gm (VGS ), Gm1

(VGS ), and also three gm [vGSLO
(t )] waveforms obtained at

VGS = −1.3V, VGS = −1V, and VGS = −0.6V. Observing those curves, and realizing
that vGSLO

(t ) is sinusoidal, it is now clear that maximum conversion efficiency
should be obtained near VGS = −1V, since it is the point where transconductance
is an almost ideal odd function of vGS , therefore maximizing its odd-order Fourier
components and, in particular, Gm1

.
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Figure 5.46 Typical MESFET active mixer conversion gain versus VGS gate bias for constant VDS
bias and LO drive level.

Figure 5.47 Gm2(VGS ) of the device used in the mixer of Figure 5.46, showing that optimized
conversion performance is attained near Gm2 maximum.
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Figure 5.48 (a) Gm (VGS ) of the MESFET used in our active gate mixer implementation. (b) Variation
of first-order Fourier component of gm (t ), Gm1

, with VGS bias. (c) Examples of
time-varying gm (t ) waveforms obtained for VGS = −1.3V (..), VGS = −1V (-), and VGS
= −0.6V (--).
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Figure 5.48 (continued).

Figure 5.49 refers to conversion gain variation versus LO drive level, when
VDS = 3V and VGS has the best value suggested by Figure 5.46. It shows a continuous
increase in conversion gain until a point where it tends to saturate. This result is
coincident with the knowledge gathered from previous figures which showed that,
biased for maximum Gm2 , Gm1

increases steadily with LO power until a point
where gm (t ) becomes clamped at zero below the threshold voltage (current cut-
off), and at its approximately constant maximum value (corresponding to the vGS
zone where iDS varies in an nearly linear manner with vGS ).

Returning to (5.241), it also indicates that, although sharing the same physical
ports at the gate and drain terminals, we may conceive many different mixer ports
corresponding to the various mixing products, vb ,k = kvp + vb : one input port
for the RF signal at vRF , one output for the IF signal falling at vIF , and many
other ports corresponding to the other mixing products.

Each of these ports sees its own terminating admittances, Yg (vb ,k ) and
Yd (vb ,k ), and contributes to determine mixer performance. For example, terminat-
ing admittances at RF and IF reflect input and output power transfer, and thus
have a direct impact on mixer conversion gain. But, power loss at any spurious
frequency also leads to degradation of conversion characteristics, demanding a
careful load admittance selection. Typically, these spurious contributions are mini-
mized by choosing Yg (vb ,k ) and Yd (vb ,k ) as short-circuits, although there may
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Figure 5.49 MESFET active mixer conversion gain versus LO drive level. VGS = −1V and VDS = 3V.

be other terminations that alter conversion gain, noise, or even intermodulation
performance [28, 29].

From the large set of spurious mixing products, the terminating admittances
at the image frequency, vIM , are the ones having a greater impact in the generality
of mixers, thus deserving a special attention. When the IF frequency is very low,
compared to the RF, the IM frequency is not significantly different from the RF.
Therefore, its termination will not be dramatically distinct from the one at vRF .
However, when vIF is considerably high, the mixer will probably incorporate an
image rejection filter that will independently impose Yg (vIM ). In that case, this
filter should be designed, in combination with the RF and LO matching networks,
to present the desired Yg (vIM ) [as Vds (vIM ) can be easily short-circuited]. This
process of mixer performance optimization, known as image enhancement, should
be used with care as it may lead to reduced conversion loss but at the expense of
worse noise or intermodulation performance [29].

Since we have eliminated both feedback and input nonlinearity from our FET
active mixer circuit, only Yd (vIM ) would have any impact. But, since drain was
already short-circuited at vRF and vIM , we may expect that our simplified design
be insensitive even to vIM terminations.

In general mixer design, and after the terminations at the spurious frequencies
have been selected, it is necessary to design RF and IF matching networks to provide
the required input and output matching. Contrary to LO matching, which involved
a nonlinear regime where optimum driving impedance was dependent on pumping
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level, RF and IF matching is a linear process, similar to the one found in small-
signal amplifiers. Therefore, it is interesting to use that solid two-port linear
theory in mixer design. For obtaining such a two-port description, the (2K + 1) ×
(2K + 1) conversion matrix system of (5.241) is reduced to a 2 × 2 admittance
matrix of a network that was augmented with all but vRF and vIF terminating
admittances, as described in any linear mixer design text [28, 30].

5.4.2.3 Mixer Small-Signal Distortion Analysis

Distortion analysis in mixers is significantly more complex than in amplifiers, due
to the time-varying nature of the circuit. Therefore, it is also in an earlier stage of
development. Published data on this subject usually addresses particular circuits,
most of the time resulting from numerical simulations or laboratory measurements.
Qualitative interpretations are rare, and so results cannot be easily extrapolated
to other mixer topologies and even less to different mixer devices. To complement
that, in the following paragraphs, we will restrict the analysis to very simple
situations, just to bring a first insight into the controlling mechanisms of mixer
distortion.

Following the procedure of Section 3.2.3, nonlinear distortion analysis is per-
formed in a similar way as linear mixer analysis. It begins by extending the device’s
mildly nonlinear voltage-dependent charge and current Taylor series expansions
from degree one up to the desired degree, typically three. So, now, (5.234) to
(5.236) should read as

igs (t ) =
d
dt

[qgs1(t )vgs (t ) + qgs2(t )vgs (t )2 + qgs3(t )vgs (t )3] (5.245)

ids (t ) = gm (t )vgs (t ) + gds (t )vds (t )

+ gm2(t )vgs (t )2 + gmd (t )vgs (t )vds (t ) + gd 2(t )vds (t )2 (5.246)

+ gm3(t )vgs (t )3 + gm2d (t )vgs (t )2vds (t ) + gmd 2(t )vgs (t )vds (t )2

+ gd 3(t )vds (t )3

igd (t ) =
d
dt

[qgd 1(t )vgd (t ) + qgd 2(t )vgd (t )2 + qgd 3(t )vgd (t )3] (5.247)

Knowing the time-domain waveforms of vGS (t ) and vDS (t ), determined by the
large LO excitation, and the laws with which those Taylor series coefficients
vary with the control voltages, it is straightforward to obtain the time-varying
coefficients’ description and their corresponding conversion matrices.
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A full time-varying Volterra series analysis of the circuit would be similar to
the time-invariant study already presented for the small-signal amplifiers of
Section 5.2.4.2, with the exception that the quiescent point is no longer a fixed
(VGS , VDS ) pair, but the time-varying [vGS (t ), vDS (t )] imposed by the dc bias
supplies plus the LO pumping. Each element of the circuit must then be substituted
by its conversion matrix, and the linear circuit [Y], [Z], or [S] matrix becomes a
matrix of conversion matrices. This shows that even the most simple mixer topolo-
gies are too involved to be analyzed by hand, unless they are based in very few
nonlinearities and their equivalent circuits include one single node (plus the refer-
ence) or mesh.

To enable a qualitative small-signal distortion study, we reiterate the approxi-
mations above assumed for the linear mixer analysis, which allowed the treatment
of the full four-pole FET as the unilateral one of Figure 5.45. Furthermore, assuming
the FET is always kept in saturation, we may expect that Gds (vGS ) behaves as a
linear conductance, which can be lumped into Yd (v ), and that the ids (vgs ) nonline-
arity will dominate over the qgs (vgs ) and qgd (vgd ) charge nonlinearities, the ids
current nonlinearities of the output or even the ones represented by the cross-
coefficients. In this case, the only time-varying nonlinear element is iDS [vGS (t )],
and (5.246) can be reduced to

ids (t ) = gm (t )vgs (t ) + gm2(t )vgs (t )2 + gm3(t )vgs (t )3 (5.248)

where vgs (t ) is assumed to be determined by a two-tone excitation at vRF1
(vIF1

)
and vRF2

(vIF2
).

The analysis follows the method of nonlinear currents and starts by calculating
the first-order control voltage vector, Vgs1 , and the output voltage vector, Vds1 .

Since the linear analysis of the circuit of Figure 5.45 leads to

Vgs1 = Zg .x Is (5.249a)

or

Vgs1 = 3
Vgs1−2,−K

… Vgs12,−K

A A
Vgs1−2,0

… Vgs12,0

A A
Vgs1−2,K

… Vgs12,K

4
= 3

Zg [−(K − 1)vLO − vRF2
] … Zg [−(K + 1)vLO + vRF2

]

A A
Zg (−vIF2

) … Zg (vIF2
)

A A
Zg [(K + 1)vLO − vRF2

] … Zg [(K − 1)vLO + vRF2
]
4
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.x 3
0 … 0
A A

Is−2
… Is2

A A
0 … 0

4 (5.249b)

Ids1 = GmVgs1 (5.250a)

or

Ids1 = 3
Ids1−2,−K

… Ids12,−K

A A
Ids1−2,0

… Ids12,0

A A
Ids1−2,K

… Ids12,K

4 = 3
Gm0

… Gm−K
… Gm−2K

A A
GmK

… Gm0
… Gm−K

A A
Gm2K

… GmK
… Gm0

4Vgs1

(5.250b)

the first-order control voltage, or output voltage, is

Vds1 = −Zd .x Ids1 (5.251a)

or

Vds1 = 3
Vds1−2,−K

… Vds12,−K

A A
Vds1−2,0

… Vds12,0

A A
Vds1−2,K

… Vds12,K

4 (5.251b)

= −3
Zd [−(K − 1)vLO − vRF2

] … Zd [−(K + 1)vLO + vRF2
]

A A
Zd (−vIF2

) … Zd (vIF2
)

A A
Zd [(K + 1)vLO − vRF2

] … Zd [(K − 1)vLO + vRF2
]
4 .x Ids1

in which Zg (v ) ≡ 1/Yg (v ) and Zd (v ) ≡ 1/Yd (v ).
When squared, first-order control voltage at the gate, Vgs1

, will produce second-
order intermodulation products, V (2)

gs1c ,k
, corresponding to all possible combinations
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of two different vb ,k frequencies. These V (2)
gs1c ,k

will span from v−4,k to v4,k , and
result in second-order nonlinear current components in gm2(t ), which will be
given by

Ids2 = 3
Ids2−4,−K

… Ids24,−K

A A
Ids2−4,0

… Ids24,0

A A
Ids2−4,K

… Ids24,K

4
= 3

Gm20
… Gm2−K

… Gm2−2K

A A
Gm2K

… Gm20
… Gm2−K

A A
Gm22K

… Gm2K
… Gm20

43
V (2)

gs1−4,−K
… V (2)

gs14,−K

A A
V (2)

gs1−4,0
… V (2)

gs14,0

A A
V (2)

gs1−4,K
… V (2)

gs14,K

4
(5.252)

As long as the application of Volterra series nonlinear currents method is
concerned, the second-order equivalent circuit of Figure 5.45 has only one excitation
source, Ids2 . So, second-order output intermodulation products come directly as

Vds2 = 3
Vds2−4,−K

… Vds24,−K

A A
Vds2−4,0

… Vds24,0

A A
Vds2−4,K

… Vds24,K

4 = −Zd .x Ids2 (5.253)

Because, in general, entries of highest amplitude are usually the ones at vRF
and vIF , second-order intermodulation components at the difference frequency,
vIF2D

= vIF1
− vIF2

= vRF1
− vRF2

, will be dominated by mixing products between
vRF and vIF :

Ids2 XvIF2D
C ≈ Gm21

V (2)
gs1 XvIF1

− vRF2
C + Gm20

V (2)
gs1 XvIF1

− vIF2
C (5.254)

+ Gm20
V (2)

gs1 XvRF1
− vRF2

C + Gm2−1
V (2)

gs1 XvRF1
− vIF2

C

while the ones at the sum frequency vIF2S
= vIF1

+ vIF2
will be dominated by
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Ids2 XvIF2S
C ≈ Gm20

V (2)
gs1 XvIF1

+ vIF2
C + Gm2−1

V (2)
gs1 XvRF1

+ vIF2
C (5.255)

+ Gm2−1
V (2)

gs1 XvIF1
+ vRF2

C + Gm2−2
V (2)

gs1 XvRF1
+ vRF2

C

However, in the particular case of our mixer, it is expected that Vgs1(vRF )
dominates over any other gate voltage component, and thus (5.254) and (5.255)
simply become

Ids2 XvIF2D
C ≈ Gm20

V (2)
gs1 XvRF1

− vRF2
C (5.256)

and

Ids2 XvIF2S
C ≈ Gm2−2

V (2)
gs1 XvRF1

+ vRF2
C (5.257)

Equations (5.254) and (5.256) show that second-order distortion in a general
mixer is controlled by various Fourier components of the time-varying
second-degree nonlinear coefficient. So, minimizing this form of out-of-band distor-
tion requires that one determines the dominant terms of (5.254) and (5.255), and
then adopt a time-varying quiescent point that reduces the correspondent Fourier
component. Equations (5.256) and (5.257) indicate that in our simplified mixer
model optimum second-order intermodulation distortion at the difference frequency
is obtained when Gm2(dc ) is minimum, while an optimum at the sum frequency
(or any of the second harmonics of the output, 2vIF1

, 2vIF2
) would require a

minimum of Gm2(2vLO ).
Figures 5.50 and 5.51 illustrate the dependence of second-order distortion at

vIF2D
and vIF2S

on VGS bias point. For comparison purposes, these figures also
represent the magnitude of the Gm2(dc ) and Gm2(2vLO ) Fourier coefficients.

Note that, contrary to what we had in small-signal amplifiers, in which Gm2
controlled second-order distortion of both v2D and v2S outputs, in a mixer these
are determined by distinct Gm2(dc ) and Gm2(2vLO ) Fourier coefficients.

Figure 5.52 shows HB simulation results of second-order distortion at vIF2D

and vIF2S
of our active mixer prototype, versus LO power level, when the device

is biased at the point of maximum conversion gain, VGS = −1V. The comparison
of these results with the respective Gm2(dc ) and Gm2(2vLO ) shows that these
Fourier coefficients can, indeed, predict the level of second-order distortion. In
practice, this should be expected up to the level where vDSLO

(t ) excursion enters
the FET’s triode zone, creating, this way, other mixing effects in the device’s output
[gds (t ), gmd (t ), and gd2(t )].

According to what we found in Section 3.2.3, third-order intermodulation
arises directly from the cube of first-order components, Vgs1

(kvLO + vIF ),
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Figure 5.50 Dependence of second-order distortion at vIF2D
on VGS bias point. Note the strong

correlation between the amplitude of this distortion component (-+ -) and Gm2(dc ) (-).

Figure 5.51 Dependence of second-order distortion at vIF2S
on VGS bias point. Note the strong

correlation between the amplitude of this distortion component (-+ -) and
Gm2(2vLO ) (-).



378 Highly Linear Circuit Design

Figure 5.52 Dependence of second-order distortion at (a) vIF2D
(-+ -), and (b) vIF2S

(-+ -) on LO
available power level, when the device is biased at the point of maximum conversion
efficiency, VGS = −1V. For comparison purposes, Gm2(dc) (-) and Gm2(2vLO ) (-) were
also plotted in (a) and (b), respectively.
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V (3)
gs1d ,k

, and from mixing products between these fundamentals and second-order

ones, V (3)
gs12d ,k

:

Ids3 = 3
Ids3−8,−K

… Ids38,−K

A A
Ids3−8,0

… Ids38,0

A A
Ids3−8,K

… Ids38,K

4
= 23

Gm20
… Gm2−K

… Gm2−2K

A A
Gm2K

… Gm20
… Gm2−K

A A
Gm22K

… Gm2K
… Gm20

43
V (3)

gs12−8,−K
… V (3)

gs128,−K

A A
V (3)

gs12−8,0
… V (3)

gs128,0

A A
V (3)

gs12−8,K
… V (3)

gs128,K

4
+ 3

Gm30
… Gm3−K

… Gm3−2K

A A
Gm3K

… Gm30
… Gm3−K

A A
Gm32K

… Gm3K
… Gm30

43
V (3)

gs1−8,−K
… V (3)

gs18,−K

A A
V (3)

gs1−8,0
… V (3)

gs18,0

A A
V (3)

gs1−8,K
… V (3)

gs18,K

4
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Therefore, third-order output intermodulation products, will be given by

Vds3 = 3
Vds3−8,−K

… Vds38,−K

A A
Vds3−8,0

… Vds38,0

A A
Vds3−8,K

… Vds38,K

4 = −Zd .x Ids3 (5.259)

Repeating the approximate analysis done for second-order distortion, we con-
clude that, in general time-varying circuits, third-order intermodulation components
at vIF3

= 2vIF1
− vIF2

will be dominated by the following mixing products between
vRF and vIF :
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Ids3 XvIF3
C ≈ 2Gm20

V (3)
gs12 X2vIF1

− vIF2
C + 2Gm2−1

V (3)
gs12 X2vRF1

− vRF2
C

+ 2Gm2−1
V (3)

gs12 XvRF1
+ vIF1

− vIF2
C + 2Gm2−2

V (3)
gs12 X2vRF1

− vIF2
C

+ Gm31
V (3)

gs1*X2vIF1
− vRF2

C + Gm30
V (3)

gs1 XvRF1
+ vIF1

− vRF2
C

+ Gm30
V (3)

gs1 X2vIF1
− vIF2

C + Gm3−1
V (3)

gs1 X2vRF1
− vRF2

C

+ Gm3−1
V (3)

gs1 XvRF1
+ vIF1

− vIF2
C + Gm3−2

V (3)
gs1 X2vRF1

− vIF2
C

(5.260)

According to (5.260), inband third-order distortion is again controlled by
various Fourier coefficients of gm2(t ) and gm3(t ). However, noticing that because
the terms affected by gm2(t ) arise from mixing weak second-order distortion compo-
nents with the excitation, while the ones affected by gm3(t ) operate directly on the
RF input, it may be expected that these latter contributions will determine mixer
inband distortion. Furthermore, if only terms including vRF components are consid-
ered, as is the case of our FET active mixer, then we can conclude that third-order
distortion at vIF3

= 2vRF1
− vRF2

is governed by Gm3(vLO ), becoming

Ids3 XvIF3
C ≈ Gm3−1

V (3)
gs1 X2vRF1

− vRF2
C (5.261)

This is actually the outcome of Figure 5.53, where third-order distortion and
Gm3(vLO ) magnitudes are plotted against VGS bias.

If third-order harmonic distortion at 3vIF were compared to third-order distor-
tion at 2vIF1

− vIF2
, then we would again conclude that, while the latter is deter-

mined by Gm3(vLO ), the former is controlled by the different Fourier coefficient
of Gm3(3vLO ), as is depicted in Figure 5.54.

Comparing those results with third-order distortion observed in FET-based
small-signal amplifiers, one surprising conclusion arises. If one of those amplifiers
were biased in a point of maximum Gm variation with vGS , and thus maximum
Gm2 , we would expect a very good third-order distortion, as a maximum Gm2
necessarily corresponds to a null Gm3 (i.e., to a small-signal IMD sweet-spot).
Figure 5.55(a) indeed shows that Gm3 |VGS = −1V = 0. But, the curious situation is
that the analysis of our mixer does not lead to a minimum of third-order distortion,
but to a maximum instead! The reason for this fact is apparent in Figure 5.55(b)
which shows three gm3[vGSLO

(t )] waveforms obtained when the mixer is biased
before the null of Gm3 , exactly in the null, and after it. Actually, what is happening
is that, due to the almost ideal odd symmetry of Gm3 in the null, gm3(t ) waveform
presents strong odd-order Fourier components, therefore determining a maximum
of FET gate mixer third-order inband or harmonic distortion.
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Figure 5.53 Dependence of third-order distortion at vIF on VGS bias point. Note the strong correla-
tion between the amplitude of this distortion component (-+ -) and Gm3(vLO ) (-).

Figure 5.54 Dependence of third-order harmonic distortion at 3vIF on VGS bias point. Note that
it is clearly governed by the Fourier coefficient of Gm3(3vLO ).
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Figure 5.55 (a) Variation of the third-degree Taylor series coefficient with VGS bias for the MESFET
used in our active mixer. (b) Three gm3[vGSLO (t )] waveforms obtained for VGS = −1.5V
(..), VGS = −1V (-), and VGS = −0.3V (--).
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For completeness, Figure 5.56 shows HB simulations of third-order inband
and harmonic distortion of our MESFET active mixer, versus LO power level,
when the device is biased at the point of maximum conversion gain, VGS = −1V.
According to what we have said about second-order distortion results, the range
of validity of the analysis made for third-order distortion is again limited by the
contribution of mixing components generated in the FET’s output [gds (t ), gmd (t ),
gd2(t ), gm2d (t ), gmd2(t ), and gd3(t )].

5.4.2.4 Mixer Large-Signal Distortion Analysis

As discussed in Section 3.2.5, the main limitation of any Volterra series model (either
it is time-invariant or time-varying) is the restricted range of allowed excitation drive
levels. For normal RF circuits this is located near the 1-dB compression point.
Although frequency converters operated into saturation are rare, this might not be
the case for mixers used as modulators or PLL phase detectors, for example.
Handling those situations requires the use of a multitone large-signal analysis
procedure like the ones referred to in Section 3.3.4.

Considering the various simulation methods described in Chapter 3, there may
be some different opinions on what type of technique offers the best compromise
between flexibility, simulation time, computer memory storage requirements, and
accuracy. It seems, however, that for mixer large-signal distortion analysis, the
decision must be taken from the mixed-mode harmonic-Newton algorithm, either
it is based on the multidimensional Fourier transform (MDFT-HB) or on some
appropriate artificial frequency mapping (AFM-HB). Because the computational
workload of MDFT-HB implementations increases dramatically with the number
of input tones, it is probable that mapping methods will play the major role for
this job.

To study the distortion behavior under saturation, the available power of a
two-tone excitation at vRF1

= 1,795 MHz and vRF2
= 1,805 MHz was swept from

−30 dBm up to 0 dBm, while the power of local oscillator signal (vLO = 1,850
MHz) was kept constant at −5 dBm.

For this simulation seven harmonics were considered for each of the three
signals. The handled spectrum resulted from the diamond-diamond truncation
scheme of Section 3.3.4.3, where |k1vLO | + |k2vRF1

| + |k3vRF2
| < 9. Although

it may appear unreasonable to use the same number of harmonics for both the
LO and RF excitations, one must realize that near saturation there is no significant
difference between the LO and of the RF signals. In fact, at those drive levels, the
specific role of the LO (as a time-varying quiescent point) and the RF (small-signal
perturbation of the time-varying quiescent point) is lost. For example, in the present
case of a FET active gate mixer this situation is reached when the RF drive is so
high that vGSRF

(t ) voltage swing is similar to the one imposed by the local oscillator.
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Figure 5.56 Dependence of third-order distortion at (a) 2vRF1 − vRF2 (-+ -), and (b) 3vRF1 (-+ -) on
LO available power level, when the device is biased at the point of maximum conversion
efficiency, VGS = −1V. For comparison purposes, Gm3(vLO ) (-) and Gm3(3vLO ) (-) were
also plotted in (a) and (b), respectively.
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Figure 5.57 presents simulation results of output IF power at vIF1
, even-order

distortion at the difference frequency vIF1
− vIF2

, and also output third-order
distortion power at 2vIF1

− vIF2
. Similarly to what we had already observed for

the power amplifier, the distortion begins presenting a 2 and 3 dB/dB behavior at
small-signal levels and then tends to saturation. The extrapolated output second-
order and third-order intercept points are IP2D = 23.9 dBm and IP3 = 23.5 dBm,
respectively, while the 1-dB compression point is close to P1dB = 3.8 dBm.

As expected, the mixer output departs from its quasilinear behavior for early
input power levels and shows strong compression when RF available power
becomes comparable with LO oscillator power (−5 dBm).

5.4.3 Intermodulation Distortion in Diode Mixers

Although transistor devices are preferred in monolithic integrated circuit designs,
Schottky diodes are still one of the most popular technologies in microwave and
wireless hybrid mixers. And, even though their design methodology, or nonlinear
distortion analysis, closely follows the one already presented for the FET mixer,
its practical importance demands at least a glimpse in this text. Therefore, the
following analysis is a compromise between a long and detailed study, and an
absolute lack of reference to that pillar of mixer technology.

Figure 5.57 HB simulation results of output IF power at vIF1 (-), even-order distortion at the
difference frequency vIF1 − vIF2 (-+ -), and output third-order distortion power at
2vIF1 − vIF2 (-x-). xx axis is the available input RF power level per tone.
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Except at the highest end of millimeter-wave band, diode mixers are rarely
made of a single device. Actually, they are usually associated in singly balanced
pairs, or doubly balanced quads. Nevertheless, these composite configurations can
always be divided in two symmetrical circuits of singly balanced arrangements or
single devices, and finally, analyzed as individual diodes. The characteristics
obtained with that isolated device can then be extrapolated to the final balanced
circuit via the conclusions derived in Section 5.5.

The adopted topology for the present study is the opposite-phase singly bal-
anced diode mixer of Figure 5.58(a). It is composed of a 180-degree transformer
hybrid, in which the LO is driving in phase both nonlinear devices, while the RF
signal is applied in opposite phase. At the IF port, the diode output currents are
simply added in phase and finally filtered by the lowpass IF matching circuit. The
grounded quarter-wavelength stubs, present between the diodes and the trans-
former, provide the necessary dc current path and are approximately short-circuits
to the IF frequency. On the other hand, it is also supposed that the open-circuited
stub and the grounded capacitor, at the input of the IF filter, provide a short-
circuit to both the RF, LO signals, and all harmonics.

For the purpose of nonlinear analysis, the single diode circuits of
Figure 5.58(b, c) can be represented as one of the alternative Norton or Thévenin
equivalents depicted in Figure 5.59.

Assuming the diode is an ideal Schottky junction composed of an exponential
voltage-dependent current source, plus a nonlinear junction capacitance modeled
by a voltage-dependent depletion charge, we have

iD (t ) = FIS e
vD (t )
hVT − 1G +

d
dt FQj0S1 −

vD (t )
Vbi

D1−gG = iNL (t ) +
dqNL (t )

dt

(5.262)

Therefore, the circuit response to the large-signal LO excitation corresponds
to the solution of the following harmonic balance equation:

Ys (v )Vd (v ) + Inl (v ) + jVQnl (v ) − Is (v ) = 0 (5.263)

in which Vd (v ), Inl (v ), and Qnl (v ) are the discrete Fourier transform vectors
of the vD (t ), iNL (t ), and qNL (t ), respectively, and IS (v ) is the LO sinusoidal
excitation.

After the Vd (v ) ↔ vD (t ) is obtained for the iS (t ) LO stimulus, the diode
current and charge can be obtained from (5.262). Then, the diode current and
charge constitutive relations can be expanded in two Taylor series around this
time-varying quiescent point:
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Figure 5.58 (a) Singly balanced diode mixer topology under study. (b) Single diode equivalent
mixer circuit for large-signal time-varying quiescent point calculation. (c) Single diode
equivalent mixer circuit for small-signal RF excitation.
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Figure 5.59 (a) Norton and (b) Thévenin equivalent circuits of the single diode mixer used in the
nonlinear analysis.

inl (t ) = gd 1(t )vd (t ) + gd 2(t )vd (t )2 + gd 3(t )vd (t )3 (5.264)

and

qnl (t ) = cd 1(t )vd (t ) + cd 2(t )vd (t )2 + cd 3(t )vd (t )3 (5.265)

If now the gd ,n (t ) and cd ,n (t ) are expanded in discrete Fourier series, the time-
domain products gd ,n (t )vdRF

(t )n and cd ,n (t )vdRF
(t )n of (5.264) and (5.265) can

be represented in conversion matrix form as in the usual small-signal time-varying
system analysis. So, if the RF signal is a two-tone excitation, the first-order conver-
sion matrix equation of the circuit becomes
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Ys .x Vd1 + Gd1Vd1 + jV .x Cd1Vd1 = Is (5.266)

where the conversion matrices and current and voltage vectors have the form
already described for the MESFET gate mixer.

The application of this first-order small-signal diode voltage, Vd1(v ), into
(5.264) and (5.265) generates second-order nonlinear current and charge compo-
nents of inl2(t ) = gd2(t )vd1(t )2 and qnl2(t ) = cd2(t )vd1(t )2, which will generate
second-order diode voltages determined by

Ys .x Vd2 + Gd1Vd2 + jV .x Cd1Vd2 = −I(2)
nl − jV .x Q(2)

nl (5.267)

Solving (5.267) for Vd2(v ) enables the calculation of third-order nonlinear
currents, and then third-order diode voltages, as in the usual time-varying Volterra
series analysis.

Although conceptually simple, this analysis is particularly involved in the pres-
ent case. In fact, since the diode current and charge exponential nonlinearities
operate over a control voltage that contains components at virtually all mixing
products, there is no easy way of identifying the dominant contributors for the
resulting diode current or voltage. Note that, contrary to what we have assumed
for the MESFET active gate mixer, we no longer have a transfer nonlinearity of
isolated input and output ports, but a two-terminal nonlinearity in which a common
port is shared between the input and output. The full conversion matrix description
is thus required, and a qualitative hand analysis is impossible.

So, in order to provide the reader with a basic understanding of the origins of
nonlinear distortion in a diode mixer, we will continue the analysis in two levels.
We will adopt a simplified purely resistive model to study the nonlinear distortion
generation process, which will be afterwards complemented by three-tone harmonic
balance simulation results obtained from the full diode mixer model.

5.4.3.1 Nonlinear Distortion Analysis of a Simplified Diode Mixer Model

For this simplified diode mixer analysis we assume a purely resistive model, in
which qNL (t ) = 0 and Zs (v ) = 1/Ys (v ) = RS is constant in frequency. Assuming
that the reverse current is negligible, the approximate mesh equation that describes
the circuit of Figure 5.59(b) is thus

vS (t ) ≈ RS iD (t ) + hVT lnFiD (t )
IS

G (5.268)

or

iD (t ) ≈ IS e
vS (t ) − RS iD (t )

hVT (5.269)
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which shows that, similarly to what we have already done for the BJT-based small-
signal amplifier in Section 5.2.4, we can conceive the circuits of Figure 5.59(a, b)
as being based on a new nonlinearity composed of the diode and the resistor RS .
In this way, (5.269) is the implicit-form current/voltage relationship describing that
new nonlinearity, iD (t ) = f [vS (t )]. Since, now, the mixer nonlinearity is driven by
an ideal voltage source, its input port is automatically decoupled from the output.
In the small-signal analysis, the new input voltage has only non-null components
at ±vRF (which are a priori known) and the conversion matrix formulation becomes
straightforward one-dimensional products.

The large-signal analysis under LO excitation is now a simple calculation of
iD (t ) = f [vS (t )] when vS (t ) = VS + VsLO

cos (vLO t ). As seen in Section 5.2.4,
f [vS (t )] is exponential near conduction threshold, some Vg = 0.6V to 0.7V, and
tends to become linearly dependent on vS (t ), actually iD (t ) = 1/RS [vS (t ) − Vg ],
when forward conduction is limited by series resistance RS . So, biased at VS = 0V
and excited with an LO amplitude large enough to drive the diode into strong
conduction, the iD (t ) current waveform will be almost zero for vS (t ) < Vg , an
exponential of the sinusoidal vS (t ) in the vicinity of conduction threshold, and
then sinusoidal for large and positive vS (t ). Biased at VS < 0 the diode remains
cut-off at a major portion of the vS (t ) period and conversion efficiency drops.
Finally, biased at VS > Vg , the diode is driven to strong conduction in a significant
part of the sinusoidal LO. iD (t ) is almost linearly dependent on vS (t ), the circuit
lacks in mixing nonlinearity and conversion efficiency drops again.

This behavior of bell shaped conversion efficiency is, again, a consequence of
the form of Gd2 = (1/2)∂iD /∂vS versus bias, as was shown in Figure 5.17(b).

Following the approximate analysis previously undertaken for the MESFET
active mixer, Figures 5.60 through 5.62 show conversion loss, second-order distor-
tion at vIF1

− vIF2
and vIF1

+ vIF2
, and third-order distortion at 2vIF1

− vIF2
and

3vIF1
, obtained from our simplified analysis and the full three-tone harmonic

balance simulations of the circuits of Figure 5.58(b, c).7

Those curves show a rather complex nonlinear distortion behavior versus bias,
presenting some peaks, but also very deep nulls. And, although in real circuits a
higher LO drive level plus reactive terminating impedances and depletion junction
capacitance may soften these strong distortion power variations, there may be still
some space for bias optimization. Unfortunately, since minimum conversion loss
must also be sought, this bias margin becomes restricted to no more than a few
hundred millivolts; in our case, about 0.3V < VS < 0.45V. And, in that region, it
seems inband distortion passes through a valley, while out-of-band distortion pres-
ents a reasonably wide plateau.

7. Although these results can be extrapolated for any single diode mixer, the reader should keep in mind
that, in singly or doubly balanced configurations, second-order distortion will be strongly reduced by the
inherent cancellation process provided by those balanced mixer arrangements.
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Figure 5.60 Diode mixer conversion loss versus VS bias, for constant LO drive level, obtained from
the simplified resistive model (-) and harmonic balance simulations of the full nonlinear
model (-+ -).

Where conversion efficiency and distortion versus LO drive are concerned, a
similar qualitative interpretation can be proposed. We suppose that bias is left at
VS = 0V (a typical situation in most practical diode mixers, but probably far from
being the best as suggested in Figure 5.60 where a value near VS = 0.3V to 0.4V
would be better) but LO drive is increased from a small amplitude excitation
towards a large magnitude significantly higher than Vg .

Starting at very low LO signal level, where Vs (vLO ) << Vg the mixing process
can only be produced in the depletion capacitance. Conversion efficiency will be
very low, as will be the level of all other mixing products. When LO level is
increased up to Vg , iD (t ) = f [vS (t )] has an exponential characteristic and conversion
efficiency presents a gentle increase. Distortion products also rise as a consequence
of the increased Gd2 and Gd3 , and so of Gd2(dc ), Gd2(2vLO ), Gd3(vLO ), and
Gd3(3vLO ). However, when the diode becomes strongly driven, its current wave-
form approximates a series of sinusoidal pulses, the device is progressively acting
as a linear (although time-varying) switch, conversion loss tends to a constant and
nonlinear distortion vanishes.

This is what can be observed in Figures 5.63 through 5.65, where the conversion
loss and distortion behaviors of the simplified resistive circuit and the ones of the
full nonlinear model are plotted versus LO drive level.

Conversion loss stabilizes for LO drive levels higher than about −2 dBm
(+1 dBm in the singly balanced configuration), a region where there is still significant
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Figure 5.61 Diode mixer second-order nonlinear distortion at the difference, vIF1 − vIF2 , and the
sum, vIF1 + vIF2 , frequencies, versus VS bias, for constant LO drive level, obtained from
the simplified resistive model and harmonic balance simulations of the full nonlinear
model. vIF1 − vIF2 results of the simplified resistive model (-) and vIF1 − vIF2 results of
the full model (-+ -). vIF1 + vIF2 results of the simplified resistive model (..) and
vIF1 + vIF2 results of the full model (..x..).

variation of second and third-order out-of-band distortion levels, whereas inband
distortion power is already in its monotonic descending zone. So, in a practical
mixer this may be investigated as a clue for possible linearity optimization.

In summary, and similarly to what was done for the MESFET active mixer, a
qualitative interpretation of the shapes of conversion loss, second and third-order
distortion versus bias and LO level is possible, taken the discussed iD (t ) time-
varying quiescent point and the Gd1 , Gd2 , and Gd3 obtained from a successive
differentiation of (5.269). That helps discerning the distortion origins of a mixing
diode, and thus can be used as a guide in the process of diode mixer linearity
optimization. Actually, note that even though these conclusions were obtained
from a very simplified analysis, they are in very good agreement with the observa-
tions made in a real X-band diode mixer [29].

5.5 Nonlinear Distortion in Balanced Circuits

To conclude this chapter on nonlinear distortion in typical microwave and wireless
circuits, it is convenient to study balanced combinations of similar nonlinearities.
We will see that such arrangements offer some attractive properties on this respect.
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Figure 5.62 Diode mixer third-order nonlinear distortion at 2vIF1 − vIF2 , and 3vIF1 versus VS bias,
for constant LO drive level, obtained from the simplified resistive model and harmonic
balance simulations of the full nonlinear model. 2vIF1 − vIF2 results of the simplified
resistive model (-) and 2vIF1 − vIF2 results of the full model (-+ -). 3vIF1 results of the
simplified resistive model (..) and 3vIF1 results of the full model (..x..).

Balanced arrangements are common in both amplifiers (mainly power amplifi-
ers) and mixers. In the former, they provide increased output power capabilities
(as compared to single devices), port matching, and distortion, while in mixers
they can also offer improved port-to-port isolation and spurious mixing products’
rejection [30].

Multiple amplifier topologies usually rely on the combination of two devices,
or in connections of various device pairs, either they are balanced or simple in-
phase parallel structures. On the contrary, typical balanced mixer arrangements
usually show only two (singly balanced topology) or four devices (doubly balanced
topology).

Where the type of power splitter and power combiner are concerned, these
connections can be constituted by a simple in-phase parallel addition, an opposite-
phase arrangement, or a quadrature connection.

Although the following analysis is directed to the nonlinear distortion proper-
ties, the interested reader can obtain further information on the advantages of
microwave balanced circuits in, for example, [30].

5.5.1 Distortion in Multiple-Device Amplifier Circuits

The common topology adopted for the composite amplifier analysis is depicted in
Figure 5.66. It is composed of two identical amplifiers, A and B, connected by a
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Figure 5.63 Diode mixer conversion loss versus LO drive level, for constant VS = 0V bias, obtained
from the simplified resistive model (-) and harmonic balance simulations of the full
nonlinear model (-+ -).

power splitter, PS , and a power combiner, PC. For the sake of analysis’ simplicity
(but without loss of generality), we suppose that the amplifiers are treated as
memoryless transconductance nonlinearities, in which the input signal voltages are
viA

(t ) and viB
(t ), while the correspondent output currents are ioA

(t ) and ioB
(t ),

respectively. So, assuming a power series model, the input-output relationship of
those devices can be represented by

ioA ,B
(t ) = Gm1viA ,B

(t ) + Gm2viA ,B
(t )2 + Gm3viA ,B

(t )3 + . . . = ∑
∞

n =1
Gmn viA ,B

(t )n

(5.270)

5.5.1.1 In-Phase Amplifier Arrangement

If both the power splitter and combiner are equal 3 dB division and in-phase devices
like, for example, the Wilkinson divider/combiner, then viA

(t ) = viB
(t ) and so

ioA
(t ) = ioB

(t ). Since these currents are merely added in-phase, the fundamental or
n th-order distortion power is doubled, as compared to a single isolated device.
The even or odd-order distortion properties of this pair are thus 3-dB scaled replicas
of the ones presented by amplifiers A and B.
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Figure 5.64 Diode mixer second-order nonlinear distortion at the difference, vIF1 − vIF2 , and the
sum, vIF1 + vIF2 , frequencies, versus LO drive level, for constant VS = 0V bias, obtained
from the simplified resistive model and harmonic balance simulations of the full nonlin-
ear model. vIF1 − vIF2 results of the simplified resistive model (-), and vIF1 − vIF2 results
of the full model (-+ -). vIF1 + vIF2 results of the simplified resistive model (..), and
vIF1 + vIF2 results of the full model (..x..).

5.5.1.2 Opposite-Phase Amplifier Arrangement

The opposite-phase amplifier arrangement is a very important case, representing
many circuit topologies found in practice, like the usual class B or class AB push-
pull amplifier and the emitter-coupled (or source-coupled) differential pair. In low-
frequency integrated circuit (IC) designs, the 180-degree power splitter can be
obtained from an emitter-follower (source-follower) and common-emitter (com-
mon-source) stage (taken from the emitter and collector of a single transistor),
while in RF circuits it is usually made from a broadband transformer hybrid or
even a ring (also know as the rat-race) hybrid [30].

In this case, viA
(t ) = −viB

(t ), and so,

ioA
(t ) = ∑

n
Gmn viA

(t )n (5.271)

ioB
(t ) = ∑

n
Gmn viB

(t )n = ∑
n

(−1)nGmn viA
(t )n (5.272)
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Figure 5.65 Diode mixer third-order nonlinear distortion at 2vIF1 − vIF2 , and 3vIF1 versus LO drive
level, for constant VS = 0V bias, obtained from the simplified resistive model and
harmonic balance simulations of the full nonlinear model. 2vIF1 − vIF2 results of the
simplified resistive model (-), and 2vIF1 − vIF2 results of the full model (-+ -). 3vIF1

results of the simplified resistive model (..), and 3vIF1 results of the full model (..x..).

Figure 5.66 General connection of an amplifier pair.

which shows that, if those currents are subtracted in a similar 180-degree hybrid,
the fundamental and odd-order distortion will double, but even-order distortion
cancels exactly.

Obviously, this analysis requires that the ideal subtraction expected from the
180-degree hybrid is guaranteed for the fundamental, but also for any of the
distortion products. And, if this is reasonably true for the broadband active IC
designs, it may fail for some of the higher order harmonics or very low-frequency
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components in the transformer hybrid, and is virtually false for any microwave
hybrid made of transmission lines. In fact, remember that, in this latter case, a
180-degree phase shift at the fundamentals, v1 and v2 , is transformed into 360
degrees at the second harmonics or sum frequency, v1 + v2 , or into an almost
zero phase shift at the beat product v1 − v2 .

Alternatively, if the devices are symmetrical (as is the typical IC case of push-
pull output complementary pairs based on CMOS transistors or PNP-NPN BJT
pair), then,

ioA
(t ) = ∑

n
Gmn viA

(t )n (5.273)

ioB
(t ) = ∑

n
−Gmn viB

(t )n = ∑
n

(−1)n +1Gmn viA
(t )n (5.274)

proving that the same effect can be obtained without the necessity of another
180-degree hybrid at the output.

In effect, it is this even-order nonlinear distortion cancellation that allows
signal reconstruction from the two half-wave sinusoidal currents produced in the
complementary pair alternate operation.

5.5.1.3 Quadrature-Phase Amplifier Arrangement

The quadrature-phase amplifier uses branch-line, coupled-line, or Lange-coupler
90-degree hybrids [30]. Since these are distributed element devices, this amplifier
connection is almost restricted to microwave and millimeter-wave bands. A quadra-
ture hybrid presents a phase shift of 90 degrees between its two outputs, and thus
an equal amplitude two-tone excitation for the amplifiers can be represented by

viA
(t ) = Vi cos (v1 t ) + Vi cos (v2 t ) (5.275)

viB
(t ) = Vi cosSv1 t +

p
2 D + Vi cosSv2 t +

p
2 D (5.276)

Therefore, their current outputs become

ioA
(t ) = ∑

n
GmnV n

i [cos (v1 t ) + cos (v2 t )]n (5.277)

ioB
(t ) = ∑

n
GmnV n

i FcosSv1 t +
p
2 D + cosSv2 t +

p
2 DG

n

(5.278)
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showing that the fundamental output must be built from a 90-degree combination
of ioA

(t ) and ioB
(t ).

Now, looking into the second-order distortion at, for example, the difference
frequency, v1 − v2 , and second-harmonic 2v1 (also illustrative of the behavior at
the sum frequency v1 + v2), we see that

ioA
(t ) =

1
2

Gm2V 2
i {2 cos [(v1 − v2) t ] + cos (2v1 t )} (5.279)

ioB
(t ) =

1
2

Gm2V 2
i {2 cos [(v1 − v2) t ] + cos (2v1 t + p )} (5.280)

Since we have already added a 90-degree phase shift to ioA
(t ), for recovering

fundamental signal, the addition of the quadrature version of ioA
(t ) and ioB

(t ) will
not cancel these second-order products. Because the fundamental currents add in
phase, total output will be the double of each amplifier current. And, as second-
order distortion current components add in quadrature, their sum will only be
1/√2 of their amplitude addition. Therefore, and although this 90-degree amplifier
arrangement cannot provide total second-order distortion cancellation, it still offers
a 3-dB increase in signal-to-distortion power ratio.

For the third-order distortion at, for example, 2v1 − v2 (also illustrative of
any product of the form vi + vj − vk ) and 3v1 (or any product given by vi + vj
+ vk ), we have

ioA
(t ) =

1
4

Gm3V 3
i {3 cos [(2v1 − v2) t ] + cos (3v1 t )} (5.281)

ioB
(t ) =

1
4

Gm3V 3
i H3 cosF(2v1 − v2) t +

p
2 G + cosS3v1 t +

3p
2 DJ

(5.282)

This shows that none of the third-order inband distortion products are can-
celled, but 2v1 + v2 , 2v2 + v1 , 3v1 , and 3v2 are rejected.

Again, note that these results were obtained under the assumption that both
input and output quadrature hybrids show the ideal 90-degree phase shift at all
mixing products. And, this is usually not the case, at least for the common distrib-
uted element implementations. So, any practical balanced amplifier analysis should
be first preceded by a study of the broadband properties of the hybrid in use and
then adapt the present conclusions to that particular circuit.

5.5.2 Distortion in Multiple-Device Mixer Circuits

The topology adopted for our balanced mixer circuits closely follows the one
already presented for the composite amplifier. However, and as seen in Figure 5.67,
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Figure 5.67 General singly balanced mixer topology used in distortion analysis.

now both power splitter hybrid inputs are used, and a simple current addition is
provided at the IF output. Actually, since the inputs of 180-degree hybrids and
90-degree hybrids are mutually isolated, they constitute ideal ports for the local
oscillator and the RF signal. The absence of another hybrid at the output is justified
by what is usually encountered in practical singly balanced mixers.

5.5.2.1 Opposite-Phase Singly Balanced Mixers

When a 180-degree hybrid is used, one of the input signals is applied in opposite-
phase to the nonlinearities, while the other is applied in-phase. Therefore, two
different cases must be considered. In the first one, we assume the LO is applied
in phase and the RF in opposite-phase, and in the other the LO and RF inputs are
interchanged.

If the large-signal LO is applied in phase, the time-varying coefficients of
(5.270), gmn (t ), are equal and described by

gmn (t ) = ∑
K

k =−K
Gmnk

e jkvLO t (5.283)

while the opposite-phase RF small-signal components will be

vARF
(t ) = VRF cos XvRF1

t C + VRF cos XvRF2
t C (5.284)

and

vBRF
(t ) = VRF cos XvRF1

t + p C + VRF cos XvRF2
t + p C (5.285)

So, the output currents at the fundamental IF component, for example
vRF1

− vLO , are given by
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ioAIF
(t ) = VRF |Gm1−1 | cos FXvRF1

− vLO C tG (5.286)

ioBIF
(t ) = VRF |Gm1−1 | cos FXvRF1

− vLO C t + pG (5.287)

A simple addition of ioAIF
(t ) and ioBIF

(t ) thus requires that one of the nonlineari-
ties (e.g., B) is mounted with reversed polarity, so that ioBIF

(t ) is reversed. Alterna-
tively, two identical nonlinearities can be used, but ioAIF

(t ) and ioBIF
(t ) must be

subtracted in another 180-degree hybrid. In such cases, where, for example,
ioB

(t ) is reversed, second-order distortion at vIF1
− vIF2

and 2vIF1
becomes

ioA2
(t ) = Gm20

V 2
RF cos FXvRF1

− vRF2
C tG (5.288)

+
1
2 |Gm2−2 | V 2

RF cos FX2vRF1
− 2vLO C tG

ioB2
(t ) = −Gm20

V 2
RF cos FXvRF1

− vRF2
C tG (5.289)

−
1
2 |Gm2−2 | V 2

RF cos FX2vRF1
− 2vLO C t + pG

being therefore canceled when added.
The output third-order distortion currents at 2vIF1

− vIF2
and 3vIF1

will be

ioA3
(t ) =

3
4 |Gm3−1 | V 3

RF cos FX2vRF1
− vRF2

− vLO C tG (5.290)

+
1
4 |Gm3−3 | V 3

RF cos FX3vRF1
− 3vLO C tG

ioB3
(t ) = −

3
4 |Gm3−1 | V 3

RF cos FX2vRF1
− vRF2

− vLO C t + pG (5.291)

−
1
4 |Gm3−3 | V 3

RF cos FX3vRF1
− 3vLO C t + 3pG

proving that they are treated in the same way as the fundamental IF components.
If now the nonlinearities were driven in opposite-phase by the LO and in-phase

by the RF, we would have a similar situation.
In summary, the 180-degree singly balanced mixer requires that the two individ-

ual nonlinearities are mounted in reverse polarity—unless their output currents are
subtracted by another 180-degree hybrid—provides cancellation of second-order
products, but no rejection of third-order ones.
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5.5.2.2 Quadrature-Phase Singly Balanced Mixers

In the presence of a 90-degree hybrid, one nonlinearity (lets say, A) is driven by in-
phase RF and quadrature-phase LO signals, while the other is driven by quadrature-
phase RF and in-phase LO. So, their output fundamental IF currents at, for example,
vIF1

, will be

ioAIF
(t ) = VRF |Gm1−1 | cosFXvRF1

− vLO C t −
p
2 G (5.292)

ioBIF
(t ) = VRF |Gm1−1 | cosFXvRF1

− vLO C t +
p
2 G (5.293)

which are 180 degrees out-of-phase, therefore requiring the reverse polarity of one
of the nonlinear devices.

In such a circuit, second-order currents at vIF1
− vIF2

and 2vIF1
are given by

ioA2
(t ) = Gm20

V 2
RF cos FXvRF1

− vRF2
C tG

+
1
2 |Gm2−2 | V 2

RF cos FX2vRF1
− 2vLO C t − pG (5.294)

ioB2
(t ) = −Gm20

V 2
RF cos FXvRF1

− vRF2
C tG

−
1
2 |Gm2−2 | V 2

RF cos FX2vRF1
− 2vLO C t + pG (5.295)

and are thus ideally rejected.
Third-order IF currents at 2vIF1

− vIF2
and 3vIF1

will be

ioA3
(t ) =

3
4 |Gm3−1 | V 3

RF cosFX2vRF1
− vRF2

− vLO C t −
p
2 G

+
1
4 |Gm3−3 | V 3

RF cosFX3vRF1
− 3vLO C t −

3p
2 G (5.296)

ioB3
(t ) = −

3
4 |Gm3−1 | V 3

RF cosFX2vRF1
− vRF2

− vLO C t +
p
2 G

−
1
4 |Gm3−3 | V 3

RF cosFX3vRF1
− 3vLO C t +

3p
2 G (5.297)

being therefore both added in a similar way as the IF fundamentals.
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In conclusion, the distortion properties of a quadrature-phase singly balanced
mixer are similar to the ones already studied for the 180-degree arrangement, in
the sense that, again, IF second-order distortion components are rejected and third-
order ones are not.

5.5.2.3 Opposite-Phase Doubly Balanced Mixers

The preceding sections have shown that symmetric connections of two similar
devices, driven with the appropriate phased signals, acquired some special distortion
properties. And even though we have treated these devices as being simple nonlinear-
ities, there is no essential reason to keep such a restriction. In fact, when amplifier
arrangements were studied, there was nothing that prevented the use of one of our
amplifier pairs as the device of another symmetric arrangement.

This hierarchical way of building balanced configurations is particularly useful
in mixers and modulators, resulting in some of its major implementations as the
SSB, BPSK, or QPSK modulators, the image-rejection mixer, and the most common
doubly balanced mixer. Even though there are many possible implementations of
this doubly balanced topology, it is mostly seen as the Schottky diode ring, the
diode star [28], or the four-quadrant analog multiplier (a three differential pair
arrangement know as the Gilbert cell, when implemented in BJT technology) [31].

As an example, Figures 5.68 through 5.70 represent a schematic diagram of
the diode ring mixer, and two equivalent circuits valid when the LO is applied at
port P1 or P2, RF at port P2 or P1, and IF is collected from P3; and when the LO
is applied at port P3 and the RF and IF are the two other ports.

When the controlling LO signal is applied to, say, port P1, the diode pairs
(D1, D2) and (D3, D4) will be driven in an opposite way. So, the diode ring mixer
can be represented as an in-phase combination of the outputs of two opposite-
phase RF driven singly balanced configurations (of symmetric nonlinearites) as
shown in Figure 5.69.

When the controlling LO signal is applied at port P3, it is now the diode pairs
(D1, D3) and (D2, D4) that are being driven in opposite-phase. So, if now the RF
is applied to, say, port P1, the ring can be viewed as an opposite-phase combination
of the outputs of two in-phase RF driven singly balanced configurations as shown
in Figure 5.70. Note that, according to what we have already seen in Section 5.5.2.1,
because each of the singly balanced configurations uses similar (not symmetric)
nonlinearities, their currents must be subtracted in another 180-degree hybrid
transformer [conversely to what we saw in Figure 5.69(a) where these currents
were simply added in a parallel connection].

In conclusion, because these doubly balanced mixers can be viewed as opposite-
phase arrangements of two opposite-phase singly balanced configurations, they
offer further rejection of second-order distortion products, but no cancellation of
third-order ones.
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Figure 5.68 Two equivalent schematic diagrams of the common doubly balanced mixer imple-
mented with a diode ring.
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Figure 5.69 (a) Equivalent circuit of the diode ring mixer when the LO and RF signals are applied
at ports P1 and P2, and the IF is collected from P3. (b) Block diagram representation
showing that this diode ring mixer driven as in (a) can be viewed as a symmetric
combination of two opposite-phase singly balanced mixers.

However, since the LO is always driving two nonlinearities at a time (instead
of only one, as in singly balanced configurations), the RF voltage must be divided
between these two equal nonlinear devices. Therefore, the doubly balanced mixer is
expected to provide better intermodulation performance at the expense of requiring
more LO power, than its singly balanced counterparts.
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Figure 5.70 (a) Equivalent circuit of the diode ring mixer when the LO is applied to port P3, and
the RF and IF are applied to, or connected from, the other two ports. (b) Block diagram
showing that this diode ring mixer driven as in (a) can be viewed as a symmetric
combination of two opposite-phase singly balanced mixers.
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List of Acronyms

ac alternate current (usually the signal component)
ACP adjacent-channel power
ACPR adjacent-channel power ratio
AFM artificial frequency mapping
AGC automatic gain control
AM amplitude modulation
APFT almost periodic Fourier transform
ATT attenuator
BiCMOS bipolar and complementary MOSFET technology
BJT bipolar junction transistor
Bw bandwidth
CAD computer-aided design
CCPR cochannel power ratio
CMOS complementary MOSFET
CW continuous wave (a nonmodulated sinusoid or carrier)
dc direct current (usually the bias)
DFT discrete Fourier transform
DR dynamic range
DUT device under test
ETHB envelope transient harmonic balance
FDTD finite differences in time-domain
FET field effect transistor
FFT fast Fourier transform
HB harmonic balance
HBT heterojunction bipolar transistor
HEMT high electron mobility transistor
HFET heterojunction field effect transistor
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410 List of Acronyms

IC integrated circuit
IDFT inverse discrete Fourier fransform
IF intermediate frequency (usually taken as the output of a mixer)
IFFT inverse fast Fourier transform
IM image frequency
IMD intermodulation distortion (usually the sideband distortion)
IMR intermodulation distortion ratio
JFET junction field effect transistor
LDMOS laterally diffused MOSFET
LNA low-noise amplifier
LO local oscillator (usually the pumping or control signal of a mixer)
MDFT multidimensional discrete Fourier transform
MODFET modulation doped field effect transistor
MESFET metal-semiconductor field effect transistor
MMIC monolithic microwave integrated circuit
MOSFET metal-oxide field effect transistor
MPDE multirate partial differential equation
NF noise factor or noise figure
NLTF nonlinear transfer function
NPR noise power ratio
ODE ordinary differential equation
PA power amplifier
PAE power added efficiency
PDC dc supply power
PDE partial differential equation
PIM passive intermodulation
PM phase modulation
PSD power spectral density
RBw resolution bandwidth
RF radio frequency (sometimes taken as the input signal of a mixer)
SB spectral balance (sometimes also called frequency-domain harmonic

balance)
SCDR power spectral density distortion ratio
SINAD signal-to-noise and distortion ratio
SNR signal-to-noise ratio
SPICE simulation program with integrated circuit emphasis



Notation Conventions 411

THD total harmonic distortion
TWTA traveling wave tube amplifier

Notation Conventions

In the mathematical formulations throughout this book, the notation conventions
used for circuit variables (either voltages or currents) are as described below, unless
otherwise stated. So, for instance, a certain output node voltage can be referred
to as:

VO Quiescent point
vo (t ) Signal component, assumed as a deviation from the fixed quiescent point,

VO

vO (t ) Composite signal (signal and quiescent point): vO (t ) = vo (t ) + VO

Vo Frequency-domain component of the composite signal
Vo Vector representation of the complete frequency-domain composite signal
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ideal, 365
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365 expression, 30
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372–83 performing, 31
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topology, 359 simulated, 245
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Active matching, 264 tests
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AM-PM characterization (continued) Bandpass filters, 325
for fundamental zone outputperforming, 31

setup, 32 preservation, 242
inband/out-of-band distortion effect,setup using calibrated phase shifter/

spectrum analyzer, 34 15
Baseband components, 14simulated, 245

See also One-tone characterization Behavioral models (system level
simulation), 198, 239–46tests

AM-PM conversion, 244 dynamic nonlinear systems, 246
feedback path, 243amplitude envelope variations and, 21

defined, 21 lowpass equivalent, 244, 245
of memoryless bandpass nonlinearity,illustrated, 21

Artificial frequency mapping (AFM), 244, 245
one-tone measurements, 24616–72

defined, 160 Bias
dependence, 300extension to two-base frequencies, 166

for multitone signals with box networks, 264–65
shift in, 14truncation, 162–66

for multitone signals with combined Bias points, 14
calculation by successive first-orderbox-diamond truncation, 169–72

two-tone box truncation technique, model approximation element,
143162

for two-tone signals with diamond for class A linear power, 314
matrices, 269–70truncation, 166–69

See also Multitone harmonic balance noise parameters for, 269–70
variation of second-order distortion,Attenuators (ATT), 58

Automatic gain control (AGC), 254–57 284
variation of third-order distortion, 287defined, 256

feedback loop, 257 Bilinear transformations, 258
Bipolar junction transistors (BJTs),loops, 21, 257

use of, 256–57 234–39
base-emitter junction, 291Available power gain, 262–64

constant, 263 collector current dependence, 321
collector-to-emitter resistance of, 291defined, 263

See also Power gain current voltage characteristics, 323
defined, 234–37

B device model selection, 289–91
emitter junction current, 306Balanced circuits

arrangements, 393 equivalent circuit model, 290
forward current gain, 321multiple-device amplifier, 393–98

multiple-device mixer, 398–405 Gummel-Poon model, 237
input mesh, 320nonlinear distortion, 392–405
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Block tagged diplexer, 217 components, calculating, 60
defined, 15–16Boundary value problem, 179

Box truncation, 154–55 generation, 16
two-tone IMR and, 63AFM, 170

AFM for multitone signals with, Cochannel power ratio (CCPR), 52–56
defined, 55–56162–66

defined, 154 introduction, 55
measurement, 55diamond truncation combined with,

169–72 setup, 57
test setup, 55frequency set generated by, 155

two-tone spectrum example, 161 See also Multitone characterization
testsSee also Harmonic truncation

Bridge setup, 42–43 Cold-FET procedure, 213
Collector efficiency, 313defined, 43

illustrated, 44 Conduction angle, 315, 316
average excitation and, 316–17See also Two-tone characterization

tests defined, 315
linear piecewise amplification for, 316

C maximum collector/drain efficiency
vs., 326Capacitance

depletion, 222, 223 maximum efficiency for, 317
normalized dc power consumption vs.,drain-source, 224

gate-drain, 200 324
normalized load resistance vs., 333gate-source, 200

nonlinear, 78 normalized RF output power vs., 325
See also Power amplifierstime-invariant, 116–18

Cascade connection (subsystems), 125–27 Constant available power gain, 263
Constant-matrix product, 118block diagram, 125

equations, 125 Constant noise figure circles, 267–71
bias points, 269–70first-order NLTF derivation, 126

second-order NLTF derivation, 126 illustrated, 271
steps, 268–71third-order NLTF derivation, 126–27

See also Volterra series analysis Constant operative power gain, 264
Continuation methods, 147(system level)

Characterization Control voltages
determining, 104, 105AM-AM, 29–30

AM-PM, 30 first-order, 105, 277, 278
second-order, 105, 278one-tone tests, 26–35
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Control voltages (continued) AFM output, 170
box truncation combined with,for third-order output component

determination, 120 169–72
defined, 154Conversion efficiency, 390, 391

Conversion gain, 360 frequency set generated by, 155
index vectors, 170MESFET active mixer, 368, 371

optimization, 367 two-dimensional to one-dimensional
transformation, 168Conversion matrix, 136–37, 372

defined, 114 two-tone spectrum, 167
uniformly distributed multitonefirst-order equation, 388–89

formalism, 110, 140 spectrum with, 169
See also Harmonic truncationCripps method, 330

Cross-modulation, 21 Diode mixers
conversion loss, 391Cross-talk example, 9

Current gain limit, 308 conversion loss vs. LO drive level, 394
equivalent circuits, 387

D intermodulation distortion in, 385–92
nonlinear distortion analysis, 389–92dc conversion efficiency, 313

Depletion capacitance, 222, 223 nonlinearity, 390
second-order distortion, 392, 395Desensitization, modeling, 22

Device modeling singly balanced topology, 387
third-order distortion, 393, 396electron, 220–21

empirical, 197 See also Mixers
Diode ring mixers, 402introduction, 197–99

physical, 197 equivalent circuit, 404, 405
schematic diagrams, 403See also Models

Device under test (DUT), 26, 27 See also Diode mixers; Mixers
Diodes, 221–241-dB compression point, 31

continuous noise spectrum, 70 defined, 222
I/V characteristic, 222driven close to saturation, 69

gain and phase, 31 modeling, 223
Schottky, 223gain vs. input drive level, 33

input power, 58, 66 Dirac delta function, 53, 106
Dirac impulses, 86linear gain, 40

nonlinear, output, 29 Direct extraction, 211
Discontinuous functions, 204output, 58

output fundamentals, elimination, 43 Discrete Fourier transform (DFT), 141,
155, 156output linear component, 58

output power spectrum, 67 alternative, 156
of a signals, 141Diagonal matrix, 118

Diamond truncation, 154–55 inverse, 141
two-dimensional, 159AFM for two-tone signals with,

166–69 See also Fourier transforms
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Distortion E
adjacent-channel, 16, 60 Electron device models, 220–21, 220–39
cochannel, 15–16, 20, 60, 63 BJTs, 234–39
defined, 1 diodes/semiconductor junctions,
IMD, 19–20, 37–38, 287–88, 385–92 221–24
inband, 14, 15, 36–39, 279, 380 FETs, 224–34
linear, 3, 4, 5, 6 Emitter degeneration, 302
nonlinear, 3, 10–22, 271–312, Emitter impedance, 302

392–405 Empirical models, 197
out-of-band, 14, 15, 39, 376 compromise, 202–3
performance, 249, 250 as functional description, 212
second-order, 283–84, 298–302, 300, as interpolating function, 202

377–78, 392, 395 Energy balance, 10
third-order, 284–89, 302–12, 380, Envelope transient harmonic balance

393, 396 (ETHB), 184–89
total harmonic (THD), 27, 30–31, 33, application of, 184

35 defined, 184
Distortion analysis equations, 187, 188–89

of diode mixer model, 389–92 procedure illustration, 190–91
frequency-domain techniques (large See also Harmonic balance (HB)

signal), 133–75 Equivalent circuits
frequency domain techniques (small device models based on, 199–220

signal), 80–133 diode mixers, 387
mixer large-signal, 383–85 model extraction, 210–12
mixer small-signal, 372–83 model topology of microwave FET,
techniques summary, 189–94 200
time-domain techniques, 176–89 Norton, 290, 388

Drain efficiency for output second/third-order
conduction angle vs., 326 distortion voltages, 218
defined, 313 Thévenin, 388

Drain-source voltage, 202 topology, physical nature, 201
Dynamic range, 282 Equivalent two-port noise model, 265–67

illustrated, 251 noise resistance, 266
noisy block chain for calculations, 253 representation, 265
optimization, 363 source available noise power, 266
spurious free, 251 Euler expression for cosine, 16
See also High dynamic range Even-order mixing, 347

amplifiers Extraction. See Model extraction
Dynamic systems, 75–76 Extrinsic models, 201

nonlinear example, 83
representation, 83–88

FVolterra series expansion of, 87
See also Systems Fast Fourier transform (FFT), 141, 159
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Feedback connection (subsystems), Fitting error, 205, 208
127–30 Fitting functions, 204

block diagram, 127 Forward biasing base-emitter junction,
feedback relations, 127 290
first-order derivation, 128 Fourier expansion coefficients, 322, 323
second-order derivation, 128 Fourier series, 112
third-order derivation, 129–30 bidimensional, 337
See also Volterra series analysis expansion, 317

(system level) Fourier transforms
Field effect transistors (FETs), 224–34 almost period (APFT), 156–58

biased at sweet-spot, 287–88 discrete (DFT), 141, 155, 156
channel current dependence, 320 fast (FFT), 141
current voltage characteristics, 323 multidimensional (MDFT), 88, 158–60
drain parasitics, 331 Frequency-domain HB. See Spectral
full four-pole, 373 balance (SB)
high electron mobility (HEMT), 221, Frequency-domain scales, 186

226–30 Frequency-domain techniques (large-
junction (JFETs), 221 signal distortion), 133–75
laterally diffused metal-semiconductor HB by Newton iteration, 142–48

(LDMOS), 221, 231–34 HB for network analysis, 172–75
macroscopic behavior, 323 introduction, 133–34
metal-oxide (MOSFETs), 221, 231–34 multitone HB, 154–72
metal-semiconductor (MESFETs), 221, spectral balance, 148–54

224–26 Volterra series’ maximum excitation
model selection, 272–74 level extension, 134–42
output I/V curves, 328, 360 Frequency-domain techniques (small-
subthreshold conduction of, 319 signal distortion)

Figure of merit limitations, 130–33
1-dB compression point, 30 Volterra series analysis (system level),
intercept points, 282 123–30
THD, 30–31 Volterra series analysis (time-invariant

Finite-differences, 181–82 circuits), 88–110
Finite differences in time-domain (FDTD) Volterra series analysis (time-varying

generalization of, 184 circuits), 110–22
Newton-Raphson iterations and, 182 Volterra series model, 80–88
storage needed for, 182 See also Nonlinear analysis techniques

First-order circuits, 7, 96 Frequency mixing products, 112
First-order control voltages, 105, 277,

278, 374
GFirst-order NLTF, 108
Generalized Volterra series, 137First-order output voltage, 113, 118

First-order time-varying conductance, 114 Global models, 199
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Gummel-Poon model, 237 Harmonic truncation, 141, 154–55
carrier recombination, 238 box, 154–55, 162–66, 169–72
defined, 237 diamond, 154–55, 166–72
equivalent circuit topology, 237 strategies, 154
See also Bipolar junction transistors Hermite rational, 153

(BJTs) High dynamic range amplifiers
automatic gain control, 254–57H
defined, 250

Harmonic balance (HB), 74
design, 250–312envelope transient (ETHB), 184, 187,
design concepts, 250–57188
dynamic range, 251–52equation, 140
low-noise design, 265–71frequency-domain. See Spectral
nonlinear distortion, 271–312balance (SB)
small-signal, 257–65, 271–312implementations, 133
system linearity, 254–57inefficient, 178
system noise figure, 252–54as iterative algorithms, 134
system sensitivity, 251–52mixed-mode, 153–54
See also Highly linear circuit designmultitone, 154–72

High electron mobility FETs (HEMTs),for network analysis, 172–75
221, 226by Newton iteration, 142–48

defined, 226nodal, 172
drain-source current model, 226piecewise, 172
empirical functions, 226simulations, 363, 376, 383, 385
parasitic MESFET effect, 226source-stepping, 147
transconductance expansion and, 226summary, 192–93
See also Field effect transistors (FETs)See also Nonlinear analysis techniques

High-frequency asymptote, 308–9Harmonic input method, 88, 106–10
Highly linear circuit design, 249–405for circuit analysis, 108–10

n th-order output, 108 balanced circuits and, 392–405
See also Volterra series analysis (time- high dynamic range amplifier,

invariant circuits) 250–312
Harmonic-Newton algorithm, 74, introduction, 249–50

142–48 linear mixer, 356–92
achieving convergence in, 145–47 linear power amplifier, 312–56
algorithm summary, 147–48 Hyperbolic tangent, 324, 325
anomalous behavior and, 147
convergence problems, 146 I
convergence sensitivity, 146

Image enhancement, 371multitone, 159
IMD characterization techniques, 25–70similarities, 144

illustration examples, 63–70summarizing flow chart, 149
switching, to source-stepping HB, 147 introduction, 25–26
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IMD characterization techniques measurement error, 40
output power per tone, 68(continued)
overall, 256multitone/continuous spectra
parasitic, 40characterization tests, 43–63
power measurement, 36noise characterization results, 65–70
power slope, 37one-tone characterization results,
small-signal, 27263–64
small-signal sweet-spots, 287–88, 309,one-tone characterization tests, 26–35

335two-tone characterization results,
specification standard, 3864–65
third-order output power, 37two-tone characterization tests, 35–43
third-order sideband, 38Inband distortion
See also IMD characterizationbandpass filtering effect, 15

techniquescharacterization, 36–39
Intermodulation distortion ratio (IMR),components, 14, 15

26output voltage component, 279
ACPRL/U and, 62products, 16
CCPR and, 63third-order, 380
defined, 36Initial value problem. See Time-step
measured constant load-pull contours,integration

288In-phase amplifier arrangement, 394–95
M-IMR and, 62Input stability circle, 261
NPR and, 62Integrated circuit (IC) designs, 395

Intermodulation noise, 20Intercept points
Intermodulation productsas figures of merit, 282

second-order, 374, 375input, 282
third-order, 379output, 282

Intersymbol interference, 3qualitative analysis of, 299
Intrinsic models, 199second-order, 281–82
Inverse DFT (IDFT), 141second order, simulated variation,

301–2 J
third-order, 26, 282, 284–85 Jacobian matrix, 140, 175

Interferers, 22 full, 142
Intermediate frequency (IF), 356 general element, 142
Intermodulation distortion (IMD), 19–20 Junction FETs (JFETs), 221

defined, 19
Kin diode mixers, 385–92

excitation level, 346 Kirchoff laws, 74
large-signal, 349 current, 148
large-signal PA, 336 matrix form of, 118

Knee voltage, 273large-signal sweet-spots, 340
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L input signal, 3, 5
output signal, 4, 5Ladder function approximation, 84
from pulse-shaping filter, 3–4Large-signal IMD
See also Nonlinear distortionbehavior, 348

Linear mixersload impedance impact on
design, 356–92performance, 349
design concepts, 358–59Large-signal IMD sweet-spots, 340, 345,
diode, IMD, 385–92356
illustrative active FET, 359–85defined, 340

Linear power amplifiers, 312–56at driving amplitude, 342–43
concepts, 312–13at onset of saturation, 347
design, 313–35valley, 349
nonlinear distortion in, 335–56See also Intermodulation distortion
specifications, 312–13(IMD)
See also Power amplifiersLarge-signal mixers

Linear systems, 77–78analysis under local oscillator
classification of, 10excitation, 361–63
defined, 6distortion analysis, 383–85
output approximation, 85See also Mixers; Small-signal mixers
quantitative changes, 13Large-signal power amplifiers, 336–56
representation, 28distortion sidebands, 337
response, 12envisaging, distortion, 336–56

LNAsIMD behavior, 336
input spectrum, 9inband response, 336
nonlinearities, 9signal output, 337
output spectrum, 9See also Power amplifiers

Load impedances, 286Laterally diffused MOSFETs (LDMOSs),
impact on large-signal IMD221, 231–34

performance, 349biased in saturation region, 235–36
selection, quasilinear power amplifiers,defined, 231

335–36electrothermal equivalent, 233
selection for maximized output powerhyperbolic tangent, 234

capability, 333MET Model, 233
Smith chart zone, 330physical structure, 232

Load impedance terminationstemperature dependence, 234
insensitivity, 336threshold voltage control, 234
at third/higher harmonics, 355transconductance, 232

Load-lineSee also Field effect transistors (FETs)
selection, 314Linear distortion
slope, 332from bandpass filter, 5–6

example, 3–4, 5–6 theory, 330
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Load-pull Metal-oxide FETs (MOSFETs), 221
BSIM3 model, 231contours, 330, 350
devices, 231estimation, 331
laterally diffused (LDMOS), 231–34plot transformations, 332
model, 231–34Load resistance, 331, 333
voltage, 232Load voltage, 331
See also Field effect transistors (FETs)Local models, 198–99

Metal-semiconductor FETs (MESFETs),Local oscillators (LOs), 356
221drive, 361, 363

access resistors, 225driving amplitude, 363
defined, 224excitation, 360
drain-source capacitance, 224pumping, 363, 373
equivalent circuit topology, 225signals, 360
input resistance, 224source impedance, 361, 363
intermodulation modeling capabilities,symmetry axis, 358

226Low-noise amplifier design, 265–71
model, 224–26Low-noise amplifiers, 265–71
output I/V curves, 272constant noise figure circles and,
transconductance, 226267–71
voltage-controlled current source, 225design, 265–71
See also Field effect transistors (FETs);equivalent two-port noise model,

MESFET active mixers265–67
Mixed-mode harmonic balance, 153–54See also High dynamic range
Mixed-mode simulation, 184–89amplifiers

defined, 184
ETHB, 184–89M
See also Time-domain techniques

Matching, 264 Mixers
Matrix-matrix products, 118 active FET, 359–85
Matrix-vector products, 140, 154 design, 356–92
Maximum detectable signal, 251 design concepts, 358–59
Memoryless systems, 75–76 diode, 385–92

outputs as instantaneous functions, large-signal analysis, 361–63
241–42 large-signal distortion analysis, 383–85

representation, 80–83 multiple-device circuits, 398–405
See also Systems opposite-phase doubly balanced,

MESFET active mixers, 367, 368 402–5
conversion gain, 368 opposite-phase singly balanced,
conversion gain vs. LO drive level, 399–400

371 output frequency components’
implementation, 369–70 indexing scheme, 113

output spectrum components, 113See also Active FET mixers
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quadrature-phase singly balanced, opposite-phase amplifier arrangement,
395–97401–2

quadrature-phase amplifierRF, 356
arrangement, 397–98small-signal analysis, 363–72

Multiple-device mixer circuits, 398–405small-signal distortion analysis,
distortion, 398–405372–83
opposite-phase doubly balancedthird-order distortion, 380

mixers, 402–5Mixing products, 112, 113, 375, 379
opposite-phase singly balanced mixers,frequency, 112

399–400second-order, 303
quadrature-phase singly balancedtotal number of, 168

mixers, 401–2Model extraction, 210–12
Multirate partial differential equationdefined, 210

(MPDE), 183direct, 211
discretization, 183experimental setup for, 217
multitone excitation modeling as, 184FET equivalent circuit, 212
two-tone, 184optimization process, 211

Multitone characterization tests, 43–63parameter set, 212–20
ACPR, 49–51parasitic, 213
CCPR, 52–56Models
laboratory measurement setup, 56based on equivalent circuits, 199–220
M-IMR, 48–49behavioral, 198
NPR, 51–52electron device, 220–39
setups, 56–59empirical, 197
two-tone test results comparison,equivalent circuit, extraction, 210–12

59–63extrinsic, 201
See also IMD characterizationglobal, 199

techniquesintrinsic, 199
Multitone harmonic balance, 154–72local, 198–99

AFM techniques, 160–72physical, 197–98
APFT, 156–58Modulated carriers, 186
harmonic truncation, 154–55

Multidimensional Fourier transform
MDFT, 158–60

(MDFT), 88, 158–60, 383
See also Harmonic balance

defined, 158
Multitone intermodulation ratio

exact nature, 160 (M-IMR), 48–49
n -dimensional waveform and, 193 defined, 48
pair, 159 illustrated, 49

Multinomial coefficients, 18 Multitone signals, 45–47
Multiple-device amplifier circuits, 393–98

Ndistortion, 393–98
in-phase amplifier arrangement, Newton-Raphson iteration, 95, 325

algorithm, 144394–95
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Newton-Raphson iteration (continued) introduction, 73–80
summarization table, 194FDTD and, 182

K -dimensional, 182 summary, 189–94
system classification, 74–78multidimensional, 101

nonlinear solver, 148 time-domain, 176–89
Nonlinear capacitance, 78NLTFs

for characterizing blocks, 123 Nonlinear channel current effects, 220
Nonlinear circuitsfirst-order, 108

first-order derivation, 124, 126, 128 example, 78–80
first-order, 96, 97frequency-domain, 123

identification, 89, 123 nodal analysis, 79
schematic diagram, 78lower-order, 110

n th-order, 130 second-order, 98, 99
simulating, with Volterra series, 131odd-order, 245

recursive nature, 110 strong, 131
third-order, 99second-order, 108–9

second-order derivation, 124–25, 126, time-invariant, 88–110
time-varying, 110–22128

third-order, 109 weakly, 122
Nonlinear currents method, 90–106third-order derivation, 125, 126–27

Nodal harmonic balance for circuit analysis, 94–99
circuit schematic, 97defined, 172

equations, 173–74 first-order output components
determination, 96–97See also Harmonic balance (HB)

Noise figure (NF), 252 for network analysis, 100–106
network example illustration, 100constant, circles, 267–71

system, 252–54 network schematic redrawn, 102
for NLTF identification, 89Noise floor, 178

Noise power ratio (NPR), 51–52 second-order nonlinear currents, 93
second-order output componentsdefined, 51

illustrated, 51 determination, 97–98
third-order nonlinear currents, 93measurement, 54

test, 51–52 third-order output components
determination, 98–99test PSD functions, 54

test setup, 57 See also Volterra series analysis (time-
invariant circuits)two-tone IMR and, 62

See also Multitone characterization Nonlinear device modeling, 197–246
based on equivalent circuits, 199–220tests

Nonlinear analysis techniques, 73–194 for distortion prediction, 220–39
empirical, 197frequency domain (large-signal

distortion), 133–75 introduction, 197–99
physical, 197frequency-domain (small-signal

distortion), 80–133 for system level simulation, 239–46
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Nonlinear differential equations, 111 opposite-phase RF small-signal
components, 399Nonlinear distortion

output currents, 399–400in balanced circuits, 392–405
summary, 400defined, 3
third-order distortion currents, 400even-order cancellation, 397
See also Mixersharmonic, 14

Optimizationphenomena, 10–22
conversion gain, 367power amplifiers, 335–56
dynamic range, 363products, 14
PAE, 313small-signal amplifiers, 271–312
process, 211Nonlinear systems, 6–10, 77–78
second-order distortion, 283–84classification, 10
third-order distortion, 284–89defined, 6

Ordinary differential equations (ODEs),qualitative spectra modification, 13
79–80response, 12

finite-differences discretization of, 181well-behaved, 25
linear, derivation, 95Nonlinear transfer functions. See NLTFs
linear, of constant coefficients, 91Norton equivalent circuits, 290, 388
steady-state solution, 179n th-order impulse response, 87

Organization, this book, xiii–xiv
Out-of-band distortionO

bandpass filtering effect, 15One-tone characterization tests, 26–35
characterization, 39AM-AM characterization, 29–30
components, 39AM-PM characterization, 30
forms of, 14results, 63–64
minimizing, 376setups, 31–35

Out-of-band load termination settings,THD characterization, 30–31
351See also IMD characterization

Output power capability, 328–34techniques
Output stability circle, 261Operative power gain, 262–64

calculating, 280 P
constant, 264 Parallel connection (subsystems), 123–25
defined, 263 block diagram, 123
See also Power gain defined, 123–24

Opposite-phase amplifier arrangement, first-order NLTF derivation, 124
395–97 second-order NLTF derivation,

Opposite-phase doubly balanced mixers, 124–25
402–5 third-order NLTF derivation, 125

equivalent schematic diagrams, 403 See also Volterra series analysis
intermodulation performance, 404 (system level)
view of, 402 Parasitic extraction, 213

Opposite-phase singly balanced mixers, Passive intermodulation (PIM), 222
399–400 Pedro’s model, 225
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Physical models, 197, 202 output power capability, 328–34
power relations, 312Piecewise harmonic balance, 188

defined, 172 quasilinear, 335–36
schematic diagram, 315nonlinear network description for, 173

See also Harmonic balance (HB) with Si MOSFET devices, 347
specifications, 312–13Piecewise linear transfer characteristics,

315 strongly nonlinear operation modes,
328P-N junctions, 222, 223

back-to-back, 234–37 transistors, 315
Power gain, 312, 319exponential characteristic, 237

Power added efficiency (PAE), 312–13 amplifier, 7
available, 262–64defined, 312

expression, 313 operative, 262–64, 280
transducer, 258–59, 280highest, 313

limit calculation, 313–14 Power series, 80
defined, 80maximum, 313–28

optimization, 313 model form, 81
model system’s representation, 82Power amplifiers, 312–56

baseband termination impact, 355 Volterra series vs., 83
Power spectral density (PSD)class A, 318

class B, 318 approximation, 25
available source, 252class C, 318, 319

collector efficiency, 318 input, 26
total available output noise, 252concepts, 312–13

dc conversion efficiency, 318 Pseudoconvolutions, 292
dc power consumption, 318

Qdesign, 313–35
design procedure, 334 Quadrature-phase amplifier arrangement,

397–98gain, 333
large-signal, 336–56 branch-line hybrid, 397

coupled-line hybrid, 397with LDMOS devices, 347
linear piecewise amplification for, 316 Lange-coupler 90-degree hybrid, 397,

398load impedance, 333
load impedance terminations, 355 results, 398

Quadrature-phase singly balancedload resistance, 318
maximum output power, 318 mixers, 401–2

distortion properties, 402maximum PAE, 313–28
MESFET-based, 347 second-order currents, 401

third-order IF currents, 401nonlinear distortion in, 335–56
operation classes, 315 See also Mixers

Quasilinear power amplifiers, 335–36out-of-band load termination settings,
351 gain characteristics, 11
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load impedance selection, 335–36 Second-order nonlinear currents, 93,
97–98power transfer, 11

See also Power amplifiers component calculation, 104
first-order control voltages producing,Quasiperiodic excitation, 155

Quasiperiodic steady-state, 182–84 104
Second-order nonlinear transfer function,Quasistatic nonlinear elements, 215

Quiescent point conditions, 329 107
Second-order output voltage, 120
Semiconductor junctions, 221–24R
Shooting-Newton, 179–81

Resistive matching, 264
defined, 179

Reverse biasing base-collector junction,
generalization of, 184

290
transient response and, 193
See also Time-domain techniques

S Signal added power, 312
Signal perturbation, 1–4Saturated input-output transfer

characteristic, 327 defined, 1
methods, 1Schottky diode, 223

Schottky diode ring, 402 Signals
blocked, 22Schottky junction, 222, 386

Scope, this book, 22–24 concept of, 74–75
multitone, 45–47Second-order circuits, 98, 99

Second-order control voltages, 105, 278 Signal-to-noise-and-distortion ratio
(SINAD), 251Second-order current components,

277–78 Signal-to-noise ratio (SNR)
defined, 251Second-order distortion

behavior with frequency, 300 input available, 253
output available, 253bias point variation, 284

dependence, 377, 378 Simultaneous conjugate match, 261–62
conditions, 262diode mixer, 392, 395

frequency variation, 300 design goal, 261–62
Small-signal amplifiersoptimization, 283–84

optimization in BJT-based small-signal available power gain, 262–64
bias networks, 264–65amplifiers, 298–302

Second-order intercept point, 281–82 block diagram, 259
constant noise figure circles, 267–71simulated variation, 301–2

at sum frequency, 281–82 design, 257–65
distortion prediction, 274–83Second-order intermodulation products,

375 equivalent circuit model, 274
FET device model selection, 272–74Second-order linear time-varying

equation, 120 functional diagram, 273
input admittance, 280Second-order NLTF, 108–9
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Small-signal amplifiers (continued) under two-tone excitation, 356
See also Intermodulation distortionnonlinear distortion in, 271–312

operative power gain, 280 (IMD)
Small-signal mixersoperative power gain circles, 262–64

output voltage amplitude, 280 distortion analysis, 372–83
linear analysis, 363–72second-order distortion optimization,

283–84 See also Large-signal mixers; mixers
Source-steppingsimultaneous conjugate match

conditions, 261–62 HB, switching to, 147
procedure, 137stability considerations, 259–61

third-order distortion optimization, S -parameter matrix, 198
Spectral balance (SB), 148–54284–89

transducer power gain, 258–59, 280 advantages, 153
defined, 152two-port network representations, 257

See also High dynamic range disadvantages, 153–54
equation solution, 152amplifiers

Small-signal BJT amplifiers, 291–312 mixed-mode HB comparison, 153–54
See also Harmonic balance (HB)distortion prediction, 291–98

first-order components, 293 Spectral regrowth, 13
Spectrum transform matrices, 151fundamental output power per tone,

298 Spot adjacent-channel power (ACPSP),
50–51inband third-order distortion

components, 296–97 defined, 50
illustrated, 51output second-order voltage

component, 295 Spurious free dynamic range, 251
Stabilityoutput voltage, 294

second-order control variables, 295 in amplifier design, 259
input, circle, 261second-order distortion optimization,

298–302 output, circle, 261
Steady-state response, 179–81second-order nonlinear currents, 294

third-order distortion optimization, Subsystems
cascade connection, 125–27302–12

third-order output voltage distortion feedback connection, 127–30
parallel connection, 123–25components, 297

See also Bipolar junction transistors System level simulation, 239–46
Systems(BJTs)

Small-signal diode voltage, 389 classification, 74–78
dynamic, 75–76, 83–88Small-signal IMD sweet-spots, 287–88,

309 linear, 6, 10, 12, 13, 28, 77–78
memoryless, 75–76, 80–83high-gain, 335

third-order, 287–88, 335 nonlinear, 6–10, 77–78
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as signal operators, 75 Third-order intermodulation products,
379time-invariant, 76–77

time-varying, 76–77 Third-order mixing products, 60
Third-order NLTF, 109

T Third-order nonlinear currents, 93, 98–99
Third-order Volterra series, 134Taylor series, 81, 187, 340

approximation range, improved, 136 expansion, 132
validity limit, 133bidimensional, 104, 106

coefficients, 113, 135, 203, 305 See also Volterra series
Time-domain techniques, 176–89coefficients, third-degree, 382

first-degree, approximation range, 135 finite-differences, 181–82
mixed-mode simulation, 184–89first-order, 138

one-dimensional, 105 quasiperiodic steady-state, 182–84
steady-state response, 179–81order of, 134

third-degree, 242 summary, 193
time-step integration basics, 176–78Taylor series expansions, 87, 89, 210,

339 See also Nonlinear analysis techniques
Time-invariant capacitance, 116–18current, 372

first-degree, 363 Time-invariant systems, 76–77
Time-step integration, 176–78third-order, 339

voltage-dependent charge, 372 advantage, 178
basics, 176–78Thévenin equivalent circuit, 388

Thévenin equivalent noise voltage, 266 drawbacks, 177–78
implementation, 177Third-order circuits, 99

Third-order distortion in SPICE-like programs, 193
Time-varying systems, 76–77bias point variation, 287

dependence, 381, 384 four-pole, 365
Volterra series, 106–22diode mixers, 393, 396

harmonic, 380 Toeplitz matrix, 115
Total adjacent-channel power ratiohigh-frequency behavior of, 311

inband, 380 (ACPRT), 49
Total harmonic distortion (THD), 27mixers, 380

optimization, 284–89 automated measurements, 35
characterization, 30–31optimization in BJT-based small-signal

amplifiers, 302–12 characterization setup, 33
defined, 30–31variation, 304

Third-order intercept point, 26, 282, in polynomial model, 31
Transducer power gain, 258–59284–85

low-frequency output, 304 calculating, 280
defined, 258output, variation, 310

See also Intercept points See also Power gain
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Transient envelope method, 186 as macromodeling tool, 130
memoryless systems’ representation,Transistor feedback, 260

Traveling-wave tube amplifier (TWTA), 80–83
power series model vs., 83239

Truncation. See Harmonic truncation strong nonlinear circuits and, 131
summary, 189–92Two-tone box truncation

frequency positions, 163 validity limit description, 132
See also Nonlinear analysis techniquesfrequency positions (rearranged), 165

spectrum example, 161 Volterra series analysis (system level),
123–30two-dimensional to one-dimensional

transformation, 162 cascade connection, 125–27
feedback connection, 127–30See also Box truncation; Harmonic

truncation parallel connection, 123–25
Volterra series analysis (time-invariantTwo-tone characterization tests, 35–43

bridge setup, 42–43 circuits), 88–110
harmonic input method, 106–10inband distortion characterization,

36–39 introduction, 88–90
nonlinear currents method, 90–106multitone test results comparison,

59–63 See also Nonlinear circuits
Volterra series analysis (time-varyingout-of-band distortion

characterization, 39 circuits), 110–22
development, 110results, 64–65

setup illustration, 41 full, 373
weakly nonlinear circuits, 122setups, 39–43

See also IMD characterization See also Nonlinear circuits
Volterra series model, 74, 80–88techniques

W
V

Wilkinson divider/combiner, 394
Volterra kernels, 106 White Gaussian noise (WGN)

first-order, 106 generator, 65
frequency-domain representation, 106 spectrum excitation, 69
time-domain, 107 Wireless transmitter-receiver links

Volterra series block diagram, 2
defined, 73 cross-talk, 9
disadvantage, 191 spectrum, 7, 8
distortion analysis role, 189 time domain, 7, 8
drawback, 73 waveform, 7, 8
dynamic systems’ representation,

Z83–88
limitations, 130–33 Zero memory systems. See Memoryless

systemslimited range of acceptance, 192


