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a customer, the shoppers play the role of end-users. Shoppers may not come back to or make a purchase
on a Web site if they have an unsatisfactory experience. In this research, the authors focus on this aspect
of online shopping by examining shoppers’ experiences as end-users.
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XV

Preface

Welcome to the latest annual volume of Advances in End-User Computing (EUC). The wide range of
subjects embraced by EUC research and practice is evidenced by the spread of topics in this volume. The
internet and knowledge management continue to dominate, but other issues covered include common
domains such as decision modelling, end-user classification, call centres, compliance, and innovation.
In addition, more recently developing areas such as e-voting and media richness are also represented.
These chapters continue to provide new insights into EUC, representing some of the most current in-
vestigations into a wide range of End-User Computing issues.

As always, we hope that you, as researchers, educators, and professionals in the domain, find some-
thing to enhance your understanding within these recent developments, and, more particularly, that you
enjoy reading about them. A summary of the contents of the text is given below.

In Chapter 1, Robin S. Poston and Cheri Speier look at how knowledge management systems
(KMSs) support us by providing a computer-mediated approach to information sharing as we seek help
when solving complex problems. Clearly, however, if the content provided by the KMS is obsolete or
incomplete, time will be wasted detecting and correcting this. The solution to this problem in many
KMSs is to provide a rating scheme as part of the user interface, enabling users to assess the quality of
the content. Unfortunately these ratings may be inaccurate, and fail to reflect the true content quality.
This chapter undertakes the important task of examining how rating scheme validity influences how
users trade-off search and evaluation effort for decision-making accuracy. The findings provide valuable
insight into KMS user interface design, and help us to understand how end-users utilise the knowledge
in KMSs to make decisions.

Hannah Standing Rasmussen and Nicole Haggerty consider knowledge appraisal to be an important
element of knowledge management (KM) practice which isaddressed poorly in KM research. In Chapter
2 it is argued that knowledge appraisal should be seen as a multi-level process by which a firm’s knowl-
edge is evaluated by the organization or individuals within that organization for its value. Knowledge
appraisal processes are highly intertwined with the use of the KM system, such that an understanding
of how they work requires consideration of knowledge appraisal across multiple levels, and of types of
knowledge across the entire KM cycle. Hannah and Nicole have developed a taxonomy of knowledge
appraisal practices to address these issues, and this taxonomy is discussed within the chapter.

Most organizations implement a rewards program attached to knowledge management (KM) initia-
tives, but, argues Mayasandra N. Ravishankar, the influence exerted by such programs on employees’
responses to organizational KM is poorly understood. Chapter 3 looks at a longitudinal (over a two
year period) case study of Rexon, a leading Indian software services and products company recognised
globally as a successful KM exponent. The outcomes of the research demonstrate how employees re-
sponded to the rewards program, and highlight how a KM-related rewards program can be used to build
awareness about organizational KM systems.
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Chapter 4 looks at system use as a measure of knowledge management success. The problem, from
Murray E. Jennex’s perspective, is that all too often success is seen to be determined by the amount of
use, whilst in fact it is the quality and appropriateness of that use that really matters. Evidence is pro-
vided to support this proposition and a knowledge management system success model incorporating
this is discussed. Additionally, findings are provided showing how the approach to using a KMS differs
between new and experienced users, and implications of this difference are discussed.

The starting point for Debbie Richards in Chapter 5 is the concept of knowledge management as
being concerned with assisting the decision and problem solving process. Call centers use and reuse
knowledge about problem issues, possible solutions, and, importantly, the link between certain prob-
lems and potential solutions. The extent to which knowledge which is “systematized” in a KM system
frequently fails to provide the “answer”, is evidenced by the frequency with which implicit “know-how”
is brought into play. Acquiring, accessing, maintaining, sharing, reconciling, and reusing knowledge
in its various forms are particular challenges in the call center domain where the knowledge needed is
complex and constantly changing. This problem is exacerbated by the frequently short-term nature of call
center employees, resulting in implicit knowledge being lost. The research suggests an approach which
allows knowledge, in the form of rules, to be incrementally acquired as a problem arises, in the form of
cases, as part of the daily routine. Using this approach, knowledge workers are able to collaboratively
and incrementally capture and maintain the information they use daily for troubleshooting.

Ashley Braganza and Ray Hackney look at the Sarbanes Oxley Act in Chapter 6, which was passed
in response to financial misstatements and high-profile corporate frauds such as Enron and WorldCom,
and aims to reduce the level and scale of financial fraud due to an organization’s misrepresentation of its
financial condition. They argue that, whilst information systems are vital to successful compliance with
Section 404 of the Act, there is little published academic literature that explains how IS organizations
might implement 404. From an in-depth case study analysis, they see the key to successful implemen-
tation as being directives from senior authorities, financial and resource subsidies, standards being set
and adhered to, and knowledge being deployed. The findings deliver a real insight into this complex
area of compliance.

In Chapter 7, Akhilesh Bajaj investigates the decision models of IS managers when evaluating com-
puting architectures for use in an organization. The research uses a methodology which, by construct-
ing individual decision models for each expert and novice in the study, examines and compares both
experts and novices undertaking this task. Through this approach they are able to evaluate the growing
consensus in the management literature that while experts may follow different processes, very often
their performance does not differ significantly from novices in the business domain.

Chittibabu Govindarajulu and Bay Arinze contends in Chapter 8 that, whilst many researchers still
use the end user classification scheme proposed by Rockart and Flannery more than two decades ago,
this scheme is inadequate to classify contemporary end users since it is based mainly on their knowl-
edge and ignores other crucial dimensions such as control. As an alternative, the user cube has been
proposed to classify end users based on the development, operation, and control dimensions of end user
computing (EUC). In this research, a 10-item instrument is tested and proposed to operationalize the
user cube, application of which, it is argued, would help managers to identify the status of EUC in their
firms and to take appropriate action.

In Chapter 9, Thomas F. Stafford looks at the differences between light and heavy users of America
Online using theoretical expectations derived from recent research on uses and gratifications theory.
Measures of Internet-usage-process gratifications and Internet socialization gratifications were utilized
to test for differences between light and heavy Internet users in the consumer market. The expectation
of the research was that heavy users would be more socially motivated in their Internet use while light
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users would be more motivated by gratifications related to usage processes. However, results indicate
that both heavy and light users are more motivated by usage factors, although the difference between
usage and social motivation was more pronounced for heavy users. Heavy users are more socially mo-
tivated than light users, but both heavy and light users show a significant preference for process uses
and gratifications as compared to social uses and gratifications for Internet use.

In Chapter 10, the authors look at the important area of computer self-efficacy, and most particu-
larly at how it might be addressed and understood at different levels, varying from application-specific
sub domains like spreadsheets at one end of the scale, to a judgment of ability for the entire computing
domain (so-called general computer self-efficacy, or GCSE) at the other. Conventional wisdom and
many recent studies contend that the level of self-efficacy (specific to general) should match the level
of its related constructs to maximize predictive power. So, for example, GCSE should be used with a
general attitude like computer anxiety. This study examines whether such a view is theoretically and
empirically sound.

The authors of Chapter 11 introduce the prototype of an augmented-reality shopping-assistant de-
vice, the PromoPad, based on a handheld tablet PC allowing see-through vision with augmentations.
The idea is to provide an experience as close as possible to the reality of the “live” shopping experience,
and from this to judge whether such an approach has the ability to enhance the shopping experience.
The design and implementation of the PromoPad are discussed, and issues and possible solutions which
arise from this are addressed. The concept of dynamic contextualization is further investigated in this
setting with a list of possible context modifications and their relation to advertising and the psychology
of consumer purchasing.

Susan K. Lippertand Ekundayo B. Ojumu have conducted research into electronic voting for Chapter
12, which they characterize as a relatively closed process that contains inherent risks associated with
the potential for voting irregularities, translation errors, and inappropriate manipulation. To understand
these problems, they have investigated the relationship between trust and electronic voting, using Rogers’
taxonomy of adopters—innovators, early adopters, early majority, late majority, and laggards, to classify
individuals based on their willingness to participate in e-voting. The findings suggest that innovators and
early adopters are more likely to trust technology and express an intention to use an e-voting system.

In Chapter 13, Geoffrey N. Soutar and Steven Ward have examined the acceptance of a set of
computer-based innovations (behavioral innovativeness), finding evidence that computer hardware
innovations are adopted in a particular order, whilst computer software acceptance may be application-
based. The results obtained suggest a unidimensional order for the purchase of computer hardware, but
that the computer software decision appears to be more complex and a multidimensional innovation
pattern may exist for such products.

The authors of Chapter 14 argue that communications that are dependent on media richness are
affected by individual user characteristics. Media richness theory suggests that a group’s cohesion and
performance are impacted by the technological modes of communication used; a situation exacerbated
by the nature of groups, which often experience varying levels of individual member agreeability, further
affecting cohesion and performance. This study identifies significant differences between groups, using
specific media to communicate cohesion, the change in cohesion, agreeability, and performance.

By looking into the rating schemes found on Web sites such as eBay.com, Robin S. Poston and Marla
B. Royne provide us with an insight into the extent to which end-users are influenced by Internet-based
opinion mechanisms before making a purchase. End users clearly use rating schemes to find products
and services on the Internet, but these can offer misleading information, either because the submitted
ratings are simply subjective opinions, or because ratings may even be submitted to try to manipulate
other users’ behaviors. Chapter 15 examines the sources of rating scheme bias and the potential effects
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of this bias on how users utilize ratings, and offers preliminary insights aimed at encouraging a more
rigorous and in-depth examination of rating scheme bias by both practitioners and academicians.

In Chapter 16, Chung-Tzer Liu and Yi Maggie Guo look at end-user satisfaction, with a particular
focus on online applications, including online shopping systems. They argue that it is important for
online shopping that end-users have a satisfactory experience, since they will not return to the supplier
or even to internet shopping generally if this is not the case. They focus on this aspect of online shop-
ping by examining shoppers experiences as end-users.

CONCLUSION: CONTRIBUTION TO THE FIELD

End User Computing continues to be a major computing domain in which change and advancement
shows no sign of easing. Advances in EUC aims to reflect this, and we hope that you will agree that the
current issue has succeeded in this aim and has offered a valuable contemporary insight into EUC.

As always, enjoy reading.

Steve Clarke
Editor-in-Chief
Advances in End User Computing, Volume 2009
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ABSTRACT

To solve complicated problems, people often seek input from others. Knowledge management systems
(KMSs) provide help in this activity by offering a computer-mediated approach to information sharing.
However, if the KMS contains content that is obsolete or incomplete, those using the system may expend
greater amounts of effort to detect what content is worthwhile or they risk relying on poor inputs, which
may lead to less accurate solutions to their problems. As a result, most KMSs include rating schemes as
part of the user interface designed to help those using the system identify high-quality content. Rating
schemes depend on current users rating the quality of the existing content, guiding subsequent users in
future content searches. If specific ratings are low in validity, then they may not reflect the true content
quality (unintentionally or intentionally). This chapter provides a robust summary of the KMS litera-
ture and draws on the effort-accuracy trade-off framework to offer the results of a research study. The
research study examines how rating validity influences how KMS users employ their limited cognitive
resources to search and evaluate KMS content, with the goal of finding and using the highest-quality
content. Through an experimental design, the study described herein manipulates rating validity and
content quality in a replicated KMS setting and examines how users trade off search and evaluation
effort. The results of the study demonstrate that rating validity differentially influences how KMS search
and evaluation effort relates to decision accuracy. The chapter concludes with a discussion of the study
findings and ideas for future research.
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INTRODUCTION

Like other information systems, knowledge
management systems (KMSs) support the ef-
ficient and effective processing of information
by facilitating the location of high-quality con-
tent from the mass of knowledge they contain
(Fang, 2000; Kim & Compton, 2004; Nevo et
al., 2003; Orlikowski, 2000). KMSs are shared
repositories of potentially useful knowledge to
support end users within the same work group
or organization (Davenport & Hansen, 1999;
Jones & Kochtanek, 2004). KMSs are designed
with interfaces that incorporate rating schemes
to help users screen out irrelevant, low-quality
content (i.e., knowledge). Rating schemes allow
KMS users to provide feedback about the quality
of content through ratings, potentially improving
subsequent content search and evaluation efforts
(Shon & Musen, 1999; Standifird, 2001; Wathen
& Burkell, 2002). However, future users may be
misled if the ratings do not accurately reflect the
content quality (Dellarocas, 2003; Resnick et al.,
2000). Ratings can be misleading because those
supplying the ratings may manipulate ratings
intentionally or may rate the content based on
a context very different from the users’ current
context (Cosley et al., 2003; Cramton, 2001).
Consequently, users relying on misleading ratings
may select high-rated, low-quality content that is
obsolete and incomplete to use in their particular
task (Cosley et al., 2003; Melnik & Alm, 2002).

Decision-making theory suggests decision—
makers are constrained by their limited cogni-
tive resources when performing knowledge
tasks (Miller, 1956). Because of this constraint,
decision-makers are motivated to use as little effort
as necessary to solve a problem yet they want to
maximize their chances of making the most ac-
curate decisions (Payne etal., 1993). This chapter
draws on the effort-accuracy trade-off framework
to examine how rating validity influences how
KMS users employ their limited cognitive re-
sources to search and evaluate KMS content, with

the goal of finding and using the highest-quality
content in their task. KMSs are complex systems
withthe potential to deliver substantial competitive
advantage though the efficient and effective shar-
ing of unique, non-imitable firm resources (i.e.,
employees’ knowledge) (Alavi & Tiwana, 2002).
Therefore, itisimportant to better understand how
user interface designs, such as rating schemes,
affect how users use the knowledge in KMSs in
ordertoimprove KMS contentsearchand retrieval.
Developing insight into these issues will inform
KMS designers and managers of the importance
of ratings and ultimately how to develop more
useful KMSs (Zhang & Dillon, 2003).

Prior research suggests KMS users use ratings
in making decisions about KMS content usage
(Poston & Speier, 2005). However, this research
fails to adequately explain how ratings schemes
influence how userstrade off their effortsto search
and evaluate content for accuracy in decision-
making. Through an experiment, this study ma-
nipulates rating validity and content quality in a
replicated KMS setting and examines how users
trade off search and evaluation effort.

KNOWLEDGE MANAGEMENT
SYSTEM USAGE

KMSs are technology-based systems that help
employees make future use of the tacitand explicit
knowledge of others (Alavi & Leidner, 2001).
This chapter focuses on the “repository” type
of KMS which emphasizes the documentation
and storage of knowledge (i.e., KMS content) to
facilitate its reuse through access to the codified
expertise (Grover & Davenport, 2001; Jones &
Price, 2004). Research has discussed social and
technical limitations of KMS usage; however
this chapter specifically examines how end us-
ers interact with KMSs to locate content to use
in knowledge tasks (Alavi & Leidner, 2001).
KMSs ofteninclude design features suchassearch
algorithms and rating schemes to help users find
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relevant and reliable content (Fisher etal., 2003).
A research stream examining search algorithms
exists (Fang, 2000; Park & Kim, 2000); yet little
is known about how users use rating schemes,
especially in the KMS environment.

The complex conversion of information to
knowledge suggests that knowledge is a multi-
dimensional construct with more multifaceted
characteristics than those of information. One
viewpoint defines knowledge as an object to be
stored and manipulated, another emphasizes the
organization of knowledge to help workersaccess
it, and a third views knowledge as a process of
concurrently knowing and performing by applying
expertise to solve novel problems (Kulkarni et al.
2006/2007). Another viewpoint states that knowI-
edge does not exist without the knower because
it is “shaped by one’s initial stock of knowledge
and the inflow of new stimuli” (Fahey & Prusak,
1998). Further along this direction, knowledge
is defined as an “understanding gained through
experience or study; the sum or range of what has
been perceived, discovered, and learned” (Schu-
bert et al., 1998). Regardless of the definition of
knowledge, this chapter treats knowledge as the
content of knowledge repositories or KMS and
is concerned with how users search and evaluate
the KMS knowledge content.

Thus the issue is one of knowledge search and
evaluation in KMS. While people create knowl-
edge, theyalsodo notremember itor lose track of it.
Organizational and individual memory isrequired
in order to store, organize and retrieve knowledge
(Palanisamy 2007). Organizational memory is
the collection of individuals’ memory and it is
defined as “the means by which knowledge from
the past experience, and events influence present
organizational activities” (Steinand Zwass, 1995).
Organizational memory includes knowledge resid-
ing as written documents, structured databases,
expert systems, and organizational procedures
and processes. Individual memory is based on
each individual’s observations, experiences, and
actions (Steinand Zwass, 1995). Knowledge stor-

age refers to the tacit and explicit knowledge that
is captured and documented. Storing knowledge,
as in a KMS, is essential for use in future deci-
sions. Storing knowledge is helpful where there
is high employee-turnover where highly valued
employees retire or leave taking with them the
knowledge and expertise they developed over the
years. Througha KMS, the knowledge is retained
and employees access it using tools such as data-
bases and query languages in order to search and
evaluate the knowledge content.

The process for locating knowledge content
is iterative, beginning when KMS users enter
keywords into a search engine to access relevant
content. AKMS keyword search typically resultsin
alengthy listof content that users must evaluate to
identify high-quality content (Brajnik etal., 2002).
Finding high-quality content is difficult because
of the sheer amount of information available and
the potential for user disorientation given the
existence of irrelevant, obsolete and incomplete
content (Davenport & Beck, 2001; Farhoomand
& Drury, 2002). Users reduce disorientation by
evaluating a subset of items instead of every item
from the search results (Reshick & Montania,
2003). Ratings (e.g., 1 = worthless through 5
= highly useful) offered by the KMS interface
provide key information to guide users in select-
ing which content to evaluate!. Prior research has
demonstrated that users rely on ratings to make
decisions about KMS content usage (Poston &
Speier, 2005).

While rating schemes can appear to be an
effective design feature to identify high-quality
content, relying on ratings can also create prob-
lems. Ratings may not reflect the actual quality of
the content (i.e., have low validity) for a variety
of reasons (Constantetal., 1994; Hansen & Haas,
2001). First, many ratings are ‘taste-dependent’
and can be inherently subjective and voluntarily
provided. These ratings can be unintentionally
biased and inherently noisy (i.e., have a random
component in addition to the rater’s true feeling
about the object), meaning deriving a rating per-
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fectly may never be possible (Jadad & Gagliardi,
1998; Melnik & Alm, 2002). Second, raters may
use content in inappropriate contexts, and the ef-
fects result in poor perceptions and ratings low in
validity (Dellarocas 2003; Resnick et al., 2000).
Also, computing contexts describe the physical
and social situation in which a system is embed-
ded and these contexts may not be linked to
specific content (Moran, 1994). KMSs typically
de-emphasize much of the context surrounding
its content, making it difficult for KMS users to
fully understand the application or boundaries
associated with re-using such content (Fisher
et al., 2003; Park & Kim, 2000). Finally, rat-
ings may lack validity because those submitting
ratings may manipulate the rating value in an
attempt to influence others to use content they
have contributed (Nielsen, 1999) or to enhance
their reputation and standing among their peers
(Cosley et al., 2003).

While rating validity issues create difficulties
for users, it is often junior employees using the
KMS who may lack the experience needed to
accurately identifying high-quality content. Se-
nior employees often assign the time-consuming
task of finding information to junior employees
(Orlikowski, 2000). Junior employees typically
understand the task and the context, but have
greater uncertainty about judging content quality
(Brajnik et al., 2002). A summary of the current
research literature addressing knowledge manage-
ment systems (KMS) is provided in Table 1. This
list of current research has been grouped by how
each paper informs Improving KMS Technology
and Improving KMS Usage Outcomes.

In addition to the KMS research literature, a
summary of the current research literature ad-
dressing effort-accuracy and search is provided
in Table 2.

Given the research performed and challenges
of KMS usage, the next section discusses the
theoretical background of how users may interact
with KMSs to search and evaluate content.

RESEARCH MODEL AND
HYPOTHESIS DEVELOPMENT

Ultimately, KMS end users will search and evalu-
ate content until they find the content they want
fortheirtask. One view in decision-making theory
suggests rational users will perform a complete
search and evaluation of all the information avail-
able as well as combine the best pieces together
(Gigerenzer & Todd, 1999, p. 83). Alternatively,
decision-making theory suggests users will search
for and evaluate content in ways that minimize
effort and maximize accuracy of finding high-
quality content. Decision-makers trade off effort
for accuracy, often reducing effort (i.e., search
andevaluationactivities) resulting in less accurate
decisions particularly when addressing complex
and/or ambiguous decisions (Payne, 1982). The
nature of this effort-accuracy trade-off is not fully
understood (Chu & Spires, 2000), especially in
the KMS context (Mao & Benbasat, 2000). We
expect KMS users to follow an effort-accuracy
trade-off where they continue expending effort
to search and evaluate more content until they
believe they have reached the goal of using the
highest-quality content in their task. The research
model is illustrated in Figure 1.

As part of the effort-accuracy trade-off,
decision-makers use simplifying strategies such
as heuristics to minimize effort with the goal of
maintaining adequate accuracy (Cook, 1993;
Svenson, 1979). Research in heuristic usage
suggests decision heuristics can provide decision-
makers considerable savings of effort and come
close to the decision accuracy of performing a
complete search and evaluation of alternatives
(Payne et al., 1993). Also, the selection of a heu-
ristic is influenced by: (1) the emphasis placed on
maximizing accuracy versus saving effort, (2) the
constraints which cause decision-makersto choose
among heuristics rather than choose between us-
ing a heuristic and performing a complete search
and evaluation, and (3) certain facets of the deci-
sion task (Jarvenpaa, 1989; Payne et al., 1993).
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Table 1. Summary of knowledge management (KM) current literature

Study

Area

| Research Method |

Searching and Evaluating KMS Content

Theory

Improving KMS Technology

Li et al. 2006

Finding people with
similar interests for
knowledge sharing

Offers a collabora-
tive filtering tech-
nology as a tool for
finding people with
similar interests

Collaborative filtering recommendation using a
centralized knowledge base to retain the knowledge
of its users. l.e., www.firefly.com uses the opinion
of others to share knowledge about products such as
music, books, Web pages, and restaurants.

Agent paradigm and
Multi-agent sys-
tems

lyer et al.
2006

Set of coordination
requirements for the
design of a

KMS to support
knowledge net-
works

Analyze 4 cases that
capture KM practices
representing differ-
ent KM methods, to
understand and iden-
tify the coordination
requirements

Create reusable knowledge object creates knowledge
before needed, saving knowledge objects and stor-
ing in a repository along with keywords to permit
searching. A key issue is to anticipate users’ needs.
Generate and select creates knowledge when needed
by presenting a problem and generating alternatives.
A key issue is to communicate the details of the
problem and to manage the flow of information.
Trial and error creates knowledge iteratively as
potential solutions are tried out and modified based
on experience. A key issue is to manage the cost of
and to learn from the iterations.

Coordination theory
and Text-based pro-
cess analysis

2006/ 2007

Kulkarni et al.

Organizational
factors that comple-
ment the technol-

ogy

Survey administered
to managers

Knowledge contentquality isits relevance, accuracy,
timeliness, applicability, comprehensibility, presenta-
tion formats, extentof insight, availability of expertise
and advice; and KM system quality is accessibility,
ease of use for retrieval and input, output flexibility
to meet needs, search capability, documentation.

DelLoneand McLean
1992 and Seddon
1997 models

Nissen 2005/
2006

Dynamics of
knowledge

Field research to
build a framework
for dynamic knowl-
edge

Techniques for modeling knowledge flows and
stocks. Offers model of a KMS for information
and data flows to work and knowledge flows to
performance.

IS Design Theory
and Kernel theory

Nevo and
Chan 2007

Integrated view
among technologies
intended to support
knowledge

Delphi method ob-
tains expert group
consensus using
questionnaires and
feedback

KM capabilities: Enables knowledge sharing with
an expertise locator; Includes sophisticated search
and retrieval mechanisms using intelligent search,
quick response to queries, fast and easy retrieval of
stored knowledge; Includes a mechanism to assure
the quality and integrity of the knowledge with links
to the creators of the knowledge for accountability,
feedback for users to evaluate the content used,
standardized templates and protocols for updating
the knowledge.

Knowledge-based
view of the firm

Hsu 2006

Exploiting KMS to
effectively manage
intellectual

property

Case study onalead-
ing bioscience firm

Organizations create knowledge, but they also forget
it. Advanced technology and query languages enhance
knowledge storage and efficiency of dataretrieval, so
that access occurs at any time and any place.

Organizational cli-
mate and structure,
Management style,
and Rewards sys-
tems

Palanisamy
2007

Organizational
culture and KM in
ERP implementa-
tion

Survey of ERP proj-
ectmanagers, project
team, IT profession-
als, ClOs, users, top
managers, vendors,
and consultants

Advanced tools such as databases, query languages
etc. are used as tools in enriching organizational
memory and data retrieval. It allows for ERP users
to connect and communicate over great distances
enabling the creation of new knowledge that might
not otherwise occur.

Organizational cul-
ture

continued on the following page
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Study Area Research Method Searching and Evaluating KMS Content Theory
Gottschalk Propositions for KM | Model building KMS provide tools such as Word, Excel and e-mail | Resource-based
2006 systems supporting at stage 1. At stage 2, an address book is needed, to | theory
outsourcingrelation- find updated information or vendor experts with ap-
ships propriate knowledge. At stage 3, clients need access
to the vendor’s technical database. KMS should use
all methods to facilitate expertise from the vendor
flowing to client.
Datta 2007 Agent-mediated Model employing | Software information agents are scouts in the trans- | Social network per-

knowledge-in-
motion model for
knowledge creation
and reuse

human and software
agents to enhance
the creation, trans-
fer, application, and
dissemination of
knowledge

formation of data to information and are capable of
using modularity for querying heterogeneous data
sources and standardization of data by syntax and
structure, which will contribute to higher levels of
information acquisition and assimilation than human
information agents alone.

spective

Improving KMS

Usage Outcomes

Cho et al.
2008

Peer-based versus
expert-centric
knowledge refine-
ment

Experimental study
verified with data
collected fromacon-
sulting firm

Peer-based versus expert-centric knowledge refine-
ment--to determine which knowledge submissions
to be included and refined to make them efficacious.
Examined impact of experts vs. peers on the quality
of codified knowledge used by non-experts. Knowl-
edge “distance” between experts and non-experts
impaired expert-based knowledge-refinement, while
the close knowledge distance among peers facilitated
knowledge refinement.

Cognitive psychol-
ogy

Wu and Wang
2006

KMS success mod-
el

Survey of firmsusing
KMS

Perceived KMS benefits--Most KMS benefits are
intangible, indirect, and long term. KMS benefits
measured by those using it: helps me acquire new
knowledge and innovative ideas, helps me effectively
manage and store knowledge that I need, enables me
toaccomplish tasks more efficiently, My performance
on the job is enhanced by KMS, KMS improves the
quality of my work life.

DelLone and
McLean’s model

Prieto and
Easterby-
Smith 2006

Knowledgetransmit-
ted viasocial interac-
tions a source of dy-
namic capabilities

Case study of the
evolution of a new
international busi-
ness

Need tointegrate the ‘technology’side and the ‘social’
side of KM usage.

Dynamic capabili-
ties and Knowledge
management

Li and Ket-
tinger 2006

Knowledge creation

Develop a theory of
knowledge creation,
using the decomposi-
tionand solution of a
problem hierarchy

New knowledge is the combination of knowledge
elementsinthe sub-problems. Tentative knowledge is
generated through local search (i.e., exploitation and
refinement of existing solutions) and distant search
(i.e., exploration and experimentation). Information
indicates whether existing knowledge, from within
and outside the company, can solve the problem,
but not how that knowledge is improved to produce
a better solution.

Evolutionary infor-
mation-processing
theory

Olivera et al.
2008

Why

people make KMS
contributions in
geographically
distributed organiza-
tions

Provide model of
contribution behav-
iors with mediat-
ing mechanisms:
awareness; search-
ing and matching;
and formulation and
delivery

Knowledge sharing involves matching personal
knowledge and the situation described by the re-
quester. The matching process requires an individual
to search internal memory and external memory
aids, such as KMS and may result in an exact, an
approximate, or no match. Individuals take first
acceptable solution rather than engaging in optimal
search behavior. If matches are not initially found,
search costs increase, and without motivation, the
search will end with no contribution.

Human problem
solving and Cogni-
tive motivation
theories

continued on the following page
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Table 1. continued

and Paivarinta
2006

enterprise KMS

oil company

sharing across organizational and geographical
boundaries, 2. establish information traceability
and easy, accurate and secure access to information
throughout the information life cycle, 3. improve
searchand retrieval functions for information sharing
and reuse, and 4. limit duplication of data showing
where all information is.

Study Area Research Method Searching and Evaluating KMS Content Theory

Paul 2006 Collaborative Case studies in the | Highlights the knowledge aspects involved in col- | Knowledge manage-
activities in virtual | context of 10 tele- | laboration, provides insights into how collaboration | ment perspective
settings enable par- | medicine projects enables parties to achieve outcomes that would be
ties to achieve their difficultto realize by working alone. Emphasizes the
objectives communication of relevant specialized knowledge to

the situation at hand. Focuses on 3 aspects of KM—
knowledge transfer, discovery, and creation—that
represent collaboration in virtual settings.

Deng 2008 Market-based ap- Case study for a | A knowledge market-based analysis identifies | Knowledge market
proach for a KM initiative imple- | knowledge buyers, sellers, and brokers involved in | analogy
sharing-enabled mented in a consult- | the KM project (Who), understands their motives for
KM model ing firm participating in the knowledge market (Why), ana-

lyzeswhat they need and what they can offer (What),
facilitates knowledge transactions (How).

Gray and Role of knowl- Interviews and sur- | Focusesondemand for—notsupply of—knowledge, | Knowledge sourcing

Durcikova edge repositories vey of technical sup- | looks at analysts’ learning orientation, perceived | theory

2005/2006 in speed versus port workers work demands, and risk aversion in predicting their
learning in user knowledge sourcing behavior. Not much learning
performance when using technical support repositories. Analysts

focused on finding solutions not building a better
understanding of the products they support.

Wang et al. Firms align KMS Survey of manufac- | Examine KM processes (gather, store, communicate, | Knowledge-based

2007 support to strategic | turing firms synthesize, disseminate) along with corresponding | dynamiccapabilities
needs to get dynam- KMS functions. Key KM activities lead to better | theory
ic capability link to outcomes for KMS usage.
performance

Zimmer et al. Individual percep- Survey of profes- | Examine the effects of accessibility and quality, | Learning behavior

2007/2008 tions of KM sionals and comparisons and trade-offs between relational
sources available and non-relational sources. Source accessibility and
and how this affects quality affect usage of a source and this is moderated
use of different by the type of source with accessibility having less
types of sources effect on the use of relational sources. Use of each

source type was affected by the accessibility and
quality of alternative sources types.

Huang et al. Knowledge reposi- | Experiment to study | Single price of repository access or knowledge items | Mental accounting

2007/2008 tory pricing users’ price and | sold individually. Consider price, knowledge, and | and Transaction de-

knowledge prefer- | user characteristics. Single price repository pricing | coupling
ences for access to | attracts users and is essential to initiate the transfer
knowledge reposi- | process, yet individual pricing encourages knowl-
tory content edge preferences and is thus an effective approach
for learning.
Nordheim Implementation of Case study at a large | Goals: 1. establish a best practice for information | Motors of develop-

ment and change:
teleological, evolu-
tion, life-cycle, and
dialectical

Lee and Ahn
2007

Reward systems for
intra-organizational
knowledge sharing

Analytical model
building

Group based reward inferior to Individual based
reward for firm’s net payoff from knowledge sharing.
Workers with more productive knowledge may not
share under a group based reward, this is mitigated
by organizational ownership norms.

Organizational citi-
zenshipbehaviorand
Individual motiva-
tional drivers

continued on the following page
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Study

Area

Research Method

Searching and Evaluating KMS Content

Theory

Haas 2006

Value of knowledge
gathering

Multi-method field
study using quality
ratings of project
outcomesandsurvey
data from project-
team members

Value of knowledge gatheringisgreater whenenhance
team processing, sense-making, and buffering capa-
bilities. Capability enhancing moderated relationship
between knowledge gathering and project quality as
measured by slack time, organizational experience,
and decision-making autonomy. More knowledge
gathering helped teams to perform effectively but
hurt performance under conditions that limited their
capabilities to utilize knowledge.

Organizational de-
sign

Ghosh and
Scott 2007

KM processes and
organizational en-
ablers

Interviewand survey
about designing and
deploying a KMS in
a hospital

Assessed structure, culture, and technology of KM
processes: acquisition, application, conversion, and
protection. KM effectiveness is based on KM infra-
structure capability and KM process capability.

Organizational en-
ablers

Ravishankar
2008

KM-related rewards
program

Casestudy of the KM
initiative of a soft-
ware services and
products company
withasuccessful KM
system

Organizational rewards program generates interest
and awareness about KM initiatives among users.
Rewards program leads to focus on rewards and
ignoring the main reasons for the initiative. Arewards
program used in the initial post-implementation
phase to build awareness and then removed in a
phased manner.

Organizational so-
cio-cultural theory

Lin and Huang
2008

Antecedentsto KMS
usage

Survey of KMSusers
on task inter-depen-
dence, perceived task
technology fit, KMS
self-efficacy, and
personal outcome
expectation

Personal outcome expectation: associated with using
KMSs related to expectations of change in image
or status or to expectations of rewards, such as
promotions, raises, or praise; Performance outcome
expectation: associated with improvements in job
performance (efficiency and effectiveness) associated
with using KMSs; KMS usage: The degree of use of
KMSs in searching and contributing knowledge.

Task technology fit
and Social cognitive
theory

Espinosa et al.
2007

Knowledge help-
ing coordinate
geographically
distributed software
development teams

Field study

Software teams coordination needs, how team
knowledge affects coordination, and how this effect
is influenced by geographic dispersion. Teams have
3 types of coordination needs—technical, tempo-
ral, and process—which vary with the members’
role. Geographic distance has a negative effect on
coordination, but is mitigated by shared knowledge
of the team and presence awareness. Shared task
knowledge ismore important for coordinationamong
collocated members.

Team cognition re-
search

Decision-makers will rely more on heuristics and
reduce their information search and evaluation
effort as the amount of information increases or
the amount of time to complete a task decreases
(Zuckerman & Chaiken, 1998).

Heuristics for making decisions about the
quality of information affect the effort-accuracy
trade-off. Examples of these heuristic include
source credibility (e.g., experts provide high-
quality information), consensus (e.g., informa-
tion is high-quality when many users agree on

quality) and attractiveness (e.g., sources whose
physical features are pleasing to us provide
high-quality information) (Chaikenetal., 1989).
Heuristics for making decisions about what
search and evaluation strategy to follow affect
the effort-accuracy trade-off. Examples of these
heuristics include the minimalist (e.g., look up
information inarandom order until an alternative
is recognized as high quality), the take-the-last
(e.g., use the same strategy that worked the last
time in similar situations), and the take-the-best
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Table 2. Summary of effort-accuracy and search current literature

Study

Area

Research Method

Searching and Evaluating

Theory

White at al.
2006

Difficulty devising
queries to express
information needs

Experimentally
evaluate technique
which estimates
information

needs, how well it
estimates changes
in needs and its
appropriateness

Propose unobtrusive monitoring of system interaction
to proactively supportsearchers, and it chooses terms
by monitoring searcher interaction with different
representations of top-ranked documents. Informa-
tion needs are dynamic and change as a searcher
views information. The approach gathers evidence
on potential changes in these needs and uses this
evidence to choose new retrieval strategies.

Heuristic-based
implicit feedback
model

Dennis and
Taylor 2006

Effects of an ac-
ceptable time delay
on information
search behavior

Experiment

Increased time and effort caused by acceptable delays
(7 seconds) provoked increased information search.
When faced with acceptable delays, users tend to act
as satisficing information foragers; they increase
search within pages and reduce breadth of search by
examining fewer pages to minimize time.

Information forag-
ing

Yang and Hu
2007

Finding expert
profiles

Design science
prototype

Intelligent search framework to provide search
capabilities for experts who not only match search
conditions but belong to similar subject fields based
on the user’s needs.

Fuzzy abstraction
hierarchy and Vec-
tor space model

Kamis and
Stohr 2006

Parametric search
engines, i.e.,
attribute-based

Experimental

Effects of search effort and domain knowledge are
mediated through decision quality and decision
confidence to impact perceived ease of use and
perceived usefulness.

Behavioral decision

Kamis 2006

Shopping
engines

Experiment

Users want maximal accuracy with minimal effort
using shopping engines which work in one stage to
quickly maximize accuracy with multiple stages by
involving the user, to satisfy decision making. The
best-performing shopping engine used two stages,
QuickSearch first, then AdaptiveSearch. The 2
stages have differentimpacts on shopping. Shopping
engines should be designed to first save the shopper
effort and then provide attribute-focused support for
examining the resulting set of items.

Effort-accuracy
decision strategies

Song etal.
2007

Effects of Web-
based consumer
DSS

Experiment to
compare Web-based
DSS that support
different decision
strategies

DSS supporting compensatory strategies (weighted
additive or equally weighted), over DSS support-
ing non-compensatory strategies (elimination-by-
aspects), were perceived to be more accurate, less
effortful, more effective, more satisfactory, and had
superior consistency with stated preferences.

Decision making
and User
satisfaction

Sacchi and
Burigo 2008

Information search
strategies of indi-
viduals in
pre-decisional stage

Experiment

To assess the influence of the individual’s knowl-
edge and information sources, participants selected
from a list of relevant and irrelevant data. Exper. 1
manipulated information source reliability, finding
subjects used a sequential strategy with data from a
reliable source. Exper. 2 analyzed information source
and individuals’knowledge. When subjects believed
the source reliable, experts adopted strategy as se-
quential as novices. Exper. 3 search strategy affects
final judgment, illustrating the role of individual,
task, and context.

Constructivist
framework

approach (e.g., order alternatives on perceived
quality and take the best one) (Gigerenzer &
Goldstein, 1996).

Since KMS users are usually faced with a
lengthy list of content, they likely apply effort-
reducing and quality-judgment heuristics such as
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Figure 1. Effort vs. accuracy research model
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to use high-rated content because “high ratings
should be associated with high-quality content”.
This is similar to the take-the-best search and
evaluation strategy and consensus quality-
judgment heuristics when ratings are valid. Valid
ratings guide users to the high-quality content
and reinforce users’ evaluations and decisions to
select that content for their task. Invalid ratings,
however, may guide users to lower-quality con-
tent and may cause cognitive dissonance where
the ratings do not entirely agree with novices’
uncertain judgment of content quality. The task
then becomes more complicated and increased
effort may be needed. The next section discusses
the effort-accuracy trade-off in KMS usage.

Searching and Evaluating
KMS Content

One characteristic of search and evaluation ef-
fort is the amount of information accessed and
evaluated. Search effort reflects how many of
the available options are selected for subsequent
evaluation. Evaluation effort reflects how much
attention is spent on the options selected in order
to determine what is appropriate for using in the
task. Rationally, decision-makers should only
need to evaluate information once and decide on

10

its usefulness to the task. Yet decision-makers re-
evaluate information because they forget what they
have reviewed due to limits in working memory
(Miller, 1956) or they may want to confirm their
choices to be more confident in their actions
(Svenson, 1979).

Another characteristic of searchand evaluation
effort is the amount of time taken for information
acquisition. Iftime is limited people tend to reduce
both search and evaluation effort (Gigerenzer &
Todd, 1999; Payne et al., 1993). In the KMS us-
age context, as more content is searched, more
evaluation is needed. Greater search and evalu-
ation effort means end users select more content
which is highly likely to lead to greater personal
scrutiny of that content. Meanwhile, lower search
and evaluation effort means users make decisions
based on fewer alternatives and as such do not
spend as much time evaluating a lot of content.
Thus, regardless of whether ratings have high or
low validity, users who increase (decrease) their
search effort will need to evaluate more (fewer)
options expending greater (less) evaluation effort.
The first hypotheses are:

H1: The search effort expended on KMS content
will have a positive effect on the evalua-
tion effort expended (a) when ratings have
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high validity and (b) when ratings have
low validity.

Asnoted above, decision-makers use simplify-
ing strategies such as heuristics to minimize effort
with the goal of making accurate decisions (Cook,
1993; Svenson, 1979). When searching through
KMS content, users are likely to use the heuris-
tic that “high ratings should be associated with
high-quality content”. In this case, when ratings
are high in validity, users will select high-quality
content. By using valid ratings to guide content
selections for evaluation, users will focus on
evaluating high-rated, high-quality content. The
consistency between ratings and content quality
eliminate the need for further search effort. Users
are less likely to be distracted or influenced by
low-quality content when they limit their search
effort to only reviewing high-rated, high-quality
content. Usersreduce search effortand make more
accurate decisions.

However, users who decide not to use valid
ratings but to search and personally scrutinize
content themselves will expend greater search
effort and be exposed to lower-quality content.
By ignoring ratings, these KMS users will likely
be using the minimalist heuristic of looking up
content in a random fashion until high-quality
options are recognized (Gigerenzer & Goldstein,
1996). Because valid ratings are being ignored,
users must rely solely on their own uncertain
judgments of content quality making users more
likely to be influenced by low-quality content.
Research demonstrates that decision-makers are
not able to fully detect low-quality information
(Maier & Thurber, 1968; Wang & Strong, 1996).
By notusing valid ratings, users will increase their
search efforts and make less accurate decisions.
The next hypothesis is:

H2a: The search effort expended on KMS con-
tent will have a negative effect on decision
accuracy when ratings have high validity.

In addition, some users will attempt to reduce
their search effort by using ratings when ratings
have low validity. In this case, users will select
high-rated, low-quality content to evaluate. The
inconsistency between ratings and content may
trigger the needto increase search effortandignore
the ratings. Prior research has demonstrated that
information incongruity can increase the amount
of effort expended to solve a problem (Alden et
al., 1994; Ruthven et al., 2003). By adapting to
the information environment, users can change
their search strategy to perform a more complete
search of the information available (Gigerenzer
& Todd, 1999; Payne et al., 1993). In the KMS
environment, users who are aware of the incon-
sistency between ratings and content increase
their search effort which broadens the amount
of content reviewed and enhances the saliency
of quality differences between options. Being
aware of quality differences, users will increase
their search effort and are likely to seek out and
find high-quality content leading to greater deci-
sion accuracy.

Alternatively, some users may not detect the
inconsistency between ratings and content be-
cause they may be overly focused on minimizing
effort or they may choose to override their own
beliefs with the ratings provided. Research has
found decision-makers are not entirely sensitive
to problems with information and tend to accept
information as valid without questioning it (Biros
etal., 2002). In this case, KMS users who decide
to continue using invalid ratings will not expand
their search effortsand will likely be influenced by
high-rated, low-quality content. Limiting search
effort to only review high-rated, low-quality
content means users do not get the benefit of
evaluating a broader amount of content which
would expose them to higher-quality content.
By using invalid ratings, users will decrease their
search efforts and make less accurate decisions.
The next hypothesis is:

11
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H2b: The search effort expended on KMS con-
tent will have a positive effect on decision
accuracy when ratings have low validity.

Many KMS users will minimize not only their
search effort but also their evaluation effort by
using the heuristic that “high ratings should be
associated with high-quality content™. Inthis case,
when ratings are high in validity, users will be
evaluating high-quality content. The consistency
between ratings and content efficiently reinforces
evaluation judgments to use that content in the
decision task. With valid ratings, the heuristic
to use ratings as an effort minimizing strategy is
optimal and leads to accurate decisions of using
the highest-quality content inthe task. By reducing
evaluation effort and relying on the heuristic to
use ratings to guide content judgments, users will
make more accurate decisions while minimizing
their efforts.

However, users who decide to personally
scrutinize content themselves will increase their
search and evaluation effort and be exposed to
lower-quality content. Because valid ratings are
being ignored, users miss out on having their
evaluation decisions reinforced by the ratings and
are more likely to be influence by the low-quality
content. Consistent with above, some decision-
makers are not able to fully detect low-quality
information (DePaulo & DePaulo, 1989; Wang
& Strong, 1996), suggesting low-quality KMS
content may get used in the task. Being junior
employees, KMS users will be less certain about
which contentishighvs. low quality. By personally
scrutinizing content and not using valid ratings,
userswill increase evaluation efforts but make less
accurate decisions. The next hypothesis is:

H3a: The evaluation effort expended on KMS
content will have a negative effect on de-
cision accuracy when ratings have high
validity.
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Additionally, some userswill attempt to reduce
their search and evaluation effort by using ratings
when ratings have low validity. In this case, us-
ers will evaluate high-rated, low-quality content.
Some users will become aware of the inconsistency
between ratings and content quality, which may
trigger the need to increase evaluation effort and
ignore the ratings. The inconsistency between
ratings and content quality may also create cog-
nitive conflict and motivate users to resolve the
inconsistency by more closely scrutinizing more
content (Festinger, 1957; Harmon-Jones and
Mills, 1999). Consistent with above, users can
changetheirevaluation strategy to performamaore
complete evaluation of the information available
leading to greater awareness of content quality
differences (Gigerenzer & Todd, 1999; Payne et
al., 1993). By increasing their evaluation effort,
users will be more likely to evaluate high-quality
content leading to greater decision accuracy.

Alternatively, users who do not detect the
inconsistency between ratings and content may
decide to continue using invalid ratings to make
evaluation decisions. Because some users are not
able to fully detect invalid information (DePaulo
& DePaulo, 1989; Wang & Strong, 1996), low-
quality KMS content gets used in the task. In this
case, users who decide to continue using invalid
ratings are likely to be influenced by high-rated,
low-quality content. By using invalid ratings, us-
ers decrease their evaluation efforts but make less
accurate decisions. The last hypothesis is:

H3b: The evaluation effort expended on KMS
content will positively affect decision ac-
curacy when ratings have low validity.

METHODOLOGY

A between-subjects single-factor experiment
was conducted to test the research model and
hypotheses. Rating validity (high and low) was
manipulated.
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Subjects and Task

Two hundred nine junior and senior undergradu-
ates enrolled in a business information systems
course at a large Midwestern university partici-
pated in thisstudy. Subjects received course extra
credit (1.5%) for their participation and were
awarded incentive pay based on decision perfor-
mance with an option to perform an equivalent
task in lieu of the experiment. Subjects completed
apretestassessing demographics and knowledge
prior to attending an experimental session. Sub-
jectswere randomly assigned to an experimental
manipulation prior to attending their session by
a pre-assigned login id, and each session began
with a 10-minute tutorial on the task and the
KMS. Sessions were held outside regular class
periods with large breaks in-between sessions
providing seemingly unlimited time to compete
the task. The experimental task took place in a
simulated online setting of a professional services
firm created by the authors, where subjects com-
pleted a typical consulting task (Falconer, 1999;
Orlikowski, 2000). Subjects were asked by their
“manager” to determine what steps to include in
a work plan for a data-modeling and database-
design project by reviewing existing work plans
focused on data-modeling and database-design
projects in the KMS. All experimental sessions
were run following an identical protocol by
one of the authors. The task was designed to
have an optimal answer, and as such, better and
worse solutions could be assessed objectively.
Participants did not have time restrictions and
the average time taken was 30.5 minutes (s.d.
= 10.6 minutes).

Thework plansinthe KMS were created based
onwork plans provided by practicing consultants.
All work plans listed:

. data-modeling or database-design project
steps based on the steps identified in an un-
dergraduate information systems textbook
(Whitten et al., 2000); and

. consultant ranks for each project step,
with the appropriate rank being estab-
lished based on feedback from practicing
consultants.

Work plans varied in quality with the highest-
quality work plans including (1) supervisors as-
signedtoall importanttasks, (2) consultant level(s)
forall projectsteps, and (3) informative, nonvague
project steps. Work plans with objectively lower
quality were created by (1) deleting supervisors
for important tasks, (2) not assigning consultant
levels to project steps, and (3) describing project
steps in uninformative, vague terms (see Murch,
2001 and Rosenau, 1998). Fourteen data-modeling
and fourteen database-design project work plans
were produced and listed in each subject’s KMS
search results. A screen snapshot is shown for
the work plan contents in Figure 2. These work
plans varied in quality such that one plan met all
three quality criteria, six plans met two of the
quality criteria, six plans met one of the quality
criteria, and one plan did not meet any of the
quality criteria.

We designed the experimental task to be one
that first-year consultants might perform (i.e.,
one that the subjects might expect to perform as
new employees). While subjects had limited prior
experience with the task, pilot tests demonstrated
that the subject pool had sufficient understanding
and were able to distinguish work plan quality
based on the criteria given. Also, ANOVA tests
confirmed the significance of the work plan qual-
ity manipulation check (t =50.05, p <.001)—for
each experimentsubjects perceived differencesin
work plan quality as anticipated. We used HTML,
ASP, and MS Office products to program the
experimental materials.

Experimental Measures
Manipulated variable: Rating validity was

manipulated in this study. Each work plan was
associated with a rating that was either high in

13
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Figure 2. Screen snapshot of work plan contents

a DMSRCLI - Microzoft Internet Explorer

Item 8

« To select a line item chck on the box under Select

+ To send selections to your answer chck on SEND TO WORE PLAN AMSWER below
» To edit your answer close this window, go back to the Case Instructions windew and select
Work Plan Ancwer

HOTE: Upon chcking send, thes screen will refresh and cloar the check marks, but the items you selected s placed i

youranawer. Whendons, closs this window.

]5""“ || Project Step || Comsultant Raxk |

] r ||womc PLAN FOR: DATA MODELING E::::’:‘f— ool |

r | moenTFy EnTITIES E"W s ool

geded
a -1a Intervisw gystem owners and users to identify things they would like to capbure, store, |l'u:u'ar and Sesier
and produce mformation

[ 16, Study the forms and files |i|umu:

I -lc. Rewview program data, file, and database structures |l|'u.:uo: and Senior

r -1d. Check that entities have many occurrences and name them "iun.ic-l

r -Le. Define unsque identifiers for each entity urdor and Senier

[ |2 DRAW A ROUGH DRAFT OF ENTITY RELATIONSHIP DIAGRAM :::f;*’- Rk

E -2a Brainstorm relationships between entities uraor and Seror ﬂ
2] Done 11 e inkemet e

i Stant || &1 Cave lnstuctions - | B Week Flans Seieen .| £1K5 Search Resuts - [EloMsACLa - Mier. |32 HETHOH mm-

validity (if the rating accurately described the
content quality) or low in validity (if it did not).
Subjects were not explicitly told about the differ-
ences in rating validity. The rating scheme values
were: 5 = highly valuable, 4 = somewhat valu-
able, 2 = somewhat worthless or 1 = worthless.
To strengthen the rating validity manipulation we
excluded the neutral rating of 3. Work plan orders
were randomized; however the highestand lowest
rated work plans were always located somewhere
in the middle section of all the work plans listed.
Thus, ifasubjectusedthe “rely onrating” heuristic
they could not simply select the first work plan
listed but they would have to scroll down to find
the highest-rated work plans.

Independent variables: Search and evaluation
effort measures were adopted from those previ-
ously implemented (Kim, 2001; Lazar & Norcio,
2003; Van der Linden et al., 2003). Search effort
was operationalized as the number of different
work plans opened to gauge how much of the
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KMS content a subject selected for subsequent
evaluation. Evaluation effort was operationalized
as the total time spent evaluating selected work
plan options.

Dependent variables: Decision accuracy
was measured as the number of line items in the
subject’s submitted work plan matching the 36
line items in the highest quality work plan. Each
subject’s score was calculated as the number of
line items in the subject’s answer matching the
line items in the “best” answer, resulting in a
maximum of decision quality score of 36 and a
minimum of 0.

Control variables: In the experiment we at-
tempted to control for individual differences
between subjects by their random assignment to
treatment conditions. However, some individual
differences were deemed important to control.
First, one’s expertise in KMS usage can influence
decisionmaking and thus prior experience of KMS
usage was captured (Newell & Simon, 1972).
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Table 3. Descriptive statistics: Mean, standard deviation and correlation

Correlations

Item Mean | Standard Deviation | Search Effort Evaluation Effort
Both High and Low Rating Validity (N=209)
Search Effort 15.68 7.00
Evaluation Effort 30.00 10.41 A426**
Decision Accuracy 17.37 11.43 -.080 -.122
High Rating Validity (N=111)
Search Effort 13.72 6.44
Evaluation Effort 29.05 11.21 AT9**
Decision Accuracy 24.65 8.70 -.154 -.256**
Low Rating Validity (N=98)
Search Effort 17.64 7.00
Evaluation Effort 31.00 9.37 .345**
Decision Accuracy 9.13 8.05 -.500%** 179

** Correlation is significant at the .01 level.

Secondly, gender has been shown to influence
the use of various technologies as such gender
was captured (Agarwal & Prasad, 1999; Gefen &
Straub, 1997; Venkatesh & Morris, 2000).

RESULTS

The data from two hundred nine subjects were
analyzed using Partial Least Square (PLS),
as implemented in PLS graph, to examine the
structural relationship proposed earlier in Figure
1. We chose PLS due to its minimal demands on
sample size and residual distribution (Barclay et
al., 1995; Chin 1998; Fornell & Bookstein 1982).
Chi-square tests indicated the subject pool was
homogenous as no significant differences for year
in school, age, gender or experience were found
across treatments. Also, the control variables
(prior experience with KMS usage and gender)
were not significant and therefore not included
in discussions below. Means, standard deviations
and item inter-correlations for the constructs are
presented in Table 3.

The results of the structural model from PLS,
including path coefficients, explained variances
and significance levels are illustrated in Figure 3
for high and low rating validity. Paths are inter-
preted as standardized betaweightsinaregression
analysis. Each construct comprises a single-item
task-based behavioral indicator (Chin, 1998).

Hypothesis Testing

As stated in Hypotheses 1a and 1b, those who
increased their search effortincreased their evalu-
ation effort when ratings were high in validity
(path = .481, t = 5.498, p < .05) as well as when
ratings were low in validity (.345, t = 3.767, p
< .05). Contrary to the prediction in Hypothesis
2a, those who decreased their search effort did
not significantly increase their decision accuracy
when ratings were high in validity (-.041, t =
0.406, n.s.). As predicted in Hypothesis 2b, those
who increased their search effort did significantly
increase their decision accuracy when ratings
were low in validity (.496, t=5.421, p <.05). As
predicted in Hypothesis 3a, those who decreased

15
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Figure 3. PLS results for research model for high and low rating validity
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their evaluation effort did significantly increase
their decision accuracy when ratings were highin
validity (-.237,t=2.303, p<.05). Contrary to the
prediction in Hypothesis 3b, those who increased
theirevaluation effortdid not significantly increase
their decision accuracy when ratings were low in
validity (.008, t = 0.068, n.s.). Thus, hypotheses
1a,1b, 2b,and 3aareall supported, but hypotheses
2a and 3b were not supported. Table 4 provides a
summary of all the hypotheses tested.

DISCUSSION

This study has examined how rating schemes
influence how KMS end users trade off search
and evaluation effort for decision accuracy. Based
on the theoretical and empirical work described
in the literature, we explored how rating validity
and search and evaluation effort influence deci-
sion accuracy in the KMS environment. Overall
the results provide support for the research
model, supporting four of the six hypothesized
relationships. Consistent with Hypotheses la
and 1b, search effort expended on KMS content
demonstrated a significant positive effect on
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evaluation effort expended in both cases of high
and low rating validity. This finding is consistent
withthe literature suggesting that effort comprises
both search and evaluation activities (Gigerenzer
& Todd, 1999; Payne et al., 1993). When using
KMS content, greater effort means users select
more content (i.e., increase search) leading to more
personal scrutiny of that content (i.e., increase
evaluation). The positive relationship between
search and evaluation effort occurs regardless of
rating validity.

An important contribution of this study is the
finding that rating validity influences the outcomes
of user behaviorsindifferentways. Specifically, as
Hypothesis 2b suggested, when ratings are low in
validity, search effort expended on KMS content
had a significant positive effect on decision accu-
racy. Thisfinding suggeststhatadditional search of
the content exposed users to higher-quality content
and thatsome of that content made its way into final
task solutions. Meanwhile, contrary to Hypothesis
2a, when ratings are high in validity, search effort
expended had no influence on decision accuracy.
This suggests that the decision accuracy of users
with helpful (i.e., valid) ratings was not hurt nor
was it helped significantly by the level of KMS
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Table 4. Summary of results for structural model and hypotheses

Standardized Path
Coefficient (direct effect)

Hypothesis

t-value for

Indirect Effect Total Effect @ Finding

Hla: Search effort posi-
tively affect evaluation 481
effort, high validity

5.498

-- 481 Supported

H1b: Search effort posi-
tively affect evaluation .345
effort, low validity

Supported
- .345

H2a: Search effort nega-
tively affect decision ac- -.041
curacy, high validity

-114 -.155 Not Supported

H2b: Search effort posi-
tively affect decision ac- .496
curacy, low validity

5.421

.003 499 Supported

H3a: Evaluation effort
negatively affect decision -.237
accuracy, high validity

2.303

-- -.237 Supported

H3b: Evaluation effort
positively affect decision .008
accuracy, low validity

-- .008 Not Supported

content search performed. Interestingly and not
hypothesized, ANOVA tests indicate that the
search effort for those with ratings low in validity
(mean = 17.64) was significantly higher than for
those with ratings high in validity (13.72) (F (1,
207) = 16.31, p <.001). Thus, those with ratings
low in validity did search the KMS content more
extensively as those with ratings high in validity.
This is consistent with prior literature that infor-
mation incongruity can cause people to change
their search strategies and increase the amount of
effort expended (Alden et al., 1994; Gigerenzer
& Todd, 1999; Payne et al., 1993; Ruthven et al.,
2003). Also, this lends support for the notion that
some of those with unhelpful (i.e., invalid) rat-
ings wanted to resolve their uncertain judgments
of an inconsistency between ratings and content
through additional search of the content. The ad-
ditional search of the KMS content broadened the
amount of content reviewed and enabled users to

incorporate high-quality content in their decision
task increasing decision accuracy.

In addition to the differential influence of
rating validity on the outcomes of search efforts,
rating validity also differentially influenced the
outcomes of evaluation efforts. Specifically,
as Hypothesis 3a suggested, when ratings are
high in validity, evaluation effort expended on
KMS content had a significant negative effect
on decision accuracy. This finding suggests that
additional evaluation of the content exposed the
users to lower-quality content and that some of
that content made its way into final task solutions.
Users were better off relying on the heuristic that
“high ratings should be associated with high-
quality content” and minimizing their evaluation
efforts. Meanwhile, contrary to Hypothesis 3b,
when ratings are low in validity, evaluation effort
expended had no influence on decision accuracy.
This suggests that the decision accuracy of users

17
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with unhelpful (i.e., invalid) ratings was not hurt
nor was it helped significantly by the amount of
KMS contentevaluation performed. Interestingly
and also not hypothesized, ANOVA tests indicate
that the evaluation effort for those with ratings low
in validity (mean = 31.00) was not significantly
higher than for those with ratings high in valid-
ity (29.08) (F (1, 207) = 1.83, n.s.). Thus, KMS
users appear to exert the same level of evaluation
effort. This is consistent with prior literature that
some decision-makers are not able to fully detect
low-quality information which could trigger the
need to continue expending effort (DePaulo &
DePaulo, 1989; Maier & Thurber, 1968; Wang &
Strong, 1996). Also, it lends support for the notion
that the users, being novices, are less equipped to
evaluate and identify high-quality content on their
own without the help of valid ratings.

In summary, valid ratings did not necessarily
guide users to search efficiently for high-quality
content, but these ratings did confirm or guide
evaluation judgments of what was high-quality
content to use in the task. Invalid ratings did ap-
pear to promptusersto increase their search efforts
in order to achieve greater decision accuracy, but
users were not able to sufficiently increase their
evaluation efforts of the content on their own to
achieve greater decision accuracy. In the trade-
off between effort and accuracy, complexities of
a particular decision problem may exceed the
capabilities of decision-makers regardless of the
amount of effort expended (Payne et al., 1993).
Not hypothesized, ANOVA tests indicate that the
decision accuracy for those with ratings high in
validity (mean = 24.65) was significantly higher
than for those with ratings low in validity (9.13)
(F (1, 207) = 177.58, p < .001). Thus, exposure
to ratings with low validity may create a more
complex decision problem which some users may
not be able to overcome by sufficiently increasing
their search and evaluation efforts.
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LIMITATIONS

The meaningfulness of the findings fromany study
must be assessed in light of the study’s limitations.
For this study, the increased control afforded
by a laboratory experiment must be traded-off
against the inherent limitations of the approach,
primarily that of generalizability. Limitations in
generalizability in this study involve the use of
student subjects, the nature of the tasks, and the
operationalization of how ratings reflect content
quality.

Studentsubjectstypically differ from business
professionals in two ways: 1) they generally have
less experience with the problem domain; and 2)
they have less motivation to perform a task suc-
cessfully. In this study, two steps were taken to
offsetthe use of students as subjects. First, subjects
had experience using web-based applications to
accomplishtasksand had conceptual and hands-on
experiences in the task domain used in the study.
Second, subjects were offered course extra credit
and financial incentives to increase their motiva-
tion to perform well on the task.

The task involved selecting line items from
work plan examples provided to build anew work
plananswer. The generalizabiltiy of these findings
may be limited to comparable tasks. However, in
general, when selecting from search results, end
users are free to use entire items or parts of items
when creating new documents of any kind. The
information processing required by this task is
comparable to many KMS tasks across a range
of domains where old documents are re-used to
create new ones.

IMPLICATIONS AND
FUTURE RESEARCH

From a research perspective, this study extends
prior research on the effort-accuracy trade-off
framework. This study shows that the validity
of information inputs to a task may vary causing
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complexities ina particular decision problem that
decision-makers may not be able to adequately
deal with regardless of the amount of effort ex-
pended or level of accuracy sought. Without valid
ratings, greater search effortincreased the amount
of higher-quality content included in task solu-
tions; however, contrary to expectations, greater
evaluation effort did not make a difference. In
this study, the optimal solution to the task was
provided in the list of KMS search results, yet
invalid information (i.e., ratings) mislead end
users to incorporate non-optimal content in their
task. Thus, the validity of information inputsis an
influential factor in the effort-accuracy trade-off
framework in the efficient and effective usage of
knowledge in KMSs.

From a practical and managerial perspective,
users may find it advantageous to rely on ratings
as a simplifying heuristic strategy for handling
KMS content. The findings of this study suggest
the heuristic strategy for minimizing evaluation
effort can be beneficial when ratings are high in
validity and, at worst, have no effect when ratings
are low in validity. However, the findings suggest
the heuristic strategy for minimizing search effort
can be beneficial when ratings are low in validity
eventhoughthis strategy has no effectwhenratings
arehighinvalidity. Toachieve optimal resultsfrom
using the heuristic strategy of relying on ratings,
the findings suggest users should be provided
with tools for properly assessing rating validity
either in the KMS design or through better KMS
training (Shouhong, 2005). KMS interface designs
and end user training methods must help users
accurately detect rating validity and when ratings
have low validity help users build confidence in
increasing search and evaluation effort enough to
find high-quality content. Finally, managers who
assign KMS retrieval tasks to junior employees
should specifically incorporate the definition of
high-quality content into their task assignments.

Our findings also suggest several guidelines
for KMS interface designers. Rating schemes are
an important interface design feature and influ-

ence how end users use KMS content. Care and
attention is needed in how these rating schemes
are implemented including finding ways to ensure
valid ratings and high-quality content are entered
into the KMS in the first place. KMSs may pro-
vide a setting where users are novices who find it
difficult to accurately assess the context, content,
and the effort needed to fully complete the task in
a high-quality manner (Hockheiser & Schneider-
man, 2000). KMS designers need to develop robust
processes both to evaluate the content quality in
a KMS and to ensure that ratings of that content
are high in validity (Dellarocas, 2003; Resnick et
al., 2000). One possibility isto allow only experts
to contribute content and rate KMS content, or
experts could verify submitted contentand ratings
before they are published on the system. Alter-
natively, expert-system or collaborative-filtering
algorithms could scan KMS content and ratings
to identify problems for review by experts.

An important finding of this research is that
many of our subjects with ratings low in validity
were still not able to achieve decision accuracy
levels as high as those with ratings high in valid-
ity. Thus, we continue to wonder why some KMS
users were unable to personally scrutinize content
(i.e.,increase evaluation effort) enough toachieve
higher decisionaccuracy. The inability to increase
evaluation effort enough is consistent with prior
research showing decision-makers sometimes fail
to fully detect low-quality information (DePaulo
& DePaulo, 1989; Maier & Thurber, 1968; Wang
& Strong, 1996), they fail to adopt new search
strategies even when the environment warrants
it (Payne et al., 1993), or the complexities of the
task exceed the decision-makers’ capabilities
(Payne et al., 1993). One explanation is that end
users want to minimize their effort (Chu & Spires,
2000; Payne, 1982), and therefore they focus on
achieving an adequate but not optimal solution.
Thisbehavior is consistentwith the idea that effort
is weighted more heavily than accuracy because
feedback on effort expenditure is more immedi-
ate, while feedback on accuracy is delayed and
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oftentimesambiguous (Einhorn & Hogarth, 1981;
Kleinmuntz & Schkade, 1993). Thus, when rat-
ings have low validity, minimizing effort may be
easier than maximizing accuracy in the context of
KMS usage. Additional research should examine
how to help end users with ratings low in validity
to increase effort levels enough to achieve higher
decision accuracy.

We examined additional individual-differences
characteristics measured as part of this study
(gender, domain experience, computer experi-
ence, and broad information systems experience)
to provide insight into why some subjects did not
increase evaluation effort enough to achieve high
decision accuracy. None of the characteristics
was significantly more pronounced among either
subjects who increased their evaluation effort or
among those who did not. Additional research
shouldinvestigate individual factors such as cogni-
tive flexibility and field dependent/ independent
characteristics to ascertain the degree to which
end users tend to analyze content more fully and
achieve higher decision accuracy.

Based on the results of this study, one way to
improve the KMS interface design is by incor-
porating more useful metrics into search result
feedback and rating schemes (Fang, 2000; Hock-
heiser & Shneiderman, 2000; Kim & Compton,
2004). This study highlights the influence that
rating schemes have and informs KMS designers
to use the limited space on search results screens
to display information that helps KMS users to
overcome low validity in information (Fogg &
Tseng, 1999; Stiff & Mongeau, 2003). While prior
studies found certain information about rating
validity (i.e., number of raters and rater expertise)
was not helpful (Poston & Speier, 2005), a more
comprehensive examination of factorsinfluencing
how end users detect low-validity information is
warranted. Future studies should examine char-
acteristics that could be built into system features
such as other rating validity indicators or content
quality measures.

Given the impact of rating schemes on KMS
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usage, itisimportant for future research to examine
how various characteristics of the rating values
themselves influence content quality-judgments
and KMS usage (Nielsen, 1999; 1998; Reshick &
Montania, 2003). Research isneeded to determine
how the strength and scale of ratings, the useful-
ness of text explanations of ratings, and/or the
role of rating consistency affects how end users
use the KMS interface and content. Designers
need to incorporate the influences of these factors
into their interface designs in order to improve
how end users efficiently and effectively use the
knowledge in KMSs to make decisions.

CONCLUSION

The results of this research suggest the interface
has an important impact on how end users use
Knowledge Management Systems (KMSs). More
specifically, the rating schemesdesigned into KMS
interfacesinfluence how end users use the content.
Ratings are important information to KMS users
because ratings influence the outcomes of usage
behaviors. Valid ratings did not necessarily guide
userstosearch efficiently for high-quality content,
but these ratings did confirm or guide evaluation
judgments of what was high-quality contentto use
in the task. Invalid ratings did appear to prompt
users to increase their search efforts in order to
achieve greater decision accuracy, but users were
not able to sufficiently increase their evaluation
efforts to achieve greater decision accuracy.
High rating validity leads to optimal KMS usage
outcomes while low rating validity does not. The
research findings provide an initial understanding
of the relationship between rating validity, search
and evaluation effort, and decision accuracy in
KMS content usage. Informing end users and
designers on how rating validity influences the
outcomes of KMS usage is an important issue.
This and future studies will help system design-
ers and end users to learn how to develop and use
KMSs more efficiently and effectively.
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ABSTRACT

Knowledge management (KM) is a critical practice by which a firm's intellectual capital is created,
stored and shared. This has lead to a rich research agenda within which knowledge management sys-
tems (KMS) have been a key focus. Our research reveals that an important element of KM practice—
knowledge appraisal—is considered in only a fragmentary and incomplete way in research. Knowledge
appraisal reflects the multi-level process by which a firm's knowledge is evaluated by the organization
or individual for its value. The processes are highly intertwined with the use of the KMS. It therefore
requires consideration of KA across multiple levels and types of knowledge across the entire KM cycle.
To achieve this goal, we develop and present a taxonomy of knowledge appraisal practices and discuss
their role in the KM lifecycle emphasizing implications for research and practice.
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INTRODUCTION

If HP knew what HP knows, it would be three
times more profitable.

Lew Platt, Former CEO of Hewlett Packard
(Davenport & Prusak, 1998 xxi)

Lew Platt’s classic quote illustrates the
critical challenges and benefits to knowledge
management—to excavate what is known from
a firm’s employees; to collect, store, and share it
in some fashion and to then use it to gain greater
business value. Knowledge management systems
(KMSs) are often introduced into a firm in order
to meet this challenge. Yet the introduction of
KMSs into a firm often creates new challenges.
Among these challenges, firms which introduce
KMSs must deal with lack of use of a KMS by
users and knowledge becoming outdated or lost
with in the KMS (Birkinshaw & Sheehan, 2002).
Additionally, from the user perspective, the same
KMS which provides helpful access to stores of
knowledge can also cause knowledge overload.

Overload represents the situation where a user
has access to too much knowledge which they
are unable to effectively search and sort through
and this contributes to their eventual nonuse of
the KMS (Kaser, 2004). Overload is not a hew
phenomenon. Prior work in KMS design has
focused on how to deal with knowledge overload
by designing better search techniques, sorting
and ranking structures, and other technological
solutions. For example, KnowledgeStorm, an
Internet-based technology solution resource
discusses a variety of KMS solutions that offer
to “organize content and make it available to
users,” or to provide “a search solution” as well
as “document management capabilities and the
ability to streamline search functions, as well as
store and manage scanned images and records
fromindividual workstationsintoacentral, secure
repository” (KnowledgeStorm, 2007, p. 5). While
valuable, these solutions do not tackle the main

issue that organizations are often governed by a
philosophy of “keep it all.”

The practice of knowledge appraisal (KA)
is a cognitive alternative to these technological
solutions. KA is made up of the organizational
and individual level processes by which a firm’s
knowledge (tacit and explicit) is evaluated within
each step of the knowledge cycle. In the best
examples within the literature, KA results in a
better knowledge asset because it allows only
the relevant, up-to-date, and correct knowledge
to continue through the KM processes of using or
discarding, adapting, and recreating knowledge.
However, currently KA research and practice
exists in various independent and fragmented
activities. Forexample, knowledge appraisal prac-
tices can be embedded in KMSs via knowledge
pricing schemes (Desouza, Yamakawa, & Awazu,
2003) or it can be informally practiced when an
individual uses their own judgment and personal
criteria for determining whether to create or use
knowledge from the KMS or from connecting
with a colleague (Gray & Meister, 2004).

Regardless of how or when KA is performed,
the practice of KA within an organization is
directly linked to how users interact, or do not
interact, with an organization’s KMS. The type of
KA performed in an organization may radically
alterthe adoption and use of KMS by users, itmay
affect the amount of outdated knowledge used in
anorganization, and it may change the knowledge
overload experienced by users of the KMS. Yet
the fragmented way KA isapproachedinresearch
and practice means that most organizations do not
get full benefit from KA. By drawing together
what we know and what we have yet to consider
within the processes of knowledge appraisal as
they occur throughout the knowledge manage-
ment cycle and as practiced (or not practiced) by
the organization and by individuals, this research
seeks to shed a stronger light on “how we come
to know what we know” and how managing that
process can lead to better design practices and

29



Knowledge Appraisal and Knowledge Management Systems

improved adoption and use of KMSs. Our aim
is to integrate a variety of research including the
library and information science field with practice-
based examples to conceptualize the dynamics of
KA processes and the degree to which they are
intertwined with KMSs.

Thus, our efforts in this research is to (1) dem-
onstrate the prevalence of a fragmented approach
to appraisal, (2) to define appraisal and draw on
archival theoryto develop atheoretically based and
more integrated, multifaceted view of appraisal
that draws together the fragments of KA that we
seeinthe literature, and (3) show how our approach
to KA can be used in KMS design, development,
and maintenance research and practice

Inthis conceptual article, we begin by examin-
ing and defining knowledge, knowledge manage-
ment, and knowledge management systems. We
then define knowledge appraisal within the context
of four dimensions which we developed based
on our review of the literature: organizational
vs. individual level appraisal processes and tacit
vs. explicit knowledge appraisal processes. This
descriptive work summarizes whatwe observedin
our review of the academic literature and enables
ustodevelop amore thorough understanding of the
multitude of ways in which KA currently mani-
festsitself in practice. Following this, we develop
a KA taxonomy which uses these dimensions
to depict all of the ways in which KA practices
appear throughout the knowledge management
cycle and how KA influences and is influenced
by KMSs. In this section we work in a jointly
descriptive and prescriptive mode—discussing
what practices constitute knowledge appraisal, but
also reflecting on how organizations can use this
insight to develop their knowledge assets more
effectively. We conclude with a discussion of the
implications of our work for design, development,
and maintenance for KMSs and more broadly for
KM and we propose areas of future research to
extend this work.

30

BACKGROUND

Since there are many excellent reviews of the
knowledge management research field (Alavi &
Leidner, 2001; Spiegler, 2000),we focus here on
those aspects of the field which are particularly
influential to our work. We take as our core under-
standing, adefinition of knowledge which reflects
its dynamic, complex and multifaceted character.
Knowledge is shaped by the context in which it is
created and used. Thus, we define knowledge as
“information combined with experience, context,
interpretation, and reflection” (Davenport, Long,
& Beers, 1998, p. 44). Our definition of knowledge
is further enriched by Polanyi’s (1966) distinction
betweentacitand explicitknowledge inwhich both
tacit knowledge in people’s heads and codified,
and explicit knowledge, which exists in physical
or digital form in reports, manuals, databases,
work practices, and procedures is valuable.

Over the last 15 to 20 years, firms have come
to see themselves as existing in a knowledge
focused world. Almost all tangible resources can
be purchased by any corporation. As a result, a
firm’s knowledge, an intangible resource, is one
of the few ways that a firm can be seen as dif-
ferent from the other firms in the same market
(Spender, 1996). Thus, in order to be competitive,
corporations must create, find, capture, and share
knowledge (Davenport & Prusak, 1998; Zack,
1999). This creation, locating, capturing, and
sharing of knowledge and expertise reflects the
core knowledge management (KM) practices as
they are currently applied in firms. It is a very
complex and expensive task. Despite the dif-
ficulty and expense associated with KM, it can
be extremely rewarding and firms have invested
substantially in knowledge management systems
to capture benefits.

Knowledge Management Systems (KMSs)
“are seen as the means to aid organizations in
creating, sharing, and using knowledge” (Gallupe,
2001, p. 61). With a well-designed KMS, a corpo-
ration can make better use of their knowledge. A
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KMS is typically defined as “systems designed
and developed to give decision makers/users in
organizations the knowledge they need to make
their decisions and perform their tasks” (Gal-
lupe, 2001, p. 63). These systems are made up of
“people, tools, and technologies, and knowledge
thatinteractto provide knowledge to peopleinthe
organization who need it” (Gallupe, 2001, p. 64).
These systems, both the technology and people,
are used throughout the four of the main process
of KM: creating, storing/retrieving, transferring,
and applying (Alavi & Leidner, 2001). These pro-
cesses have been the focus of a large majority of
the KM research. Researchersto date have focused
on how and why knowledge is created (Nonaka &
Takeuchi, 1995; Sabherwal & Becerra-Fernandez,
2003), shared (Gray, 2001), valued (Desouza et
al., 2003), used (Gray & Meister, 2004), stored
(Markus, 2001; Wijnhoven, 1999; Zack, 1999), and
the value these actions give to the firm (Spender,
1996). Additionally, research has focused on how
the adoption and design of KMSs (Gallupe, 2001;
Stenmark & Lindren, 2004; Edwards, Shaw, &
Collier, 2005).

While KMSs have offered great value to KM,
they have not been without problems (Stenmark
& Lindren, 2004). Research has also begun to
acknowledgeacritical problem of many KMSs—
knowledge overload (Huber, 1991; Kaser, 2004).
Knowledge overload occurs when the informa-
tion or knowledge to be interpreted exceeds an
individual or organization’sattentionand learning
capacity to process the information or knowledge
properly (Davenport & Prusak, 1998). The result
of overload is a “bottleneck™ in the flow of knowl-
edge that must be managed in order to gain value
fromthe knowledge (Davenport & Prusak, 1998).
A large part of the bottleneck is due to the fact
that KMSs are overflowing with knowledge that
is incomplete, obsolete, or too context specific
(Kaser, 2004). This is the result of the current
mentality within organizations of not appraising
knowledge and just keeping everything because
“time is dear and digital space is cheap” (Kaser,

2004, p. 8). The bottleneck that results from this
mentality creates substantial problems for users
trying to interact with the KMS. The appraisal act
is transferred entirely to the user. The users will
always appraise retrieved knowledge to a certain
extent; however, in situations like this the entire
task of appraisal is transferred to the user. The
user must take the time to appraise the knowledge
they’ve retrieved from the KMS before continuing
onwiththetaskathand. Thiscandiscourage KMS
use, as users may avoid the KMS because of the
time it takes to find and appraise the knowledge.
The situation also creates conditions for costly
mistakeswhere organizational decisions are based
on incorrect knowledge due to the lack of proper
appraisal techniques by the individual.

KNOWLEDGE MANAGEMENT
SYSTEMS AND KNOWLEDGE
APPRAISAL

One of the solutions to overload, as suggested by
researchinthefield of library science (Dearstyne,
1993), is for both individuals and organizations to
appraise the value of knowledge and then act in
some way on that appraisal to organize, consoli-
date or eliminate “excess,” outdated, or irrelevant
knowledge. Because of the constraints of space,
libraries have developed appraisal theory and
practice to cope with managing the volume and
quality of knowledge available by practicing ap-
praisal and archiving books and other resources.
An additional benefit of this practice is the time
and effortsaved onthe part of userswhentrying to
find relevant and up-to-date material (Dearstyne,
1993). We believe that both academic research and
organizational practice can learn fromrecognizing
that appraisal practices are already occurring in
some fashion within all KM activities completed
througha KMS and outside a KMS. Additionally,
we believe that with amore systematic approachto
applying such practices they could develop more
strategic knowledge assets which represent what
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the firm values and is easy for users to find, use
and develop. Thus, our efforts in this section are
to (1) demonstrate the prevalence of a fragmented
research approach to appraisal and (2) to define
appraisal and draw on archival theory to develop
amore theoretically based, integrated, and multi-
faceted view of appraisal that draws together the
fragments of KA that we see in the literature.

We define knowledge appraisal (KA) as the
organizational and individual level tasks of ex-
amining both tacit and explicit knowledge, using
criteriaand judgmentsto evaluate it,and deciding
if the knowledge should be created, used or reused,
codified or kept tacit, kept active, archived or
disposed/destroyed. Such appraisal practices can
be performed regularly by the individual, as they
create, use, search for, scan, and talk to people in
orderto find the knowledge they believe is the most
suitable for their specific task. It can also occur
more broadly at the organizational level, as the
firm decides what knowledge has strategic value
(or what does not and needs to be destroyed) and
then acts to ensure this knowledge is available to
knowledge users.

KNOWLEDGE APPRAISAL
CONCEPTUAL FRAMEWORK

Based onourreview of the literature and examina-
tion of organizational and individual knowledge
management practices, we theorize that KA is a
multifaceted process which is already occurring
in fragmentary ways throughout firms—afinding
which we review, with examples, inthis section. It
isperformed by both individuals (Gray & Meister,
2004) and organizations (Zack, 1999) throughout
the entire knowledge managementcycle. Itisgov-
erned by official rules and by informal methods.
Additionally we acknowledge that KA acts can be
explicit or tacit (Polanyi, 1966)—appraisal itself
can be based on a codified set of rules/knowledge
or appraisal can take place without the conscious
processing of rules or practices. KA, regardless of

32

whether it is done using the KMS or done without
the KMS affects the use of the KMS by both the
individuals and the organization. For example,
KA, if done appropriately with the KMS, may
increase the use of the KMS by individuals be-
cause the documents they get are up-to-date and
relevant. KMS users learn that they do not have to
spend very much time appraising the documents
themselves because the documents are more likely
to reflect the organization’s strategy (or whatever
the basis of the appraisal is) and thus are more
likely to be appropriate. Alternatively, the KMS
may not be used by an individual if they do not
trust the knowledge in the KMS or it is difficult
to find. The individual may appraise a coworker
as a better source of knowledge than the KMS.
Since KA is a dynamic, ongoing process, one
situation can lead to another situation as well. For
example, if the decision rules are not appropriate
in the first example, the individual may choose
to use their coworker as a source instead of the
KMS the next time they need others’ knowledge
to accomplish their work. Additionally, in both
situations the KMS could affect the type of KA
used by the individual and the organization. For
example if the KMS is a highly structured knowl-
edge repository the organization may use decision
rules to appraise knowledge. Alternatively, if the
KMS is a based on a yellow pages approach, the
organization may use an appraisal approach in
which individuals are asked to rate and describe
knowledge as they use and create it. Regardless,
the type of KA and the type of KMS used are
highly intertwined. If the KA and KMS are not
complementary, then KMS use may not be as
high as it could be. This is why it is so important
for us to fully understand KA.

Inorder to more fully explore the many differ-
ent KA practices that occur in an organization we
outline the dimensions of KA below (see Figure
1), and then illustrate both the act of appraisal and
the implications of these activities for the KMS,
the individuals, and the organization. Figure 1
consists of two dimensions. The Organizational/
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Figure 1. Knowledge appraisal conceptual framework
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Individual dimension focuses onwho is perform-
ingthe KA activities. The Tacit/Explicitdimension
focuses on how deliberate the act of KA is (as
distinct from attributes of the knowledge itself).
By combining these two dimensions we can fully
understand the process of KA as performed by
individuals and the KMS and how this affects the
organization’sknowledge asset. Below we discuss
these two dimensions followed by explanations
of each quadrant in Figure 1.

Dimension 1: Organizational/
Individual Knowledge Appraisal

Organizational KA occurs via pre-established
forms, conventions, and requirements of knowl-
edge within the organization (Davenport et al.,
1998; Davenport & Prusak, 1998) and in light of
its competitive and regulatory environment. In-
formation technology can be used as a part of the
KMSs to ensure that organizational KA is done
properly. At the other end of the spectrum is in-
dividual knowledge appraisal. In our framework,
individual KA is distinct from organizational
practice and reflects what goes on inside people’s

headsastheyactto find, analyze, integrate, forget,
or eliminate knowledge to accomplish their tasks
(Gray & Meister, 2004; Sternberg, 1999). Indi-
vidual KAisnotformally recognized or controlled
as itresides within the individual. Individual acts
of appraisal are completed in isolation, without
reference to an organizationally established set of
procedures. Differentindividuals may appraise the
same knowledge very differently and, thus, create
differentknowledge, use differentknowledge, and
remove different knowledge. Additionally, Indi-
vidual KA canbein conflict with an organization’s
KMSwhenindividual acts of appraisal contradict
the KMSs appraisal. Alternatively individual
acts of appraisal can complement organizational
appraisal. For example, an employee can receive
documents from an organization’s KMS that
have already been appraised as valuable in most
situations. This employee can then use individual
appraisal acts to determine whether the document
is valuable for his or her specific situation. Based
on this, we can see how different the results can
be for the usage of a KMS, and as a result the
knowledge asset of the organization, depending
on what types of appraisal acts are performed
in an organization and how users interact with
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the KMS the organization uses. Thus, in order
to ensure that the organization gets the most
benefit from their KMS we need to understand
this tension and design and encourage appraisal
practices, both individual and organizational,
which are inalignment between the organization,
the individual, and the KMS.

Dimension 2: Explicit/Tacit
Knowledge Appraisal

Explicit KA is defined as a deliberate act com-
mitted by individuals or the organization and
demonstrates an intentionality and understand-
ing of the meaning of behaviors and decisions to
evaluate knowledge. Tacit KA refers to thoughts,
decisions, and acts of appraisal that an individual
or the organization is not directly or fully aware
of and which is done without deliberate intent.
With these dimensions of knowledge appraisal
processes broadly developed, we next review prac-
tice-based examples for each quadrant of Figure
1which provide afuller illustration of knowledge
appraisal and which emphasize the use of KMSs
in particular, since that is the critical mechanism
by which organizations facilitate KM.
Itisimportant to note that because knowledge
is dynamic the dimensions do not exist in isola-
tion. Often KA acts made in one dimension may
evolve into acts made in another dimension. For
example, atan organizational level, tacitappraisal
acts often are the outcome of a former explicit
act—the organization may explicitly embed val-
ued knowledge inwork practice, or may explicitly
establish a ranking based search system based on
valued criteriawhen designinga KMS database or
corporate yellow pages. However, over time, the
underlying embedded knowledge is forgottenand
aformof organizationally endorsed, tacitappraisal
isoccurring—it slips into the background and yet
it influences what knowledge is made available,
what knowledge may fall into disuse, and thus gets
forgotten, archived, or slated for disposal. Based
on this we can see how different the results can
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be for the usage of a KMS, and, as a result, the
knowledge asset of the organization, depending
on if the appraisal act is tacit or explicit. Thus, in
orderto ensure that the organization gets the most
benefit from their KMS we need to understand
this tension between tacit and explicit practices.
This will help with choices about KMS design
and decisions about training which can teach and
encourage appraisal practices, both individual and
organizational, which are in alignment between
the organization, the individual, and the KMS.

ORGANIZATIONAL-LEVEL EXPLICIT
KNOWLEDGE APPRAISAL

Organizational, explicit knowledge appraisal
occurs with established sets of procedures or
with clear cut goals (i.e., strategic necessity) and
the organization intentionally acts to appraise
knowledge. The firm may use a variety of KMS
mechanismstoaccomplishthisincluding informa-
tionsystems, KM teams, librarians, or networking
events between selected people (Davenport &
Prusak, 1998). Based on organizationally derived
criteria, the appraiser decides whether the knowl-
edge should be kept active, retired, or destroyed.
Here we draw more heavily on archival literature
as the activities in this quadrant are similar to the
archival practices of deciding whether informa-
tion should be kept active, retired, or destroyed
(Grimard, 2004).

Knowledge is kept active when it is used, cre-
ated, or kept in a place where it can be quickly
accessedand easily understood. Knowledge retire-
mentinvolvesthe pruningand careful preservation
of knowledge that is considered valuable to the
future but is not to be left in the active knowledge
repository. This is due to the fact that it is not
up to date, useful, or is repeated in several other
places. This valuable knowledge is still stored
in the KMS but not in an area where it can be
easily or quickly accessed (Christianson, King,
Ahrensfeld, 1991). It is moved so it is still acces-
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sible but not contributing to retrieval overload in
the primary knowledge repository. Knowledge
that is destroyed is the knowledge that is not
valuable enough to be preserved or that may have
lost is competitive efficacy and therefore must be
destroyed to prevent its mistaken use (Grimard,
2004). The organization selects the documents,
work practices, and knowledge to be destroyed
primarily based on the goal to save essential,
valuable knowledge (Dearstyne, 1993).

Organizations can appraise knowledge using
their KMS to develop and enforce an established
setof proceduresand/or assess knowledge as their
competitive environment evolves, based on stra-
tegic needs. In order to continually meet strategic
needs, firms must develop their own appraisal
processes within their KM practices to identify,
create, share, archive, and destroy knowledge to
reflect their competitive advantage. Sometimes
this involves storing all reports, consulting en-
gagements, project documents, and so forth, as
forms of knowledge. Other times, organizations
may act to consolidate prior knowledge to codify
itintoanew way of doing things via best practices
and new business processes.

Organization level, explicit procedures can also
aid an organization (and ultimately individuals)
to intentionally forget. Organizational forgetting
is the loss of a company’s knowledge (deHolan,
Phillips, & Lawrence, 2004). De Holanetal. (2004)
distinguished between intentional and accidental
forgetting. Intentional forgetting can result in
increased competitiveness (deHolan et al., 2004),
though this is very difficult. It occurs through two
processes. The first process is unlearning, when
knowledge has been appraised and is found to be
hurting the organization. This knowledge is re-
moved by the organization disorganizing the “part
of its knowledge store” in which the knowledge
resides (deHolan et al., 2004, p. 49). The other
process of intentionally forgetting knowledge is
through avoiding bad habits. This occurs when
new knowledge is appraised and is found to be a
potential source of harm to an organization. This

harm could be due to the fact that the knowledge
could be out-dated, incorrect, or it could result in
knowledge overload. Thisknowledge is intention-
ally not placed into the organization’s memory
(deHolan et al., 2004).

Despite these benefits, this process of KA
may not always be successful. For example, if
the criteria are not chosen carefully and properly,
with full participation fromall stakeholdersinthe
organization or if the organization’s culture does
notacceptorganizationally developed explicitK A,
then the organization risks accidental forgetting,
as well as the situation that by not establishing
“what is important” then the emerging knowl-
edge assets of the organization may not be of any
strategic value.

Accidental forgetting is associated with the
loss of valuable knowledge, which thus reduces a
company’s competitivenessasthey relearnthe loss
knowledge (deHolan et al., 2004). They proposed
two types of accidental forgetting: memory decay
andfailure to capture. Memory decay occurswhen
“a company forgets things that have long been
embedded initorganizational memory” (deHolan
etal., 2004, p.47). Failure to capture occursto new
knowledge when a company “neglects to make
valuable new information available to the rest of
the organization” (deHolan et al., 2004, p. 48).

We believe that organizational, explicit KA is
a critical foundation to successful KM practice
with direct implications or the use of a KMS. All
of these procedures are done through the various
parts of the KMS. The human element of the KMS
determines the criteriato evaluate the knowledge
andthetoolsand technologies are used to perform
the tasks. There are several examples in practice
that show this process of KA as it occurs during
the use of a KMS. For example, at Siemens, a
team took part in an organizationally mandated,
explicit knowledge appraisal activity when they
established both a rating system and strong edi-
torial control in order to provide quality control
on their KMS called ShareNet (MacCormack &
Volpel, 2002). The result was a more useful KMS
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for users to interact with and KM activities that
reflect what the organization felt was strategically
valuable. At Xerox customer-service engineers
shared repair tips on the Eureka KMS system.
These tips were created via evaluation processes
used by subject-matter experts (as defined by the
organization) before the tip could be placed intoa
database thatall customer-service technicians had
access to (Biren, 2000). These practices reflect an
organizationally defined approach to knowledge
appraisal with direct consequences for the quality
and value of the resulting knowledge asset.

These examples demonstrate that often knowl-
edge in a KMS is subjected to evaluation using
an established set of procedures. The result of
this process of appraisal, if done with appraisal
criteria that were chosen carefully and properly
with full participation fromall stakeholdersinthe
organization, will result in KA at each step of the
KM cycle that will compliment the mandate of
the organization (Grimard, 2004). As well, this
constant adding, reshaping and pruning of the
KMS will ensure that the knowledge asset that is
being cultivated will be easy for users to interact
with. This can help an organization to learn since
this process of KA will allow knowledge to be
encoded into the “routines that guide behaviour”
(Levitt & March, 1988, p. 320). Ultimately these
organizationally led, explicit choices shape knowl-
edge assets within the KMS to reflect things that
are important to the organization and this will
ultimately help shape what the individual views
as important and valuable knowledge.

ORGANIZATIONAL-LEVEL TACIT
KNOWLEDGE APPRAISAL

Organizational, tacit knowledge appraisal acts
are seen in our conceptualization to reflect situ-
ations in which a priori, organizational decisions
become embedded in practices (like search and
ranking systems in KMSs, or new procedures),
but which over time, lose their “explicitness.”
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Over time, such decisions take on a tacit quality
for the organization because they move out of
conscious awareness during KMS use or work
practice and simply reflect “the way things are
done.” Individual using a KMS may not even be
aware that the KMS is acting in particular ways
based on a priori decisions embedded within the
system. Alternatively, work groups acting within
“bestpractices” may unconsciously enactthe “way
things are done” well past their usefulness and
value. Theresult s that decisions can be made but
individuals may not be fully aware of the implica-
tions of their actions. While performing this type
of act the appraiser does not knowingly decide
if the knowledge should be active (created, used,
or kept easily accessible), retired, or destroyed on
their own. Instead they decide if the knowledge
should be active (created, used, or kept easily ac-
cessible), retired, or destroyed after it has already
been appraised by the automated system.

Thetoolsandtechnologies of the KMS perform
this type of KA. This process of appraisal can
be valuable to an organization because it would
not be influenced by an individual or group con-
cerns with being involved in potentially political
behavior (Galunic & Weeks, 1999). For example,
organizational, tacit KA can more easily enablean
effort to develop the knowledge base by conceal-
ing identities and thus enable the appraisal of a
junior consultant’s work as valuable and a senior
partner’s work as appropriate for retirement or
destruction. However, it could quite easily result
in accidental organizational forgetting (deHolan
et al., 2004), since the organization may forget
embedded appraisal practices and be unaware
of the long term implications of their actions.
They may make decisions they would otherwise
not make if they were aware of the long term
implications of such practices.

Examples of this process of knowledge ap-
praisal can be seen in the act of users at Buckman
Laboratory using the search feature of a KMS to
“find a list of abstracts concerning a particular
person or subject area and then, based on those
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abstracts, decided which documents to download
for viewing” (Fulmer, 2003, pp. 8). Knowledge
value was appraised because if the knowledge in
the database did not fit into the search terms the
knowledge was not considered valuable enough
to see (Grimard, 2004). This organization tacit
appraisal had embedded the act of appraisal in the
searchalgorithms. Forexample, the organizational
procedure may be to limit the search to certain
terms or certain authors. This limiting is an act
of formal appraisal since it allows the individual
to judge the worth of documents based on the
search terms. However, it is tacit because the
users are likely not fully aware that by following
their own procedures (using particular search
terms), the KMS is already appraising the value
of the knowledge as only knowledge linked to
the search terms is presented and thus assessed
as potentially valuable.

INDIVIDUAL-LEVEL EXPLICIT
KNOWLEDGE APPRAISAL

Individuals involved in individual-level explicit
knowledge appraisal understand that they are
participating in deciding whether the knowledge
should be created, used, kept active, retired, or
destroyed for their own, local, task-related pur-
poses. However, their acts of appraisal are not
officially recognized or formally developed by
the organization (though they are likely, in part,
influenced by what the organization formalizes).
This process of knowledge appraisal can be more
risky for the organization than organizational
explicit knowledge appraisal since the individual
involved may not be reflecting organizationally
defined ways for appraising value. This may lead
to appraisal that is more appropriate for each indi-
vidual and not for the organizationasawhole. The
organization’s knowledge may not be consistently
appraised with the organization’s goals in mind.
This may lead to unintentional forgetting as well
as direct how the knowledge assets of the firm

emerge and the degree to which they are aligned
with the firm’s goals and routines. Alternatively,
if the organizational culture is resistant to explicit
organizational appraisal acts or the cognitive style
ofthe employee does notfitinto a formal, analytical
process then individual explicit processes of KA
may benefit the organization as they may result
in serendipitous advantages such as intentional
forgetting, organizational learning, as well as the
alignment of the knowledge asset with the firm’s
goals and routines.

Anexample of this process of KA comes from
practices at Booz-Allen & Hamilton in which an
employee describes the process he went through
to find a technology specialist to help him with
a project.

So | e-mailed another colleague of mine who
worked on the same assignment and who is a
technology specialist and | said “‘what do you
know about this subject?”” He gave me a few
things but he couldn t come to the meeting I'd set
up. So he suggested another person. (Galunic &
Weeks, 1999, pp. 13).

Throughthis processthe individual took partin
individual level explicit knowledge appraisal. He
appraised the knowledge of the colleague based on
hisjobtitleand prior work experience, and decided
touse the knowledge given. Thiswasanindividual
level explicit act because he consciously decided
to use the colleague as a knowledge source based
on his job title but he did not have a set of formal
organizational procedures by which to decide
that his colleague’s knowledge is valuable. Often
in this type of KA, the KMS is largely absent.
Knowledge professionals are not involved nor
are the tools and technologies of the KMS. The
KMS may be used to find or identify knowledge
but it is not used to appraise the knowledge. The
implication of this is that the KMS may simply
be seen by users as a storage facility rather than
an enabling tool. In this situation the KMS is not
fully adopted and the organization and users do
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not fully benefit from the investment the organiza-
tion made. A small design change, allowing users
to rate the knowledge they access for quality or
usefulness, may change the way the KMS is used.
This design change may also affect the organi-
zational level KA. It could move organizational
level tacit KA into organizational level explicit
KA asthe organization re-evaluatesthe historical
lack of appraisal and makes changes to develop
formal practices based on user insights.

INDIVIDUAL-LEVEL TACIT
KNOWLEDGE APPRAISAL

A knowledge appraisal act that would fall into the
individual-level tacit section of the conceptual
framework would be an act that does not have
a routine or policy and the individual involved
was not performing the tasks with deliberate
intent but instead is relying on prior experience,
internally held beliefs, and other forms of tacit
understanding. This process of KA is perhaps
the most risky and difficult to observe; risky in
that mindless use or discarding of knowledge may
result in the knowledge assets of the firm being
poorly aligned with the organization’s strategy.
This is because individuals may be unthinkingly
incorporating available knowledge without cog-
nitively processing appraisal acts which would
reveal ifitwas (1) relevant, (2) current, (3) valuable,
(4) mistaken, and so forth. However, individual
tacit knowledge appraisal is commonly used by
individuals on explicit and tacit knowledge. This
is due to the ease of use of this KA act and the
time consuming quality of other processes of KA.
Additionally, this process of KA may suit many
individuals’ cognitive style and may complement
many organizations’ culture. While it is risky, it
may also result in unique organization learning
and forgetting.

An example of this process of knowledge
appraisal occurred at Booz-Allen & Hamilton
in which several junior employees used all
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knowledge on a specific subject found on their
KM system in a report. The junior employees
“had cobbled together a bunch of stuff that they
didn’t understand” (Galunic & Weeks, 1999, p.
12). This team of junior consultants had made an
individual level tacit act of appraisal by using all
oftheknowledge without specific rules about what
they would use and by assuming thatall knowledge
in the KMS was valuable without consciously
appraising the knowledge as applicable to their
project when they decided to use it. Again, with
thistype of KA, the KMS is often used to identify
or find knowledge but not to consciously appraise
it. Instead their use was based on the prevailing
assumption of novice KMS users that everything
in the KMS must be valuable.

As we have outlined, each process of KA
predominately makes use of the firm’s KMS—
either by way of the knowledge assets stored in
it or the communication it facilitates between
users. Each type of KA has its risks and benefits
to the organization and results in knowledge as-
sets which evolve along lines which are either
well aligned with organizational and individual
goals or which are more divergent from them.
With this foundation we now develop a taxonomy
of appraisal practices that occurs throughout the
knowledge managementcycle andwhich canserve
toinformresearch and practice inthe development
of KMSs in particular.

A KNOWLEDGE APPRAISAL
TAXONOMY

Based on a review of these “lifecycle” frame-
works, we select the well accepted model of
Alavi and Leidner (2001) and outline four of the
main processes of KM: creating, storing/retriev-
ing, transferring, and applying. Within each, we
integrate the phenomenon of KA to develop a
taxonomy which issummarizedin Table 1. Within
ourresearch, this taxonomy approachallows usto
theorize about the relationship between different
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Table 1. Knowledge appraisal taxonomy within the knowledge management cycle

Knowledge Process

Taxonomy of Knowledge Appraisal Acts

Org/Explicit

Orgltacit

Ind./Explicit

Ind. Tacit

Knowledge Creation/Use The
development and use of new
knowledge (Alavi & Leidner,
2001)

Appraisal of the value of the
knowledge—is it valuable
enough to be created and used?
Should it be retired, sent to sec-
ondary storage or discarded?

Hiring librarians/archivists
to formally appraise business
value based on specific crite-
ria of new knowledge before
itisincluded in the KMS to
be used

Formal use of templates

and best practices based on
knowledge already in KMS

* Organizationally
endorsed informal
“water cooler” meet-
ings to brainstorm

* Embedded decision
rules regarding types
of knowledge created
(template, etc.) in
KMS

Consciously creating
knowledge that “fits”
individual specific
criteria, that is, type of
knowledge, amount,
style, and so forth, for
a task

Choosing which
knowledge to use in a
project based on a con-
scious set of individual
criteria—author, age
of document, type of
document, format

« Using all knowledge
available that fits
embedded individual
criteria, that is, auto-
matically discarding
as “irrelevant”
knowledge from
certain countries or
certain projects

Storing/retrieving

The collecting, storing, and
retrieving of knowledge into a
knowledge store or repository
(Wijnhoven, 2003; Alavi &
Leidner, 2001).

Appraisal of the value of the
knowledge—is it valuable
enough to be made permanent?
Should we assign a time limit
and then discard it?

Appraisal of the value of the
knowledge—hbased on its

value where should it be stored?
Should it be immediately online
in the KMS or archived in
secondary storage?

Core KM team develops stan-
dard to be used to decided
which discussions in the
forums should be permanent
knowledge and which should
be eliminated or digitally
filed (Fulmer, 2003)
Constantly visible formal
rating system and formal best
practices embedded in KMS
for retrieving knowledge.

* Embedded formal
rating system
throughout organiza-
tion to decide what
knowledge should be
stored and provided

* Embedded key
word organization
and classification
that limits retrieval
results

+ Validated tips placed
into a searchable da-
tabase (Biren, 2000).

Personal validation of
individual or source
that is providing the
knowledge before it is
kept.

Maintenance of per-
sonal knowledge data-
base, e-mail archives
from sources deemed
expert or of knowledge
deemed valuable to
specific projects and
tasks.

¢ Collecting all or no
knowledge regard-
less of value or
source

« Personal habitual
search techniques

Knowledge Transfer

The process of moving knowl-
edge to places in the organiza-
tion where it is needed and can

Appraisal of the value of the
knowledge by the colleague—is
his knowledge valuable enough
to be sent to the employee?
Should it be kept within
particular geographical limits or
business units?

be used (Alavi & Leidner, 2001).

Formal best practices tar-
geted to individual or group.
International sharing of
knowledge via KMS,
corporate yellow pages in
conjunction with KM team
who evaluates applicability in
different settings (geography,
industry, etc.)

« Automatic updates
e-mailed throughout
organization

« Automatic global
transfer of knowledge

E-mailing trusted
sources for knowledge
Using or developing
social capital as a
way of predefining
appraisal criteria.

At Booz-Allen &
Hamilton an employee
described e-mailing
colleague he trusted
in order to find knowl-
edge (Galunic &
Weeks, 1999).

* Mass e-mailing
for knowledge or
sending knowledge
indiscriminately

¢ Forwarding all
e-mails regardless
of value to receiving
party

« Collecting all or no
knowledge regard-
less of value or
source

Knowledge Application
(Reuse)

The use of knowledge subse-
quent to its creation. It can be
reused by the original creator or
by someone entirely different.
(Alavi & Leidner, 2001).
Appraisal of the value of the
knowledge created by one group
by a different group- is it valu-
able enough to reuse? Should

it be “destroyed” because it no
longer has strategic value or
lacks it in the new context?

Best practices are developed
and mandated for use
Re-evaluation of knowledge
and appraisal practices
Formal use of best practices
based on knowledge already
in KMS

At Siemens a group used the
experience of another group
from Denmark to win a job
contract in Malaysian (Mac-
cormack & Volpel, 2002).

*« Embedded decision
rules regarding types
of knowledge used

¢ No re-evaluation of
knowledge and ap-
praisal practices

Intentional use ofknowl-
edge from specific
sources

Criteria use from one
project applied to an-
other

« All knowledge in
given source used

« Habitual sources and/
or knowledge used
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appraisal acts and the KM cycle. This is impor-
tant because it allows us to create a classification
framework to further our understanding of KAand
to consolidate in one framework what is currently
a fragmented understanding within research and
practice. By doing thiswe can beginto understand
appraisal as a dynamic process which is closely
linked to KMS usage.

Knowledge creation signals the start of the
KM cycle and reflects the stage at which the
individual or organization actively creates new
knowledge (Alavi & Leidner, 2001). During this
process, knowledge appraisal is a key process in
determining whether the knowledge being created
is valuable enough to be remembered, if tacit or
codified, and stored, if explicit. The KMS is used
as the storage location to collect and place newly
created knowledge into a knowledge repository
(Wijnhoven, 2003).

The knowledge storing/retrieving stage is
made up of the KMS activities that result in the
knowledge in the organization being easily ac-
cessible and useable. Some of the KMS activities
include codifying knowledge, deleting context,
and filtering and pruning (Markus, 2001).

Organizations and individuals use KA in the
packaging stage to decide whether the knowledge
is valuable enough to be repackaged in order to
be accessed by more people or whether it may
lose its value by being repackaged. This stage is
also used to choose the correct form of preserva-
tion (Markus, 2001). KA is used to decide how
easily accessible the knowledge should be, based
on its value—some knowledge may need to be
instantly accessible. However, some knowledge
may be viewed as required less frequently and
for the sake of decreasing knowledge overload,
be moved into an archive.

Retrieval, the process by which individuals
find the knowledge they seek (Mills, 2004), is the
next stage of the cycle. KA is used in the stage of
knowledge retrieval to decide whether the knowl-
edge is valuable enough to be retrieved.
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Similarly, KAisusedinthe knowledge transfer
stage, the process of moving knowledge to places
in the organization where it is needed and can
be used (Alavi & Leidner, 2001), to determine
whether the knowledge is valuable enough to
be transferred. Predetermined ranking systems,
search algorithms, and knowledge markets can
serve to appraise knowledge during these phases.
Alternatively, atthe individual level, users may re-
jectformal, explicitappraisal and instead pursue a
moretrial and error implicit method of evaluating,
using or discarding knowledge they collect.

Finally, organizations and individuals apply
KA in the application/reuse stage to determine
whether the knowledge is valuable enough to be
applied or reused. At this stage knowledge is re-
used either by the original creator or by someone
entirely different (Alavi & Leidner, 2001). Further,
during this process, individuals and firms, over
time, must consider the possibility of destroying
knowledge to avoid knowledge overload.

Table 1 summarizes both the activities com-
monly studied in these KM processes as well as
examples of different processes of KA, from a
variety of sources, which can occur during these
differentactivities. By developing these examples
we seek to demonstrate the wide variety of KA
processes from each of the four KA dimensions
within each stage of the knowledge management
lifecycle. Within this table we’ve also illustrated
the way in which KA occurs through the use of
a firm’s KMS. Table 1 clearly demonstrates that
KA occurs by bothindividuals and organizations,
with both tacitand explicitknowledge, throughout
KMS usage activities.

KNOWLEDGE APPRAISAL
DYNAMICS: AN EXAMPLE
EXPLANATION

In the previous section we have shown how KA
occurs throughout the KM processes. In this sec-
tion we intend to illustrate how to interpret Table
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1 with examples focusing on how KMSs are used
to aid the KA in the KM processes through which
an organization creates or discovers, captures,
shares, and applies knowledge (Alavi & Leidner,
2001; Sabherwal & Becerra-Fernandez, 2003).
Additionally, we show how KA can improve the
use of the KMS. We use only one column—the
organizational explicit dimension of KA for this
illustrative purpose.

KNOWLEDGE CREATION/USE

During the process of knowledge creation and
use, the KMS is used as the storage location to
collect and place newly created knowledge into a
knowledge repository (Wijnhoven, 2003). Within
the organizational explicitdimension, forexample,
the KMS is used not just as a storage location.
The KMS can be used to develop a knowledge
strategy (Zack, 1999) and map the knowledge
they require to fulfill their strategy against the
core, advanced, and innovative knowledge they
possess (Zack, 1999). Identifying gaps and act-
ing to fill in those gaps serves as the competitive
impetus for knowledge appraisal practices. AtHill
& Knowilton, the organization created a method
of explicit, template-based knowledge creation
included presentations, text documents, and case
studies (Mark, 2004). The organization was aware
and valued the explicit KA acts of template use
and used a KMS that was designed for this type
of knowledge and knowledge appraisal.

KNOWLEDGE STORING/
RETRIEVING

The knowledge storing/retrieving stage is made
up of the KMS activities that result in the knowl-
edge in the organization being easily accessible
and useable. Some of the KMS activities include
codifying knowledge, deleting context, and filter-
ing and pruning (Markus, 2001).

Within the organizational explicit dimension,
for example, the KMS can be used through the
use of a constantly visible formal rating system to
determine where to store knowledge. The KMS
is also used in the organizational explicit dimen-
sion for retrieval, the process by which individu-
als find the knowledge they seek (Mills, 2004).
KA is used in the stage of knowledge retrieval
to decide if the knowledge is valuable enough to
be retrieved.

Knowledge Transfer

The KMS is also used in the organizational
explicit dimension in the knowledge transfer
stage. Predetermined ranking systems, search
algorithms, and knowledge markets can serve to
appraise knowledge during this phase. Withinthe
organizational explicitdimension, asanexample,
the KMS can be used to determine how easily
accessible the knowledge should be, based on its
value. For example, the organization may have
determined that one of their criteria for retirement
of knowledge is date created or last used. Thus, the
KMS can be used to monitor dates of documents
and then, for the sake of decreasing knowledge
overload, move older or less used documents into
an archive or out of the KMS.

Knowledge Application (Reuse)

Finally, organizations use the KMS to apply
KA in the application/reuse stage to determine
whether the knowledge is valuable enough to be
applied or reused. We pointed out earlier that it
is important to remember that the dimensions do
not exist in isolation. It is also important to note
that the KM stages do not exist in isolation either.
Often KA acts made in one stage will affect the
knowledge used in the next stage. For example,
within the organizational explicit dimension, the
KMS activity of codifying knowledge within
the knowledge storing/retrieving stage can dra-
matically change the use of the knowledge later.
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Specifically if the knowledge is codified in a way
that removes problems of the knowledge being
too context specific, then the knowledge may be
used in a way that it would not have been used if
it was not codified.

DISCUSSION

Knowledge management systems (KMSs) have
become a critical organizational tool by which a
firm’s intellectual capital is created, stored, and
shared. To date the research agenda in this field
has focused on the various practices by which a
firm creates, uses, stores, and retrieves knowl-
edge and the risks and benefits that firms gain
by pursuing the development and adoption of
KMSs. However, our research reveals that KA,
the processes by which individuals and organi-
zations evaluate knowledge, has only received
fragmentary attention in the research. Without
an integrated understanding of KA, our research
shows at least one of the major avenues by which
KMSsbecome overloaded with redundant, partial,
mistaken, or too context specific knowledge as
wellas valuable knowledge. Ithasbeenrecognized
that KMS with these characteristics are extremely
difficult for users to make use of, thus leading to
misuse, poor use which detract from realizing
the business value of knowledge management.
Our research has provided the first unified view
of knowledge appraisal as a valuable knowledge
management activity. Knowledge appraisal, as
theorized by library science, gives us the language
and framework for considering an important,
dynamic KM practice which is only partially
represented in research and practice but as we
have demonstrated, has significant implications
for the design and maintenance of KMS—the key
tool employed by firms to achieve the benefits of
managing their knowledge. Our taxonomy isaway
of indicatingacomprehensive set of both research
opportunities and management practices to link
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KA into the knowledge management phenomenon
more thoroughly and systematically.

KMS Design and Maintenance
Implications

Throughout this article, we have drawn attention
to many of the negative impacts on KMS design
and maintenance that can occur when KA is not
considered or is only considered in a fragmented
manner. For example, KMSs can be designed ina
manner that is inadvertently in conflict with the
organization’s KA strategy. This can result in a
KMS that does not provide the knowledge that is
considered valuable to the organization or does
not provide it in a timely manner. Yet as we have
illustrated, KMS and KA practices can comple-
ment each other and add value to an organization.
Outlined below are some of the implications on
KMS design and maintenance that may occur with
the consideration of the KA framework.

It is important to note that design and main-
tenance implications are not just about how the
technology is designed but how the KMS system
(asreflected inpeople, processes, and technology)
isdesigned. Thus, we outline implications regard-
ing the design and maintenance of the KMS as
defined earlier in our article as being made up of
“people, tools, and technologies, and knowledge
thatinteractto provide knowledge to people inthe
organization who need it,” (Gallupe, 2001, p. 64).
By doing this we can illustrate how the dynamic
nature of appraisal can be used to improve the
design and maintenance of a KMS.

A key figure in the design and maintenance
of a KMS is the KM manager. This individual
should adopt “appraisal” knowledge into his or
her portfolio of responsibilities (just as librarians
do fromarchival theory), revisit formalized orga-
nizational practices of appraisal often to ensure
that they still are appropriate given the changing
nature of organizational strategy, and be ready
to change formalized organizational practices
of appraisal when necessary. Additionally, KM
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managers need to be aware of KA practices
throughout the framework that either complement
the organizational strategy and could be brought
into a more formal role or that are in conflict with
the organizational strategy and need to be watched
or actively discouraged. Additionally, the KM
manager can consider how an organization’s KA
strategy may be in conflict with individual KA
behaviors and design a KMS to either discourage
the individual KA behavior or to somehow allow
both to co-exist with less friction. This could be
as simple as hiring librarians as part of the KMS
to perform KA and to interpret the results for
individuals.

Finally, the entire KM team, designers, man-
agers, and knowledge workers need to consider
how the dynamic nature of knowledge results
in the four dimensions affecting each other and,
as a result, the needs, requirements, and usage
of the KMS. For example, the organizational
explicit KA behavior of templates can create the
conditions for the individual tacit KA behavior of
discarding all knowledge that does not fit into the
template regardless of value. If this occurs then
the KMS will not be used to its full potential.
Instead of the “people, tools, and technologies,
and knowledge” (Gallupe, 2001, p. 64) being
used to provide knowledge to people within the
organization the technology is being used simply
to discard knowledge. As a result the KM team
would have to re-evaluate the use of templates
and investigate practices, such as rating systems
for knowledge that is not stored in the template,
to ensure that the KA behavior is not damaging
to the organization.

KMS Adoption and Use Implications

The adoption and use of a KMS still present some
very challenging issues. Since many organizations
today have made large investments in KMS, its
nonadoption, orincomplete adoption, canresultin
lost productivity as systems are either not used at
all or not used to their full capabilities (Jasperson,

Carter, & Zmud, 2006). We have highlighted in
this article the many ways that the fragmented
nature of KA, as it exists now, can impair the
adoption and use of a KMS. For example, a KMS
that does not provide KA on the documents in
its repository then the user may feel that other
sources, coworkers or Internet search tools, are
more useful or faster. However, the dynamic
nature of KA can also improve the adoption and
use of a KMS.

The adoption and use of a KMS is effected by
the views and behaviors of everyone inthe organi-
zation. However, the KM manager, and KM team,
can play an important role in aiding the adoption
and use of the KMS through the consideration of
all aspects of the KA framework. For example,
in this article we’ve considered how the dynamic
nature of knowledge appraisal, defined by the four
differentbut related dimensions, effects the needs,
requirements, and usage of the KMS. The KM
team needsto fully investigate the organizational
culture, theindividual preferences, andthe KMSto
ensure that the KA behaviorsintroduced, encour-
agedanddiscouraged by the organization, through
the technology, tools, and people all are working
together to improve the knowledge asset of the
organization. Additionally, the KA performed
in this way will ensure that the KMS usage will
increase because the KMS will be maintained
and made easier to use and useful.

CONCLUSION AND FUTURE WORK

By exploring KA throughout the KM cycle
within the context of the KMS and understand-
ing whether the process is either governed by
organization or individual acts and whether it is
either an explicit choice vs. a tacit, passive act,
we can begin to determine when certain types
of knowledge are created, retrieved, and used
whereas other knowledge is not created, must be
retired/archived, destroyed, or is intentionally
or unintentionally forgotten. By developing an
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understanding of this, our research demonstrates
the crucial linkages between the users’ experience
with KMS and important design considerations
for developing highly usable KMS which contain
knowledge which is clearly and dynamically
linked to evolving firm strategy.

This line of theorizing also helps to illustrate
the emergent nature of the knowledge assets
developed in organizations and offers some ex-
planation as to how and when actual knowledge
assets within the KMS diverge from the strategic
orientation of the firm.

By illustrating the processes of KA, we can
begin to understand in more detail the motives
and logic underlying the KM lifecycle and the
way in which KMS use supports all aspects of
the lifecycle and as a result we can begin to more
fully understand the knowledge asset itself. The
process of KA, inall parts of the KMS, isacrucial
research phenomenon. In this article, we have
developed ataxonomy which can be used to begin
theorizing the various manifestations of these
processes and the role they play in the knowledge
management cycle. This article illustrates how
more fully understanding the processes of KA will
allow us to improve the design, development, and
maintenance of the KMS and thus the knowledge
asset of an organization.

Thisframework, however, also suggests many
other questions. For example, there is a potential
for conflict within organizations based on the four
different processes of KA. If, for example, an
individual usestacit KA, using any and all knowl-
edge that they can source and the organizational
culture creates the expectation for explicit KA,
which uses organizationally endorsed goals and
processes then the individual’s KA processes and
results will be in conflict with the organization’s
expectations. Field work is needed in order to
more fully explore this potential conflict and the
consequences it has for both the individual and
the firm. Additionally, there is the possibility that
many of the issues in KM, the push for codifica-
tion of knowledge, the difficulty in managing tacit
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knowledge, the challenges of knowledge overload,
and KBS misuse or nonuse, may be further in-
formed by KA. For example, in our view, formal,
explicit, organizational-level KA practiceswhich
emphasize evaluating vast quantities of codified
knowledge and discarding or destroying thatwhich
isno longer useful is acritical process to alleviate
knowledge overload—a key condition for lack of
knowledge sharing in firms. This practice is well
developed in other fields, yet seems to contradict
the general feeling in the KM field that “storage
is cheap so save everything.” Future research
needstoinvestigate formal appraisal practicesand
their associated costs and link these practices to
the individual level phenomenon of adoption of
KMSs, knowledge use, and value creation.

Our research leads us to conclude that many
companies take part in differing amounts of the
four types of knowledge appraisal. However,
additional research is needed to more fully un-
derstand the existence of KA and the reasons
and implications for its existence or nonexistence
in the organization, the individuals, and on the
knowledge asset itself. By more fully exploring
KA, we will begin to understand the pressures
of knowledge at work in the modern organization
and how, by judging what we know and subject-
ing it to appraisal, we strengthen the value of that
knowledge.
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ABSTRACT

Organizations position their formal knowledge management (KM) initiatives as a continuous process of
deriving strategic benefits from the knowledge resources dispersed in the various internal constituencies.

While most organizations implement a rewards program attached to their KM initiative, the influence

exerted by such programs on employees 'responses to organizational KM is less well understood. In this
context, this article focuses on the KM initiative of Rexon,* a leading Indian software services and prod-
ucts company recognised globally as a successful KM exponent. Adopting the case study methodology,
we conducted intensive fieldwork for 6 months over a 2 year period at Rexon. Evidence from the case
highlights how a KM-related rewards program was used to build awareness about organizational KMS
and how employees responded to the rewards program. The theoretical and managerial contributions

of the study are discussed.

INTRODUCTION

Formal knowledge management (KM) initiatives
promisetotrigger improvementsin the utilization
of an organization’s knowledge resources. In the
last decade or so, both the number of organizations
embracing KM and the studies examining suchef-
fortshaverisensteadily. Organizational interven-

tions bracketed under the rubric of KM typically
involve the implementation of an I T-based system
designated as a knowledge management system
(KMS) (Alavi & Leidner, 1999, 2001; Alavi &
Tiwana, 2002; Gray, 2000; Schultze & Boland Jr.,
2000). With rapid advancements in IT, initiating
an organization-wide KM initiative has become
relatively easier and studies have examined the

Copyright © 2010, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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organizational factors considered vital for realiz-
ing desired benefits from KM. While such studies
argue that in the presence of certain important
factors KM interventions produce intended results
(Davenport, De Long, & Beers, 1998; Gold, Mal-
hotra, & Segars, 2001; Holsapple & Joshi, 2000),
other studies also highlight barriers to the adop-
tion of KM initiatives? (Desouza, 2003a, 2003b;
Fahey & Prusak, 1998; Ruggles, 1998; Walsham,
2001). Typically, such barriers are seen to include
barriers to contributing documents to a KMS, to
making use of available knowledge artifacts, to
sharing documents, and so forth.

One important component built into a KM
initiative to help overcome the barrierstoadoption
of a KMS is the rewards program. By rewards
program we refer to the monetary and nonmon-
etary incentives that an organization offers to its
employees for utilizing the organizational KMS.
Though potentially the rewards program vitally
influence the extent of interest in KM amongst
the end-user communities and may also affect the
successfulimplementation of the KM initiative in
the long run, their influence on a organizational
KM initiative is less well understood and very
few empirical studies of the same are available.
In this article, we address this gap by attempting
to answer the questions: (1) How does an organi-
zational rewards program influence employees’
response to a KM initiative? and (2) How can
organizations create an effective KM related
rewards program?

We adopt the case study method and look into
the implementation of an organization-wide KM
initiative at Rexon, an India-based IT services
company. The case study method remains one
of the frequently adopted research methods, and
the usefulness of the method is well documented
(Benbasat, Goldstein, & Mead, 1987; Cavaye,
1996; Markus, 1983; Myers, 1994; Orlikowski,
1993). As Benbasat et al. (1987, p.370) point out,
the relevance of the case study method isenhanced
in light of the shift from purely technological is-
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sues to organizational issues in mainstream 1T/
IS research.

Thisarticle isorganized as follows: In the next
section, we review the existing literature on orga-
nizational KM. This is followed by a note on the
research method and adescription of Rexon’s case.
In the subsequent part of the article, we discuss
the main findings and highlight the theoretical
and managerial contributions of the study.

LITERATURE REVIEW

KM initiatives in organizations typically involve
the implementation of one or more 1T-based sys-
tems called Knowledge Management Systems
(KMS), which are equipped to capture, store,
and disseminate various forms of organizational
knowledge (Alavi & Leidner, 1999, 2001; Alavi
& Tiwana, 2002; Massey, Montoya-Weiss, &
O’Driscoll, 2002; Newell, Huang, Galliers, &
Pan, 2003). A typical KMS takes the shape of
an intranet portal that acts as a window to an
organization’s specialized knowledge found in
repositories and includes various initiatives such
as discussion forums, newsgroups, and so forth,
which promote greater meaningful interaction
among employees (Ruppel & Harrington, 2001).
The underlying focus of a KM initiative ora KMS
is the creation of a dynamic platform that sys-
tematically collates expert knowledge, enabling
organizational members to draw on the pooled
expertise (Grover & Davenport, 2001; Massey et
al., 2002; Von Krogh, Nonaka, & Aben, 2001).
The successful implementation ofa KM initia-
tive is usually determined by measures such as
the ability of the KMS to provide specialized and
customized knowledge to employees, to function
as a platform that allows employees to connect to
experts, and to reduce the time spent on routine
tasks (Barrow, 2001; Hansen, Nohria, & Tierney,
1999; Sarvary, 1999). Inadditionto the traditional
viewpoint of seeing organizational KM as being
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solely concerned with the implementation of a
KMS, many researchers have also emphasized
the importance of the social settings of the orga-
nization implementing a KM initiative (Gupta &
Govindarajan, 2000; Von Krogh, 2002). Rather
than adopting a purely structuralist perspective
that sees a KMS implementation as either being
a success or a failure, this approach sees KM
as a continuous process of producing favorable
changes in the social fabric of the organization
(Mclnerney 2002; Tsoukas, 2001). This is indica-
tive of amore complex positionthan that of simply
implementing KM top-down and anticipating
numerous strategic benefits.

Drivers and Limitations of KM

While KM initiatives indeed promise to be a
source of creating and sustaining competitive
advantage, a greater understanding of the drivers
and limitations of the KM initiative implementa-
tion processwill be gained by a closer examination
of the unique embedded social contexts (Blackler,
1995; Brown & Duguid, 1991; Cohen & Levinthal,
1990; Pentland, 1995). This stream of literature
recognizesand issensitive to the complex demands
of KM—Iike knowledge sharing and re-use—that
necessitate paradigmatic shifts in the mindsets
of organizational members (Constant, Kiesler,
& Sproull, 1994; Dyer & Nobeoka, 2000; Hislop,
2002; Michailova & Husted, 2003). Thus, while
IT is seen to play the role of an enabling agent in
the process of managing organizational knowl-
edge, researchers bestow more attention upon the
intricacies of the subtle exchanges and transfer
of knowledge taking place informally within
and across different communities of practice
(McDermott, 1999; Wenger & Snyder, 2000). The
management of organizational knowledge through
such communal interactions generally evolves
with time and often gets embedded as routine and
accepted approaches (Davenport, 2002).

Sociocultural Barriers

It has been pointed out that the unique social
contexts put up significant if not insurmountable
barriers to the integration of the KM process
into the organizational environment (Brown &
Duguid, 2001; Hansen, 2002; Kogut & Zander,
1996). Arguing at the more generic level of IT
implementation, Robey and Boudreau (1999) have
employed a logic of opposition and proposed four
theories (Organizational politics, Institutional
theory, Organizational learning, and Organiza-
tional culture) thatbothemphasize the centrality of
organizational sociocultural barrierswhendealing
with IT implementationand also explainorganiza-
tional consequences by investigating the barriers.
Mapping the four theories to the specific case of
organization-wide KM implementation would
give researchersdiverse but relevant perspectives
for studying KM. The theory of Organizational
politics directs us to the political undertones of
the organization-wide KM and to how different
interest groups might use KM as a platform for
scoring political points over peers. Institutional
theory provides a foundation for studying orga-
nizations where KM initiatives are in a constant
state of flux owing to their inconsistencies with
established organizational processes and prac-
tices. Organizational learning offers scope for
studies that can look into how KM can transform
organizational learning mechanisms both in the
negative and positive senses. Lastly, Robey and
Boudreau (1999, p.175) note three interesting
perspectives of Organizational culture, namely
Integration, Differentiation, and Fragmentation,
that potentially affect IT-driven KM initiatives.
While Integration identifies culture as a unified
force that opposes IT driven change, differentia-
tion focuses on conflicts within subcultures, and
fragmentation highlights the inherentambiguities
inviewpoints across different subcultures, which
clash with desired changes such as those sought
by a organizational KM initiative.
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While in the general context of IT strategies
anumber of studies have dwelt on organizational
culture (Cabrera, Cabrera, & Barajas, 2001; Coo-
per, 1994; Kanungo, Sadavarti, & Srinivas, 2001,
Klein & Sorra, 1996; Orlikowski, 1993; Romm,
Pliskin, Weber, & Lee, 1991), in the specific case
of KM implementation, studies have emphasized
a relationship between organizational efforts to
manage knowledge and the prevailing organiza-
tional culture (Davenport et al., 1998; Gold et al.,
2001; Nonaka & Konno, 1998; Ruggles, 1998; Rup-
pel & Harrington, 2001); therefore, the challenge of
aformal KM initiative is seen as the smooth inte-
gration ofa KMS into the organizational activities
such that it is not perceived as a head-on cultural
intrusion into everyday work. Thisvisualization of
asuccessful KM initiative iswhat many research-
ers have referred to as the creation of a suitable
knowledge culture (Davenport, 1997; Jarvenpaa
& Staples, 2001). For instance, Ruppel and Har-
rington (2001) studied the different dimensions of
organizational culture that supported the creation
of an effective knowledge culture with respect to
intranet implementation projects, while De Long
and Fahey (2000) emphasized the cultural barri-
ers to organizations-wide KM initiatives. Thus,
itis deemed necessary to overcome the inhibitors
and draw on the favorable conditions posed by
organizational culture predispositions (Brown &
Woodland, 1999) to create an effective knowledge
culture. Here, the scope of knowledge culture is
restricted insofar as it deals with behaviors and
artifacts that are directly related to effective and
better management of knowledge resources to
meet organizational objectives.

A KM initiative could thus be accorded the
rubric of what researchers refer to as a culture
change initiative (Harris & Ogbonna, 2002;
Wilkins & Dyer, 1988). Thus, where KM is a
vehicle that has to continuously drive the orga-
nization towards an effective knowledge culture,
organizational mechanismsthatassistthe creation
of such aculture assume importance. One notable
mechanism that organizations utilize to create
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an effective knowledge culture is the rewards
program attached to the KM initiative.

KMS and Rewards

The rewards program could influence how end-
users respond to the KM initiative and contribute
tothe organizational effortsatbuilding an effective
knowledge culture (Lee & Chen, 2005). In other
words, employees’ response to a KM initiative
could be guided by the perceived attractive-
ness and relevance of the economic incentives
associated with the rewards program (Desouza
& Awazu, 2003; Desouza, Awazu, Yamakawa,
& Umezawa, 2005). However, in KM research
only a few empirical studies have attempted to
understand how arewards program influences the
implementation of an organizational KM initiative
(e.g., Burgess, 2005; Cabrera, Collins, & Salgado,
2006; Lucas & Ogilvie, 2006). Further, findings
and recommendations made about KM-related
rewardsinsuch studies mostly stem from materials
collated at a specific instant in time. For instance,
a recent survey of 160 knowledge professionals
in Singapore found that for interdependent tasks,
rewards, and incentives have a significant positive
relationship withemployees’ use of organizational
knowledge repositories (Kankanhalli, Tan, &
Wei, 2005). Another recent survey of 27 orga-
nizations in Korea (Bock, Zmud, Kim, & Lee,
2005) found that anticipated extrinsic rewards
may actually have anegative effect on employees’
attitudes towards sharing knowledge. By con-
trast, it emerged from a recent survey (Burgess,
2005) that a perception of greater organizational
rewards encourages employees to spend more
time sharing knowledge with employees outside
their immediate work group.

Inshort, areview of the existing KMS literature
suggests that rewards and incentives could be par-
ticularly crucialand, further, takingalongitudinal
perspective of an organizational KM initiative
could provide useful insights into the workings of a
KM-related rewards program. Thus, inthisarticle,
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we attempt to look at a typical rewards program
attached to a KM initiative. In doing so, we adopt
a longitudinal case study approach. In particular,
we examine how a rewards program influences
employees’ response to an organizational KM
initiative and how organizations can create an
effective KM related rewards program.

RESEARCH METHODOLOGY

The study adopts the interpretivist paradigm,
which argues that access to reality is contingent
upon social attributes such as language, shared
meanings, and artifacts (Butler, 1998; Klein &
Myers, 1999; Lee, 1991; Orlikowski & Baroudi,
1991; Walsham, 1995a, 1995b). As Klein and
Myers (1999, p. 69) note, interpretive research
“attempts to understand phenomena through the
meanings people assign to them.” This study of
the KM initiative at Rexon closely aligns with
the interpretivist belief that “the same physical
artifact, the same institution, or the same human
action, can have different meanings for different
human subjects, aswell as for the observing social
scientist” (Lee, 1991, p. 347). Following the tradi-
tions of the interpretivist research, we conducted
fieldwork for a total of 6 months spread over a 2
year period at Rexon, aleading Indian IT firm. We
felt that Rexon was a good choice for our study as
ithad recently implemented an organization-wide
KMS and in a short span following the imple-
mentation had been well recognized globally as
a leader in KM. In addition, there were numer-
ous mentions in the global print-media about the
“novel” KM rewards program at Rexon. Further,
the head of the KM implementation team who we
approached initially for the conduct of fieldwork
was very supportive and assisted us in arranging
a number of interviews.

In our study, we allowed for the emergence
of a complete picture from the interviewees’
responses to the KM initiative, and by interpret-
ing the reasons they attributed to their responses.

We utilized different sources of evidence. The
main source of evidence was the 52 open-ended
interviews conducted with developersand middle
level managers from four different organizational
business units, which we shall refer to as PU-1,
PU-2, PU-3, and PU-4. The interviews also cov-
ered a nine-member central KM group (the KM
implementation team). Given that the 6 months of
intensive fieldwork was spread over a 2 year pe-
riod, itwas possible for us to better understand the
rewards program, to follow employee responses
to the rewards program over an extended length
of time, and to keep track of the changes made
to the rewards program.

Each interview lasted on an average about 80
minutes and was conducted at the headquarters of
the company, which is home to more than 9,000
employees of Rexon. All the interviews were
taped and transcribed with prior permission. The
interview questionstypically concernedtherole of
theinterviewee, and the interviewee’s understand-
ing of and responses to the KM initiative. All the
interviews were direct face-to-face interactions;
follow-up discussions were conducted via tele-
phone and e-mail. Most of the interviews were
conducted in the late afternoon and evenings; this
arrangement gave us the opportunity to utilize a
good partofthe mornings, interactingand meeting
people informally withoutany appointments. Such
interactions gave an ethnographic touch to the
study and allowed us a more firm grasp over the
issuesat handaswe spentaconsiderable amount of
time observing the employees from the four units
participating in work and nonwork related activi-
ties. Further, we also accessed artifacts related
to the evolution of KM at Rexon and documents
of seminars conducted by the central KM group
to market KM internally to the various business
units. The multiple data collection methods that
were followed enhance the validity of the find-
ings and also serve the important methodological
requirement of multiple interpretations (Klein &
Myers, 1999). Qualitative data that assisted the
case analysis included the transcripts of the taped
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interviews, follow-up discussions via e-mail and
telephone, and notesrelated to informal interviews
and the KM artifacts.

CASE DESCRIPTION

Rexon is a software services and products com-
pany based in India. Rexon provides consulting
and I T servicesand productsto close to 500 clients
worldwide and has a presence in more than 20
countries. It generates revenues of more than $1.5
billion annually and employs more than 58,000
people. Software development, maintenance, and
package implementation projects contribute about
three-fourths of Rexon’s revenue. Reengineering,
testing, consulting, banking products, and engi-
neering services constitute the other service and
product offerings, and account for one-fourth of
the company revenue. With anincreasing number
of firms looking to outsource the IT components
of their business, Rexon provides software solu-
tions, promising to reduce project completion
time, respond to changing client requirements in
real time, and save clients the cost of investing on
large teams. Rexon offers solutions to customers
viaadistributed project management framework,
which involves project teams at both on-site
(customer site) and offshore locations (Rexon
development centers). Usually, all projects that
Rexon handles are broken down into on-site and
offshore components.

While the initial planning, high-level design,
acceptance testing and the implementation aspects
of aprojectusually take place at the customer site,
the prototyping, coding, detailed-design, system
testing, documentation, application maintenance,
and technical support components of a typical
project are handled at the offshore development
centers (DC). Clients are kept informed of the
work atthe DC through detailed schedules created
at the beginning of each project, through status
reports that are periodically mailed to the clients,
andalso viavideo-conferencing sessions with the
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client. The project plans and the status reports are
sometimesalso made available at clientportalson
the Internet. Within India, thereare 17 DC thatare
connectedtothe IndiaHQ throughamix of leased
and ISDN circuits. Rexon DCs also have con-
nectivity to client sites with high-speed satellite
and fiber communication links incorporated into
which are high levels of security and redundancy
inorder toavoid breakdowns. These links provide
the necessary infrastructure for remote software
development capability and maintenance. Major
clients of Rexon include Airbus, Adidas, Dell,
Franklin Templeton, and American Express.
Rexon is organized into a number of business
units called practice units (PU), which are defined
based on the geographical origin of business, the
industry focus, and the technology focus. The PU
are complimented by anumber of support depart-
ments such as Information Systems (IS), Human
Resources (HR), Research and Communications
(R & C), and so forth. Rexon administers an
organization-wide KM initiative, which draws
on the strong and proven IT capabilities of the
organization and aims to cultivate, harness, and
channel its knowledge resources towards better
meeting organizational objectives. Asatestimony
to its status as a KM pioneer, Rexon has also
won a number of internationally acclaimed KM
related awards.

KMS at Rexon: Kstore

In a period of fast growth, Rexon has felt it im-
perative to have a formal structure to effectively
manage its knowledge resources which—withthe
company employing over 40,000 software profes-
sionals today—are dispersed all over the world.
Infact, as recently as 1997, less than 2,000 people
worked for Rexon and presented a lesser challenge
to the organization with regards to managing its
knowledge resources. A software engineer with
the KM group explained how KM activities were
conducted informally in the early days:
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In the early days, you had perhaps only a hun-
dred people working at Rexon, and we operated
from a single city. So the amount of knowledge
exchange that could happen in such a small com-
munity was very high. Probably, we did not need
a KMS in place for knowledge exchange. You
could discuss just about anything over lunch and
coffee. Even a one-hour informal seminar every
month succeeded in getting across a fair amount
of knowledge. So I think knowledge was managed
mostly in informal ways, with the term KM not
even coined at that point.

The organization-wide KM initiative gained
increased visibility and a common platform
with the implementation of an internally devel-
oped knowledge portal called Knowledge store
(Kstore); itnow represents the platform for Rexon’s
KM initiatives. Since the launch of the central KM
portal, a nine-member team called the KM group
has been formed to drive the organization-wide
KM initiative. The KM group is a blend of senior
project managers, software engineers, research
analysts, and marketing personnel.

Kstore is built on a platform of Microsoft suite
of servers (IIS, Site Server, and SQL Server).
Organization-wide KM mainly involvesvoluntary
submission of documents (also called knowledge
assets) to Kstore and the subsequent use of these
assets by other employees. The Kstore portal is
also integrated with various existing systems
for managing knowledge. With a secure 1D,
employees working at client locations can also
access Kstore via the Web. The content in the
Kstore repository is classified along four dimen-
sions, namely the knowledge domain, the type of
knowledge, the targetgroup, andthe origin. There
are about 2,000 knowledge domains, which are
arranged in a four level hierarchy; this taxonomy
of knowledge areas is proprietary to Rexon. The
type of knowledge classifies the content as case
studies, project snapshots, publications/white
papers, tutorials, experiential write-ups, and so
forth. Employees are encouraged to contribute

assets to the various knowledge areas via a con-
tent submission interface on Kstore, which is
reviewed by a KM content editor for compliance
with intellectual property (IP) regulations and by
identified experts for relevance and quality. The
target group classifier identifies by designation
the possible audience that might be interested in
the document/asset and also imposes hierarchical
restrictions on access. The origin identifies the
knowledge asset as either internally generated
or externally generated. Kstore is also equipped
with a powerful search engine with possibilities
for both free text search and navigation-based
contentretrieval. One person ineach projectteam
of a business unit is identified as a “KM prime”
who facilitates KM activities at the project level
and encourages colleagues within the project
team to participate in organization-wide KM.
At the development center (DC) level, there are
“DC KM champions” who interact regularly with
the central KM group and co-ordinate activities
at the DC level.

KM RELATED REWARDS
PROGRAM

Rexon also administers a KM related rewards
scheme, where employees accumulate KUs
(Knowledge Units) by contributing, reviewing,
and reusing Kstore assets. A KU represents
a notional currency, and upon reaching some
threshold value or points, they can be converted
into rewards. Whenever an employee submits a
documentto Kstore, he accumulates KUs depend-
ing on how the document is rated by registered
experts (these experts are employees who register
with Kstore on a voluntary basis). The higher the
rating given to the document, the greater is the
number of KUs that accrue to the submission.
The registered experts, too, get a few KUs for re-
viewing the document. Further, an employee also
accumulates points whenever the employee uses
a document or artifact available on Kstore in his
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everyday work. In such a case, the employee who
originally sent in the document is also rewarded
with KUs. A research analyst in the KM group
explained further:

The rewards are in the form of cash coupons,
which could be redeemed at a leading shopping
stores chaininthe city. Points can be accumulated
by contributing documents, reviewing documents
and reusing Kstore artifacts. So it is a highly at-
tractive proposition for everyone.

The former head of the KM group, who was
mainly responsible for the implementation of the
KM initiative, explained the reasoning behind
the KM initiative and why he considered the
KU as central to building accountability in the
initiative.

To build awareness among employees about
KM, we need KUs. People who accumulate KUs
become highly ““visible” in the organizational
environment. This makes people want to actively
participate in KM. Also, in the process of giving
“visibility,” we are making them accountable in
some sense, because if | am saying that a guy has
done tremendous work and has been one of the
leading knowledge contributors to the company,
I am showcasing him in a big way. The inevitable
effectisthat other employeesare going to hold him
accountable. They naturally would want to know
“What has this guy has actually contributed?”
This forces the individual to make a substantial
contribution and also ensure that the contribution
is really worthwhile and not just a contribution
aimed at boosting numbers. Thereby we are able
to build in some kind of accountability.

Other members of the KM group also felt that
mechanisms such as KUs were very essential to
“push up” the awareness levels. They pointed
out that the KM initiative can afford to focus on
maintaining the credibility of the Kstore artifacts
and move away from the focus on rewards only
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after a high level of awareness about the KM ini-
tiative is created in the organization. A marketing
manager with the KM group noted:

Asthe KM awareness levels go up, maturity levels
of the initiative are also bound to go up and we
will need to do less and less of this explicit push-
ing. We won 't have to keep on pushing KM down
people’s throat by saying “look if you do this you
will get KUs, or if you do this the organization
will benefit, and so forth.” It would then become
a natural way of doing things.

The encouragement offered by the KM group
to employees in the different business units
coupled with the promise of cash coupons as
rewards made it possible for the KM initiative
to gain ground organization-wide. However, the
KM rewards program also created a number of
challenges. A software engineer with business
unit PU-1 observed:

I have recently submitted adocument to Kstore and
I now see another document on the same subject,
submitted by another person, which matches my
documents about 80%. This is surprising and it
tells me that some people are not even honest.
They submit documents just for the heck of it,
and do not really care whether it is going to be
used by anybody. They are just looking at piling
up their KU and hoping to redeem it at the end
of the day.

In the words of a senior software engineer
with business unit PU-2:

Because of the KU factor, | submit a lot of docu-
ments such as white papers and case studies to
Kstore. | alsomakeitapointtoinclude a hyperlink
to my Kstore submissions in all e-mails | send out
to friends at Rexon and in all my correspondence
on the organizational bulletin board. This is an
indirect way of promoting my Kstore submissions.
I am basically saying “Go to Kstore and read my
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stuff.”” With thousands of people around, even if
| post a ““rotten tomato™ at least a few hundred
people will take a look at it. Most people are nice,
they see no harm in giving KUs. Their attitude
is “If some person is benefiting, what difference
does it make to me, so let me give the person 5
points (the highest rating) straight away.” In
fact, with this tactic | have been very successful
in accumulating KUs.

Members of the KM group also observed that
there were a number of cases of employees sub-
mitting content to Kstore and asking their close
friends and colleagues at Rexon to give a high
rating to their submissions, so that they could
easily obtain KUs and cash coupons. Whenever
members of the KM group suspected such cases,
they made it a point to warn employees and asked
themto refrainfromtreating Kstore related activi-
ties as a frivolous exercise. However according
to a software engineer with business unit PU-4,
most people who ask their friends to give a high
rating to their documents actually get away with
doing so. He observed:

Had the KM group been seriously screening
documents, every other guy who has at any point
submitted a document to Kstore would have been
caught. I don tblame anybody, because [ believeits
just human tendency. If | know a hundred people,
why not use them. I just shoot a mail to 100 people
saying read my submissions on Kstore. (Perhaps,
it may be useful to you or it may not make sense
to you, but please give me 5 points for it!).

Another software engineer with business unit
PU-3 expressed his disappointment at not being
able to accumulate KUs. He noted that since he
was working on an uncommon technology plat-
form, very few people organization-wide might
actually be interested in any technical document
he submits to Kstore. He noted:

One basic flaw with the rewards program is that
only people who work on very common platforms
and technologies are benefited. This is simply
because their target audience is wider. If some-
one submits a document on Java, there might be
1,000 people reading and the person may get (say)
900 KUs and make 900 bucks. But | work on a
new and uncommon technology and at most, two
or three guys might read and find useful what [
have written. But the system does not reward me

in anyway.

In response to the initial challenges with the
rewards program, the KM group introduced slight
changes to the KU scheme to improve the quality
of the submissions. While initially reviewers and
end-users simply rated the documents based on a
definite scale in a section called user comments,
the user comments section was slightly modi-
fied in an attempt to improve quality. End-users
were asked to rate a document at two levels. At
the project level, the end-users had to indicate
whether the concerned document was of any use
to their project and were required to quantify
and qualify the usefulness by converting it in
terms of how much it has been useful and de-
scribing to what extent it was used. A year and a
half into the implementation of the KM rewards
program, a further change was incorporated into
the rewards program. Employees continued to
accumulate KUs, but were not given redeemable
cash coupons any more. Employees who earned
high KUs were given “certificates” inrecognition
of their active participation in the KM initiative.
Unlike the cash coupons, these certificates had
no monetary value and were merely a token ap-
preciation of the employees’ KM efforts. The
head of the KM group reasoned that since there
was a huge awareness about the KM initiative
already in the organization-wide, continuing
the cash coupons based rewards program could
prove counter-productive. Interestingly, in many
of our interviews conducted after the removal of
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the cash coupons, employees talked about being
“hooked” to KM. While being aware that they
might be recognized in some positive way for
their participation in organizational KM, they
nevertheless felt that they now participated in
organizational KM simply because they wanted
to. Many also observed that getting involved in
KM had now become a part of their “culture.”
Indeed, statistics made available to us by the
KM group showed that even after the removal
of the cash coupon based reward structure, use-
ful contributions to Kstore and the use of such
resources on Kstore by employees continued to
increase steadily.

DISCUSSION

Our study aimed to understand how an organi-
zational rewards program influences employees’
response toa KM initiative and how organizations
can create an effective KM-related rewards pro-
gram. We examined the responses of employees
infour different business units of Rexon to organi-
zation-wide KM. The open ended interviews with
the central KM group and software developersand
middle level managers across different business
units gave insights into the history of formal KM
at Rexonandthe dynamics of the rewards program
that accompanied the KM initiative. We discuss
the important findings of the study below.

“Rewards” as an Awareness
Building Tool

While acknowledging the possibility that the
quality of Kstore assets could suffer, the KM
group felt that the cash coupon-based rewards
program was an important tool to build an ef-
fective knowledge culture. In other words, the
cash coupon-based rewards program was used
as a deliberate tool by the KM group to build
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an organization-wide awareness about the KM
initiative. Although different business units dealt
with different clients and technologies and were
therefore prone to different ways of working,
it was felt that a greater exchange of ideas and
knowledge sharing would at least be initiated
because of the attractions offered by the rewards
program. This suggests that the KM team and
the top management were willing to see the KM
initiative as a long-term investment that came
with a number of initial challenges such as the
KMS being deluged with information (Garud &
Kumaraswamy, 2005) and the possibility of an
increasing amount of redundant contributions
from end-users.

Trivializing the Organizational KM
Initiative

Fromthe perspective of the end-users of the KMS,
the rewards program presented an attractive
proposition. They saw it as a great opportunity
to accumulate KUs that could be redeemed at a
shopping store later. Such a mindset resulted in
the end-users focusing on contributing, review-
ing, and reusing documents mostly with an idea
to accumulate KUs. In other words, rather than
see the KM initiative as an opportunity to build
a strong knowledge base and responding accord-
ingly, employees considered it trivial and only
peripheral to their everyday work, whose only
value lay in the rewards it offered. This perspec-
tive of the KM initiative taken by the end-users
meant that they often resorted to dubious means
to accumulate KUs. As a consequence, the KM
group had to spend a significant amount of time
trying to ensure that documents of a reasonable
quality were contributed to the organizational
KMS. Further, the inability of the rewards program
to reward employees who worked on uncommon
technologies meantthat such end-usersdid not see
any value of taking part in the KM initiative.
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Phased Removal of the Rewards
Program

Once the KM group was convinced that organi-
zation-wide awareness of the KM initiative had
increased significantly, they considered it neces-
sary to minimize the reward-centric focus of the
initiative. This was done in two distinct phases.
First, by enforcing stricter rules on the process by
which employees accumulated rewards, the KM
group attempted to focus more on creating use-
ful content in the Kstore repository. Second, the
cash coupon based rewards program was totally
stopped and instead employees were only given
certificates of merit for their participation in the
KM initiative. Thus the KM team made sure that
“rewards” were less of a factor in employees’ in-
volvement in the KM initiative. While “end-user
interest” was generated initially mostly by the
promise of rewards, subsequently the KM group
started focusing more on the strategic underpin-
nings of the KM initiative by removing what was
the most “lucrative” component of the initiative.
This experience of managers at Rexon suggests
that a reward centric focus while important ini-
tially mightactually be detrimental to the success
ofthe KM initiative inthe long run. From Rexon’s
case, we observe that after sufficient awareness
about the initiative is reached, undertaking a
phased removal of a rewards centric approach to
KM might help organizations create an effective
knowledge culture. As noted earlier, after the
restructuring of the rewards program at Rexon,
which resulted in the removal of the cash coupon
based reward structure, the number of contribu-
tions to Kstore actually increased. Further, the
number of reviews of documents in Kstore also
increased. This, in a way, further justified the
phased removal of the rewards program in that
the removal did not appear to in any way lessen
the interest that the KM initiative had generated
amongst employees. In short, Rexon’s case shows
how organizations may create an effective KM re-
lated rewards program by emphasizing on “attrac-

tive” rewards in the initial post-implementation
stages. Subsequently, organizations could move
towards restructuring the rewards program so
that the rewards have amore symbolic rather than
monetary value for employees.

CONCLUSION AND IMPLICATIONS

In this article, we have looked at the dynamics of
a rewards program attached to an organization-
wide KM initiative. We have traced the evolution
of the formal KM initiative at Rexon that began
with informal attempts to manage organizational
knowledge and subsequently led to the initiation
of an organization-wide KM initiative. We found
that an organizational rewards program plays a
very important role by generating a great deal
of interest and awareness about the KM initia-
tive amongst end-users. However, the rewards
program, as seen in Rexon’s case, may also lead
to employees focusing purely on rewards and
ignoring the main concerns of the KM initiative.
Further, we found thata KM-related rewards pro-
gram can be used as a strategy in the initial post-
implementation phase to build awareness amongst
end-user communities and once the awareness
reaches a reasonable level, it can be removed in
a phased manner. This would help organizations
better focus on the long-term strategic concerns
of the KM initiative.

Our study fills a gap in the existing KMS
implementation literature that has tended to label
KMS implementations either as successful or
unsuccessful. The case has thrown light on the
evolving nature of such outcomesand revealed the
unfolding of consequences that cannot be inher-
ently classified as successful orunsuccessful. Spe-
cifically, our study links the consequences of KM
implementation, both intended and unintended, to
the rewards program attached to the organizational
KM initiative. While existing KM studies adopt-
ing objectivist stances have argued that rewards
may either work or not work (Bock et al., 2005;
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Kankanhallietal., 2005), our case study presents
a more complex picture of reality. It has pointed
out that within the same organization, different
kinds of rewards might be more effective during
different phases of the KM initiative. In other
words, our study underscores the importance of
“time” in understanding employees’ motivations
(Steel & Konig, 2006) and subsequent responses
to a KM initiative.

As limitations of our study, we note that our
findings are the result of a single case study and
therefore the generalizability of the findings to
different organizational settings may be limited.
Further, while our analysis broadly looked into
employee responses to KM across different busi-
ness units, it did not look into specific business
unit level factors that might influence employee
responses to a KM initiative. Such potentially
unique factors (e.g., intellectual property restric-
tions) might further influence the structuring of
KM-related rewards programs. Thus building on
thisstudy, future research could look into business
unitlevel factors thatimpactemployees’ contribu-
tions and usage of an organizational KMS.

From apractitioner perspective, our study first
suggeststhatwhile arewards program may play an
importantrole ingenerating awareness about KM,
it is also vital that managers incorporate phased
changesinthestructuring of a KM-related rewards
program. As seen in our case, such changes could
take the form of a movement from a monetary
rewards based structure toanonmonetary rewards
based structure. Second, after generating aware-
ness about the KM initiative, managers may need
to establish mechanisms to carefully monitor the
quality of the contributions to the KMS and its
usage. This could remove perceptions amongst
employees that organizational KM is nothing
more than a frivolous exercise. Third, given the
increasing relevance of KM to organizations’
business objectives, practitioners must seriously
consider employing a dedicated team for the
internal marketing and implementation of the
KM initiative. Last, by incorporating initiatives
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that help foster a strong sense of identification
towards the organization among employees,
managers might ensure the continued success
of organizational KM even after the removal of
attractive KM related reward programs.
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ENDNOTES

! Rexon is a pseudonym.

2 In this article, we use the terms “KMS” and
“KM initiative” interchangeably. Though a
KMS is only a subset of a KM initiative, we
have takenthis liberty since inthis case study
the KM initiative entirely revolved around
the implementation of an organizational
KMS.
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ABSTRACT

This article discusses system use as a measure of knowledge management success. It is proposed that
for knowledge management systems (KMS) it is not the amount of use that is important, but rather the
quality of that use and the intention to use the KMS when appropriate. Evidence is provided to support
this proposition and a knowledge management system success model incorporating this proposition is
discussed. Additionally, findings are provided that show that new users to an organization use the KMS
differently than experienced users and implications of this difference are discussed.

INTRODUCTION

A premise of information systems (IS) is that
for an IS to be successful, the intended system
users must “use” the system. In this case, Rali,
Lang, and Welker (2001) consider “use” to be
the consumption of the outputs of the IS by the
users as measured in terms such as frequency of
use, amount of time of use, numbers of access
to the IS, usage pattern, and so forth. General
thinking is that the more an IS is used, the more
successful the IS. This leads to the common use

of quantity of “use,” as previously defined, as a
measure of IS success. For example, two of the
more widely accepted IS models, the DelLone
and McLean (1992, 2003) IS Success Model and
the Davis (1989) Technology Acceptance Model
(TAM), incorporate “use” asameasure of success
(DeLone & McLean, 1992, 2003) or successful
adoption (TAM). But is quantity of “use” a good
measure of success for all systems, particularly a
knowledge management system (KMS)?
Jennex (2005, p. iv) defines knowledge man-
agement (KM) as the practice of selectively ap-

Copyright © 2010, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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plying knowledge from previous experiences of
decision-making to current and future decision
making activities with the express purpose of
improving the organization’s effectiveness. KMS
are those systems designed to support KM. Alavi
and Leidner (2001) describe the KMS as an IT-
based system developed to support/enhance the
KM processes of knowledge creation, storage/
retrieval, transfer, and application. KM is an ac-
tion discipline; knowledge needs to be used and
applied for KM to have an impact. This implies
that KM and KMS success, like IS success, can
use quantity of “use” measures for determining
KM success.

However, Jennex and Olfman (2005, 2006),
while exploring KM/KMS success, make the
assertion that as long as knowledge is used at
some point, it is the quality of “use” and intent
to use when appropriate that are better measures
of KM/KMS success than quantity of “use”
measures. While this may seem counter intui-
tive, that successful KM/KMS is not based on
frequent use of knowledge, it is a defendable posi-
tion although, neither Jennex and Olfman (2005)
nor Jennex and Olfman (2006) provide support
for this assertion. This article addresses this key
issue and provides support for using quality of
“use” and intent to use as appropriate measures
for KM/KMS success.

This article will make a case for using “intent
to use” as a measure of KM/KMS success rather
than quantity of “use.” To make this case, data
gathered from a review of published research
plus data gathered from a longitudinal study of
KM/KMS inanengineering organization will be
presented that illustrates that quantity of “use”
measures fail to predict success and that “intent to
use” measures may predict success. Additionally,
the article will present an overview of quantity
of “use” measures in predicting success by dis-
cussing the DeL.one and McLean (1992, 2003) IS
Success and the Technology Acceptance Models,
and an overview of KM/KMS success models.
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The value and contribution of this article is in
helping researchers and practitioners understand
the impact of “use” on KM/KMS success. This
IS an important contribution as research into
identifying key KM/KMS success measures need
to identify the right measures in their KM/KMS
success models so that organizations implement-
ing KM/KMS will understand what to monitor
and measure.

BACKGROUND OF USE
MEASURES

Information System Success and
Use

DeLone and McLean (1992) is a seminal work
proposing a taxonomy and interactive model for
conceptualizing and operationalizing 1S Suc-
cess. The DeLone and McLean (1992) IS Success
Model is based on a review and integration of
180 research studies that used some form of sys-
tem success as a dependent variable. The model
identifies six interrelated dimensions of success
as shown in Figure 1. Each dimension can have
measures for determining their impactonsuccess
and each other.

The key focus of the model is the relationships
showing that system and information quality
aspects of a system (information quality reflects
having the correct data and system quality refers
to the technical infrastructure and interface) lead
to system use and user satisfaction. User satisfac-
tion tends to increase use and use tends to lead
to some level of user satisfaction, making these
dimensions difficult to separate. System use then
leads to system success. This relation has been
accepted and demonstrated to be correctalthough
Seddon (1997) has suggested that use is not an
appropriate variable for a causal model as it is a
behavior.

DeLone and McLean (2003) revisited the IS
Success Model by incorporating subsequent IS
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Figure 1. DeLone and McLean (1992) IS success model

System Quality Use

Information
Quality

User Satisfaction

Success research and addressing criticisms of the
original model. One hundred forty-four articles
from refereed journals and 15 papers from the
International Conference on Information Systems
(ICIS) citing the IS Success Model were reviewed,
with 14 of these articles reporting on studies that
attempted to empirically investigate the model.
The result of the article is the modified IS Success
Model shown in Figure 2. Major changes include
the additions of a Service Quality dimension for
the service provided by the IS group, the modi-
fication of the Use dimension into a Use/Intent
to Use dimension, and the combination of the
Individual and Organizational Impact dimen-
sions into an overall Net Benefits dimension.
The modification of the use variable to include
intent to use is important for this article. This
modification takes into account the quality of use
as well as the amount of use and recognizes that
in some contexts it is better to monitor intent to
use (a belief) rather than actual use (a behavior).
This modification will be shown to be applicable
to KM/KMS use.

Other researchers have also reported on the
importance of use to system success. Goodhue
and Thompson (1995) and Markusand Keil (1994)
emphasized that the value of an information
system is not in the system but in its effective
and efficient usage. Additionally, they found that
only when information systems are used can the
desired purpose be achieved, and, conversely,
the underutilization and nonuse of information

P> individual Impact Orgtlalnr:g:(t;tonal

systems frequently results in failure to meet an
organization’s objectives. Based on the same
rationale, KM/KMS can make a difference only
if used to enhance the application and reuse of
knowledge; companies that have prospered are not
the companies that implemented KM technology
but those that applied it.

Technology Acceptance Model

Davis (1989) developed the technology acceptance
model (TAM) as an explanation of the general
case determinants of computer acceptance thatare
capable of explaining user behavioracrossabroad
range of systems, technologies, and user popula-
tions. The model includes use as a determinant
but indicates that use is determined by ease of
use or perceived usefulness, attitude, and inten-
tion to use. TAM is a derivative of Fishbein and
Ajzen’s (1975) Theory of Reasoned Action (TRA)
model. TR A focuses on situation specific personal
beliefs and attitudes, and the effects of the beliefs
of others who can influence the individual. The
fundamental premise of TRA is that individuals
will adopt a specific behavior if they perceive it
will lead to positive outcomes (Compeau & Hig-
gins, 2001). TAM is a TRA derivative tailored to
the study of a broader range of user behavior in
the context of IT acceptance (Davis, 1989).

The following are brief descriptions of the
components of the model:
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Figure 2. DeLone and McLean'’s (2003) revisited IS success model
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Perceived Usefulness reflects that an indi-
vidual’s perception of usefulness influences
their intention to use the technology primar-
ilythroughthe creation of apositive attitude.
Thisisconsistentwiththe TRA, which holds
thatattitude (an individual’s positive or nega-
tive feelings about performing a behavior)
influence behavioral intention.

Perceived Ease of Use reflects the user’s as-
sessment of how easy asystemisto learnand
use. TAM includes ease of use as a separate
belief construct based on the concept of self-
efficacy (an individual’s judgment of ability
to organize and execute tasks necessary to
perform a behavior).

Attitude Towards Using reflects thatan indi-
vidual’s perceptions of usefulness and ease
of use influences intention to use a system
through the creation of a positive attitude.
Behavioral Intention to Use is a measure of
the strength of one’s intention to perform
a specified behavior. The construct comes
from TRA and is a predictor of an indi-
vidual’s behavior.

System Usage is actual usage of the system
and reflects that the users have accepted the
system.

Knowledge Management Success

What is KM and KMS success? Jennex and Olf-
man (2006) consider KM and KMS success to
be the same and Jennex, Smolnik, and Croasdell
(2007, p. v) found a consensus definition of KM
success to be:

KM success is a multidimensional concept. It is
defined by capturing the right knowledge, getting
the right knowledge to the right user, and using
this knowledge to improve organizational and/
or individual performance. KM success is mea-
sured using the dimensions of impact on business
processes, strategy, leadership, efficiency and
effectiveness of KM processes, efficiency and
effectiveness of the KM system, organizational
culture, and knowledge content.

Several KM success models have been pro-
posed (Jennex & Olfman, 2005). Many ofthese are
based on traditional information systems success
modelssuchasthe DeLoneand McLean IS Success
Model (DeLone & McLean, 1992, 2003). These
models suggest several factors contribute to sys-
temsuccessincluding the amount of system “use.”
The above definition of KM Success also implies
use as it is focused on the using of knowledge to
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Figure 3. Technology acceptance model (Davis, 1989)
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improve organizational performance. However,
the above definition also focuses on the impact
of knowledge use and it is this focus that will be
argued to be the correct focus.

DeLone and McLean (2003) discuss the dif-
ficulties researchers have applying the DelLone
and McLean IS Success Model to specific re-
search contexts. Jennex, Olfman, Pituma, and
Yong-Tae (1998) adopted the generic framework
of the DeLone and McLean IS Success Model and
customized and operationalized the dimensions
to reflect the System Quality and Use constructs
needed foran organizational memory information
system. Jennex and Olfman (2002) expanded this
KMS Success Model to include constructs for
Information Quality and applied and operational-
ized the model to reflect the KM context. Jennex
and Olfman (2006) modified the model to include
suggestions from DeLone and McLean (2003) and
concluded that intent to use rather than actual use
is the appropriate measure.

Figure 4 shows the resulting KMS Success
Model. This model evaluates success as an im-
provement in organizational effectiveness based
on the impact from use of knowledge from the
KMS. The dimensions are System quality, which
defines how well the KMS performs the functions
of knowledge creation, storage/retrieval, transfer,
and application, how much of the knowledge is
codified, and how the KMS is supported by the
IS staff and infrastructure. Knowledge/Informa-
tion quality ensures that the right knowledge with
sufficient context is captured and available for

the right users at the right time. Service Quality
measures managementsupport, KM governance,
and organizational support of KM. User Satisfac-
tion indicates the satisfaction of the users with
their “use” of the KMS. This reflects that the
KMS has been used but does not focus on the
quantity of “use.” Perceived Benefit measures
perceptions of the benefits and impacts of the
KMS by users and is based on the Perceived
Benefit Model (Thompson, Higgins, & Howell,
1991). Itis good for predicting that the KMS will
be used when appropriate. Net Impact shows
that an individual’s use of a KMS will produce
an impact on that person’s performance in the
workplace. Each individual impact will in turn
have an effect on the performance of the whole
organization. The association between individual
and organizational impacts is often difficult to
draw and is why all impacts are combined into a
single dimension. This model recognizes that the
use of knowledge may have good or bad benefits
and allows for feedback from these benefitsto drive
the organization to either use more knowledge or
to forget specific knowledge.

Lindsey (2002) proposed a KM effectiveness
model based on combining Organizational Capa-
bility Perspective Theory (Gold, Malhotra, & Se-
gars, 2001) and Contingency Perspective Theory
(Becerra-Fernandez & Sabherval, 2001). The
model defines KM effectiveness in terms of two
main constructs: Knowledge Infrastructure Ca-
pability and Knowledge Process Capability, with
the Knowledge Process Capability construct be-
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Figure 4. Jennex & Olfman's (2006) KM success model
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ing influenced by a Knowledge Task. Knowledge
infrastructure capability represents social capital,
the relationships between knowledge sources and
users, and is operationalized by technology (the
network itself), structure (the relationship), and
culture (the context in which the knowledge is
created and used). Knowledge process capability
represents the integration of KM processes into
the organization, and is operationalized by acqui-
sition (the capturing of knowledge), conversion
(making captured knowledge available), applica-
tion (degree to which knowledge is useful), and
protection (security of the knowledge). Tasks are
activities performed by organizational units and
indicate the type and domain of the knowledge
being used. Tasks ensure the right knowledge is
being captured and used. KM success is measured
as satisfaction with the KMS. Use is implicitly
incorporated into the model via the knowledge
process capability and the tasks and is reflective
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User Satisfaction
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of knowledge in action. Use in this model reflects
actual use.

Massey, Montoya-Weiss, and O’Driscoll
(2002) present a KM success model based on
their Nortel case study. The model is based on
the framework proposed by Holsapple and Joshi
(2002) and reflects that KM success is based on
understanding the organization, its knowledge
users, and how they use knowledge. It recognizes
that KM is an organizational change process and
KM success cannot separate itself from the or-
ganizational change success with the result that
KM success is essentially defined as improving
organizational or process performance. Key
components of the model are:

. KM Strategy: defines the processes using
knowledge and what that knowledge is, the
sources, users, and form of the knowledge,
andthetechnology infrastructure for storing
the knowledge.
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*  KeyManagerial Influences: defines manage-
ment supportthrough leadership, allocation
and management of project resources, and
oversight of the KMS through coordination
and control of resources and the application
of metrics for assessing KMS success.

*  Key Resource Influences: these are the
financial resources and knowledge sources
needed to build the KMS.

*  KeyEnvironmental Influences: describe the
external forces that drive the organization
to exploit its knowledge to maintain its
competitive position.

Use is not explicitly discussed in this model
but is implied through the definition of success
that defines KM success as improving process
performance; this implies that the knowledge
stored inthe KMSisused. Use inthis model refers
to a quality of use as well as actual use.

METHODOLOGY

KM/KMS has two sets of users, knowledge users
who use the knowledge stored in the system and
knowledge creator users who contribute knowl-
edge to the system. Users may belong to both
groups simultaneously. To support a discussion
on KM/KMS use, data needs to be collected on
each group of users’ actual system use and the
factors that led to this use. This article uses find-
ings from three quantitative studies that looked
at KMS use or KM success and data collected
during a longitudinal case study of a KMS in an
engineering organization. The methodologies for
the quantitative studies are discussed with the
findings from those studies. The methodology for
the longitudinal case study is discussed below.
The longitudinal case study was conducted in
three stages. The firststage was conducted in 1996.
A survey instrument incorporating Thompson
et al.’s (1991) perceived benefit model and actual
system usage was administered to the total engi-

neering population of 105 engineers. In addition,
structured interviews were used to collectdataon
components of the KMS, KMS usage patterns,
and KMS effectiveness. A response rate of 79%
was achieved on the survey (83 respondents).
Interviews were held with 5 managers, 5 supervi-
sors, and 11 engineers. Interview subjects were
selected for their knowledge of the organization
and its processes. The same interviewer (the au-
thor) conducted and analyzed all the interviews.
All data was collected within 2 months.

Stage 2, conducted in late 1998, utilized ob-
servation, a survey, and selected interviews. The
survey focused on identifying drivers for captur-
ing knowledge and was administered to all 98
members of the organization. A response rate of
22% wasachieved (22 respondents) on thissurvey.
Semistructured interviews were conducted with
10 members of the organization who were either
new to the organization or to their position and
were designed to determine if the KMS was usable
by new personnel and if it transferred knowledge
effectively. The same interviewer (the author)
conducted and analyzed all the interviews. All
data was collected within 2 months.

Stage 3, conducted in late 2001, used observa-
tion, interviews, and a document review. Twenty
interviews were conducted. Six interviews were
with the remaining new members from those
interviewed during the second study. The re-
maining 14 interviews were conducted with
selected managers, supervisors, and engineers
(4 managers/supervisors and 10 engineers were
selected). Selection was based on participation in
the previous studies. Additionally, two interviews
were conducted with Information Systems (IS)
management and two interviews were conducted
with the Reengineering Group management. The
purpose of these interviews was to review pro-
cesses, responsibilities, and procedures for man-
aging knowledge in the engineering groups. The
repeat interviews, again conducted by the author,
followed the same script used in the second study.
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The remaining interviews were unstructured. All
data was collected within two months.

FINDINGS ON KMS USE

Quantitative Test of Relationship
Between System Quality and Use of
the KMS

Liu, Olfman, and Ryan (2005) tested the relation-
ships between several of the dimensions from the
Jennex and Olfman KMS Success Model. The
goal was to quantitatively establish the relation-
ship between these dimensions, KMS use, and
KMS effectiveness using structured equation
modeling. The key hypothesis with respect to
use was that KMS use would have a positive ef-
fect on organizational learning (for this study the
KMS was to facilitate organizational learning so
improving individual and organizational learning
is a measure of system success). Data was col-
lected via a Web-based survey with respondents
recruited from industry viaan e-mail solicitation.
Three hundred and sixty valid responses were
collected. A low correlation was found between
system utilization and knowledge application
where knowledge application was the use of
knowledge in decision-making. However, a high
correlation was found between system utiliza-
tion and changes in individual learning behavior
indicating that use of the system was tied to how
users formulate questions and use knowledge.
Structured Equation Modeling found support for
the impact of KMS use on individual learning but
found insignificant or indirect impact of KMS
Quiality factors (system quality and information
quality) on KMS use. Qualitative analysis of
responses found several respondents concerned
with the low utilization of their KMS with several
listing systemand informationquality issuesasthe
reasons for low system usage, somewhat contra-
dicting the quantitative findings. Ultimately, this
study found that the greatest impact on system
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use was the perceptions of users with respect to
the usefulness of the KMS. This supports using
an intent to “use” measure as these measures
include usefulness to support predicting KMS
use when appropriate.

Quantitative Test of TAM When
Applied to KMS Adoption

Money and Turner (2005) applied TAM to the
study of KMS with the goal of verifying the ap-
plicability of the TAM components to the study
of the KMS research context. They used a Web-
based survey derived from previous TAM research
and administered to the employees of two firms
wanting to obtain data on the adoption and use
new KMS. Fifty-one responses were obtained of
which 35 were usable. Thirteen of the rejected
responses were rejected because the respondent
indicated they did not use the system. Correla-
tion and regression analyses verified all the TAM
relationshipswith the exception of the relationship
between system use and behavior intention to use.
The lack of correlation between behavior intention
to use and actual use with all other relationships
being significant indicates that users saw benefit
in, found it easy to use, and intended to use the
system when appropriate, but did not predict the
quantity of system use, that is, a user who saw
significant benefit in the system was not likely to
have more quantity of use than a user who did not
see significant benefit. This suggests that inten-
tion to use the system is a more viable measure
of KMS adoption than actual use.

Exploratory Study on Use and
KM/KMS Success

Jennex et al. (2007) explored KM and KMS suc-
cess. The goal was to identify a consensus defini-
tion of KM/KMS success and a set of measures
that could be used to indicate KM/KMS success.
An exploratory survey was generated using
input from an expert panel, the editorial review
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board of the International Journal of Knowledge
Management. The survey was distributed using a
Web survey and e-mail solicitation. One hundred
and three usable survey responses were received.
Thirteen were from KM practitioners, 70 were
from KM researchers, 6 were from KM students,
and 14 were from academics interested in KM
but not active KM researchers. Likert items were
analyzed using means and standard deviations as
no hypotheses have been proposed needing test-
ing. While little consensus was observed in this
survey, one item that was found to be agreed upon
was that amount of use was not a good measure
of KM/KMS success. Respondents were asked if
a definition of KM success should include mea-
sures of pure KMS usage statistics. On a 5 point
Likertscale where 5 was strongly agree and 1 was
strongly disagree, the overall mean was 2.5 with
a standard deviation of 1.2, indicating general
disagreement with the statement.

Longitudinal Study of Knowledge
User Use of the KMS

Knowledge user use was assessed using two dif-
ferentmethods, asurvey tomeasure current KMS
usage and the perceived benefit of the KMS based
on the Perceived Benefit Model (Thompson et al.,
1991) and interviews. The survey found that the
engineers used the KMS extensively, an average
of 2.9 hours per day. However, this usage was not
indicative of the value of the KMS as the inter-
views found that amount of KMS use were not a
good indicator of the impact of KMS use. Several
interviewees echoed the sentiment that it was not
how often they used the KMS but rather it was the
one time that they absolutely had to find knowledge
or found unexpected knowledge that proved the
worth of the KMS. An example of this was the
use of the KMS to capture lessons learned and
best practices associated with refueling activities
(refueling isahighcost, highstress, shortduration
activity). Theseactivitiesoccur onanapproximate
18-month cycle that was sufficient time to forget

what had been learned during the last cycle or to
have new memberswith no experience taking over
these activities. So while this knowledge may be
used infrequently, it was vital when it was used.
The survey measuring perceived benefit assessed
attitudes on factors important to predicting the
knowledge usersseeing value inthe KMS. Table 1
summarizes the findings for each of the perceived
benefit factors (5-point Likert scale, 5 is strongly
agree) and leads to the conclusion that the KMS
was perceived to be useful because the organi-
zational culture encourages the engineers to use
the KMS, the KMS was not complex to use, and
the KMS supports them in performing their jobs.
This survey was not repeated in the stage 2 and
3 studies since interviews revealed that the KMS
was still being relied upon and used at about the
same level as in stage 1.

Another interesting finding was in the longi-
tudinal study of a group of new members to the
organization. During interviews after they had
joined the organization (members had been with
the organization for approximately 6 months
when interviewed) none of the new members
indicated they used the KMS regularly to retrieve
knowledge. Instead, they used the KMS to locate
the name of someone who possessed the knowl-
edge, then talked to that person. This seemed to
counter the overall finding that the KMS was
useful. However, during interviews conducted ap-
proximately 18 months later, all the new members
used the KMS to retrieve knowledge and rarely,
if ever, used the KMS to identify knowledge
possessors for discussions. During the course of
the interviews, it was determined that these new
memberstothe organization needed to understand
the context and culture of the knowledge that was
stored in the KMS before they could use it. This
context and culture were obtained by talking to
knowledge possessors. Jennex (2006) discussed
that for knowledge to be useful; the knowledge
user had to know the culture and context in which
the knowledge was generated. Context is the
story around the knowledge generation that tells
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Table 1. Perceptions affecting usage

Social factors 4,08

Perceived Benefit Factor Score Result

Organizational culture encourages use of the KMS

Complexity (inverse score) | 2.38

Not complex, supports use of the KMS

Job fit, near terms 4.56 Fit current job well, supports use of the KMS
Job fit, long terms 3.36 Neutral
Fear of Job Loss 2.32 Not supported, no fear found

Note: score is based on a 5-point scale where 5 is “strongly agree.”

what the knowledge applies to. Culture is that
set of values the knowledge creator and user use
to apply the knowledge; it reflects how the user
will use that knowledge to make decisions. It is
expected that this is normal behavior for new
members in an organization and that they will
need to obtain culture and context about their
new organization before they will use the KMS
to retrieve knowledge.

Knowledge Creator User Use of the
KMS

The first stage found a successful and effective
KMS. A major reason for this success was that
the KMS held the right knowledge and made it
available for use. Since no formal knowledge
management initiative, organization, ororganiza-
tional strategy had been observed to be in-place
guiding engineers in what knowledge to capture,
the second stage used a survey and interviews to
discoverwhatdriversexisted toguideengineersin
selecting what knowledge to capture inthe KMS.
Respondents were asked if they used the drivers,
and if so, how important they were (3 point scale
with 1-very important, 2-important, and 3-not very
important), how frequently they were used (daily,
weekly, monthly, yearly, and lessthan yearly), and
the formality of the driver (formal, informal). As
expected, the most important driver were formal
Nuclear Regulatory Commission (NRC) require-
ments scoring 1.05 in importance (0.24 std. dev.)
with 19 out of 22 respondents indicating they
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used it. Somewhat surprising was that the infor-
mal driver of the engineer thinking a knowledge
item was important and then capturing it in some
manner, was the second most important driver
scoring 1.18 in importance (0.41 std. dev.) with
all 22 respondents indicating they used it.

The key observation was that frequency of
contribution use had little meaning because the
driver’s frequency of use was found to not be
linearly related to importance. This observation
indicates that there is not an obvious relationship
betweenimportance of adriver and use of the KMS
for contributing knowledge because respondents
were just as likely to rate a driver very important
but resulting in monthly “use” as they were to
rate the driver very important resulting in daily
“use.” Also, the perceived benefit findings fit
here as knowledge creators were also knowledge
users. Applying Table 1 findings indicates that
knowledge creators will contribute knowledge
when appropriate with the fear of job loss factor
notbeing significant for these users beingacritical
indicator of future use. Table 2 lists the 15 most
important drivers along with their frequency of
use and correlation constant between importance
and frequency.

DISCUSSION

Prior to discussing the above studies it is impor-
tant to report that Jennex and Olfman (2002) also
report that the subject KMS was found to be suc-
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Table 2. Knowledge driver ratings

Driver or Reas_on Something is Captured n Importance | Frequency Correlation
in the KMS (Std Dev) (Std Dev) Constant
NRC requirement 19 1.05 (0.24) 3.26 (1.31) 0.339
k\r(](())L\JNtI):(Ijige:e it is important to capture the 29 1.18 (0.41) 1.84 (1.30) 0.064
Procedure requirement 19 1.32 (0.47) 2.27 (1.03) | 0.443
Near Miss Event 17 | 1.53(0.64) 3.39(0.96) | -0.354
Management/Supervisor directive 20 1.55(0.70) 2.29 (1.36) 0.574
Site Event 18 | 1.56(0.62) | 3.21(1.22) | -0.209
AR Assignment 20 | 1.60(0.71) | 2.19(1.05) | 0.277
Data/Trend Analysis 19 1.63 (0.49) 2.67 (0.90) | 0.313
Lesson Learned 17 1.71 (0.59) 3.08 (0.76) | -0.320
Other Regulatory requirement 14 1.71 (0.65) 2.93 (1.54) -0.559
Industry Event 20 | 1.75(0.55) | 3.44(1.15) | 0.226
Good Practice 19 | 1.79(0.64) | 2.67 (1.18) | -0.090
INPO Recommendation 15 1.80 (0.56) 3.47 (1.25) | -0.157
Group/Task Force recommendation 17 1.82 (0.35) 3.86 (1.03) | 0.147
Co-Worker recommendation 18 1.83 (0.66) 2.56 (1.37) -0.023

n=# of respondents using the driver; Importance: 1=Very Important, 2=Important, 3=Not Very Important; Frequency: 1=Daily,

2=Weekly, 3=Monthly, 4=more than monthly, less than yearly, 5=Yearly

cessful. Individual and organizational impacts on
effectiveness were identified and in some cases,
actual measurement of success was recorded. This
is important when discussing the impact of “use”
measures for indicating KMS success.

TAM and the IS Success Model both use
quantity of “use” measures along with intent to
use and quality of use measures. The KM Success
Model does not use a quantity of “use” measure
as long as the KM/KMS is used at some point
and instead relies on intent to use. This article
presents empirical data to support using intent to
use measures instead of quantity of “use” mea-
suresinthe KM context. All the studies presented
support intention to use as the best measure of
KMS use. The key findings from Liu et al. (2005)
and Money and Turner (2005) are that intention
to use does not correspond to quantity of “use”
but does indicate the KMS will be used when ap-

propriate. The reason is found in the longitudinal
case study interviews with the discussion of the
value of the knowledge. Knowledge users stated
that it was knowledge used infrequently that was
knowledge with the greatest value and impact.
This implies that the KMS with the greatest
impact is the KMS that may not be used all that
frequently. This is contrary to the commonly ac-
cepted theories on IS Success and adoption and
suggests that a KMS is very different from an
IS. It also suggests that the key use dimension in
the use of TAM and DeLone and McLean when
applied to a KMS is intention to use. DeL.one and
McLean (2003) acknowledged that intention to
use may be a more appropriate measure for some
research contexts and these studies support that
KM is an appropriate context for using intention
to use in lieu of amount of use.
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This is not a surprising finding. Reflecting
on the longitudinal case study, Jennex and OIf-
man (2002) concluded that KM, organizational
memory (OM), and organizational learning (OL)
are related. The relationship is that the use of
knowledge captured inthe OM by the KMS results
in changes in individual and/or organizational
behavior with a subsequent impact on effective-
ness. KM is an action discipline meaning that
knowledge needs to be used to be considered
useful. Use of knowledge results in learning and
knowledge used frequently is soon “learned” and
soitsvalueinthe KMS s perceived as less. Knowl-
edge used infrequently is not easily “learned”
and may be easily forgotten so its retrieval and
use is considered of great value. This implies that
frequency of “use” measures will not be effective
measures of the value of the knowledge being
used. Conversely, since a greater value is placed
on knowledge that is used infrequently, measur-
ing intent to use the KMS when appropriate is a
more accurate reflection that the KMSwill be used
when it is needed. Finally, since KM success is
focused on having an impact on the organization,
it is reasonable to conclude that measures that
reflect that knowledge with value will be used or
contributed when appropriate are the appropriate
measures for assessing KM/KMS success.

An additional concern with researchers has
been getting knowledge creators to share their
knowledge and to contribute to the KMS. The
longitudinal case study suggests that frequency
or amount of knowledge sharing is not as impor-
tant as perceived. What is important is that there
is a knowledge strategy that identifies critical
knowledge and that knowledge creators supply
this critical knowledge when appropriate. Again,
using the amount of contributory use may not be
appropriate. It is proposed that a new measure,
intention to contribute, be used in conjunction
with intention to use as the appropriate measure
for KMS use when determining KMS success or
adoption. This new measure can also be based
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on Thompson et al.’s (1991) Perceived benefit
model.

Finally, the finding that there is a difference
between how new members to an organization
use a KMS and how experienced members use
the KMS, while unexpected at first, is actually
an expected finding once the impact of culture
and context on knowledge use are taken into ac-
count. It is easier and perhaps only possible for
new members to learn how an organization uses
knowledge and make decisions by talking to
experienced knowledge creators and users. New
users during interviews made comments like:

Sure all the information is in the computer but
the computer isn't as fast as simply asking the
previous guy.

Not only does asking the previous engineer get
me the answer faster but he can guide me to other
sources and interpret my questions to give me the
answers | need.

| treat all events as new events because it is easier
and faster to get the information I need to fix the
problem than it is to research the system about
what happened before.

These same users made the following com-
ments during interviews just 18 months later:

| always use the computer, all the information |
need is there.

1 go to the computer first, if the information isn 't
detailed enough for my purpose I can find out who
did the work and then talk to them.

| rarely need to talk to anyone as all the history is
in the databases and its fast and easy to use.

This indicates that how users use a KMS
changes based on experience level. Thishasmany
impacts on KM researchersand practitioners. The
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first impact is on who is expected to benefit the
most from KM. Many researchers and practitio-
ners perceive KM as a way of helping new users
to the organization find and utilize knowledge
quicker. This probably will nothappenasitappears
new users may notuse knowledge inthe KM/KMS
until after they have learned the decision-making
culture and context of the organization. However,
italso indicates that great benefits can be realized
by experienced members. The second impactison
whatknowledge needsto be captured by the KMS.
The KMS needs to capture detailed knowledge
and pointers to knowledge to satisfy both new an
experienced users. Third, KMS training needs to
be different for new and experienced members of
the organization. New members need to know how
to use the KMS to find sources of knowledge while
experienced members need to be taught how to
searchandretrieve needed knowledge. Finally, use
measures should be different. Intent to use is an
acceptable measure for experienced members but
this may not be agood measure for new members.
This is an area for future research as none of the
studies used in this article addressed the issue of
measuring use by new members.

CONCLUSION

Jennex and Olfman (2005, 2006) explored
KM/KMS success and asserted that quantity of
“use” was not a good measure of success. This
assertion was made without any evidence being
offered in support. This article provides that
evidence and comes to the key conclusion that
a more appropriate use measure for evaluating
KMS success or adoption isa combined intention
to use and intention to contribute measure. The
Perceived Benefit Model is an instrument that
can be adapted to measuring either intention.
Other models such as TAM2 may also be avail-
able and useful.

Asecondary complementary conclusion is that
measuring knowledge use isinappropriate and will

lead to incorrect decisions on the effectiveness,
adoption, or actual value of a KMS.

While perhaps not earth shaking in scope,
these conclusions do change the way researchers
and practitioners should view KMS success. KM
and KMS do not need to be used extensively to
be considered successful. Rather, it is the quality
of use that is important. Knowledge that is used
every day tends to be remembered and learned
and ultimately loses value while knowledge that
is used infrequently tends to be forgotten and
so its retrieval and use has a greater impact on
individuals and the organization. KM/KMS de-
signers need to focus on identifying this higher
value knowledge for capture and retention to
ensure that KM/KMS users see the value in the
KM/KMS.

Another key conclusion is that there is a
difference in use behavior between new and
experienced members of an organization. This
is a very far reaching and potentially significant
finding that can affect the design of KMS. This
finding is reflected in the Jennex and Olfman
KM Success Model (Jennex & Olfman, 2006)
where it has been incorporated into the Knowl-
edge Quality dimension through the constructs
of richness and linkages where richness refers
to rich, detailed knowledge and linkages refers
to pointers to knowledge sources (see Figure 4).
However, Jennex and Olfman (2006), while using
this finding, did not provide support for it, and
this article does that

Limitations

Thestudiesusedinthisarticle have external valid-
ity concerns. Subject populations are small and
tend to be focused within specific organizations or
industries. Thissuggests that the conclusions may
not be generalizeable to all KMS users. However,
giventhatthe three studies, when combined, look
atseveral differentorganizationsand industries, it
IS more appropriate to consider the small sample
size as the greatest limitation. This limitation can
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only be overcome through more research but it is
expected that further research will validate these
findings rather than change them.
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Chapter 5

Collaborative Knowledge
Management in the Call Center

Debbie Richards
Macquarie University, Australia

ABSTRACT

Collaboration is fundamental to the goals and success of knowledge management (KM) initiatives
aimed at supporting decision making and problem solving. Yet many KM approaches and systems do
not provide explicit mechanisms which allow knowledge to be collaboratively built up, validated and
reconciled so that the more general goals of knowledge sharing and reuse can be achieved. In domains
such as the call center, problems and solutions need to be created, retrieved, reworked and reused by
multiple individuals and typically involves the use of multiple knowledge management tools, knowledge
scattered across disparate sources and implicit “know-how”’. Acquiring, accessing, maintaining, shar-
ing, reconciling and reusing knowledge in its various forms are particular challenges in the call center
domain where the knowledge needed is complex and constantly changing made worse by short-term
knowledge workers. The approach suggested allows knowledge, in the form of rules, to be incrementally
acquired as the problem arises, in the form of cases, as part of the daily routine. Using the approach,
knowledge workers are able to collaboratively and incrementally capture and maintain the heuristics
they use daily for trouble-shooting. Further the system is designed to integrate to a wide variety of
information and knowledge sources including legacy systems, recognizing the investment and value of
such sources and minimizing the need to duplicate existing resources. This paper reports experiences
and issues with knowledge management systems in the call center environment. A case study conducted
during 2003-2006 is presented which describes how users found the incumbent systems and a prototype
knowledge management system embodying the above approach.
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INTRODUCING THE CALL CENTER

In the period 2003-2006 we! have been work-
ing with the Sydney-based call center in a large
multinational Information and Communication
Technology (ICT) organization, which will be
referred to as ORG X. Trouble-shooting failures
or reduced system performance on the client’s
equipment was difficult and time consuming
due to the complex environments involving
multiple vendors, machines, software products
and topologies, inan infinite number of combina-
tions. It was no longer possible to expect a single
expert to quickly find and resolve such issues. A
better approach was needed, to allow both the
accumulation of knowledge with guided trouble-
shooting techniques, along with interfaces to all
other relevant knowledge bases and data sources.
The call center of ORG X received around 5,000
customer problem tickets per day globally, 1000
were emailed automatically from faulty equipment
to the support center’s case tracking software and
another 4,000 per day came from customers, taking
on average 2 hours to solve. According to their
2004 Annual Report, ORG X’s cost of services
as a whole were in the order of $US1 billion per
annum. Better (re)use of trouble-shooting knowl-
edge could save time and result in improvements
to the bottom line.

Timely retrieval of the pertinent knowledge is
an issue for all call centers involved in problem-
solving. Additionally, while not necessarily true
of ORG X, opportunities for career advancement
in call centers are typically limited and motiva-
tion tends to be low with levels of ‘churn’ (the
percentage of staff that need to be replaced) for
call centers averaging around 31 percent, and
as high as 51 percent among outsourced centers
(Batt, Doellgast and Kwon, 2005). A knowledge
management system which would allow call
center workers to handle the routine problems
more quickly and solve more of the interesting
problems that were commonly passed to higher,
usually more technical, levels of customer support,

could provide greater employee satisfaction and
stability aswell improve the company’sreputation
and customer satisfaction.

A number of research instruments and tech-
niques were used during this project. We began
with an exploratory approach in the form of an
indepth case study at our host organizationtogether
with review of vendor offerings and the related
literature. The case study involved interviews,
observation and surveys but moved into action
research (as defined by Gummesson 2000) as
we participated in the life of the organization and
soughtto improve the currentknowledge manage-
ment solution through the design, development
and testing of a prototype.

Next let us consider the call center further by
looking at the systems currently in use and the
issues related to knowledge management.

CALL CENTER KNOWLEDGE
MANAGEMENT AND
SUPPORTING SYSTEMS

Traditional call center knowledge management
software has supported case tracking of informa-
tion such as customer details and the problem
description including the product affected, op-
erating system, version number, relevant error
codes and who has been assigned to solve the
case. These systems can be seen as an extension
to Customer Relationship Management (CRM)
systems. Integrating concepts relatedto CRMand
KM recognizes the value of customers, the value
ofknowledge relating to products and servicesand
the value of managing knowledge for, about and
from customers (Gebert et al. 2003). Tradition-
ally clients call front-line personnel but facilities
for clients to directly enter, and sometimes solve
their problems are becoming more common. In
our domain the problem cases/tickets may be ma-
chine generated and electronically forwarded. The
Internet has opened up the possibility of “customer
coaching” or “one to one marketing” viatechnolo-
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gies such as voice over IP (VOIP), conferencing
and joint web browsing (Hampe, 1999).

Moving beyond the traditional model often
requiresredesign of workflows and user interfaces
and upskilling of the call center staff. For example,
Grundeland Schneider-Hufschmidt (1999) offered
a custom built user interface for the call center
environment in which calls and problems are
passed from person to person and perhaps from
a range of different device types, ranging from
PCs to small handheld personal digital assistants
(PDAs) usingdirectmanipulation interfaces. XML
to mark-up (web-based) documents is another
key to supporting Service Centers of the Future
(ScotF) (Schmidt and Wegner, 2000).

In a case study conducted in 3M’s Call center
(Mukund, 2002) it was found that large organiza-
tions offering a diverse range of products require
sophisticated technologies to provide efficient
and effective customer support. Similarly, in the
customer care call center for Panafon, Greece’s
leading mobile phone operator in 2001, it was
found that much of the knowledge that was
needed was heuristic knowledge residing both
in the minds of individuals and in the stories
shared in their communities of practice which
could be better managed for organizational re-
use in a propositional knowledge based system
(KBS) (Tsoukas and Vladimirou, 2001). Other
techniques from the field of artificially intel-
ligence (Al) have been suggested for the call
center suchas: machine learning (or datamining);
neural networks; genetic algorithms and case
based reasoning (CBR). However, most of these
techniques rely on the availability of classified
cases structured into attribute-value pairs. While
CBR approaches, such as Chan, Chen and Geng
(2000), do not require structured cases, there are
a number of open issues limiting the technology
including how to minimize the effort involved in
manual indexing and how to adapt the retrieved
case to the current case.

Some have noted that KMS require a multi-
perspective approach. For example, Cheung et al.
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(2003) propose the multi-perspective knowledge
based system (MPKBS). In keeping with our
findings in ORG X, they note that in conventional
approachesto customer service there issignificant
reliance on “know-how, experience and quality
of the staff” (Cheung et al. 2003, p. 459) and that
this knowledge needs to be captured and shared.
However the perspectives they refer to are knowl-
edge acquisition; knowledge diffusion; business
automation; and business performance manage-
ment which we see as multiple functionalities
of the system rather than perspectives as there
is no consideration of capturing or reconciling
differences of opinion. They point out that in the
CBRapproachthey have developed “the semantic
context is difficult to be analysed by the com-
puter. Therefore an encoding process is needed”
(Cheung et al., 2003 p.460) and indexes need to
be provided between the cases to the solution
sets. The C-MCRDR approach, introduced later,
addresses the CBR issues by using a combined
CBR and KBS technique in which the indexing
and encoding is performed by the system as users
review cases and select features.

A key issue we identified from our own case
study and the literature was the need for call center
workers to make extensive use of external sources
of knowledge to assist in the problem solving
process. Gonzalez, Giachetti and Ramirez (2005)
call the drawing together of diverse knowledge
sources in the organization, such as databases,
files, experts, knowledge bases, and group chats,
a “knowledge management-centric help desk”
approach superior to the traditional technology
focused approach to supporting the IT help desk
function found in most organizations. Further,
Parasuram and Grewal (2000) point out that
CRM applications often fail because they do not
integrate data from diverse sources or deliver the
right information to the right people at the right
time. Chang (2005) also believes that “disparate
business processes and systems, compounded by
the proliferation of customer contact points and
channel, have created incompatible and discon-
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nected views of customers” with failure to inte-
grate to the business and legacy systems as key
contributing factors to CRM failure rates around
55- 75% (Chang, 2005).

One of the ironies of the call center situation
pointed out by Raestrup (2002) is that while many
call centers are designed to handle problems
that can occur globally, call center research,
policies and work practices tend to differ and
be decided at the national or regional level.
This makes offering corporate solutions that fit
all call centers even more problematic. Taylor
et al. (2002) also note that despite technology
integration, there is huge diversity across call
centers making them difficult to characterize
and improve. They cite empirical evidence that
shows nine different workflows within two call
centers in the financial sector.

Bendixen and Mitchell (2004) report on a
case study in Vodacom Customer Care where the
organization went to lengths to provide a pleas-
ant environment, good training and an up-to-date
knowledge base of their products. The success of
these measures seemto have been counterbalanced
by the addition of a quantitative performance
measurement system to calculate staff bonuses
which gave debatable and inconclusive results
regarding improvements in productivity or sat-
isfaction. The complex and diverse call center
environment provides adifficult domaininwhich
to provide a KM solution.

ORG X EXPERIENCES
WITH EXISTING KMS

Theexperiences of ORG X were gathered through
interviews (formal and informal), observation,
survey and participation. This section selects,
summarizes and synthesizes from the overall
data collected. Vazey (2007) and Richards and
Vazey (2005) provide more detail of the data
collection instruments, specific questions, results
and analyses.

ORG X was using a well-known? knowledge
management solution together with awell-known
case/ticket tracking system from another vendor.
Typical of many KMS, when the knowledge man-
agement system was first introduced, it delivered
significantly reduced time-to-resolution through
application of Consortium for Service Innovation
(CSI) knowledge management principles (CSl,
2006a). However, over time the solution offered
was no longer adequate for the problems being
faced. As is common in large organizations, they
were reluctant to transition to the new products
superceding the original systems due to the large
investment and commitment in terms of training,
measurement metrics and management reporting.
Possibly more problematic, changing to a differ-
ent system would involve major change at the
cultural level.

The following statements, summarized from
Vazey (2007), express the users’ view of the in-
cumbent KM systems recorded during a training
session at ORG X:

1. Extremely poor response times leading to
reluctant and reduced usage;

2. Many duplicate solutions and junk
solutions;

3. Inability to search the ticket tracking tool to
find past cases similar to the current case;

4.  Limited searching in the knowledge base
but there was no boolean or free text search
facility;

5. The lack of a shared ontology or means
to identify and resolve semantic conflicts
resulted in inappropriate or missed hits.

6. Different KM tools used by differentgroups
which were not integrated to allow knowl-
edge sharing.

During the period 2004-2006, the first issue
regarding system performance was to some extent
addressed. To address the second issue a lengthy
and costly exercise was undertaken to scrub the
knowledge base resulting in significant improve-
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ment to the credibility and effectiveness of the
knowledge management product as a knowledge
storage solution.

A lot of knowledge had to be rediscovered
daily by multiple people. Not only was the prod-
uct knowledge being lost, the problem solving
knowledge involving what questions to ask, how
to identify the type of problem and how to find
a solution was not being acquired. Das (2003)
points out the importance of acquiring problem
solving knowledge in call center KM initiatives
to assist both knowledge users and providers to
enhance productivity (Das, 2003). The following
sentimentwas frequently expressed: “We can tfind
oldsolutions, even the oneswe created ourselves!”
By tracking individual cases, it was found that
some cases took just as long or sometimes even
longer to solve when they reappeared as they
had the first time they were seen (Richards and
Vazey, 2005). It was these repeat incidents that
made capture and retrieval of past solutions and
proven processes most worthwhile.

Following Folcher (2003), who found that 1)
the instrument used to conductadialogue between
the expert and the caller and 2) the complexity
of the problem will effect the knowledge-based
artifact that has been progressively co-elaborated
(resulting in the case being worked up), it was
importantto provide a technique which supported
a dialogue and a range of problem complexities.
Not only does the case need to evolve between
the call center employee and the customer, cases
will often require multiple employees to col-
laborate to specify the problem situation and/or
the required solution. This need for cooperation
and collaboration was identified in Adler and Si-
moudis (1992) where they examine the structure
of help desk environments and the implications
of this for distributed artificial intelligent (DAI)
solutions.

In summary, ORG X needed a way of sys-
tematically gathering symptoms that provided a
structured approach to both entering data into and
retrieving datafromarange of internal and external
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existing sourcesand formats including knowledge
bases, case bases, manuals, documents, diagrams,
andsoon. The system needed to supportevolution
and incremental acquisition of the knowledge,
including the problems and solutions, involving
multiple individuals distributed by time and space
who wanted to be able to rate the solutions, get
feedback, and revise and revisit the knowledge as
necessary. The knowledge acquisition approach
needed to fit with the organizational culture, task
workflow, require minimal training and be doable
by the call-center worker.

THE COLLABORATIVE KNOWLEDGE
MANAGEMENT APPROACH

In accordance with the findings of Adria and
Chowdhury (2002), who studied the call centers
at the group insurance company Sun Life and the
Mayo Medical Clinicin Rochester, Minnesota, and
our own KBS research with novice and domain
experts (Richards 2000), user acceptance would
be minimal unless knowledge workers were given
control and ownership of their knowledge. This
meant that knowledge acquisition and mainte-
nance needed to be intuitive and also to fit into
the daily routine. For this reason a knowledge
acquisition technique known as Ripple Down
Rules (RDR) (Compton and Jansen, 1989) was
chosen, which does not require knowledge to
be entered by a knowledge engineer but allows
the user themselves to become the engineer. Ad-
ditionally, the RDR approach uses cases to drive
knowledge capture and supportvalidation but uses
rules to act as an index between cases. In ORG
X we had problem tickets and solution cases in
separate systems that needed to be linked and
thereby close the feedback loop between problem
and solution knowledge.

Starting with the strengths (Kang, Compton
and Kang, 1995) and successes of RDR*we found
that the call center application domain required
a number of extensions (Vazey and Richards,
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Figure 1. A partial C-MCRDR showing original MCRDR within the box

Caed prodact type=4,
plifonn = HF

¥

Fale 10:
K Prod Type="47
Then Ohsolets

Fale 36:
| Plafonmn ="M C°
Then IretallPatchH56 7

Case 1§: Casel Lprodwut tpe=E,
*| producttype=E, platfonn = Solaris
platformm = W&

Fale 22:
I FrodType= ‘B’
Then Insta IPatchidl 25

Cafe T

product tpe=E,
platf omm = HF
st er type= Gold

EnkHode 1796:

Then refen(l 0)

2004) to traditional Multiple Classification RDR
(MCRDR) (Kang, Compton and Preston, 1995)
including:

1) The need to support required when col-
laboratively acquiring knowledge from
multiple and possibly conflicting sources
of expertise;

2) Theneedtowork up cases over an extended
period of time.

3) The need to edit all aspects of the knowl-
edge base including rules, cases and
conclusions.

4)  Theneedtodistinguish betweenaclassifica-
tion and conclusion.

The modified knowledge representation
is referred to in this paper as C-MCRDR, but
known as 7Cs in Vazey (2007), representing the
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collaborative process by which problem cases are
worked up and classified. Figure 1 shows a partial
C-MCRDR knowledge base.

Within the solid line in Figure 1 we see an
example of original MCRDR. An MCRDR
knowledge base consists of rules and associated
cases. When a case is presented to the system it
is processed by the first rule, rule 1. As shown,
thisisthe rootnode and is always true. This node
can contain a default conclusion which covers
the most common conclusion, such as “no con-
clusion” in the pathology report interpretation
environment, and isaway of reducing the amount
of knowledge needed to be captured to cover a
domain. The inference engine then proceeds to
test whether any of the child nodes are true. If a
child node is true, all of its immediate children
are evaluated, and so on, until the last true rule
on each pathway is found. The conclusion ateach
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Table 1. Demonstrating the MCRDR Knowledge Acquisition Process using Figure 1

After meetings to discuss the knowledge domain and review of the data/case content and structure, a knowledge and/or software engineer
designs and implements the interfaces to other information sources and systems. The empty knowledge base is set up with the default rule
1 which always evaluates to true. For this domain there is no default conclusion.

Customer Arings and describes a performance problem with product A running on one of their XP machines. Knowledge Worker A (KWA)
creates a problem ticket containing the case details (case 3). Only the default rule fires so KWA needs to find a solution from outside the
knowledge base. KWA looks up a product catalogue, informs the customer that this product is no longer supported by their company, sug-
gests that they purchase Product D which provides similar functionality and offers to put the customer through to the sales department. To
capture this knowledge for future reuse, the KWA creates a conclusion “Product Obsolete” and selects the “prodType=A” feature from the
case (rule 10). Rule 11 (not shown) is also added which states “If ProdType=A then suggest Product D”.

Customer B rings with a problem with product B running on a Solaris platform. KWA creates a new ticket with this information but the
system has no knowledge about how to solve this situation. The KWA asks another colleague if they know if there is any problem with
product B. They are told that patch 123 is needed. KWA rings back the customer and creates a new case (case 11) from the problem ticket
and a new rule by entering the conclusion “InstallPatch123” and selecting the feature “ProdType =B” from case 11.

Customer C rings an hour later with the same problem with product B this time running on a Macintosh computer. The ticket is raised and
the system informs KWA that Patch123 should be installed based on rule 22. However, Patch123 is for the Solaris platform. The rule had
been too general. When KWA discovers from the technical staff that a different patch is needed for each operating system, rule 36 is added
as an exception to rule 22. Some feature which differentiates the cornerstone case (case 11) from the current case (case 18) must be speci-
fied. The exception is needed because the platform is a MAC rather than a Solaris system.

At a later time Customer D rings with a problem with running Product B on a Window XP platform and rule 54 and case 32 are added.
Rule 55 is also to indicate that the problem needs to be resolved quickly as the customer has paid for the top-level maintenance agreement

(gold) and must be given priority.

final true node are the conclusions provided by
the system.

In our example within the box, rules 54 and 55
would be last the true rules for case 32 and would
return two conclusions “install Patch#234” and
“Priorityl”. Each node has at least one case as-
sociated with it, known as its cornerstone case/s.
Knowledge is validated in the context of the cor-
nerstone case/s, which is the case that prompted
the rule to be added, and all cases associated with
all generations of connected child rule nodes. For
example, the set of cornerstone cases for rule
22 are {11, 18, 32}. MCRDR uses an exception
structure in which knowledge is never changed
but overridden by one or more new rules. When
a conclusion is given that the user does not agree
with, they attach a new exception rule to the rule
which gave the misclassification by selecting an
existing conclusion or specifying a new conclu-
sion and picking the features in the current case
which differentiate it from the case associated
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with the rule which misfired. Table 1 provides
a step-by-step description of how the MCRDR
knowledge base may have formed.

Outside of the solid line some of the exten-
sions supported by C-MCRDR (Vazey, 2007) are
represented. Asin MCRDR, multiple conclusions
for each case may be given and each parent may
have multiple children. However, C-MCRDR
differentiates between classifications and con-
clusions, allowing a classification to be linked
to multiple conclusions and reuse of conclusions
across multiple classifications. In the approach
(Vazey, 2007), classifications are classes or groups
that share a set of features and they may be labeled
using text or hyperlinks, or remain unlabelled.
Figure 1 shows some labeled classifications (for
example, “Obsolete”, “Priority1”). A conclusion
can be seen as one or more propositions, or final
statements, including actions that one should take
as a result of arriving at a given classification.
Many conclusion types are available, such as the



Collaborative Knowledge Management in the Call Center

onesshowninFigure 1. Forexample, getAttribute
(“attributeName’) indicates that the user should be
promptedto enter the value of a particular attribute;
ShowFile(‘fileName”) displays a file or provides
a hyperlink to an uploaded file; advise(‘error-
code’) provides a hyperlink to a description of
a particular error code; and refer(ruleNodelD)
refers to a conclusions or classification provided
at another RuleNode. Also unlike the MCRDR
knowledge representation, it is possible for child
nodes to have multiple parents and child Rule-
Nodes may inherit the axiomatic behaviour of
multiple parent RuleNodes using the refer() and/
or link() function.

The C-MCRDR approach supports case-driven
KA in the same spirit as MCRDR, however, the
system also encourages and supports top-down
rule-driven KA. This allows users to enter the
rules they already have in their head or may
have even codified without relying on a case
to motivate knowledge acquisition. C-MCRDR
allows editing of any aspect of the knowledge
base, including past cases and rules to cater for
the call center environment where cases are be-
ing worked up and may continue to change over
a period of months. This may involve multiple
people who are globally distributed. To resolve
conflicts which may arise when edits are made,
the system keeps track of all seen cases, and the
relationships between cases, rule nodes, condi-
tions, classifications and conclusions. A key way
in which conflict is identified and resolved is via
the notion of live versus registered nodes, where
live indicates that the system has determined that
the node is the last TRUE rule on a pathway by
the system and registered is where a human user
has confirmed that the node should be active (that
is, they agree). Through this mechanism users
are advised when changes in areas of the global
knowledge base relevantto them have occurred so
that they may approve or disapprove a change. If
the user disapproves, they add one or more refine-
ment rules. If the rule is accepted the rule’s status
becomes live and registered. If nothing is done,

then the rule is live but not registered. Another
user at another time or place may choose to ap-
prove or reject the rule.

Referring back to Figure 1, outside the box we
seeanumber of extensionsto MCRDR. These dif-
ferences include: rule-driven knowledge capture;
working up a case; changing a case; identifying
andreconciling inconsistencies (thatis, live versus
registered); being able to provide conclusionsand
classifications; and linking and referring to other
rules and conclusions to enable greater reuse of
knowledge. The process is described using a
hypothetical example in Table 2.

LESSONS LEARNED WITH KMS
FOR THE CALL CENTER

Reports of interaction with KMS for the call
center are largely in the form of promotional
testimonials at vendor websites. While scant and
often anecdotal, in the research literature there
IS some mention of user interaction with KMS.
Bose and Sugumaran (2003) note a number of
limitations of their prototype KM-based CRM
system including: the need for more knowledge
to be captured; increased maintenance issues of
the knowledge over time and lack of interface to
third party software. Gebert et al. (2003) found
that the KM tool in their customer call center case
study had anunmanageable navigational structure
thatwas poorly linked to the many needed sources
and half of the time spent using the system was
taken up with waiting for MS Word documents
to open in the Web browser.

As an example of the benefits of reusing
codified knowledge, Hansen, Nohria, and Tierney
(1999) describe the Access Medical Center, which
had captured 50% of the call-center market under
consideration and was growing at a rate of 40%
per year, a somewhat novel call center allowing
patients to call in to receive a diagnosis. They
note that depending on the organization, KM
strategies can be differentiated on the basis of
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Table 2. A hypothetical C-MCRDR Knowledge Acquisition history based on Figure 1

Customer D rings back and asks how to install the patch. Knowledge Worker B (KWB) describes the process. When the call is over KWB
decides to create a document containing the installation process and creates rule 64 so that future customers will be notified about the file.
This is an example of top-down rule driven knowledge acquisition.

Customer D rings again and informs knowledge worker C (KWC) that the solution they were given did not work. The C-MCRDR system
assists the call center person to know what questions to ask in working up a case. Rule 67 added by another worker to capture knowledge
they had previously gained requests that KWC ask which software version of product B is being used. The customer informs KWC that
they are using version 2.1. Case 32 is updated with this new information and the system returns the conclusion “InstallPatch#456” (rule 82)
which is the appropriate fix for software versions greater than 2.0. The system will record case 32 as live and notify users who are registered
about any changes (and possible inconsistencies) that might have occurred to other parts of the knowledge base as a result of changing the
case. Registered users will indicate whether they accept or reject the changes.

Avyear later a customer rings with a performance problem with product B running on Windows XP. The system requests the version number.
The customer indicates that the version number is 2.9 (case 1257). The system responds with rule 64 and 82. However: Product B is no
longer supported for versions less than 3.0 and rule 1796 concludes that the product is obsolete by linking to the conclusion for rule 10.

whether the organization takes a codification or
personalization view of knowledge, where codifi-
cation involves storing knowledge in repositories
for use by others and personalization involves an
individual directly sharing their knowledge with
another individual.

Based on ORG X and the case studies men-
tioned from the literature, Table 3 summarizes
the limitations/issues of existing KMS and what
is needed.

Measurable goals of KMS in the call center
environmentinclude lower service cost, improved
service and consistency in service (eGain 2004).
Taking the view that KM and KMS are one and
the same thing (Jennex, 2008), Jennex and OIf-
man (2006) have offered a KM success model
which determines net benefit based on system
quality, knowledge/information quality, service
quality, user satisfaction and perceived benefit,
In our context, success can be measured by the
effectiveness and efficiency by which customer
problems are handled, for example: reduced prob-
lem incidence, increased customer self-service,
increased automation of problem diagnosis and
solution matching, increased accuracy of solution
matching as measured by reduced case revisits,
increased solution re-use, reduced duplication of
solutions, rapid faultand enquiry resolution times,
increased customer satisfaction, increased in-line
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self-learning by support center staff, increased staff
satisfaction, and reduced staff turnover. Returnon
investments (ROI) for KMS can be measured in
terms of better efficiencies: reduced repeat calls,
incorrect transfers, end-to-end call length, train-
ing time and staff premiums and increased call
avoidance and firsttime fixes and reduced incom-
ing phone calls for companies using web-based
self-service trouble-shooting KM systems (eGain
2004). Further ROl gains can be made, butharderto
measure, in reduced customer turnover, increased
repeat business and sales (eGain 2004). As we can
see, KMS can offer benefits to all stakeholders,
which includes customers, knowledge-workers,
management and the organization, and thus the
solution must meet a wide range of goals includ-
ing fitting in with the organizational culture and
daily workflow.

The issues in Table 1 have been major design
considerations for the approach we offer. The
prototype KMS aims at addressing or minimiz-
ing these problems by supporting integration;
rapid and incremental knowledge acquisition and
maintenance and a simple navigational structure
linking problemswith solutions inwhatever format
they take and wherever they reside. A number of
incentive schemes were suggested to be used in
conjunction with the system to encourage knowl-
edge usage and particularly entry and validation,
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Table 3. Call center Issues and Requirements

Call center Issue/Limitation

KMS requirement

Knowledge distributed in multiple, including legacy and other
vendor, systems.

KMS needs to handle and link knowledge in many different systems includ-
ing some which are external to the organization

Similar cases/problems often recur. Finding past solutions
can be difficult.

KMS needs to support queries, searching and navigation of problem and
solution spaces. A link must exist between the two.

Much knowledge resides in people’s heads and is difficult to
transfer and reuse.

KMS must handle a wide range of types of knowledge, including tacit
knowledge, involving different formats, locations, accessibility levels and
availability.

Dynamicenvironmentswith changing technology, staff turnover
and evolving knowledge resulting in inconsistencies, out-of-
date and redundant knowledge.

Simple maintenance strategies which allow inconsistencies and multiple
stakeholder/ knowledge worker viewpoints to be reconciled.

The sooner and closer the problem can be solved to the first
point of contact the better for client, company and worker.

Knowledge acquisition, maintenance and usage needs to be shared by multiple
levels of users not just technical users or knowledge engineers.

High staff churn, low morale, sometimes requires complex
technical knowledge.

Trainingand incentives for adding, updating, sharing and reusing knowledge
needs to be incorporated

Call centers have diverse needs.

KMS needs to be tailored to fit the local environment and allow personal,

local and corporate knowledge to be captured.

but we recognize that these do not always lead to
the desired outcomes. Ravishankar (2008) cites
a number of studies which reported negative im-
pacts of reward schemes on employee attitudes
and knowledge sharing. One scheme which was
successful was the one used by Rexon involving
the concept of Knowledge Units (KU). Knowledge
experts reviewed and awarded KU to individuals
whenever they made a submission to the Kstore
system. The experts accumulate KU for rating
documents and anyone (re)using the knowledge
in the system also accrued points. KUs translated
to cash coupons redeemable at leading shopping
chains. The rewards program not only encour-
aged KM it served to raise awareness about its
importance.

To determine how users found the C-MCRDR
prototype two studies were conducted. Following
atrainingand introductory session, approximately
20 participants fromtwo levels of customer support
and covering two product groups were asked for
theirinitial impressions of the system and whether
they felt it would be useful. With the results in the
affirmative (Vazey, 2007, Appendix A: Part B),
the real proof was in the usage of the system over
a period of time. Methods for usability testing of

call center applications have been suggested. For
example, Liddle (1998) recommends the use of
scripts and role-playing customers. Poston and
Speier (2008) provide a rating scheme which
calculates decision accuracy based on a trade-off
between search effort and evaluation effort. Bau-
man (1999) recommends a matrix-based approach
withthe criteria: self-descriptiveness, consistency,
simplicity, compatibility, error tolerance, and
feedback, to determine the experience of the
customer based on call center data and customer
activity tracking software. In a similar vein, our
second evaluation study involved tracking the
activity and data generated by the call center
worker when using the prototype. The trial of
the C-MCRDR prototype system involving 12
registered participants, reported in Vazey and
Richards (2006), demonstrated that multiple users
could collaboratively build up a trouble-shooting
knowledge base using both bottom-up case-driven
and top-down rule-driven knowledge acquisition
according to the situation and their knowledge.
After minimal training (one hour session attended
by all participants) and seven hours (in total for all
participants) of knowledge acquisition, knowledge
workerswere able to capture knowledge to covera
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subdomain (specifically the problem cases which
are automatically generated and emailed to the
system by errant equipment) which was globally
consuming somewhere between 4.5 hours, in the
best case of 1 minute of resolution time, to 67.5
hours per day, using the more likely estimate of
15 minutes per case resolution time (though aver-
age resolution time of two hours was suggested
by some participants). The estimated direct cost
of resolving problems is this subdomain is $3.3
million per annum. Our system covered approxi-
mately 90% of errors in the chosen subdomain
by handling 270 of the 300 cases per day. These
time and cost savings after just 7 hours of collec-
tive knowledge acquisition effort are achieved by
providing a mechanism to index solutions from a
range of internal and external sources including
existing legacy systems within the context of the
existing task, workflow and processes.

CONCLUSION AND
FUTURE DIRECTIONS

While the solution offered has been initially
motivated by the problems facing high-volume
call centres that support complex high-tech IT
products it can be generalised to other call centers
and problem domains which have problem cases
to be classified or linked to solution cases.

We note that while widely accepted standards
and metricsarestill to emerge inthisdomain, there
are movementsinthisdirectionasevidenced inthe
existence and growing membership of the Consor-
tium for Service Innovation (CSI). Nevertheless,
CSlacknowledge that “tools are tempting, but not
a panacea” (CSlI, 2006b, p.1). In one case study
reported by CSI (CSI, 2006b), the challenge was
found to be the need to manage the complexity of
multi-tier, multi-platform implementations, bottle-
necks imposed by knowledge quality assurance
processes, solution redundancy and the need for
additional data entry into customized KM tools
resulting in poor quality entries. To address these
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challenges CSI advocate Knowledge Centered
Support (KCS) based on the principles: Capture
in the Workflow; Flag It or Fix It; Performance
Assessment; and Leadership.

The C-MCRDR knowledge acquisition, main-
tenance and reuse cycle is a flag or fix it approach
designed to fit with the ORG-X, and typical call
center, workflow and also to sit on top of exist-
ing systems without the need for additional data
entry. We note that our greatest impediment to the
widespread uptake and expansion of our system
acrossthe organization isduetothe lack of leader-
ship, defined as “Visible, ongoing commitment by
management reinforc[ing] the message that KCS
was a long-term standard for delivering support”
(CSlI, 2006b, p. 2), in the context of our project
and KMS. Through organizational restructure,
we lost our champion and project sponsor. As
found in the Kstore experience at Rexon, KM
champions play avital role in ensuring the success
of any KM initiative together with sociocultural
and political influences within the organization
(Ravishankar, 2008). Despite the very promising
preliminary results the project came to an abrupt
halt. Confirming the sad truth, that success it is
not based on what a KMS knows, but on who
knows the KMS.

Anticipated future trends in KMS, applicable
toknowledge managementin ORG X, call centers
in general and beyond the call center, include
increased system intelligence via incorporation
of ideas and technologies used in query match-
ing/rewriting, data mining, information retrieval,
agenttechnology, semantic web, natural language
processing, XML, ontologies and Web services
and other techniques from artificial intelligence
increasingly being used behind today’s search
engines. These technologies offer benefits, but
addressing human factors isamore pressing need.
Thereare lessonsto be learntto support collabora-
tive knowledge management from social software
such as wikis, Communities of Practice, Blogs
and even email. KMS and their interfaces need
to support user modelling and allow greater end
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user participation and system ownership in line
with increasingly sophisticated and demanding
users. Rasmussen and Haggerty (2008) note that
knowledge and cognitive overload due to access
to too much knowledge, requires attention to
be paid to what they term knowledge appraisal
involving human consideration and evaluation
of the knowledge presented from all dimensions
(individual, organizational, tacitand explicit) and
within eachstep of the knowledge cycle. The focus
is on ensuring that only up-to-date, relevant and
correct knowledge is stored and retrieved and that
other knowledge isdiscarded, adapted or recreated.
While performance assessment (validation) and
knowledge evolution are central to our approach,
as a future challenge a technique for identifying
and perhaps removing stale or unused sections of
the knowledge base may be helpful. Halverson,
Erickson and Ackerman (2004) found that the
attitudes of the service provider (that is, is your
role a mentor or problem solver?) and local and
organisational preferences and constraints com-
bined to produce a bricolage of KM strategies
and adoption models.

Acollaborative approachinvolving integration
with existing systems and work practices together
with incentives and rewards for using the KM
system were essential elements that we sought to
deliver. Trials to date have validated the goals and
prototype developed. However, like many other
good ideas, if collaborative attitudes, approaches
and actions are missing, disconnected knowledge
silos or islands will prevail.
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ENDNOTES

! The project reported in this paper was con-
ducted with my PhD student Megan Vazey.
Full details of the call center description (sec-
tion 1), the complete set of survey questions,
findings and results of observations and in-
terviews (section 2) and detailed description
ofthe C-MCRDR knowledge representation
can be found in Vazey (2007).

2 our client prefers to maintain the anonymity
of its existing vendors with whom they have
had a successful working relationship

8 For a description of experiences with other
successful RDR systems see Edwards et
al. (1993) regarding the Pathology Expert
Interpretation Reporting Systems (PEIRS);
Lazarus (2000) and Compton et al. (2006)
regarding LabWizard; and Kangetal. (2006)
regarding the help desk domain.
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Sarbanes-Oxley Act
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ABSTRACT

Information systems are vital to successful compliance with Section 404 of the Sarbanes Oxley Act.
However, there is little published academic literature which reports systematic studies that explain how
IS organizations implement 404. Institutional theory was adopted as the lens through which to examine
the experiences of 404 implementation in three global organizations. The methodology for the research
involved in-depth case study analysis. We conclude that key implementation drivers for 404 are direc-
tives from senior authorities, financial and resource subsidies, standards being set and adhered to, and
knowledge being deployed. The findings are believed to present significant insights into the complexities
and role of IS in providing valid and appropriate approaches to 404 compliance.

INTRODUCTION (SEC) rules since 1934 (107" Congress, 2002;

Banham, 2003; Aberdeen Group, 2005). The act
The Sarbanes Oxley Act (SOX) creates the deepest was passed inresponse to financial misstatements
changes to the Securities Exchange Commission and high-profile corporate frauds such as Enron,
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WorldCom, Tyco, and Global Crossing. The act
aimstoreducethelevel and scale of financial fraud
due to an organization’s management being able
to misrepresent its financial condition (Ferrell,
2004; Rone & Berman, 2004). Organization-
wide strong governance—that is the formal and
informal rules that guide organizational action
and behavior—and robust controls are therefore
seen as essential to avoiding future accountancy
deficiencies.

Section 404 of the act requires organizations
to provide external auditors with documentary
evidence of the existence and effective function-
ing of processes, systems, and controls used to
generate all financial and management informa-
tion made available to the public. Since in most
organizations, processes, systems, and controlsare
embedded inawide range of information systems,
the IS organization assumes a significant role in
404 compliance (Chan, 2004; Hackney, Burn, &
Salazar, 2004;Coe, 2005).

This article analyzes the implementation of
Section404 withinorganizationsthroughthe lens
of institutional theory. Unlike previous regulatory
frameworks which are based on self-regulation,
the act makes the management of effective internal
controls mandatory. Furthermore, the act backs
up the requirements for controls with severe
penalties including fines and prison sentences for
those in breach of its provisions. SOX is binding
on all companies listed on any American Stock
Exchange, and hence non-U.S. companies are
subject to its provisions (Dalton & Dalton, 2005;
Coffee, 2005). Therefore, companies incorporated
in other legal jurisdictions, such as the UK, for
example, can be prosecuted, for the first time, in
U.S. courts for being in breach of SOX (Dewing
& Russell, 2003). In the past, company officials,
such as the chiefexecutive officer (CEO) and chief
financial officer (CFO), could only be prosecuted
in the country of the company’s incorporation.
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TAXONOMY OF 404
INTERVENTION DRIVERS

There is a significant amount of practitioner
literature available that provides managers with
methods and procedures they need to consider
whenimplementing Section 404 (Duffy, 2004; Iv-
ancevich, Duening, Gilbert, & Konopaske, 2003;
Mayer, 2003; Quall, 2004). However, as normal,
the practitioner literature lacks a theoretical basis
for the approaches being recommended and is
akintothe plethoraof prescriptions for successful
implementation of information systems. Asinthe
wider IS academic field, our aim is to examine
therole of the IS organization whenimplementing
Section404 throughasoundtheoretical lens, based
on valid methods, in order to provide conceptual
insights for 404 implementation.

Section 404 addsto the body of corporate gov-
ernance literature. The most common approach
used to study corporate governance is agency
theory (Dalton, Daily, Ellstrand, & Johnson,
1998; Dalton & Dalton, 2005), which stems from
the seminal work of Berle and Means (1932).
They argued that the separation of ownership
(shareholders) and control (management) gave
managers—agents—an opportunity to act in
their own self-interest by making decisions or
acting in ways to increase their financial prosper-
ity rather than that of the shareholders (Fama,
1980; Jensen, 1993). A variety of methods are
deployed to minimize the opportunities for pro-
moting management’s self-interest over that of
shareholders. These are exemplified by managing
the board’s composition, strengthening the role
of non-executive directors (Barnhart, Marr, &
Rosenstein, 1994), and linking the board’s com-
pensation to shareholder returns (Cadbury, 1992;
Dalton, Daily, Certo, & Roengpitya, 2003). These
methods are essentially self-regulatory.

Prior to the SOX Act, the roles of executive
and non-executive directors, as well as internal
and external auditors, were considered to provide
sufficient ‘checks and balances’ to avoid finan-
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cial disasters on the scale of Enron. However,
the SOX Act, and in particular Section 404, has
swept away traditional forms of self-regulation
by mandating organizations have transparent
systems of internal controls. The act also places
significantresponsibilities and potential penalties
upon audit firms, and through them, on organiza-
tions’ management (Duffy, 2004; Ooms-Piepers
& Degens, 2004). Agency theory appears to be
of limited use because it neglects the effects that
external institutions can have on organizationsand
their behavior. Agency theory takes a narrower
perspective by focusing on internal actors (manag-
ers) and one external stakeholder (shareholders)
(Daily, Dalton, & Canella, 2003). The theory is
geared towards finding ways to minimize agency
costs incurred by organizations to stockholders
(Aguilera & Jackson, 2003) and barely addresses
the power that external institutions can have
on board behavior (Pfeffer, 1981; DiMaggio &
Powell, 1983).

These limitations of agency theory are likely
to yield superficial insights into the role of IS
organizations in the implementation of 404. We
argue that institutional theory enables deeper
insights into 404 implementation as it takes into
account multiple stakeholders within and outside
organizations and the use of power and influence
to bring about changes in practices (King et al.,
1994). Institutional theory suggests that organiza-
tions conform with rules and regulations about
appropriate conductand behaviorstoensure legiti-
macy within their environment (Suchman, 1995).
Institutional properties have been developed by
numerous researchers (Covaleski & Dirsmith,
1988; Jepperson, 1991; Meyer & Rowan, 1977;
Scott, 1987; Zucker, 1987; Avgerou, 2000; Crow-
ston & Myers, 2004; DiMaggio & Powell, 1991;
Goodstein, 1994; Greenwood & Hinings, 1996;
Oliver, 1991; Teo, Wei, & Benbasat, 2003).

King et al. (1994) use institutional theory to
develop ataxonomyto categorize IT interventions
at institutional and organizational levels (Robey
& Boudreau, 1999). We argue that Section 404

requires organizations to intervene to change
controls and processes embedded in information
systemsand have accordingly adapted Kingetal.’s
taxonomy for the study of 404 implementation for
the following reasons. First, they recognize an
institution to be a social entity that can bring to
bear both influence and power over other social
entities. In the context of Section 404, the SEC
has sanctions that it can use to modify actions
of institutions such as within audit companies.
These companies can sway client organizations’
behaviorstoensure the system of internal controls
is approved (Kurien et al., 2004).

King et al. (1994) suggest the need for power-
based and influence-based implementation tactics.
Power-based tactics change behaviorsthroughthe
use of penalties. Influence-based tactics affect be-
havior through social processes such as negotiation
and politics (Jasperson etal., 2002). Second, King
etal.’s taxonomy acknowledges the social aspects
of interventions, which involve recipients and
implementers of the intervention. The interactions
between the groups are dynamic and complex.
In 404 interventions, there are several levels of
implementers and recipients. At the highest level
are institutions such as the U.S. Congress and the
Public Company Accounting Oversight Board
in the role of implementers and audit firms, and
organizationsasrecipients. Within organizations,
SOX program teams act as implementers and
IS departments can act as implementers and/or
recipients. Line managers are recipients because
they need to change their working practices in
response to the intervention. Third, King et al.’s
framework distinguishes between ‘supply-push’
and ‘demand-pull’ interventions. Supply-push
is characterized as a force arising from the pro-
duction of a change. Demand-pull interventions
emanate from users’ willingnessto use the product
of the intervention. The taxonomy for 404 inter-
ventions is illustrated in Figure 1 based on King
et al.’s original classification.

King et al.’s (1994) taxonomy describes IT
intervention drivers that we have reinterpreted,
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Figure 1. A taxonomy of intervention drivers
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inthis study as Section 404 intervention ‘drivers’.
The six drivers are described briefly in Table 1.

RESEARCH METHODOLOGY AND
CASE STUDY DATA

This study is based on an multi-case study ap-
proach (Yin, 1989) where the design allows
researchers to take a more holistic view of phe-
nomena (Eisenhardt, 1989b) and especially where
theaimistoexploreanareathat hasreceived little
previous researchattention (Benbasat, Goldstein,
& Mead, 1987).

Organizations affected by 404 canbe splitinto
two broad categories: (1) listed companies—that
is, those whose shares are traded on a U.S. stock

96

exchange, that have to achieve clean 404 certi-
fication; and (2) audit firms that have to attest
to internal controls. This study is based on two
listed companies and one global audit firm. The
three specific case study settings for this research
were chosen based on theoretical, rather than
statistically representative, criteria (Eisenhardt,
1989h). All three had to be large organizations
with a global presence and therefore subject to
meeting 404 requirements. The organizations
had to have implemented 404 in a UK division
in order to analyze the initial effects of their
implementation tactics.

The primary sources of data were the Sarbanes
Oxley program team and the IT division. The aim
was to gather mostly qualitative and non-quantita-
tive data (Blaikie, 2000). A variety of data-gathering
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Table 1. A description of 404 intervention drivers (adapted from King et al., 1994)

Intervention Driver Section 404 Context

Knowledge Building controls

Finding out about Section 404 and its requirements, e.g., research into internal

Knowledge Deployment

Making information about 404 available to people, e.g., through training courses

Covering the costs of 404 implementation through the provision of budgets and

Subsidy human resources

Mobilization Promoting and publicizing 404 and its implications, e.g., through internal commu-
nications that endorse the benefits and making people aware of 404

Directives Putting in place rules and procedures that people have to follow

Standardization

Setting standards that lead people to follow prescribed courses of action

techniques were used, including semi-structured
interviews with key roles in 404 implementation
(including the program director, IT director, IT
manager, and finance manager) and internal docu-
ments such as written reports. Additional data was
collected through informal discussions that were
held both face-to-face and over the phone. The data
gathering strategy was flexible as this study sought
to find a representative and unbiased set of data
(Orlikowski & Baroudi, 1991). Open-ended ques-
tionsto conductthe interviewswere developed into
an interview schedule using theoretical constructs
based on the taxonomy described earlier in this
article. The research process involved interviews
lasting about two to three hours each.

The Case of Alpha

Alpha Group is one of Europe’s largest UK-based
global financial services organizations. It offers
a full range of banking services under a number
of well-known brands. The group comprises
eight customer-facing divisions, in addition to six
group and central divisions. Each divisional head
reports into the group chief executive. This case
study focuses on the Group Technology Division
(GTD). GTD defines the group’s overall techni-
cal architecture, and develops and operates the
majority (over 80%) of its systems and technical
platforms. GTD’s scope for 404 covered its pro-

cesses, significant business processes, and controls
for documentation. Alpha’s overall SOX program
started in November 2004.

The Case of Beta

Beta is the UK consulting division of Omega
Group, a large U.S.-based global professional ser-
vices group with operations in over 25 countries.
Omega started a formal SOX program in the U.S.
firstbecause American organizations had to be 404
compliant by the end of 2004, whereas overseas
subsidiaries had to be compliant by 2005. Omega
adopted a program management approach to SOX
implementation.

The Case of Gamma

Gammaisawholly owned subsidiary of Zeta. Zeta
isa UK-based professional services firmregistered
with the PCAOB. Zeta is a global firm, and about
40countriesinwhichitoperates, includingthe U.S.
and UK, are influenced by SOX. Gamma offers
a range of audit and non-audit services. Gamma
Is structured in various client facing and internal
divisions. Section 404 has direct and indirect im-
plications on all of Gamma’s divisions. This case
focuses on the implementation of 404 within IS
services in Gamma.
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Table 2. The case of alpha

Intervention Driver

Alpha

Knowledge
Building

o Established a Central SOX program team with a program director and people from group accounts and internal
audit

o Conducted a pilot in the lending process with external auditors

o Pilot study produced 404 documentation

o Applied documents to test existing controls in the lending process

o Central team and auditors used pilot findings to develop practical approaches to implement 404

 Did little knowledge building with external consultants

o Relied on external auditors and PCAOB (Public Company Accounting Oversight Board) Web site

o Program director and central team IT representative studied competitors’ approaches to 404 implementation for
information systems to remain consistent with competitors

Knowledge
Deployment

o Created a central committee that included the group chief accountant, group internal audit, project managers,
and the SOX program director

o Created a standard Group Technology Division governance structure

o Created a Project Control Committee (PCC) with representatives from relevant Group Technology Division
departments and the committee rep

o Central program team created a Web site on the intranet to store documents and templates

* Appointed a representative to interface to each business division, with one rep dedicated to Group Technology
Division

 GROUP Technology Division appointed a program manager to take 404 implementation forward within the
division

Subsidy

o Alpha covered the costs of supporting 12 significant committees including a central committee, which reported
to the group finance director

* Spending estimated to be several million dollars

* Budgets created as implementation progressed

* No budgets were refused or expenditure turned down

Mobilization

o Created a one-day seminar for heads of finance at divisional level and their staff

e Seminar co-facilitated by SOX program director and an external audit partner

e Seminars outcomes: create awareness of SOX and 404, alert senior managers to resources required for 404
implementation, and facilitate creation of implementation plan

o Seminar attendees were individuals directly involved with SOX implementation

o Organized forums by the larger global accountancy and audit firms to reconfirm their approach

Directives

o Central committee mandated each division to use agreed documentation
o Central committee allowed divisions some flexibility to manage their teams according to that division’s envi-
ronment, but with certain minimum requirements to be achieved

Standardization

o Selected the COSO! framework as the overall entity level controls framework

» Adopted a centralized approach towards both entity and activity level controls, including application and
general IT controls

* Group Technology Division and the central committee rep developed 404 compliance approach using GTD’s
existing Process Framework, documentation, and controls testing standards

o Used COBIT? framework to model the approach

o Undertook research to ensure COBIT met COSO framework requirements

Outcomes

 Discussed proposed methodology with external auditors

o Auditors ratified Alpha’s 404 compliance methodology as acceptable

o PCC applied Group Technology Division’s process framework on significant business cycles and controls to
achieve 404 compliance within the division

o Established templates to document processes and controls and attest documentation

o Assessments showed that existing controls were adequate and already in place

o Existing IT controls assessed as 404 compliant, including controls for the following GTD processes: change
management; performance and capacity management; data back-up and recovery; security and continuity
services; services operation and monitoring; incident management; user requirements; design, development, and
testing of solutions

* Developed an overarching process to manage GTD processes

» One of the central team’s overarching concerns was to ensure that Alpha was compliant in all respects, but was
not going beyond 404’s basic requirements
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Table 3. The case of beta

Intervention Driver

Beta

Knowledge Building

» Omega appointed the U.S.-based Global Finance function as overall sponsor for SOX implementation

» Omega monitored SOX legislation development through the various Congress and Senate approval stages and
therefore accumulated knowledge of SOX and 404

o The Global Finance function developed documentation, e.g., templates to capture, on paper and in spread-
sheets, 404 control procedures

e Gathered information through the use of questionnaires covering, among other things, control objectives,
control activities, and overall status

o The questionnaires covered five business cycles, i.e., revenue, expenditure, company-level controls called
‘Tone from the Top’, treasury and payroll, and financial reporting

e Beta and its IT department relied on the Global Finance function for information about SOX

e Beta’s IT and finance departments were responsible for completing the questionnaires

Knowledge Deploy-
ment

o U.S. global chief financial officer given responsibility for liaising between Global Finance and overseas
subsidiaries

e Beta’s SOX program board comprises the UK CFO and CEO and included members of Omega’s program
board

o Beta sent people from the U.S. to the UK; people from the UK were sent to Australia

e Beta’s IT department’s supported Global Finance in ensuring the accuracy and validity of information con-
tained in the documentation

e Beta’s IT department corrected controls so that they did not appear to be that inadequate or broken in the 404
documentation

e Beta’s IT department liaised with global IT for implementing 404 documentation within Beta

o Beta IT had almost no direct contact with people in the UK business

Subsidy

o No precise value can be placed on costs, but they are estimated in terms of millions of dollars

o Beta used internal resources, with 41 people from the IS department alone dedicated to 404 documentation
o Twelve individuals were at the center of completing the SOX documentation

o Costs were calculated as the implementation progressed, and IS and finance budgets increased accordingly

Mobilization

e Managers from Omega’s finance department delivered presentations to explain SOX and 404 to Beta’s man-
agement team and individuals working on SOX documentation

e Managers from Beta’s internal finance department made presentations to operational managers to explain the
documentation they needed to complete

e Operational managers had to complete prescribed templates, which were often the wrong version

e Beta’s finance department implemented procedures to ensure latest versions of templates were communicated

Directives

 Beta already had controls in place to cover levels of internal oversight, operations of the board, and delegation
of power from board to subsidiary committees

o Beta documented control narratives, internal control systems, and control objectives in prescribed templates

o SOX implementers tested conclusions, monitored project completion, and assessed Beta’s compliance based
on the documentation produced

e Beta’s IT department played a key role in proving system compliance based on the control narratives in the
documentation

o IT expanded control narratives and led the definition of how Beta operated its internal controls

Standardization

e Omega’s global IT function, based in the U.S., developed an assessment method for IT controls based on the
COBIT framework

o Global IT sent assessment method to Beta’s IT department in the UK

o Beta’s IT department created templates (based on the assessment method) for documenting processes and
controls, and shared these with other firms within Omega Group

Outcomes

e Beta conducted internal assessments of its documented controls

e Beta’s board concluded the organization had documented a robust system of internal controls and no new
controls needed to be introduced in the SOX documentation

e Individuals working on specific business cycles identified areas where Beta could enhance its documented
controls

o Aimed to achieve best practice and consistency across Beta’s documented business cycles
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Table 4. The case of gamma

Intervention Driver

Gamma

Knowledge Building

e Zeta’s U.S.-based audit and legal partners accessed information directly from the PCAOB

e A specific division within Zeta U.S—The Professional Risk and Technical Quality Group—developed training
material for subsidiary firms to use

e Gamma appointed a UK steering and project team

e Gamma’s steering and project teams used much of Zeta’s 404 compliance work

Knowledge
Deployment

e Gamma established a steering group for SOX

o Steering group chaired by senior partner and included people at regional compliance level, regional audit
partners, internal legal council, and IT people

e Steering group assumed overall responsibility for independent compliance and regulation, and defined the brief
for 404 compliance

o Zeta’s Professional Risk and Technical Quality Group answered internal queries from member firms

e Same group addressed public and client events, and wrote articles and instruction documents on SOX

e Zeta coordinated internationally with member firms to develop one set of information

o Developed repositories of SOX knowledge on the intranet which are accessible globally by those involved
with 404

o Steering and project team meetings were held in London

Subsidy

® Moving people with 404 knowledge around the globe meant that there were significant amounts of travel and
related costs

o About 100 individuals with 404 knowledge and experience traveled from the U.S. to the UK for between 6 and
12 months as well as to other countries that lacked 404 knowledge

o No overall 404 implementation budget, therefore no clarity of overall spending to achieve 404 compliance

e Costs estimated to be in the region of $10 million; one system alone cost about $1 million

o No expenditure was refused

Mobilization

o Use of written formal communication, regionalization, training, knowledge bases, links, changing methodolo-
gies, etc. aided 404 implementation

o Regional representatives on steering groups communicated with each other to maintain regional level coordi-
nation

Directives

e U.S. created audit systems which were rolled out in the UK and other countries affected by SOX
o Audit systems allowed for deviation from mandated practices in different countries due to variations in local
audit practices and client relationships

Standardization

o Zeta developed standards for IT general controls which all subsidiaries had to follow strictly

e Zeta produced standards for end user computing applications such as the use of spreadsheets which has to be
followed

o The firm used COBIT as the basis for setting IT control objectives

Outcomes

o Zeta, globally, and Gamma, in the UK, developed the capability to conduct SOX/404 audits
o The organization developed consistent audit methods that could be applied globally

ANALYSIS, SYNTHESIS, AND

RESULTS

For each intervention driver, the findings are
condensed into a theoretical proposition for 404

implementation.

Knowledge Building

focused on producing templates that could be used
to assess and prove that controls were in place. Beta
and Gamma’s parent companies have their head of-
fices based in the U.S., and these parent companies
were involved with developing and monitoring this
legislation while it was going through its various
stages of approval. These cases had the opportunity
to build up significant amounts of knowledge as a
result. Alpha, on the other hand, being UK-based,
had no involvementwith SOX in its formative stages.

Allthree cases created acentral teamto take respon-
sibility for developing knowledge about SOX and its
implementation in their organization. These teams
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Alpha had to rely on briefings from audit firms and
the PCAOB Web site for information. It had to build
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its knowledge base about the documentation to be
used for 404 certification from first principles. As
the Alpha program director stated:

At the start of the program | got called into the
group finance director's office and asked to lead
the Sarbanes Oxley program. | had never heard of
this before and thought ‘what is this thing?’

In addition to the central team, each orga-
nization created SOX implementation teams at
subsidiary or local levels. These teams had to
develop their own knowledge base, and this was
done throughavariety of tactics such as seminars
and briefings. Knowledge building focused on
the documentation to be produced for the central
team. Alpha developed its documentation in the
context of its lending process. The pilot was run
by the central team and involved a small number
of people from the group technology and the
external auditors. It chose this process because
it was complex:

We wanted to tackle the lending because we felt
if we could do it for lending all the others would
be easier. (Program Manager, Alpha)

Beta, on the other hand, had to complete
lengthy questionnaires that were then sent back
to the U.S. to be compiled. These questionnaires
were filled in by the IT and finance functions on
behalf of the business. In Gamma, a central de-
partment based in the U.S. developed documents
and templates for the subsidiaries to use internally
and with external clients. Local subsidiaries were
not expected to develop their own knowledge base
about 404 documentation.

What becomes apparent in all three cases is
that this intervention driver was about finding
out about the requirements of the PCAOB, and
creating documents and templates that could be
used to prove adequate controls were in place.
Once the documentation—whether in the form of
templates or questionnaires—was in place, these

were completed by people in the finance function
withsupportfrom IT managers. People managing
the day-to-day business in these organizations
had little or no involvement in building knowl-
edge about 404, and the introduction of controls
needed to ensure compliance. End users were not
involved with documenting the controls that were
being proposed by the central teams.

The above discussion leads to the first theo-
retical proposition.

Theoretical Proposition #1

Proposition 1a: Knowledge building inthe context
of Section 404 isfocused on documenting controls
on paper rather than affecting practice.

Proposition 1b: Lack of end user involvement
can limit the extent to which controls are actually
used in practice

Knowledge Deployment

The three case study organizations established
committeesand teamsto oversee 404 implementa-
tion. Thisis exemplified by Alpha’s Project Control
Committee, Beta’s Program Board, and Gamma’s
Steering Group (1) (the roman numerals refer to
the four quadrants of Figure 1). Information about
SOX was disseminated from the center to the
subsidiaries through the committees and teams.
The central teams pushed knowledge about 404
from the center to subsidiaries using technology.
They developed repositories on their intranets to
store documents and templates created centrally
(I). The repositories contained information about
404 and its requirements, presentation material,
guidelines, templates, and roll-out plans. Only
those directly involved with developing and com-
pleting 404 templates accessed the 404 intranet
sites. The repositories were not promoted to people
beyond the teams and committees involved with
404 implementation.
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The SOX Web site was a powerful way of getting
information to the finance people...We didn't
tell the head of operations and his direct reports
(about the central SOX repository) because they
weren't completing the questionnaires. (Finance
Manager, Beta)

The organization used face-to-face briefings
and more personal communications mediasuch as
transferring people from one country to another
for extended periods of time. However, these
communications were to people directly involved
with the implementation of 404 documentation.
The aim of these communications was to create
demand for 404 compliance within the finance and
IT communities that were directly involved with
completing 404 documentation (I1). The extent
to which the case study organizations stimulated
demand for 404 controls from the end users was
very limited (I1).

The documentation and templates created
by the central teams were mandatory. In other
words, each division or subsidiary had to complete
the documentation within strict timescales. The
importance of the documentation was stressed in
communications, yetsubsidiaries did not necessar-
ily provide the resources required to complete the
documentation. The SOX program teams in each
organization were working to the deadlines set
in legislation and hence had to ensure timescales
were adhered to.

We put together a list of divisions that were late.
At first there was a great deal of resistance to
publishing the list but then we sent the list to the
CFO...none of the teams wanted to be seen as
late...l'd get calls from directors asking if they
were in the red zone ahead of the list going out.
(Program Director, Alpha)

People didn't see the importance of sticking to

deadlines. It (404 implementation) was not core
business for people in finance and IT so ‘why
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bother? 'was an attitude we had to overcome. (1T
Manager, Beta)

The organizations used the tactic of ‘name
and shame’ to ensure knowledge was deployed
and timescales adhered to (I11).

The above discussion leads to the second
theoretical proposition.

Theoretical Proposition #2

Proposition 2a: Knowledge deployment tactics
are used to create demand in implementer com-
munities rather than end user communities.

Proposition 2b: Power-based tactics are used
by implementers to ‘push’Section 404 document
completion to other implementers and stopped
short of involving end user communities.

Subsidy

Each case study organization subsidized the
implementation of 404 documentation. The costs
in all three cases ran into several million dollars.
Subsidies were used to create demand by meet-
ing the costs of maintaining committee and team
members’ time (11). The costs of people moving
for extended periods of time between countries
and associated living and other costs were all
absorbed by the organization (11). From a supply-
push perspective (111), subsidies were used to allow
program and project team membersto ensure 404
documentation was completed properly.

The message was ‘pay what it takes to do the
documentation’...I cannot recall a discussion
about withholding funding related to 404 activi-
ties. (Global IT Director, Gamma)

No pressure was brought to bear to cap expen-
diture...we had to meet the quality standards to
meet the requirements of (404). (Program Direc-
tor, Alpha)
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Subsidies were used to provide sufficient re-
sourcesto push through the implementation of 404
documentation. Access to funding gave project
teams the ability to influence decision makers
who said they did not have sufficient resources
to implement 404.

We got the message out—that if you hear ‘we
need it for next Tuesday it has to be done by next
Tuesday. So people get around to doing it when
they can because they are stretched for resources.
Iwas able to say— ‘youneed resources then here's
the budget to get some’. It changed their percep-
tion. (IT Manager, Beta)

The consistent message across all three or-
ganizations is that funding was not a problem.
However, two of the organizations, Beta and
Gamma, could not quantify the overall spending
on 404 implementation. In these organizations,
budgets were diffused across different finance
and IT departments in different subsidiaries. As
the finance manager at Beta put it: “We made up
the costs as we went along...what we spent was
funded.” Alpha held budgets centrally which was
controlled by the program director; however, many
of the costs at divisional level were masked from
the central view.

The above discussion leads to the third theo-
retical proposition.

Theoretical Proposition #3

Proposition 3a: Creating high-quality Section
404 documentation is more important than the
overall spending to achieve Section 404 imple-
mentation.

Proposition 3b: Budgets for Section 404 docu-
mentation are fragmented across finance and
IT departments, but not end user operational
departments.

Directive

Eachorganization created a set of documentation
that had to be completed. This documentation
was created by the central teams, and subsidiary
companies and divisions had no choice but to
ensure the documentation was completed.

The 404 processes are mandatory...its top-down
coming from the U.S. down to the subsidiaries.
(Compliance Partner,®* Gamma)

Our business in now becoming rules based...the
extenttowhich judgmentcan be exercised isbeing
removed. (Global IT Director, Gamma)

IT controlswere also mandatory. I T operations
such as password controls, managing access to
systems for starters and leavers, and access viola-
tions are mandated by the central teams; further,
documentation supporting these controls had to
be completed.

Organizations used controls and processes
that were already in place (I). For example, Beta
had controls for issues such as the delegation of
power from the board to subsidiary committees
and the operations of the board. These were
adopted in their current form. Alpha followed a
similar approach:

We repackaged existing processes and controls as
404 processes and controls. (Program Manager,
Alpha)

Thetop-down mandatory approaches adopted
by these organizations suggest that implement-
ers drove the completion of 404 documentation
(1, 1.

The extent to which demand pull was used
was limited to the flexibility that project teams
were allowed to meet local conditions (1V). For
example, Gamma’saudit systemsallowed for some
variations due to local country audit practices,
and Alpha allowed divisions to manage teams
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to fit with that division’s culture. In both cases,
however, there were still a set of directives that
had to be followed.

The above discussion leads to the fourth theo-
retical proposition.

Theoretical Proposition #4

Proposition 4a: The completion of Section 404
documentation is made mandatory to be accom-
plished.

Proposition 4b: Organizations allow for local
customization of Section 404 documentation to
match local conditions

Mobilization

Communications to raise awareness of SOX were
carried outtoavery narrow group of people: those
directly involved in the Sarbanes Oxley program.
According to one program director:

We didn t take the view that we needed to create
awareness. Communications were sent only to
people actually doing (404) work, e.g., process
improvement teams. Awareness was not really
necessary as many staff are in operational roles
and they don t need to understand (404) require-
ments. Communicationwas facilitated through the
central program team on a need-to-know basis.
(Program Director, Alpha).

In another case, the direction of communica-
tions was top-down with little time for questions
from users. The pressure was on getting 404
compliance done and out of the way.

The focus was on ‘are you on time and are you
going to do it (complete the documentation)...
don t ask questions ‘just do it 'was the impression
from the global team. “‘Get it done and clear it out
of the way so we can get back to business’. (IT
Manager, Beta)
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These views suggest that Section 404 does not
requirethe organizationto ‘do’ anything differently
in the business. The underlying view is that 404
requires financial processes and controls, especially
as many of these are embedded in information
systems, to be documented. The assumption under-
pinning this view isthat, provided this documenta-
tion is in place for the external auditors to test, the
board can claim a sound set of internal controls in
the financial statements are in place and that the
organization has met the requirement of 404.

There are bigger, more important things happen-
ing (than 404). General business managements
view is that the requirements of the act are not
asking us to do anything different from what we
have been already doing. We were already do-
ing it (processes and internal controls) but we
needed to put in place the documentation so that
the auditors are able to identify with it. (Program
Director, Alpha)

>

Most people don t know what Sarbanes Oxley is
and need not be aware of it either. (Compliance
Partner, Gamma)

When | raised the question, ‘How should we do
this process?’, the reaction I got was ‘Don t ask.
Thatwill only delay the implementation and delay
getting a tick in the box...Get the documentation
out of the way and then get back to business’. (1T
Manager, Beta)

This finding is surprising as SOX requires
processes and controls to be in place and docu-
mented wherever it is possible that these can have
a material affect on figures reported in financial
statements. Mobilization requires the use of influ-
ence over people who have toadopt proceduresand
change processes that are 404 compliant. Current
theory suggeststhat this requires the development
of mutually shared assumptions and alignment
with the prevailing rational arguments being made
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for 404 compliance in the organization (Robey
& Markus, 1984). Yet there appears to be little
effort being made to involve wider participation
across the business. A common occurrence is the
use of spreadsheets to handle figures to prepare
reports. This can happen at many different or-
ganizational levels: a local office, country head
office, and the global headquarters. The use of
spreadsheets, databases, and project plans occurs
in all business cycles and processes contained in
COSOand COBIT framewaorks. Examplesinclude
inventory controls, pricing, account analysis and
reconciliations, and program changes. This sug-
gests a much wider audience than those in the
finance and IT departments ought to be aware of
404, its implementation and implications.

The above discussion leads to the fifth theo-
retical proposition.

Theoretical Proposition #5

Proposition 5a: Communications are limited to
those directly involved in Section 404 implemen-
tation with little communications with end user
communities.

Proposition 5b: End users have little or no
knowledge of Section 404 and its impact on the
day-to-day operations in the business.

Proposition 5c¢: Section 404 documentation is
perceived as abox-ticking exercise which can limit
its ability to prevent future financial scandals.

Standard Setting

All the case study organizations used COSO and
COBIT as the standards for setting their controls.
SOX requires organizations to select and adopt
a control framework. Many organizations have
adopted the COSO framework for entity-level
controls. However, COSO does not cover specific
IT-related controls, and consequently, the IT Gov-
ernance Institute published COBIT (1994), which

is a set of standards that address operational and
compliance control objectives that organizations
can adopt. Within these broad frameworks, all
three organizations developed their own assess-
ment methods, templates, and control objectives
(111). As stated earlier, the documentation that
supported these standards was compulsory and
had to be completed (I11).

People (in subsidiaries) were told to document
their processes using specific templates. They had
to capture the controls. (IT Manager, Beta)

Theeffect of standardization was to centralize
controlsand processes. In Gamma, Zetaproduced
the standards centrally and then rolled them out
across subsidiary firms. These firms attempted
to push back the extent to which the center was
“interfering with local operations,” according to
the compliance partner. However, local subsidiar-
ies had very limited room to negotiate.

Our ultimate sanction against a subsidiary firm
is to withdraw the use of the brand...If you don 't
comply (with the standards) we will remove the
brand.(Global IT Director)

The above discussion leads to the sixth theo-
retical proposition:

Theoretical Proposition #6

Proposition 6: Implementers use standards to
drive the completion of Section 404 documenta-
tion.

DISCUSSION

The common theme that emerges from these
cases is that the introduction of Sarbanes Oxley,
in general, and the requirements of Section 404,
in particular, were limited to finance and IT
departments. The rest of the business, namely
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end user departments, has a very small role to
play, if involved at all in some instances. Each
case organization used implementation tactics
that involved supply-push from implementers
using influence (I). Knowledge-building tactics
included developing the legislation during its
passage from inception through to approval into
statute; dealings with the PCAOB, auditors, and
legal council; workshops and seminars; and pilots.
Virtually all the knowledge building focused on
the documentation that needed to be completed so
thatthe organization’s external auditors could cer-
tify compliance. Each organization’s central SOX
team created forms and templates that showed,
on paper, that controls were in place. Knowledge
deployment involved the rollout of these forms
and templates. The organizationsestablished Web
sites on their intranets to store and share docu-
ments and templates. The implementers agreed
which of the extant controls could continue to
be used, retagging these as being 404-compliant
controls. This had the effect of cutting down on
the amount of effort and gaining the support of
people in subsidiaries and departments that al-
ready had controls in place that they perceived to
be adequate. Subsidiaries were used extensively
to build within and share knowledge between
those directly involved with 404 implementation,
exemplified by steering group, committee, project,
and program teams.

The case organizations used demand-pull
and influence tactics (II), and these too focused
on those directly involved with 404 implementa-
tion. Central teams were usually the first to learn
about 404, and they shared their knowledge with
subsidiariesanddivisions affected by 404 through
workshops and electronic means. The direction
of communication was top-down with little effort
being made to create real demand. Individuals
directly involved with 404 implementation were
not encouraged to change or improve extant
processes and controls. This approach tended
to reduce the implementation of 404 to ‘box
ticking’: to demonstrate that controls have been
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documented with little regard to what was going
onintheactual business. The overarching concern
was to complete the documentation within the
timescales set by the legislation itself. Commu-
nications about 404 implementation to people in
end user operational communities were negligible.
Nonetheless, organizations had to subsidize the
tactics used such as flying people with knowledge
of 404 requirements to different countries.

The use of supply-push and power tactics (111)
is highly prevalent when achieving 404 imple-
mentation. Although the case study organizations
used influence-based tactics, they resorted to
power-based tactics to push through 404 imple-
mentation. The publication of names of executives
and program directors who were behind schedule
or below quality levels exerted significant force
on those people to adhere to the timescales and
quality targets set by central teams. Organizations
took atop-down approach, making completion of
documents and templates mandatory. Individual
finance and IT departments in subsidiaries or
divisions were given little leeway, with sanctions
being made available for use by senior executives.
Lack of resources could not be used as an excuse
for failing 404 implementation. Implementers
had access to funding as and when they needed
it. This lever could be used to bring in resources
from other parts of the group or from external
sources such as contractors to ensure subsidiaries
achieved the outcomes necessary.

The demand-pull and power tactics (1V) soft-
ened some of the supply-push/mandatory forces
at work. Subsidiaries outside the U.S. needed to
comply with local laws and customs. For example,
the ways in which relationships with customers
are managed in, say the UK, could not be made
to change overnight, and hence, documenting
controls that reflected new ways of dealing with
customers simply set up the organization to fail.
Therefore, variations from the global standards
and directives were allowed to ensure subsidiary
organizations agreed to complete 404 documen-
tation. The ways in which teams, in individual
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subsidiaries or divisions, were managed during
the completion of the documentation varied to take
into account cultural characteristics between dif-
ferent parts of the same organization in the same
country and between different countries.

The overarching detraction from the imple-
mentation of Section 404 isthatthe legislation calls
for controls to be documented. The audit firms
and the organizations that have to be 404 compli-
ant have interpreted this to mean the mapping of
processes and controls. This has generated huge
amounts of paper as organizations produce details
of controls. On paper, therefore, organizations
appear to be meeting the requirements of 404.
However, the extent to which the organizations
actually workinaccordance with the documented
controls is questionable. The concern is that we
may see the emergence of another Enron in spite
of Section 404.

OUTCOMES OF 404
IMPLEMENTATION

We discern two major outcomes from the imple-
mentation of Section 404 of the Sarbanes Oxley
Act. The first is that each organization fulfilled
404 certification requirements in the timescales
stipulated by the act. The documentation and
templates completed were sufficient for external
auditorstoratify that, on paper atleast, all material
risks had adequate controls associated with them.
Many organizations used their existing control
regimes to form the large part of 404 controls.
The organizations rarely identified the need to
introduce a new control, which given the breadth
and scope of a 404 implementation is surprising.
We would expect organizationsto identify asmall
number of new controls that could be introduced.
However, this was, by and large, not the case.
The second outcome is that there isa very low
expectation that behaviors of people will change
with respecttorisk and controls, atany level of the
organization. The overwhelming feeling seemsto

be one of ‘“tick the boxes and get back to business
as usual’. One interviewee, with experience of
several large global organizations, said:

Executives are using 404 as a way of minimizing
change rather than driving change through the
organization. They don't want to tackle the re-
ally hard issue of changing behaviors towards
how people manage risk. (Compliance Partner,
Gamma)

This was reinforced by one program direc-
tor:

We concluded that there was no need to change
existing processes and controls...There was no
need to change behaviors and attitudes. (Program
Director, Alpha)

Arguably, without changes in behaviors and
attitudes, it is quite difficult to see how 404
documentation can truly prevent another Enron.
Organizations appear to be taking a rule-driven
legalistic approach rather than dealing with
deeper social relationships, inadequate operational
processes, and poor ‘real’ IT governance (Weill
& Ross, 2005). This is reflected in the recent
academic literature which reinforces rule-driven
approaches (Haworth & Pietron, 2006; Krishnan
et al., 2005). Until organizations and academics
seriously address these issues, the vast amount
of time and resources spent on documenting 404
risks and controls may not result in effective
compliance.

CONCLUSION

The research in this article presents a systematic
analysis of three multinational organizations in
relation to their compliance with Section 404
of the Sarbanes-Oxley Act. The importance of
appropriate IS was determined in this respect
where standards, procedures, and applications
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are critical for successful accountancy processes.
A number of significant implementation drivers
are reported that will reduce the potential for
financial deficiencies. As a result, it is believed
the integration of institutional theory with ob-
served practice provides valuable insights into
meeting the challenges of SOX and subsequent
IT governance.
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ENDNOTES

! COSO is the set of guidelines published by
the Committee of Sponsoring Organizations
of the Treadway Commission.

2 COBIT stands for Control Objectives for
Information and related Technology. See
www.isaca.org for further information.

$  Acompliance partner isthe partner respon-
sible for the compliance line of business in
Gamma.

This work was previously published in the Journal of Organizational and End User Computing, Vol. 20, Issue 2, edited by M.
Mahmood, pp. 1-24, copyright 2008 by IGI Publishing (an imprint of IGI Global).
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Exploring the Decision Models of Expert
and Novice IS Managers

Akhilesh Bajaj
University of Tulsa, USA

ABSTRACT

Recently, there has been considerable interest in evaluating newer computer architectures such as the
Web services architecture and the network computer architecture. In this work we investigate the decision
models of expert and novice IS managers when evaluating computing architectures for use in an organi-
zation. This task is important because several consumer choice models in the literature indicate that the
evaluation of alternative products is a critical phase that consumers undergo prior to forming an attitude
toward the product. Previous work on evaluating the performance of experts vs. novices has focused
either on the process differences between them, or on the performance outcome differences, with work
in MIS focusing primarily on process differences. In this work, we utilize a methodology that examines
both aspects, by constructing individual decision models for each expert and novice in the study. There
is a growing consensus in the management literature that while experts may follow different processes,
very often their performance does not differ significantly from novices in the business domain.

INTRODUCTION a computing architecture for their organization.

This decision is even more difficult today, with
One of the mostimportant decisions that informa- several architectural choices available, including
tion system (1S) managers make is the selection of distributed Web services, acentralized server with
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disk-less clients, and more traditional client/serv-
ers (Haag, Cummings, & McCubbrey, 2003).

Theimportance of computingarchitectureshas
been recognized in several past studies. Nezlek,
Jain, and Nazareth (1999) state:

Appropriate architectures allow organizations
to meet current as well as projected information
needs, and to successfully adopt new informa-
tion processing paradigms in a cost-effective
manner.

In a classic summary of the early debate be-
tween centralized and decentralized architectures,
King (1983) recognizesthat the debate betweenthe
pros of centralized IS managementvs. distributed
user control of software and data has flourished
since the 1960s. Melling (1994) illustrates how new
technologies lead to new choices for IS managers
when selecting architectures. Nieh, Yang, and
Novik (2000) recognize that thin-client architec-
tures may reduce the total cost of ownership to
anorganization,and compare differentthin-client
architectures across broadband networks. The
choice of one or more architectures determines
several subsequent decisions important to the IS
department, such as:

*  What application software will be pur-
chased: For example, a thin-client archi-
tecture will necessitate the purchasing of
server-type applications that are served
across a “fat” network.

*  Who will drive the purchasing: Consider
a traditional client-server architecture that
puts significant computing power on every
enduser’sdesk. Thiswill lead to user-driven
purchasing of several applications (Spinellis
1998).

*  What kind of personnel will be avail-
able to maintain the systems: If a novel
architecture such as a Web service-based
architecture isselected, personnel costs may
be higher.

*  What level of security is attainable: As
anexample, a decision to adopt a thin-client
architecture, with a centralized server for
the variety of application software and the
data, will probably lead to higher levels of
security and control, but to less flexibility
from the user perspective.

For this study, we define an architecture tobe a
computing infrastructure that significantly affects
the purchasing and maintenance of hardware and
software in an organization. Examples include:
(@ the client-server architecture, where data
and processing are shared between a client and
a server; (b) the network appliance architecture
with disk-less network computers that provide the
graphical user interface, with data and process-
ing centralized on the server; and (c) the fully
distributed Web-services architecture enabled
by emerging standards such as J2EE (Java 2 En-
terprise Edition) and .Net (Baker & O’Sullivan,
2001). Rapid innovation in the area of IS implies
that often the evaluation of new technologies
such as computing architectures is performed
by less experienced IS managers in conjunction
with senior IS managers. The primary purpose of
this work is to examine the decision models used
by expert and novice IS managers when given
the task of evaluating computing architectures
for use by an organization, and to investigate: (a)
whether there is a significant difference between
their performance, and (b) whether they follow
different internal processes when conducting
their evaluations.

The difference between experts and novices
has interested researchers in both psychology as
well as diverse business sub-disciplines. Regard-
less of discipline, almost all studies have focused
on particular tasks that were given to experts and
novices, whose processes and/or output perfor-
mances were then compared for that task. The
studies show mixed results about the existence
and magnitude of difference in performance
between experts and novices. Next, we discuss
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illustrative studies in psychology as well as the
business literature.

Earlier Work in Psychology

In the psychology literature, work on measuring
expertise can be broadly divided into the binary
perspective and the developmental perspective.
The developmental perspective focuses on the
emergence of knowledge rather than the end-states
of novice or expert. For example, a five-stage se-
quence of developmental stages was proposed in
Dreyfus and Dreyfus (1986) which ranged from
novice to expert: novice, advanced beginner,
competent, proficient, and expert. These stages
differ not just along experience, but also along
the commitment to the problem (increasing with
expertise), the degree towhich knowledge has been
automated, and the degree of awareness of theory
behind knowledge (Campbell & Bello, 1996). The
goal in the developmental approach is to come up
with explanations of the evolution of the novice
to the different stages of expertise.

Incontrast, the binary perspective (Anderson,
1995) has dominated the study of expertise in
computer systems. Classic studies in the binary
perspective include Chase and Simon (1973) and
Chi, Feltovich, and Glaser (1981). Work using this
perspective presumes that: () novice-expert is
a binary distinction, (b) novice knowledge and
expertknowledge can be compared statically, and
(c) experts are people with more experience (des-
ignated the Power Law of Practice by Anderson,
1995). Areview of the binary perspective on exper-
tise in Glaser (1989) states that experts structure
their knowledge into meaningful chunks, thattheir
knowledge is more procedural than declarative,
and that the knowledge of experts has a theory
or schema that can undergo change.

In Charness (1976) and Chase and Simon
(1973), master chess players showed expertise in
remembering meaningful chess positions from
chess games, but failed to show any expertise in
remembering random placements of chess pieces
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on the chess board, when compared to novices. In
another study, Boster and Johnson (1989) found
thatexpertfishermen cluster fish species (the task)
on both functional and morphological criteria,
while novices cluster on morphological criteria
alone. Similar resultswere observed earlier by Chi
(21984). In Randel and Pugh (1996), 28 electronic
warfare technicians were classified into one of
three categories: expert, intermediate, or novice.
The task was to examine warfare scenarios, and
the performance was the ability to recall spatial
relationships between warships in the scenarios,
as well as the ability to recall meaningful non-
spatial patterns that developed in each scenario.
Experts were shown to be different from novices
in that they focused more on the classification
of the situation, and demonstrated better recall
of hostile ships and better recall of non-spatial
relevant information.

Incontrasttothe work described above, several
studies have notdetected performance differences.
The ability of expert, trainee, and novice medi-
cal physicians and students to diagnose complex
medical cases was studied by Hassebrock, John-
son, Bullemer, Fox, and Moller (1993). A verbal
protocol analysisrevealed little difference between
their abilities to recall relevant information, prior
to making the diagnosis. Kirlik, Walker, Fisk,
and Nagel (1996) argue that in complex, dynamic
environments, human decision making does not
use cognitively intensive processes, but rather
perceptually guided, automatic processesthatare
heuristic in nature. Empirical work in Brehmer
(1990) also indicates that often, individuals do
not develop explicit internal models of complex
environments, a prerequisite for expertise. In
Frederico (1995), expert and novice naval officers
were asked to classify naval tactical situations.
The findings indicated no difference between the
two groups in terms of the number of superficial
features used vs. deeper principles.

The above studies from psychology indicate
that for tasks that require both a superficial
perceptual component and a deeper cognitive
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component, such as chess, there is usually a dif-
ference in performances between experts and
novices. However, there are many tasks where
deeper cognitive knowledge, and domain specific
principles, eveniftheyexistin research literature,
are not used to perform the task. To the best of
our knowledge, there is no prima facie method
of determining whether experts’ and novices’
performances will differ on a particular task,
without empirical testing.

Previous Work in Business

In the business literature, expert-novice differ-
enceshave beenstudied inseveral sub-disciplines.
Bouwman (1984) conducted a protocol analysis
on five accounting students and three professors
to investigate their processes of interpreting ac-
counting statements. He found that the experts
tended to be more proactive in their analysis,
while novices tended to interpret the data more
passively. A study testing the accuracy of predic-
tions about consumer behavior situations was
conducted by Armstrong (1991), where no dif-
ference was found between the accuracy of the
predictions, suggesting that knowledge of business
research in the area was not used by experts when
analyzing the situations and making predictions.
In Mackay and Elam (1992), a protocol analysis
of 12 subjects revealed no difference between
expert and novice performance in the healthcare
domain, when they were both inexperienced in
spreadsheet technology. In Day and Lord (1992),
38 CEOs were found to have a greater variance
in categorizing organizational problems than 30
MBAs. Also, the CEOs tended to rely on previ-
ously developed heuristics vs. the novice MBAs
who relied on more formal models of evaluation.
A similar finding was obtained by a study in
marketing (Maheswaran, Sternthal, & Gurhan
1996) that found that novices were influenced by
the more superficial presentations and formats of
advertisements, while experts were more focused
on fewer, content-based dimensions, the choice of

dimension being based on their past experience.
Inanother study, Spence and Brucks (1997) found
that for problems with moderate levels of diffi-
culty, experts tended to use fewer, more focused
inputs, and in contradiction to other studies, their
solutions tended to be more tightly clustered than
novices. In the management information systems
(MIS) literature, Schenk, Vitalri,and Davis (1998)
conducted a protocol analysis of seven novice and
18 expert systems analysts. They found that the
experts adopted a very different process from
the novices; however, performance differences
were not considered in the study. In Austin and
Mawhinney (1999), a protocol analysis of two
experts and two novices revealed small differ-
ences in the accuracy of some tasks, but no clear
discernable differencesin performance. Marshall
(2002) examined 90 accounting experts and 60
novices, and concluded there was no discernible
difference between the process followed by, or
the performance of, the two groups.

The above studies in the area of business sug-
gest that while experts may sometimes follow
different processes than novices, there is usually
little difference intheir performance outputswhen
asked to perform tasks in the business domain. In
the MIS sub-discipline, as discussed above, most
of the past work on expert/novice differences has
involved a protocol analysis of subjects and has
aimed at identifying the processes that experts
follow. However, there is a paucity of work in
MIS that measures the performance differences
between experts and novices. In this work, we
investigate both the process followed by experts
and novices, as well as the performance outcome
for an important task faced by MIS managers:
evaluating new computing architectures for their
organizations. We utilize a novel methodology
that creates individual decision models of each
subject. Thus, apart fromthe theoretical contribu-
tions, thiswork also contributes methodologically
to the area.

The rest of this article is organized as follows.
Inthe nextsection, we describe the research study.

115



The Role of Expertise in the Evaluation of Computing Architectures

We then discuss the findings, and conclude with
the contributions and limitations of this study, as
well as future research.

THE RESEARCH STUDY
The Task

Inthis work, the task is the evaluation of comput-
ing architectures for use in an organization. The
importance of the task of product evaluation has
long beenrecognizedinthe consumer behavior lit-
erature, whichisreplete with ‘hierarchy of effects’
models. These models suggest a pre-purchase
sequence of psychological states of increasing
comprehensionanddesire, and culminating inthe
‘strong conviction” which determines the action
(suchaspurchase) and its outcome (Engell, Black-
well, & Kollat, 1978; Foxall, 1983; Rogers, 1983).
Thus, the following model is proposed in Rogers
(1983): awareness = interest - evaluation—-> trial
- adoption. Another hierarchy of effects model
is proposed in Engell et al. (1978): perceived in-
formation - problem recognition - search >
evaluation of alternatives - beliefs - attitudes
- intentions - choice. A summary of several of
these models is presented in Foxall (1983). Past
studies in consumer behavior clearly establish
that the evaluation of alternative products is a
prerequisite to the formation of attitudes about
these products, which precedes any purchase
decision. The process in our study parallels the
steps followed by the subject upon arriving at an
evaluation model, and the performance is the final
evaluation model.

Modeling the Evaluation Phase

Inorder to model the evaluation phase of the expert
and novice groups in our study, we use conjoint
analysis (CA), which is a well-known method in
mathematical psychology (Luce & Tukey 1964)
and marketing (Green & Rao, 1971), but which
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has been used infrequently in MIS research. CA
determines the contributions of various predictor
variables in determining an individual’s evalua-
tion model and establishes a valid model of the
individual’s judgment that is useful in predicting
overall acceptance in the population of any com-
bination of values, one for each predictor variable
(Hair, 1992).

For a CA study, a product class is considered,
along with a set of subjects who can evaluate
productsinthatclass. A setofattributes (predictor
variables) is selected to describe the product class.
The possible levels of each attribute are selected.
A product in the product class is then simply a
combination of attribute levels (one level value
per attribute).

Inatypical CA study, the researcher first con-
structsasetof products (inour case, architectures)
by combining the possible attributes (or factors) at
various levels for each attribute. The hypothetical
products are presented to subjects, who provide
an overall evaluation of each product, relative to
the others (usually by giving each one a score).
CA is advantageous in that first, subjects have to
considerallattributes jointly vs. considering them
in isolation, as in most other decision modeling
techniques. This consideration of the product
as a whole better reflects real-world evaluation
strategies and necessitates a tradeoff between
attributes for each subject, again similar to real-
world decision making. Second, an individual
evaluation model is created for each subject (vs.
merely collecting one data point for each subject),
thereby allowing the detection of inconsistent
decision making in a subject.

The steps we followed in the CA study are
outlined in Figure 1. Next, we describe each of
these steps in detail.

Identification of Factors and Hypothesis
Formulation

Inorderto create the evaluation model, we needed
to identify factors (attributes) that would best de-



The Role of Expertise in the Evaluation of Computing Architectures

Figure 1. List of steps constituting the CA study

evaluating computing architectures.

5. Select subjects.

7. Analyze data and present results.

1. Identify factors important in the decision space of IS managers when

2. Select appropriate levels for each factor (attribute).
3. Operationalize each factor in a manner suitable for a face-to-face study.

4. Create study packet and pilot test for clarity of measures, time taken for one study,
any other implementation problems or possible biases.

6. Administer the study to each subject individually, in the presence of the researcher.

scribe computer architectures (the product) from
the point of view of the subjects of our study. A list
of factors that are considered important by senior
IS managers was presented in Bajaj (2000). This
list is reproduced in Table 1.

The second step in Figure 1 is to specify
levels for each factor. In all cases, the levels cho-
sen were high, medium, and low, except for the
centralization/decentralization factor, which was
either centralized or distributed. We constructed
the following additive decision model for each
subject:

EvaluationScore = oc, SQ + oc, CENT + oc, COST
+ oc, ACC + oc, BCOMP + ¢ @)

Equation 1 is evaluated for each subject in
our study. For clarity in hypothesis formulation,
we represent the parameter values of n subjects
in the expert group as oc,, s»and the pa-
rameter values of m subjects in the novice group
as oclj, oczj, ocsj.

Pastwork (Day & Lord, 1992; Maheswaran et
al., 1996) indicates that experts tend to use fewer
inputs when performing a task. These inputs are
based ontheirearlier experience. Giventhatall our
experts manage MIS in the business domain, we
hypothesize that they will,asagroup, “zeroin” on

Oy 0C,

one or two factors when evaluating architectures.
Novices, on the other hand, tend to be scattered
with regard to the inputs they use. Based on these
findings, we posit hypotheses H1 and H2:

Hypothesis H1: The expert group will differ from
the novice group in their decision models on each
ofthe factorsthatare considered when evaluating
computing architectures for an organization.

Since there are five factors, H1 has five sub-
parts. The null hypotheses are:

H1 (@) oy = o5
H1,(b): oy = 0y
H1 () Ogj = Ogj
H1,(d): Olgj = Oy
Hlo(e): Olgj = O

Hypothesis H2: The part-worths of the five fac-
tors in the expert groups will be unequal, with
some factors having a higher part-worth than
the expected value of 20% (since there are five
factors, adding up to 100%).

The null hypothesis is:

H2,: oy = o =013 = 0y =g
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Table 1. Empirically derived list of factors that describe a computing architecture (from Bajaj, 2000)

Factor Broad Definition
The quality of software! associated with the architecture. This can include
Software Quality (SQ) response time to end users, quality of user interface, and features provided
by the software.
Centralization vs. Distributed A centralized architecture means that software resides in a centralized loca-
(CENT) tion, and most of the hardware investment is also centralized.

Costs (COST)

The costs of an architecture include the costs of acquisition of hardware and
software, the costs of maintenance of hardware and of controlling different
versions of the software, and the costs of personnel trained in maintaining
the hardware and software.

Acceptance of the Architecture

(ACC) and hardware vendors.

This factor represents the degree to which a particular architecture has been
accepted by IS magazines, the media, model organizations, and software

software and hardware.

This factor models the degree to which an architecture will cause changes in
Backward Compatibility of the | the organization. Changes include: converting old data to be read by the new
Acrchitecture (BCOMP) architecture, and retraining users to use and IS personnel to maintain the

Some of the earlier work indicates that experts
tend to show more variance in their performance
thannovices. Boster and Johnson (1989) proposed
that this is because experts have different types of
knowledge that they use to perform the task. Day
and Lord (1992) also found that experts showed
greater variance in the categorization of business
problems than novices. This was attributed to the
richer experience of the experts, which led to dif-
fering interpretations of the problems. However,
a contradictory viewpoint emerges from other
works. For example, Spence and Brucks (1997)
found that experts’ solutions tended to be more
tightly clustered, when asked to specify the values
of real estate for sale. Shanteau (1988) stated that
experts tend to agree more about which input
information is important than do novices. Given
the focused nature of the task in this study, we test
the hypothesis that experts will show a smaller
variance in performance than novices.

Hypothesis H3: The expert group will show
smaller variance than the novice group in each
ofthe factors thatare considered when evaluating
computing architectures for an organization.

118

The null hypotheses are:

H3,(a): var(oy; ) >= var(oy;)

H3,(b): var(a.y;) >= var(oy;)
H3,(C): var(ay) >= var(og;)
H3,(d): var(o; ) >= var(oy;)
H3,(): var(as;) >= var(as;)

Thereisconsensusinearlier work that novices
tend to use more elaborate or formal bottom-up
methods to perform a task because they utilize
explicit knowledge, whereas experts tend to rely
more on heuristics acquired through experience
(tacit knowledge), and follow more “automatic”
processes to perform the task (Cowan, 1986; Day
& Lord, 1992; Dutton & Jackson, 1987; Mackay
& Elam, 1992; Randel & Pugh, 1996). Our fourth
hypothesis tests if expert and novice managers
display this expected difference in the utiliza-
tion of more formal or elaborate models when
performing the task.

Hypothesis H4: The proportion of subjects in
the novice sample using elaborate models when
evaluating computing architectures for an orga-
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nization will be greater than the proportion of
subjects in the expert sample.

Next we describe the construction and testing
of the instrument used in the study.

Construction and Testing of the CA
Instrument

The SPSS statistical package was used to gener-
ate an orthogonal design, which consisted of 16
possible computing architectures. In a standard
additive model, like the one in Equation 1, an
orthogonal design is required which does not
include all possible combinations of factor lev-
els (Hair, 1992). The computing architectures
were each characterized by one value for each
of the five factors in Table 1. In addition, we also
generated four holdout architectures, to test the
internal validity of the responses of each subject
(i.e., the consistency of their evaluation model).
The actual scores that the subject gave to the ar-
chitectures in the holdout sample were compared
against scores predicted by the evaluation model
that was generated by the 16 architectures that
comprised the orthogonal design. Thus, each
subject was given the same 20 architectures, of
which 16 were used to estimate their individual
decision model and four were used to test their
actual vs. estimated scores. The 20 architectures
are shown in Appendix 1.

The third step in Figure 1 is to operationalize
the factors. A richer operationalization of factors
is permissible here than with a mail-out survey,
since each subject was administered the study
by the same researcher in person. This allowed
reliability and validity controls to not just be de-
pendentonthe instrument (which impliesaleaner
operationalization), butto be implemented on site
also. For each factor we gave the definition (as in
Table 1) and areason why the factorwas important.
The reasons were kept moderate, so as not to bias
the subjects in favor of any factor. In the case of
software quality, backward compatibility, and

acceptance, the reason was formulated to make
the factor’s effect moderately positive (i.e., higher
was better than medium, which was better than
lower, based on the reason). In the case of costs,
the example served to make the effect negative.
The centralization/decentralization factor was
treated differently. The pros and cons of central-
izationvs. distribution are well documented inthe
IS literature (e.g., Allen & Boynton, 1991; King,
1983). Hence, we gave one reason why centraliza-
tion may be beneficial and another reason why
distribution may be beneficial. The idea behind all
the reasons was to simply highlight to the subject
the pros of each factor, and to achieve relatively
uniform awareness among the subjects about
what each factor meant. Note that this does not
create any upward bias for any one factor, since
CA involves trading off between factors, and so
any importance given by a subject to one factor
has to come at the expense of another factor.
The fourth step was the construction and pilot
testing of a study packet that would be used in the
actual study. The 20 architectures were printed
on separate cards of identical length, breadth, and
thickness. We pilot tested the study with three
graduate students with high, moderate, and low
IS experiencesrespectively. No compensationwas
provided to the graduate students for this. Based
ontheir feedback, we made the following changes
in the packet: Since the order of appearance of a
factor on a card was important, we created five
different study packets. Across the study packets,
each factor showed up first in all the cards of one
packet, second in all the cards of another packet,
and so forth. Of course, the same 20 architectures
were presented in each packet; only the order of
factors describing each architecture on a card
was changed across the five packets. The cards
would be shuffled before being handed outto each
subject, and the cards were titled from A-T, with
the explicit mention to the subjects that the let-
ters were chosen at random. We also ensured that
the operationalization of each factor was easily
understood by all three pilot study subjects. All
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three subjects reacted very similarly to the study,
which increased our confidence in the reliability
of the final study. One final study packet (out of
five) is shown in Appendix 2.

Next we describe the selection of subjects
used for the study.

Subijects for the Study

Inthe MIS literature, the selection of acomputing
architecture is considered a significant decision
(Chau & Tam, 1997). It is also not a decision
that usually entails any organizational changes,
rather it only impacts the IS department (Bajaj,
2000; Chau & Tam, 1997). Hence an evaluation
of a computing architecture is more likely to
be performed by IS managers than if it were an
innovation that impacted the entire organiza-
tion (see Swanson, 1994, for a categorization of
organizational innovations).

We used two groups of subjects. The expert
group was carefully screened to consist of senior
IS managers of randomly selected large corpora-
tions. We interviewed each potential subject to
ensure that these managers were decision makers
in terms of making significant new investments
in IS within the organization. The novice group
consisted of final-year graduate IS students from
a U.S. university, the majority of whom already
had job offers as fresh IS managers in large cor-
porations or as consultants who would interact
with such managers. The demographics of the
two groups are shown in Tables 2 (expert group)
and 3 (novice group). The expert group not only
had longer average job tenure than the novice
group, but they had also spenta significant portion
of their time dealing with issues of purchasing
IS for the organization. The novice group had
no experience in this area at the organizational
level, even though they had some years of job
experience in the IS area prior to joining the IS
program. Thus, inour study, the chief distinguish-
ing feature between experts and novices was
their years of experience in actually performing
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the task of architecture selection. This is widely
accepted in the binary perspective literature as
being the distinguishing factor between experts
and novices. For example, in their summary of
the binary perspective literature, Campbell and
Bello (1996) indicate that “experts are people
with a certain amount of experience, rather than
people who satisfy specific criteria of knowledge
or skill.”

To select the first group, we used a database
of 232 large firms located in a city in the United
States. A large firm is defined in the database
as having more than 250 employees. From this
population of 232 firms, we generated a random
sample of 30 firms. The senior IS manager of
each firm was contacted, and a personal meeting
was set up for the study. Special care was taken
to ensure that each subject was indeed the chief
decision maker for IS purchases within that firm
(ordivision of a larger firm). All the subjects were
contacted over a period spanning two months.
In our judgment, no external events of sufficient
magnitude? occurred so as to bias subjects in the
latter or earlier periods of the study. Of the 30
managers contacted, one declined to participate,
one firm did not exist any longer, two IS managers
were not responsible for making decisions, and
three did not return our calls. This left us with a
sample size of 23 and a response rate of 76.6%.
The demographics of the 23 IS managers who
agreed to participate are shown in Table 2.

The population for the second group of subjects
consisted of 49 final-year graduate IS students,
most of whom had already accepted jobs as fresh
IS managers. An incentive of US$20 was offered
to each novice subject to participate in the study.
We should note that this incentive was not neces-
sary forthe expertgroup, since they were senior IS
managers who expressed interest in participating
in the study and had committed an hour of their
time. Novice subjects were instructed that they
would needto putinareasonable level of cognitive
effortin evaluating the different architectures, in
order to be consistent in their decision making,
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Table 2. Demographics of subjects in the expert group

Approximate
Number of Environment .
Subject Years of Machines They are Most S.IC Code Of. Organlz_a-
Gender - . tion or Services Provided
No. Experience | Manager is Comfortable by Organization
Responsible Managing* yorg
For
1. M 18 400+ Client/Server SIC 99
2. M 7 100+ Mainframes Design and build coil
processing systems
3. M 20 155 Client/Server SIC 3612
4, F 20 1,000+ Client/Server SIC 89, 28
5. M 32 135+ Mainframes SIC 3316, 3362, 3533
6. M 6 78 Fully Distributed Supply hi-tech personnel
7. F 13 350+ Mainframes Distribute heavy construc-
tion equipment
8. M 8 500+ Client/Server Hospital systems
9. M 11 1,200+ Fully Distributed SIC 3465, 3711, 3713
Mainframes, Cli-
10. M 15 20,000+ ent/Server, Fully SIC 3334, 3353, 3354
Distributed
11. M 15 42 Client/Server SIC 99
12. M 12 1,000+ Client/Server SIC 6711, 6722
13 M 20 30,000+ Fully Distributed SIC 3355, 3857
14. F 20 40,000+ Client/Server SIC 2819, 1051, 3399
15. M 17 200+ Mainframes SIC 3544
16. M 8 950 Mainframes SIC 4011
17. M 27 250 Mainframes SIC 3317, 3531
18. M 3 50 Client/Server SIC 3316
19. M 6 475 Client/Server SIC 99
Mainframes, Cli-
20. M 20 28,000+ ent/Server, Fully Banking
Distributed
21. M 9 80+ Client/Server SIC 70.72
Mainframes, Cli- SIC 1011, 1211,1311,
22. M 25 20,000+ ent/Server 3312, 4923
23. M 13 150 Mainframes, Cli- | ¢, 5959
ent/Server

* This information is shown to demonstrate that our sample set was indeed varied and not biased towards any particular
architecture.

and that they would be entered in a drawing for
US$50 as long as they took the study seriously.
Of the 49 novices contacted, 25 participated in

the study, giving a response rate of 51%. The de-
mographic data for the 25 subjects in the second
group is shown in Table 3.
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Table 3. Demographics of the subjects in the novice group

Subject Years of Full-Time | Future Organizational
No. Gender Experience in IS Position

1. M 1 IS Consultant

2. M 2 Unknown

3. F 0 IS Consulting

4. F 3 IS Consulting

5. M 0 IS Consulting

6. F 3 IS Consulting/IS Manager
7. M 0 IS Consultant

8. M 1 IS Consulting

9. M 0 IS Consultant

10. M 2 Senior IS Consultant
11. M 0 Systems Analyst

12. M 0 IS Project Manager

13 M 0 1S Consulting

14. M 2 Senior Analyst

15. M 6 Systems Administration
16. M 35 In-House IS Support
17. F 0 IS Consultant

18. M 0 In-House 1S Manager
19. M 0 IS Consultant

20. M 0 IS Consulting

21. M 15 1S Consulting

22. M 2 IS Analyst

23. F 0 IS Consultant

24. M 1 Unknown

25. M 45 IS Research

Validity and Reliability Checks when
Administering the Study

We now describe how we ensured reliability and
construct validity with each subject in the actual
CA study. Each study was conducted with one
subject, inthe presence of the same researcher. The
instructionsinthe packet asked the subjectto read
the written descriptions of the factors. The next
step in the study was for the researcher to answer
any questions the subject may have had regarding
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the descriptions of the factors, and to ensure that
the subject had an understanding of how each fac-
tor was different from the other. Particular care
was taken to distinguish between cost and the
other factors. It was specified that only explicit,
tangible costs needed to be considered, and not
intangible costs like “loss of user productivity.”
This dialogue with the subjects was necessary to
ensurethatall subjectshad asimilar understanding
of the five factors. At this stage, they were also
asked if, in their opinions, any important factors
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had been omitted. This was an additional check
on whether our factors were complete.® Once the
researcher was satisfied that the subjecthad a good
understanding of the different factors, the subject
was asked to rank the cards in descending order
of preference. No time limit was to be set for the
ranking, though it typically was expected to take
between 20 and 30 minutes to perform. It is im-
portant to note that agreement of a set of factors
among subjects would not imply lower variance
in their performance, since the evaluation model
of each subject consisted of the tradeoffs he or
she would make between these factors. Once the
cards were rank ordered, the subject was to give
a score of 100 to the highest card and a score of
1 to the lowest card. The remaining cards were
eachtobe givenany score, aslong asastrictorder
was maintained. These scores were the (metric)
dependent variable in the study and represented
the likelihood of adoption of the architecture on
that particular card.

When conducting the study, we asked the
experts to rank the cards in the context of what
would be adopted in his or her organization, as
opposed to a general ideal norm that the subject
may have of architectures. We asked the novices
to make their evaluations based on their best
understanding of the needs of a large organiza-
tion, drawing on their previous experiences with
organizations. Ouraimwasto make the evaluation
task as realistic as possible, given the limitations
of the experimental design.

In order to study the use of formal, elaborate
evaluation methods (Hypothesis 4), the researcher
conducting the study gave a score of 1 to each
subjectwho performedwritten calculations when
sorting the cards or assigning scores, and a score
of 0 to ones that did not perform any formal,
written calculations.

Data Analysis

In our case the dependent and independent
constructs were metric. Hence, we used dummy

variable regression analysis (using the Microsoft
Excel package) to estimate a part-worth decision
model for each subject in each group. Internal
validity in a CA study translates to determining
whether each subject’s decision model represents
a consistent logic or not. Internal validity of each
individual subject’s model was tested based on
the hold out sample of four architectures for each
subject. The Wilcoxon rank test* (Wonnacott &
Wonnacott, 1984, p. 472) was used for this. The
testranks observations fromdifferent populations
(in this case, the two populations are predicted
and actual scores for the four holdout architec-
tures) and then answers the question: Are the
two populations significantly different from each
other? For the first group in all 23 cases, the IS
managers had valid internal decision models. For
the second group, all 25 subjects also had valid
decision models. Thus all subjects in both groups
were retained for analysis.

Based on the dummy variable coding scheme
for the 16 architectures (as represented by the
factors) we used, the part-worth estimates are
on a common scale. Hence, the overall relative
importance of each independent factor for a sub-
ject can be computed in a straightforward man-
ner by looking at the range of dummy variable
coefficients across the levels of that factor. For
each subject, the part-worth values for the five
factors represent their individual decision model.
The individual models for all the subjects in both
groups are shown in Appendix 3.

For each subject, the expected part-worth of
each factoris 20% (since there are five factors). We
summarize the results across the expert and the
novice groups in Table 4. The first metric shown
in Table 4 is the mean relative part-worth of each
of the five factors and the confidence intervals of
these means. Since the mean part-worth can be
biased by extreme values in the sample, we use
a second metric, which gives the percentage of
subjects in the group that indicated a higher than
the expected 20% relative part-worth for each of
the five factors. Note that while we obtained an
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Table 4. Summary statistics for the evaluation models of the expert and novice samples

Mean Part-Worths o « | Importance
Factor (standard deviation) 95% Confidence Intervals o
Experts | Novices Experts Novices Experts | Novices
15.9 14.65 0 0
Acceptance (14.8) (9.89) 9.41-22.38 | 10.51-18.78 | 17% 16%
- 12.9 22.04 0 0
Backward Compatibility 5.1) (14.77) 10.66 — 15.13 | 15.86-28.21 | 13% 44%
; 40.2 394 . 0 0
Software Quality (16.9) (17.2) 32.8-47.6 32.21-46.58 | 86% 88%
Centralization/Distribution | 104 | 122 1058-2222 | 6.43-17.97 | 39% | 20%
(13.3) (13.8) ' ' ' '
14.4 11.7
— - 0, 0,
Costs (10.2) (7.74) 9.93-18.86 | 8.46-14.94 26% 16%

* Degrees of freedom = 18

** This is the percentage of subjects for whom the relative part-worth was > 20% for this factor

individual-level decision model for each subject
(shown in Appendix 3), Table 4 shows the ag-
gregate statistics of the decision models across
each group.

F-tests were conducted to test Hypotheses 1
and 2. The null hypotheses (that the two are equal)
were not rejected in all cases of H1, except for the
case of backward compatibility, where novices had
asignificantly highermean (also see the confidence
intervals of all the factors in Table 4). Hypothesis
2, which posits that experts will zero inonasmall
set of factors, was supported. Table 5 lists the P-
values. For Hypothesis 3, we conducted an F-test
to test the difference in variance between the two
samples and, again, the only null hypothesis to be
rejected was for backward compatibility, where
the novices showed a greater variance than the
experts. These F-tests for variance are also listed
in Table 5. Finally, to test Hypothesis 4, it was
observed that nine novices out of 20 used some
formal utility model (utilizing pen and paper)
when evaluating the computing architectures.
No experts used any formal models utilizing pen
and paper. A confidence interval of difference
in proportions (Wonnacott & Wonnacott, 1984),
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also shown in Table 5, indicates that novices are
significantly more likely to use formal models
than experts for this task. Hence, our study found
support for Hypothesis 4.

DISCUSSION AND IMPLICATIONS
Performance Differences

The stimulus environment for managers consists
of large amounts of data from various sources.
Firms often depend onmanagers’ expertiseto deal
with these complex decisionenvironments (Day &
Nedungadi, 1994; Spence & Brucks, 1997). While
the cognitive literature in psychology clearly indi-
catesadifference between the cognitive processes
of expertsand novices (Chi, Glaser, & Farr, 1988),
this may or may not translate to better perfor-
mance in judgment and decision making (Spence
& Brucks, 1997). Indeed, reviews of studies on
expertise in behavioral decision theory generally
offer a pessimistic view of expertise (Armstrong,
1985; Camerer & Johnson, 1991; Johnson, 1988).
As Johnson (1988, p. 212) states:
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Table 5. Summary of hypothesis testing results

Hypothesis P-value or Hypothesis
yp Hypothesis Statement Confidence yp
No. Supported?
Interval
H1(a) Mean part-worth of Acceptance is different in both groups. 0.719 No
H1(b) Mean part-worth of Backward Compatibility is different in 0.007 Yes
both groups.
H1() Mean part-worth of Software Quality is different in both 0.869 No
groups.
H1(d) Mean part-worth of Centralization is different in both groups. | 0.289 No
H1(e) Mean part-worth of Costs is different in both groups. 0.292 No
H2 The part-worths of the five factors will be unequal for experts. | 9.6*10%* Yes
H3(a) Variance of part-worth of Acceptance is different in both 0.056 No
groups.
H3(b) _Varlance of part-worth of Backward Compatibility is different 0.00 Yes
in both groups.
H3(0) Variance of part-worth of Software Quality is different in both 0.941 No
groups.
H3(d) Variance of part-worth of Centralization is different in both 0.883 No
groups.
H3(e) Variance of part-worth of Costs is different in both groups. 0.176 No
0.172-0.548
(confidence
. . . interval
H4 More novices will use formal evaluation models than experts. . Yes
for difference
between propor-
tions)

o =0.05in all cases

The superiority of experts to novices is often sur-
prisingly small, or, in some cases, non-existent...
the surprisingly poor performance of experts has
been replicated across abroad range of seemingly
unrelated task domains.

Camerer and Johnson (1991) call the contrast
between poor expert performance in the behav-
ioral decision-making literature with the find-
ings of clear process differences in the cognitive
processing literature the process-performance
paradox in expert judgment.

While experts do perform better in environ-
ments where mental models can be tested and im-
proved, they appear to perform poorly with tasks
that are more subjective, such as decision making

inthe businessenvironment (Shanteau, 1992). This
explainswhy the business literature is replete with
examples of experts performing little better than
novices in terms of the quality of their decision
outputs (Armstrong, 1991; Austin & Mawhinney,
1999; Mackay & Elam, 1992; Marshall, 2002).
Past work in the MIS sub-discipline, however,
has ignored the process-performance paradox,
and focused largely on the process differences
between experts and novices. Our findings here
break new ground in the area, by considering the
performance of expert and novice IS managers,
along with the process differences.

The lack of support for H1(a), (c), (d), and ()
indicates that expert IS managers do not differ
significantly fromnovices in their final evaluation
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models of computing architectures—thatis, their
evaluation performance is similar. From Table 4,
it is clear that the most important factor for both
groups is software quality. There is striking simi-
larity in the percentage of subjects in each group
who thought it significant in both groups (86%
and 88%). The confidence intervals for the mean
part-worths for software quality are very similar
for both groups also, as shown in Table 5. Thirty-
nine percentof the senior IS managers considered
centralization/distribution significant, while 20%
of fresh IS hires considered it significant, with an
overlap between the confidence intervals. Both
groups’ consideration of acceptance wasalso simi-
lar: 17% of senior IS managers and 16% of fresh
IS hires considered acceptance significant, and
the confidence intervals for the mean part-worth
for acceptance in both groups also overlap; 26%
of senior IS managers and 16% of fresh IS hires
considered costs significant, again with an over-
lap in the confidence intervals of the two groups
for cost. The only significant difference was for
backward compatibility, where 13% of the experts
thought it significant, vs. 44% of the novices. The
mean part-worth confidence interval bounds for
backward compatibility are also significantly
higher in the case of novices (no overlap).

The strong support for H2 implies that experts
do tend to “zero in” on one or two factors as a
group. This finding is in agreement with research
in non-MIS business domains, where senior
managers selectively filter inputs when making
judgments (Day & Lord, 1992; Maheswaran et
al., 1996). The surprising finding in our study
was that novice MIS managers utilized the same
filter and ended up using the same inputs for their
decision models. This further supports our find-
ing that performance differences between expert
and novice IS managers cannot be detected for
the important task in this study.

The dichotomy in the literature on whether
experts show more or less variance than novices
in their performance is not completely resolved
in our study. The lack of support for hypothesis
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H3(@), (c), (d), and (e) indicates that no difference
in variance can be detected on factors where both
groupsagree. However, the backward compatibil-
ity factor, which was considered more important
by significantly more novices, also shows greater
variance among the novices than the experts.
Thus, while our study offers some support for the
view that novices perform with greater variance,
the lack of support for four out of five hypotheses
indicatesthat, ingeneral, the variance differences
are not significant.

Thenovicesinour study were full-time gradu-
ate students who were not currently working in
organizations, though several had some prior
work experience. It is possible that the experts
would consider the power and politics in their
organization when making their evaluations,
whereas novices could not, since they were not
working in any organizations as yet. This dif-
ference between experts and novices would be
true even if we had used freshly hired managers
in an organization as novices and asked them to
evaluate the architectures in the context of their
new organizations. Our findings indicate that
even if experts do incorporate an awareness of
power and politics in their evaluation of comput-
ing architectures, it does not lead to significantly
differentevaluationsthannovices. Thisis further
supported in Swanson (1994) and Chau and Tam
(1997), where the selection of an IS architecture
is recognized as a decision that will significantly
affect the IS department, but not the overall or-
ganization.

Process Differences

The cognitive processing literature indicates a
clear difference between the processing methods
of experts and novices. For example, Chi et al.
(2981) and Larkin, McDermott, Simon, and Simon
(1980) found that experts categorize problems
on a deeper basis, using solution procedures or
other underlying concepts, while novices classify
problems on the basis of shallow surface features.
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Experts tend to adopt more efficient, top-down
strategies for decision making, as opposed to the
bottom-up strategies adopted by novices. The
strong support for H4 indicates that novices in
our study adopted formal pencil-and-paper pro-
cedures when evaluating the different computing
architectures. These formal procedures consisted
of actually assigning weights (or utilities) to each
factor, before evaluating the architectures, and
then computing a score for each architecture on
paper, before ranking and scoring it. None of the
expertsinourstudy adopted suchan analytical ap-
proach. Instead, the expertsranked and scored the
architectures inan intuitive, “wholistic” manner,
withno pencil-and-paper calculations. Subsequent
interviews with some of the experts confirmed
that they viewed each architecture in its entirety
and used a synthesis of their earlier experiences
when ranking and scoring it. Our findings lend
further support to the widely held observation
that experts do follow different cognitive pro-
cesses from novices when performing judgment
tasks, in our case utilizing heuristics rather than
bottom-up utility calculations. One possible
explanation for the observed process difference
couldbethatexperts quickly discarded impractical
architectures within their organizational context,
while novices, who did not have a specific orga-
nizational context in mind, would consider each
factor more carefully and expend greater effort
in arriving at their evaluation model. However,
it is important to note that, as observed for many
managerial tasks in past studies, the heuristics
followed by experts in our study do not appear
to reflect rich experience, or any knowledge of
deep, domain-specific principles that would lead
to performance differences.

Practical Implications

Our findings are also likely to be interesting to
IS practitioners. We demonstrate, for the first
time, that expertise does not influence the final
evaluation of IS architectures. This implies that

customer segmentation in the 1S market should
not be based onexpertise; rather, other dimensions
such as industry or geography can be applied.
Second, the major factor in the majority of our
subjects’ decision models was software quality.
Promoters of new architectures such as Web
services and thin clients should be aware that the
major issue to focus on is software quality, with
itsmany sub-dimensions. Factors such as whether
anarchitectureis centralized or notand the actual
costs of thearchitectureare much lessimportantin
the decision space of IS managers than the quality
of software available on the architecture.

LIMITATIONS, CONTRIBUTIONS,
AND FUTURE RESEARCH

Limitations of the Study

Unlike mail-outsurveys, where quantitative mea-
sures of construct validity and reliability exist,
conducting face-to-face data collection places
greater burden on the researcher for ensuring
validity and reliability. In this work, we have
documented in detail the steps we took, and any
replication of this work will require similar work
on the part of the researcher.

Another limitation of this study is that only
the expert group was asked to define the factors
they would consider in an evaluation of comput-
ing architectures. We did ask both groups if any
factors had been omitted, and received negative
responses from them. However, it is conceivable
that the novice group may have come up with a
differentsetof factorsifthey had been interviewed
in a manner similar to the experts.

Third, because of time and resource con-
straints, the decision models that comprise our
data sets belong to individuals. As with most
important organizational tasks, the decision to
actually adopt computing architectures may be
made at a committee level. Even so, as already
discussed, the decisionmodels of IS managersare
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likely to be an important input into this process.
While almost every other study in the area has
focused on one task, it is possible that significant
performance differences may exist between ex-
pert and novice IS managers for other tasks. The
validity of our findings will be enhanced as more
studies are undertaken for other tasks.

Fourth, unlike mail-out surveys where larger
sample sizes may be obtained, the method of face-
to-face data collection constrains the sample size
of both groups. The limitations of asmaller sample
size include lower power, though extremely high
sample sizes reduce standard error so that even
miniscule differences become statistically signifi-
cant (Wonnacott & Wonnacott, 1984). While the
face-to-face data collection approach allowed us
to implement a study with richer constructs and
methodology than a mail-out survey, a survey
would generally allow a larger sample size. Nev-
ertheless, the similarity between the evaluation
models of experts and novices (the performance)
is striking in this study, and we believe provides
good exploratory-level evidence that differences
inthe evaluation modelsare small. Asanexample,
Table 6 indicates the effect size values for the
hypotheses that tested differences between mean
par- worths of the two samples, where the null
hypothesis was not rejected. We note that an ef-
fect size of 0.2 or less is considered low in most

studies. To illustrate, an effect size of 0.2 implies
only a 14.7% non-overlap in the distributions of
the expert and novice samples, while an effect
size of 0.1 implies only a 7.7% non-overlap. In
general, the smaller the effect size, the stronger
the support for lack of difference between the
two samples.

Finally, the measure of performance in our
study is the actual evaluation models arrived at
by the subjects, after considering different ar-
chitectures. An alternate performance measure
would be the actual performance of the selected
architecture within the organization. Measuring
thiswould require an extended longitudinal study
and was not possible given the resource constraints
of this study. However, this remains a possibility
for future research.

Contributions

Our work makes contributions to both theory and
practice. On the theoretical front, first, we extend
earlier work in the MIS literature that focused on
process differences between expert and novice
IS managers, without regard to performance dif-
ferences. Here, for the first time, we examine the
performance differences between the groups foran
important task. Ourfindings of significant process
difference, but little performance difference, are

Table 6. Effect size when testing for differences between mean part-worths

. . K Hypothesis .
Hypothesis | Hypothesis Statement P-Value Supported Effect Size
Mean part-worth of Acceptance is
H1@) different in both groups. 0.719 No 0.04
Mean part-worth of Backward Com-
H1(b) patibility is different in both groups. 0.007 ves NIA
Mean part-worth of Software Quality
H1() is different in both groups. 0.869 No 0.023
Mean part-worth of Centralization is
H1() different in both groups. 0.289 No 0.153
H1e) Mean part-worth of Costs is different 0.292 No 0.147
in both groups.
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supported by the literature in other (non-MIS)
businessareas. Rather than assume expert-novice
differences in performance and seek to establish
a cause by studying the process, future work in
MIS should first establish performance differ-
ences before delving further. This is especially
true if the task under study is unstructured and
subjective. Second, our findings contribute to the
business literature in general and add weight to
the growing body of evidence that while process
differences do exist, performance differences
between expert and novice managers for several
tasks are not detected. This suggests that several
tasks in the business domain are not structured
and may not have a core set of domain-specific
principles that are better understood by experts
than novices. Third, we confirm findings from
the psychology, business, and MIS literatures that
experts adopt a top-down, heuristic methodol-
ogy when performing a task and draw on earlier
experience, while novices resort to bottom-up,
elaborate methods that do not draw on elaborate
methods. Fourth, on the methodological front, we
extend work in MIS, which has traditionally used
self-reported perceptual measurestotestavariety
of models. We utilize and extensively documenta
methodology that allows for the objective testing
of task performance differences, and provide what
we hope is one model for future work on expert-
novice differences in the MIS area.

Our findings also contribute to industry. Since
evaluation is a prerequisite to purchase, MIS ven-
dorsare likely to be interested in the similarity of
the evaluation models of expert and novice MIS
managers. For the task examined here, market
segmentation of IS managers based onexperience
may not be necessary from avendor’s perspective.
While, as discussed earlier, the decision to actu-
ally adopt computing architectures may be made
at a committee level, the decision models of IS
managers are likely to be an important input into
this process. The importance of software quality
vs. centralization, cost, backward compatibility,
and market-base of a product also sends a clear

message to vendors to focus on developing higher
quality software and emphasize that in their com-
munication to MIS managers.

FUTURE WORK

It is clear from our work that, as in other business
areas, the process-performance paradoxisaliveand
well in the MIS domain. In future work, it will be
very interesting to understand which managerial
tasks actually lend themselves to expertise—that
is, what the tasks are where the performance of
expert and novice managers differs. While it is
clear that performance differences will exist for
highly structured tasks such as programming and
systems development, as the IS manager moves
higher up the ladder and the tasks get progres-
sively more unstructured, which tasks lend them-
selves to expertise? Of equal importance will be
understanding the importance of these tasks in
determining the success of the organization as
well as the manager.

Second, our work considered several aspects
of computing architectures and found that the
software quality aspect was the most important. It
will be interesting to extend our work by unravel-
ing this factor and understanding which aspects
of software quality are considered important by
IS managers.

Third, backward compatibility was considered
important by 44% of the novices, but only 13% of
the experts. This is an interesting finding, since
intuitively one would expect senior managersto be
aware of the importance of integrating new systems
with legacy applications. It would be interesting
to get a more finely granular perspective on what
constitutes backward compatibility and why it is
not considered by senior IS managersto the degree
one would expect.

Finally, the method of measuring process dif-
ferences in our study used differences in variance
and level of formal explicit bottom-up modeling as
indicators of process difference. These are “black-
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box’ measures that provide exploratory evidence.
Thisstudy indicates thatnovice IS managers utilize
explicit knowledge when evaluating computing
architectures, while experienced managers rely
more on tacit knowledge. Further examination
of this difference is warranted in future studies.
A follow-up study that utilizes a ‘white-box’ ap-
proach, such as protocol analysis, for example,
can shed further light on the cognitive processes
followed by expert vs. novice IS managers, when
performing the evaluation task.
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ENDNOTES

! The software associated with any architec-
ture can be splitinto several levels, starting
from the operating system at the bottom,
moving up to application systems like da-
tabase management systems, moving up to
end user applications such as database form
applications. Each level’s quality depends
on the levels below it. In this study, we
define software as all the software that all
members of the organization would interact
with. Thus, IS staff may interact with the
operating system and the next higher level,
while end users may react only with the
highest levels. Ultimately, the goal of an
organizational IS is, of course, to deliver
end user software, and in our definition of
software quality, we stress this focus.

2 Anhypothetical example of suchaneventis: a
particulararchitecture thatishighly central-
ized is accepted as a worldwide standard,
biasing all subjects in favor of centralized
architecture.
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3 All of the subjects in the study described
next indicated that the five factors covered
their decision space.

4 An analysis of variance could not be used,
since the populations are small (four obser-

vations each). A larger population would
have meant a larger holdout sample, which
could have cognitively overloaded the sub-
jects, thus leading to serious biases in their
responses.
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APPENDIX 1

The 20 hypothetical architectures (16 for the orthogonal set + four holdout) generated by SPSS.

Architecture name (B:?J?rl](;\;\ﬁirgili ty %ouf;\;\i/?yre C(_entralized/Dis— Costs Acceptance of the
Level Level tributed Level Level Architecture Level

Architecture A Medium Medium | Centralized Medium Low
Architecture B Low Low Centralized Low Low
Architecture C High Medium | Distributed Low Medium
Architecture D High High Distributed High Low
Architecture E Medium Low Distributed Low Low
Architecture F Low Low Distributed Low Low
Acrchitecture G Low Medium | Centralized High Low
Architecture H Medium Low Distributed High High
Architecture | Low Medium | Distributed Low High
Acrchitecture J Low High Distributed Medium Low
Architecture K Low High Centralized Low High
Acrchitecture L Low Low Centralized High Medium
Architecture M Low Low Distributed Medium Medium
Acrchitecture N Medium High Centralized Low Medium
Acrchitecture O High Low Centralized Low Low
Architecture P High Low Centralized Medium High
Acrchitecture Q High Low Centralized Medium Low
Architecture R Low High Distributed Low High
Architecture S Medium Medium | Distributed Low Low
Avrchitecture T High High Centralized Medium Low

APPENDIX 2
Description of the Study Packet

Demographic Information
(1) Name:

(2) Organizational address:
(3) Organizational position and duties:
(4) Years of experience in the IS area:

(5) Highest educational degree:
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(6) Gender:

(7) What best describes the computing environment you feel most comfortable managing (check
one, please):

Mainframe-based systems
Client-server systems
Intranet-based systems
Fully distributed systems

o000

Please read the following carefully, in order to understand the study.

This study looks at what issues IS managers like yourself consider, when selecting computing archi-
tectures for your organization. There are several computing architectures that are available. Examples
of computing architectures include:

. mainframe systems with terminals;

*  client-server systems (client and server machines dividing up the processing);

. the proposed architecture of diskless network computers running off an intranet server; and

. a fully networked architecture, where each machine is a server by itself and communicates with
every other machine.

A computing architecture gives rise to a large number of hardware products, as well as software.
In many cases, it has profound effects on how organizations conduct their business, since the software
and hardware the organization uses changes with the architecture. For example, an architecture shift
from mainframe to client-server systems significantly changed the software and hardware that end us-
ers’ use.

In this study, we assume that a computing architecture is completely described by the following
factors:

1.  Software quality: The quality of software associated with the architecture. This can include
response time to end users, quality of the user interface, and features provided by the software,
and so forth. Since users interface with the system via software, overall this factor could play an
important role in determining how satisfied end users are with the software and the system.

In this study, a computing architecture’s software quality has one of three levels: low, medium, or
high.

2. Centralizationvs. distributed nature: Some computingarchitecturesare inherently more central-
ized than others. A centralized architecture means that software resides in a centralized location,
and most of the hardware investment is also centralized. Thus, a mainframe architecture and an
intranet architecture with network computers are centralized. The client-server architecture and
the fully distributed architecture are distributed—that is, the software and hardware investments
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are scattered on user machines. A centralized architecture is usually easier to maintain, while a
distributed architecture usually provides greater freedom to end users in terms of being able to
install their own local software and so forth.

In this study, an architecture is either considered centralized or distributed.

3. Costs: Each computing architecture comes associated with its own costs. The costs include the costs
of acquisition of hardware/software, the cost of maintenance of hardware, the costs of controlling
different versions of software, the availability of people trained in the maintenance of hardware/
software of the computing architecture, and so on.

In this study, an architecture can have low, medium, or high costs associated with it.

4. Acceptance of the architecture: This factor represents the degree to which a particular comput-
ing architecture has been accepted by 1S magazines, the media, model organizations you look up
to, software vendors who write software that you use, and so forth. This factor can influence how
senior managers like the CEO, CFO, and so forth in your organization feel about the architecture
(they are more likely to buy into an accepted architecture). An architecture with low acceptance
is not necessarily bad: it could just be new.

In this study, an architecture can have low, medium, or high acceptance.

5. Backward compatibility of architecture: This factor models the degree to which a computing
architecture will cause changes in your organization. The changes can be of many types, for ex-
ample: the ability to have your organization’s existing information read by software in the new
architecture, the need to retrain users in the new software of the architecture (maybe the word
processor and spreadsheets look different), the learning curve of your IS staff in maintaining the
hardware/software in the architecture, and so forth. This factor can also be important in determin-
ing the initial satisfaction of your end users and IS staff.

In this study, an architecture can have a high, medium, or low backward compatibility.

You will now be presented with 20 different computing architectures. These architectures do not
have names, but are arbitrarily labeled from A-T. Each architecture will be described in terms of the
five factors we just discussed. As an IS manager, we would like you to do the following:

. Please sort these 20 architectures (on the 20 different cards) in descending order of preference
(from most preferred on the top of the pile to least preferred at the bottom).

. After you have sorted the cards, please write a number on each card that gives a numerical value
to your preference, from 1-100. The least preferred architecture (at the bottom of the pile) will be
given a score of 1, while the most preferred architecture will be given a score of 100. The cards
in between should be given a preference score (between 1 and 100). Naturally, each card should
have a preference score lower than the card above it and higher than the card below it. However,
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the scores need not be spaced equally. It is entirely up to you to choose the score you wish to give
each architecture. Note that the entire architecture should be given one preference score, based
on how appealing it is to you.

Also, in case you change your preferences, you may reorder the cards in the heap at any time during
the study. If you do alter the order, please make sure you alter the preference scores as well—that is,
the preference score of every card is still between the scores of the cards above and below it.

Since we shall be reusing the cards, please use the pencil provided to write on the cards. All the
factors discussed earlier have been summarized on a single sheet, for your convenience. Please feel
free to refer to this.

Below is an example of one architecture on a card. In all, the packet had 20 cards, one for each
architecture. Note that in this packet, the centralized/distributed factor is listed first for all the cards.
There were four other packets created, each having a different order of factors.

ARCHITECTURE A

Centralized/Distributed: Centralized

Costs: Medium

Acceptance of the Architecture: Low

Backward Compatibility of the Architecture: Medium
Software Quality: Medium

APPENDIX 3

Table Al presents the individual decision models for each expert IS manager. Here, Acceptl implies the
factor acceptance with level “low,” and so on.

The relative part-worths for each factor (for each expert) are shown in Table A2.

Table A3 presents the individual decision models for each novice. Here, Acceptl implies the factor
acceptance with level “low,” and so on.

The relative part-worths for each factor (for each novice) are shown in Table A4.
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Table A2. Relative part-worths of the five factors for each expert
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Table A4. Relative part-worths of the five factors for each novice
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Chapter 8
End User Types:

An Instrument to Classify Users Based on
the User Cube

Chittibabu Govindarajulu
Delaware State University, USA

Bay Arinze
Drexel University, USA

ABSTRACT

Contemporary end users are more knowledgeable about computing technologies than the end users of the
early '80s. However, many researchers still use the end user classification scheme proposed by Rockart and
Flannery (1983) more than two decades ago. This scheme is inadequate to classify contemporary end users
since it is based mainly on their knowledge and ignores other crucial dimensions such as control. Cotter-
man and Kumar (1989) proposed a user cube to classify end users based on the development, operation,
and control dimensions of end user computing (EUC). Using this cube, users can be classified into eight
distinct groups. In this research, a 10-item instrument is proposed to operationalize the user cube. Such an
instrument would help managers to identify the status of EUC in their firms and to take appropriate action.
Based on the data collected from 292 end users, the instrument was tested for construct, convergent, and
discriminant validities. Researchers can use this instrument to study the interaction between constructs
such as development and control with end user computing satisfaction (EUCS).

INTRODUCTION ever before. They develop notonly simple applica-

tions such as spreadsheets, but also sophisticated
End user computing (EUC) has beenaround since graphical user interface (GUI)-based applications
the late 1970s. Contemporary end users are more and dynamic Web applications with back-end
knowledgeable about computing technologies than database connectivity. There is no dearth of EUC
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research in the information systems literature.
Research in this area ranges from benefits of
user computing (Rivard & Huff, 1984; Brancheau,
Vogel, & Wetherbe, 1985; Lee, 1986; Leitheiser &
Wetherbe, 1986; Davis & Bostrom, 1993) to risks
(Alavi & Weiss, 1986) and problems (Guimaraes,
1999) associated with user-developed applications.
However, in the fundamental area of end user
classification, more research is required. Most
existing studies classify end users based on Rock-
art and Flannery’s (1983) classification scheme.
This scheme primarily uses end user computing
knowledge as a base for classification and ignores
otherdimensionsassociated with the contemporary
EUC environment such as control.

EUC became widespread due to users relying
less on centralized information technology (IT)
departments for their computing needs. In other
words, personal computers allowed users to exert
control overtheirowninformationneeds. Incurrent
EUC environments, users play different roles, such
as developers of applications and controllers of the
EUC environment. In spite of active involvement
of end users in organizational computing, they
are not yet well understood. This often leads to
inefficient management of EUC, poorly designed
training programs, and decreased productivity,
among other effects. Since the concept of EUC
begins with end users, researchers need to under-
stand the various constructs associated with them,
suchasdevelopment, operation, and control. These
constructs may help to better understand end user
computing satisfaction and productivity. Rockart
and Flannery’s (1983) scheme does not reflect
the different characteristics of contemporary end
users. Cotterman and Kumar (1989) presented a
user cube and classified users into eight distinct
types based on three dimensions represented by
users—developer, operator, and controller. This
quantitative approach to end user classification
has been largely ignored by researchers. Hence, an
attempt has been made in this article to operation-
alize the user cube. The instrument presented in
this article classifies end users into eight different

types and represents a means of quantifying the
EUC ‘culture’ in an organization. The benefit to
organizations inunderstanding the extentand type
of their EUC use is in informing and guiding the
types of support infrastructure and tools provided
to its users.

PRIOR END-USER CLASSIFICATION
SCHEMES

Prior EUC research has provided different end
user typologies. McLean (1979) divided users into
two main categories, namely: the data processing
professional (DPP) and the data processing user
(DPU). DPPs develop application programs for use
by others and are thus typical IT personnel. DPUs
are end users who are further divided by McLean
into DP amateurs (DPASs) and non-DP-trained us-
ers(NTUs). The DPAsdevelopapplicationsfor their
own use while the NTUs use applications written
by others. Rockart and Flannery (1983) presented
a fine-grained classification of end users that is
widely accepted and used by IS researchers. The
different end user groups they identify are:

. Non-programming end users: do not
program or use report generators. Access
to computerized data is through a limited,
menu-driven environment or a strictly fol-
lowed set of procedures. Examples include
data entry personnel.

. Command-level users: perform simple in-
quiries, often with a few simple calculations
such as summation, and generate unique
reports for their own purposes. An example
would be shop-floor supervisors who gener-
ate staffing reports for each shift.

. End user programmers: utilize both com-
mand and procedural languages directly
for their own personal information needs.
They develop their own applications, some
of which are used by other end users. An
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example would be a financial analyst using
spreadsheet applications.

. Functional support personnel: are so-
phisticated programmers supporting other
end users within their particular functional
areas. These are individuals who, by virtue
of their prowess in EUC languages, have
become informal centers of systems design
and programming expertise within their
functional areas.

. End user computing support personnel:
are most often located in a central support
organization such as an “information cen-
ter.”

. DP programmers: are similar to tradi-
tional COBOL shop programmers except
that they program in end user computing
languages.

Since the last two categories specifically refer
to I'T professionals such as programmers and help
desk personnel, they are usually ignored. A closer
look at these types reveals that user knowledge of
computing is the main criterion for classification.
These classifications, while useful when EUC was
initsinfancy, are notappropriate today in identify-
ing different groups of end users. Contemporary
enduser groupsalso control EUC activitiesaround
them. In fact, the relevance of control dimension
is evident from the various definitions of EUC.
Davis (1982) defined EUC as:

...the organization of computing resources and
design of information systems applications such
that: (1) the application systems provide direct,
immediate supportfor user activities, (2) informa-
tion requirements are specified by the user and
may be changed by the user as the system is used,
and (3) the development and use of the system is
controlled by the user.

According to Kasper and Cerveny (1985),
EUC is:
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...the capability of users to have direct control of
their computing needs.

Cotterman and Kumar (1989) state:

End users are those who are consumers or
producer/consumers of information. Producer/
consumers of information are those who operate,
develop, or control the computer based informa-
tion system (CBIS), while at the same time using
its output.

Thus, while control has been identified as an
important characteristic of EUC, ithas been mostly
ignored by all end user classification schemes ex-
cept one. Cotterman and Kumar (1989) identified
control as one of the three dimensions of EUC
along with operation and development. Based on
these dimensions, they classified end users into
eight distinct types (user cube): user-consumer,
user-operator, user-developer, user-controller,
user-operator/developer, user-developer/control-
ler, user-operator/controller, and user-operator/
developer/controller.

Availability of affordable personal comput-
ers and software, coupled with end users’ desire
to manage their own information needs without
relyingon centralized IT departments, has largely
fueled EUC growth. However, this growth is not
without IT management issues. In addition to the
risks identified in the literature (Alavi & Weiss,
1986), astudy by Rainer and Carr (1992) reported
differences in end user support expectations and
information center support services. They found
that users placed high importance on data-related
support while helpdesks did not. This highlights
the hesitancy of IT departments to provide more
end user data access. In other words, the ‘tug of
war’ for control over data is a good indicator that
control is an integral characteristic of EUC. The
Cotterman and Kumar classification, therefore,
is more precise and reflective of EUC than other
classifications. Figure 1 presents the user cube.
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Figure 1. The user cube
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According to Cotterman and Kumar (1989),
finer classifications are possible if points on the
edgesand inside the cube are considered. However,

for simplicity, this research focuses on the eight 4,

user types represented by the eight edges of the
cube. They are:

1. User-consumer (0,0,0): These users do
not develop, operate, or control EUC ap-
plications. Examples are accounting or

warehousing clerks who mainly use enter- 5.

prise applications and have no contact with
EUC applications, other than perhaps static
reports.

2.  User-operator (1,0,0): These end users
only use applications developed by others.
However, they do not develop applications

or control EUC activities. Marketing staffers 6.

for example, may use internally developed
EUC applications they did not develop and
do not control.

3. User-developer (0,1,0): Theseusersprimar-
ily develop end user applications for others.
An example would be marketing or financial
specialists who develop spreadsheet-based

applications for use by their colleagues
withinthe department, butdo notthemselves
use the applications.

User-controller (0,0,1): These users neither
develop nor use applications, but control
EUC activities by virtue of their positions
within their organizations. A good example
would be the head of a finance unit who
oversees the use of an internally developed
EUC spreadsheet-based application.
User-operator/developer (1,1,0): User-
operators/developers develop applications
and use these applications for their decision
making. An accounting specialist who de-
velops a custom spreadsheet primarily for
his or her own use would be classified as a
user operator/developer.
User-developer/controller (0,1,1): These
users develop applications and control EUC
activities. A marketing department proj-
ect lead who supervises EUC application
development for staffers and manages the
application’s use is an example of a user-
developer/controller.
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7. User-operator/controller (1,0,1): User-op-
erators/controllers use end user applications
and control EUC activitiesaswell. Examples
are unit managers who use an internal EUC
application, and by virtue of their position,
control EUC activities within their unit.

8. User-operator/developer/controller
(1,1,1): These users develop applications,
use them, and control EUC activities. An
accounting specialist who develops a cus-
tom spreadsheet for his or her own use and
retains autonomous control of the system is
an example of this type of user.

It should be noted that Cotterman and Kumar
make a clear distinction that user-consumers (0, 0,
0) only use reports/printouts fromend userapplica-
tions and hence they are purely ‘consumers’.

NEED FOR AN INSTRUMENT

Asdiscussed above, earlier classification schemes
(e.g., McLean, 1979; Rockart & Flannery, 1983)
fail to capture all the characteristics of the end
user. Understanding the dimensions of use, de-
velopment, and control is crucial and a necessary
precursor todesigning effective training programs
and efficient support mechanisms among others.
Research has identified several support mecha-
nisms for EUC, such as helpdesks, information
centers, local MIS staff, Web support, and infor-
mal support. While early research showed end user
satisfaction with information centers (Bergeron &
Berube, 1988), later studies reveal end user dis-
satisfaction with information centers (Rainer &
Carr, 1992; Mirani & King, 1994; Nord & Nord,
1994). One recent study reported that helpdesks
are minimally used by end users (Govindarajulu,
2002). Also, prior research shows that end users
prefer decentralized local MIS staff support over
centralized helpdesk support (Govindarajulu,
Reithel, & Sethi, 2000). Several reasons can be
attributed to this. First, local MIS staff typically
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support only a few departments and hence under-
stand their business and software needs better than
helpdesk staff who support many departmentsand
multiple software packages. Second, local MIS
staff may be more accessible to usersthan helpdesk
staff. Finally, contemporary end users are more
knowledgeable about computing technologiesand
hence may not be satisfied with the basic support
provided by helpdesk staff. While several support
sources are available for end users, it is not clear
which support sources are used by end users for
their support needs, such as software support
and data support. Such knowledge can help in
the design of effective support mechanisms that
increase user productivity, reduce risks arising
from EUC, and aid in effectively managing EUC
in general. Hence, clearly identifying various end
user groups isvital. Withouta clear understanding
of user groups, any attempts to manage EUC will
not achieve the desired results.

An instrument to classify users can also help
to identify the different roles users play. For
example, if a significant number of end users
develop applications, then management can take
appropriate actions such as encouraging devel-
opment through redesigned support structures,
increasing budgets for EUC, or even training in
end user application development. Alternately,
management may devise new policies to control
unwanted and redundant end user application
development.

Similarly, if the control dimension is domi-
nant among end users, management may need to
strictly enforce or relax policies to keep EUC in
check. A dominant control dimension may also
mean that the ‘tug of war’ between end users
and centralized IT departments for control over
data is highly pronounced and such a situation
may require immediate management attention.
On the other hand, in engineering departments
of manufacturing firms, end user control over
computer-aided design (CAD) systems may have
to be permitted in order to spur innovation. For
academic researchers, the instrument provides
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a way to describe the type of participants in the
study and to study specific groups of end users
in various EUC settings.

INSTRUMENT DEVELOPMENT

Based on Cotterman and Kumar’s (1989) defini-
tion of the dimensions, an 11-item instrument was
designed, as presented in Table 1. Specifically,
the four control items and the four development
items were based primarily on the definitions for
control and development. According to Cotterman
and Kumar (1989):

Development is the performance of any or all
tasks of the system development process, whether

Table 1. Instrument to classify end users

traditional systems development lifecycle or pro-
totyping. It consists of the specification of system
requirements, system design, programming, and/
or system implementation and conversion.

This definition includes all of the key aspects
of development, and hence the four development
items map directly to this definition. The control
dimension is defined as:

...the decision-making authority to acquire,
deploy, and use the resources needed to develop
and operate the computer-based information
systems. It includes the authority to acquire and
deploy computer hardware and software; to as-
sign development priorities; to initiate, manage,
and implement development projects; to collect,

EUC Dimensions and Items on the Questionnaire

Scale

Development
Please rate:

No Active Involvement Involvement

(1) Your involvement in the design of end user applications

1 2 3 4 5 6 7

ments

(2) Your involvement in the specification of end user application require-

1 2 3 4 5 6 7

tions

(3) Your involvement with respect to actual coding of end user applica-

b