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role of both quantifiable and non-quantifiable parameters in coordination mechanism with the aim of
achieving higher performance in supply chain activities. Here, we develop a supply chain model and
a new agent to analyze and simulate the players’ behavior in the network. A cooperative game theory
framework is utilized between buyer and supplier in order to increase the supply chain performance.
The study is supported by presenting SC Net Optimizer as a tool for implementing the proposed coor-
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nets (SPNs). The model provides a more realistic optimization process by taking into consideration the
dynamic information flow in an uncertainty environment.
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dimensions along which the risks of failure can be categorized: location and unpredictability. We go on
to identify strategies which companies can use either before (proactive) or after (reactive) the failure to
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The term ‘supply chain management’ has become common in the business world, which can be un-
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Preface

SUPPLY CHAIN MANAGEMENT AND INFORMATION SYSTEMS: EVOLUTION,
CURRENT STATE AND FUTURE TRENDS

Introduction

SCM (Supply Chain Management) is an integrative function, with primary responsibilities for linking
major business functions and business processes within and across companies, into a cohesive and
high-performing business model. It drives the coordination of processes and activities across areas
of marketing, sales, product design, finance and information technology (Simchi-Levi, Kaminsky, &
Simchi-Levi, 2008; Eltantawy, Giunipero, & Handfield, 2006). Information systems are an important
enabler of effective SCM, since with the advent of e-business, if there is no effective web-based infor-
mation system in place, there is essentially no business. Any company, though, can benefit from the
successful implementation of SCM using different information systems options, including enterprise
resource planning (ERP) and decision support systems (DSS) that are aimed towards assisting the dif-
ferent functional areas in a supply chain.

Folinas, Manthou, Sigala, & Vlachopoulou (2004) proposed that, “SCM in the new business era is
considered as a medium for achieving short-term economic benefits and gaining long-term competitive
advantages” (p.1). As Svensson (2007) noticed and confirmed by Ranjan & Sahay (2008), starting in the
early 1990s the use of the SCM increased significantly as more and more companies began to recognize
and appreciate its benefits. Businesses were now able to more carefully track their sales and order their
merchandise according to the customers’ preferences which lowered their costs of holding unnecessary
inventory, and stocking only the items that were actually demanded by the customers. This is critical,
since companies today face intense competition from existing rival and new players, and must continue
to find new revenue opportunities and continually increase efficiencies.

SCM has become a topic of increased interest among companies of all sizes and specialties. Compa-
nies realize that in order to compete in the global marketplace and survive, they must rely on the most
effective supply chains. The effective implementation of SCM involves a network of complex webs of
independent, but interdependent, organizations which can communicate with each other (Simchi-Levi,
Kaminsky, & Simchi-Levi, 2008; Christopher, 2005; Metzer, DeWitt, & Keebler, 2001). SCM builds
upon a framework of logistical flows of products and information through a business. With the use of
SCM, the whole becomes greater than the sum of the individual parts; however it does require proper
management, cooperation, and trust among those involved in the network.

SCM has evolved from operating in an isolated environment, adopting advanced systems such as
enterprise resources planning (ERP) systems to creating a network where suppliers and customers col-
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laborate in order to extract and share knowledge and value. Many statements have been made to describe
the current situation of SCM. SCM remains a high priority for manufacturers as a way to improve mar-
gins and retain and increase market share, and the principles of SCM involve responsiveness, reliability,
resilience, and the use of effective relationships (Christopher, 2005; Simatupang & Sridharan, 2008).
Ballou (2007) stated that the goal of SCM is to deal with the issues of customer satisfaction, inventory
management, and flexibility.

According to Bozarth and Handfield (2006), there are three major developments that have bought
SCM to the forefront of manager’s attention. Those are electronic commerce, increasing competition &
globalization, and relationship management. Littleson (2007) argued that in the past, managers tried to
forecast demand, but today and in the future this practice has been replaced by effectively responding
to demand. Other scholars (Ranjan & Sahay, 2008; Ferrer, Hyland, & Soosay, 2008) agree with this
theory since in such a dynamic market, where consumers’ behaviors and patterns are virtually impos-
sible to forecast, it is better to employ tools that would help the businesses to respond to demand much
quicker.

Economic instability in the U.S. and abroad is affecting a wide range of businesses. Therefore, SCM
and IS are solid solutions for companies looking to do more with less. Without SCM, an organization
is vulnerable to various risks if it cannot flexibly react to market changes -- overproduction and under-
consumption, increased demand, changes in consumers’ trends, and decrease in demand due to substitute
products and competitors, etc. With the effective use of SCM, a company can adjust its output to the
market -- prevent excessive equipment and inventory, reduce inventory costs, and be able to shorten
its delivery time while at the same time increasing production to answer market needs in a shorter time
frame.

Evolution

Much of the SCM literature has suggested frameworks for identifying and analyzing the evolution of
SCM. Some analysts, such as Muzumdar and Balachandran (2001) and Ballou (2007), support a three-
stage evolutionary process, while others such as Folinas et al. (2004) prefer a four-stage evolutionary
process. Macmillan Group (2003) reflected a specific approach to the phenomenon of SCM, and created
chronological dates to indicate SCM development. The evolution of supply chains has moved from the
functions of logistics and physical distribution to focus on integration, time reduction and more stream-
lined processes. The integrated activities involved buyer and supplier relationships, and also purchasing
and marketing strategies. The success of these activities relies on a corporate ability to develop the firm’s
internal and external linkages.

Ballou (2007) supported Macmillan Group (2003)’s idea. He divided SCM into 3 periods; past,
present and future. He suggested that SCM was founded on the maintenance and transportation of
military facilities and materials. People started trading one cost for another; however, there was logistic
fragmentation which led to conflicts among those responsible for logistics activities. Physical distribu-
tion and logistics were used by both marketing and production areas, but they gave a little concern for
issues of product flow. Later on, people started to embrace SCM in business. The flow of goods in the
entire supply chain required the coordination of demand and supply from many institutions all the way
to ultimate consumers. People focused more on the integration of SCM, rather than on logistics and
physical distribution. Finally, he indicated that SCM and logistics would move toward globalization,
free trade and outsourcing.
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In keeping with Muzumdar and Balachandran (2001), SCM is becoming a mix between centralized
planning and decentralized performance. Thisapproach divided SCM into three stages; departmentalized
or functional supply chain management, transformation into integrated supply chain management, and
transformation to value networks. At the beginning, the attempts of executive managers to centralize
supply chain planning were ineffective due to the lack of standardization of business information, poor
data integrity and analysis support, and disparate technology systems. Later on, corporate managers
utilized business process reengineering (BPR) to align their organizations. Many companies used ad-
vanced technologies such as enterprise resource planning (ERP) systems to lower the costs of computing
and increase the penetration of enterprise. This led to an increase in the effectiveness of integrated and
centralized supply chain planning processes. In the late 1980s, Wal-Mart made point of sale (POS) in-
formation available to its suppliers, deployed electronic data interchange (EDI) and rigorously enforced
more frequent replenishment of its inventory with direct shipments to stores (Devendra & Owen, 2007).
The Internet has also changed the way of companies do business. Integrated and centralized supply chain
planning has become more effective and widespread and it will generate more customers for the firm.
The sharing of information around product seasonality, promotional events, and new product launches
between buyers and sellers will further enhance the trend, and increase the associated benefits of higher
customer service levels and lower supply chain costs.

Besides using time sequences, some analysts use business processes to identify SCM evolution.
Folinas et al. (2004) divided SCM into four types: core logistics activities efficiency, co-ordination of
internal organizational processes, inter-enterprise business exchange and the establishment of dynamic
networks between virtual organizations. SCM became more than a database process but rather a decision
support system that helped managers to make decision effectively. Also, collaboration and coordination
were additional and new changes that had taken place within the SCM process (Fawcett, Mannan, &
McCarter, 2008; Pramatari, 2007). The change from single decision making into collaboration is es-
sential in today’s business world.

Future Trends

Increased globalization, free trade, and outsourcing have a resulted in atremendous shift in the movement
and consumption of goods and supply chain process. This trend required managing supply chain activities
including material sourcing, production scheduling, and the physical distribution system and information
flows (Benyoucef & Jain, 2008; Bovet and Martha, 2003); therefore, successful management of supply
chains will give management a competitive advantage. However, Ballous (2007) argued that SCM should
shift away from the contemporary view that SCM is a new frontier for demand generation-competitive
weapon towards a new emphasis on designing and operating the supply chain to generate more profit
for a company. In today’s global economic crisis, Bovet (2008) stated that uncertain economic times can
bring great opportunity for supply chain managers if they operate and think like global economists.

Sustainable Supply Chain

A paramount issue in SCM is sustainability. The Earth, probably the largest universal SCM, needs
tremendous help given its current environmental woes. While environmental risks and pollution can
disrupt supply chains to the extent of annihilating modern civilization, many leading organizations of
the world are presenting evidence of a critical link between improved environmental performance and
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financial gains. As a result, business has an opportunity to not only save the world, but also to ensure
its own profitability (Wang, 2008).

The objective of a sustainable supply chain is to recognize the environmental impacts of goods and
processes, starting from the extraction of raw materials to the use of goods produced, all the way through
to the final disposal of those goods. One goal of sustainability is, for example, to reduce resource use
and waste generation, while at the same time moving away from one-time use and product disposal. The
typical additions to this more efficient supply chain involving recycling, re-use and remanufacturing.

There are many interpretations of what “sustainability” refers to in SCM. In Carter & Rogers’s words
(2008), “The term sustainability, which increasingly refers to an integration of social, environmental,
and economic responsibilities, has begun to appear in the literature of business disciplines such as man-
agement and operations” (p.361). This is commonly called the triple bottom line; sustainable supply
chain management (SSCM) or green supply chain management (GSCM) is the strategic, transparent
integration and achievement of an organization’s social, environmental, and economic goals through
the systemic coordination of key inter-organizational business processes for improving the long-term
economic performance of the individual company and its supply chains. GSCM is based on integrating
environment thinking into the part of SCM. It includes product design, material sourcing and selection,
the manufacturing process, delivery of a final product to the customers, and the end-of-life management
of a product (Srivastara, 2007). Other scholars (Sarkis, 2003; Dubler-Smith, 2005; Klassen & Vachon,
2006) also agree that GSCM emphasizes environmentally friendly practices, like source reduction, re-
cycling, material substitution, reuse of materials, waste disposal, refurbishing, and repair.

An important social factor refers to a company’s culture, core values, and ethics. In other words, it is
how well a company pursues avenues of improving the community along with creating and delivering
socially responsible products and services. These social factors influence the decisions made relating to
environmental factors. These environmental factors include such choices as packaging materials, suppliers,
logistics, etc. All of these have impacts on the carbon footprint of a company. Going green is one of the
goals of, as well as the future of SCM. In line with Robinson & Witcox (2008), “The general perception
of survey respondents is that ‘green’ holds more opportunity than risk. Seventy-one percent of execu-
tives view sustainability, green, and carbon-related issues as a source of brand/reputation opportunity.
Similarly, sixty-three percent see these areas are presenting the opportunity for significant growth” (p.
62). The reason for such a heightened focus is that consumers are now buying with the consideration of
the environmental impact from products and services. This brings about a new ideology of companies
reviewing their supplier’s SCM and making decisions based on sustainability. As the future of business
is sustainability, new partnerships are being made between suppliers and companies with these principles
of environmental factors and sustainability. These put a new face on the global competitive landscape
with going green at the core.

Clearly, the economic factor is the firm’s bottom line and should be transparent to shareholders. This
allows companies to grow by improving profits, creating jobs, increasing the customer base, reducing
costs, and promoting long-term competitiveness. The implementation is transparent in that going “green”
has the element of reducing energy cost in utility bills or transportation costs, along with reducing pack-
age waste and hazardous materials from production. These items directly affect the bottom line, and
are important since traditional competition differentiators have become broadly similar across many
suppliers. One way, in which companies can differentiate themselves, reduce costs and improve service,
is to consider the environmental, social as well as economic factors relating to their supply chain, thus
building comparative advantage. Re-evaluating a company’s supply chain, from purchasing, planning,
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and managing the use of materials to shipping and distributing final products, with an emphasis on im-
proving environmental and social performance, has had real benefits.

Improving sustainability allows companies to create new products, cut costs, avoid long-term ills
and give them an edge over less-sustainable companies. To move from a superficial level of support to
a profound commitment, companies need to incorporate socially responsible values into their supply
chains. Svenson (2007) argued that it is not enough to simply match supply and demand, the points of
consumption, and origin first-order (non-renewable and non-recycled resources) supply chains to sup-
port SSCM, but must extend to second and n-order (non-renewable and non- recycled resources) supply
chains in the future. There are potential economic advantages of intersections of economic, with social
and or environmental performance. Consistent with Carter & Rogers (2008), companies that proactively
address environmental and social concerns can influence government regulations, achieving reduced costs
and shorter lead times. The proportion of environmental and social initiatives which result in enhanced
economic performance cannot be ignored.

Comm & Mathaisel (2008) noticed a perfect example of sustainability. Since 1980, Wal-Mart has
been using computers to track inventories. Wal-Mart’s discount retailer position required tight controls
on supplier management, for economic survival. Wal-Mart practices tough negotiations in terms of sup-
plier pricing and delivery, and supplier contracts are solely placed on the merits of supplier efficiency.
Some contracts are written with yearly pricing reductions, forcing suppliers to be more productive, and
those that have met the standards have had sustainable success.

Adimension that must not be overlooked is SCM for sustainable products, which is “comprehending
all kinds of products that have or aim at an improved environment and social quality, which can be related
back to the already mentioned implementation of environmental and social standards” (Seuring & Muller,
2008, p. 1705). An example of this is today’s cleaning products. Windex has a new concentrated, small
container, refillable container. Consumers can refill the previously purchased Windex container with a
new refill concentrate and then just add water to dilute the substance. This saves in many ways. Plastic
containers are reused, which reduces material, energy and waste in the product life cycle. Consumers
enjoy the same product standards and also the added benefit of improving the environment.

Asindicated by McDaniel and Fiksel (2000),acompany needs to incorporate environmental management
as an integrated part of an entire organization. Therefore, it can monitor how the change is implemented
and maintained while realizing its benefits. The payback includes major cost reductions and increased
profitability, realized through the avoidance of purchasing hazardous materials as inputs which harm the
environment as well as preventing the storage or disposal of process wastes which increase costs. This
results in another cost reduction based on a decrease in publicity and potential liability risks.

Mabhler (2007) proposed that “The best companies view sustainability not only as a chance to con-
tribute to social goals, but also as a powerful source of competitive advantage” (p. 59). GSCM helps
the businesses to actually reduce the costs through the environmental practices. Reusing and repairing
materials instead of replacing them with new ones itself saves a lot of money that would otherwise be
unnecessarily spent. A study by Sheu, Chou and Hu (2005) proved this theory through their findings.
Using a linear multi-objective programming model these authors realized that the implementation of
the GSCM increased the net profits by about 21%. Such growth and improvement suggests that every
company in the future should follow the practices of GSCM. Also, Ko, Tseng, Yin, & Huang (2008)
investigated the factors influencing suppliers’ satisfaction of green supply chain management systems
in Taiwan.
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Service-Oriented Architecture (SOA)

Next-generation platforms incorporating Service-Oriented Architecture (SOA) and Radio Frequency
Identification (RFID) deserve attention. Perceived as a key to interoperability and flexibility for future
on-demand business applications, SOA is business-oriented, with an integrated end-to-end process view
that focuses on integrated data (Sankar & Rau, 2006). It is built on an open architecture that uses stan-
dards such as Web services and protocols such as simple object access protocol (SOAP) and extensible
markup language (XML).

SOA is a Web based support system that enables the sharing of data and information among users in
a supply chain. SOA frees businesses from being limited by their systems through the creation of a plat-
form that enables custom innovations and flexibility to change. The SOA system breaks up functionality
into small individual components that are stored in a library or service repository. The components are
then brought together using a set of business process workflow statements, where each process block
in the workflow is a functional component of service (Aimi & Finley, 2007). SOA is the latest industry
approach to IT integration. SOA allows businesses to plug in new services or upgrade existing services
with relative ease to address new business requirements while providing the option of making services
accessible through different channels without eliminating or complicating existing applications, preserv-
ing existing IT infrastructure.

New supply chain challenges come from increased data volumes that will continue to grow ex-
ponentially as more products, network configurations, customer details, and user preferences require
management. Although all this data can give greater control to the business and make the supply chain
information workers more productive, users also risk drowning in data if applications cannot synthe-
size and deliver the right data, at the right time, and in the right format. Automation in supply chain is
needed with SOA concepts. SOA aims to enhance business services efficiency. As enterprises continue
to exploit the opportunities provided by the Internet, Web services are becoming a new form of enter-
prise computing that is becoming more important both within and between enterprises. What’s more,
products are becoming more complex as customers demand sophisticated features, new services, and
a greater number of choices. The increased rate of change is shrinking product life cycles and forcing
supply chains to become more dynamic and diversified.

Simchi-Levi et al. (2008) found that SOA is the architecture adopted by all the major business soft-
ware vendors as the basis for their development tools and platforms. Additionally, it is also widely used
by systems integrators to develop custom applications. SOA provides new opportunities and challenges
for SCM due to a business process execution language that makes maintenance much simpler and easier
to learn. The use of business process management (BPM) to develop a top down approach to both ap-
plication development and the composition of integrated, reusable components make them easy to use
and maintain. Using SOA, companies can define their business processes and benefit from separating
business logic from applications.

The evolution of SOA has enabled significant opportunities for companies to expand their exist-
ing SCM solutions, without making large scale upgrades. Zeng, Liu, & Zhen (2008) observed, “The
service-oriented architecture (SOA) approach has attracted the most promising technology strategy
for meeting the business imperative to increase agility while lowering total operating costs” (p. 364).
Actually, SOA is a transparent aspect of sustainability. Providing a customizable interface that allows
companies to continuously improve on their business applications without the additional technology
costs associated with system upgrades. Smith (2008) reported that Flextronics used SOA to integrate
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acquired Soletron in more than 60 locations, 60 systems that supported more than 100 midsize and large
sites in 30 countries across four continents without any service disruptions. SOA can be a useful aspect
of almost any business.

Nadhan (2004) outlined eight key challenges companies face when implementing a SOA, namely
service identification, location, domain definition, packaging, orchestration, routing, governance, and
messaging standards adoption which required careful planning. Granebring and Revay (2007) explained
why adopting new developments like service-oriented business intelligence (SOBI) will help daily deci-
sion support in the retail trade. SOBI, which is a mix of SOA and Business intelligence (Bl), can solve
integration problems in an enterprise. Kim and Lim (2007) also proposed that a new SOA approach using
Web services for service delivery domain in the area of telecommunication Operations Support System
(OSS), can help achieved business agility rapidly in today changing market circumstances.

Radio Frequency Identification (RFID)

Radio Frequency Identification (RFID) is an electromagnetic proximity and data transaction technology
that has become increasingly important in improving the efficiency and optimization of SCM. RFID
provides a way, using microchip-based tags, to identify individual items and distinguish them from each
other, inturntracking their location and movement. Supply chains commonly experience limited visibility,
which can hinder progress. The emerging technology behind RFID enables dramatic improvements in
visibility, which reduces uncertainty and the need for extra inventory buffers. The tags used are either
active or passive; Active tags transmit information to receiving stations, while passive tags are read by
scanners as they move through a supply chain. As Roberts (2006) claimed, “RFID was first conceived
in 1948 and has taken many years for the technology to mature to the point where it is sufficiently af-
fordable and reliable for widespread use” (p. 19).

RFID allows tagged items to be read by scanners without contact or a direct line of sight. The areas
of theft protection and security are growing, and applications of RFID are being worked on due to the
increased need for solutions. RFID has the potential of being applied everywhere, and regardless of
its usage application, RFID provides broader efficiency and operational improvements over traditional
processes. RFID is revolutionizing supply chains and offers a more efficient means of communication
between suppliers and their partners, since scanning can be done at greater distances, and at greater
speeds, than with previous technologies. It therefore enables customers to have more readily available
the desired products where they are sought. The retail sector has been one of the main drivers of RFID
adoption, led by Wal-Mart, Best Buy and DHL, and RFID technology ensures information can be ef-
ficiently collected, tracked, shared, and managed in a real time manner resulting in cost savings for
companies (Sengupta & Sethi, 2007; Li & Ding, 2007).

Akey advantage of RFID is that it is a system using non-contact, non-line of sight means to improve
SCM, including replenishment in retail stores. Heinrich (2005) reported that a one time savings of about
5% of'total system inventory can be achieved through RFID. “The savings is achieved by reducing order
cycle time and improving visibility, which leads to better forecasts...reduction in order cycle time yields
a reduction in both cycle stock and safety stock...” (p. 215). Manufacturers can also benefit from RFID
through better inventory visibility, labor efficiency, and improved fulfillment. RFID can reduce the efforts
requested for cycle counting, bar code scanning, and manual inventory tasks, and help provide benefits
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including reduced shrinkage, improved dock and truck utilization, and the ability to more accurately
trace products movements are additional benefits.

The use of RFID is not without its challenges. Smith (2005) claimed that the problems facing the
implementation of RFID include costs, failure rate, interference, security and privacy issues. Early adopt-
ers face higher initial cost, and late adopters face the cost of losing market share. Spekman and Sweeney
(2006) believed some of the challenges facing RFID are due to lack of experience and expertise related
to the physics of RFID. Examples of these concerns are demonstrated in the possibility of RFID tags to
track banknotes (Angell & Kitzmann, 2006) and in the proposal to use bracelets with an embedded RFID
tag to detect human activity (Smith, Fishkin, Bing, Philipose, Rea, Roy, & Sundara-Rajan, 2005). Yu
(2007) argued that RFID still faces issues like reliability, interference from noise, and high implementa-
tion costs. Muir (2007) found that libraries using RFID can result in violations of patron privacy. Fenn
and Raskino (2008) discovered that the technology itself is challenging, in that deploying two sets of
equipment in the chips and readers and then modifying the data systems and workflows to work with it
is not a simple task. RFID also cannot travel through metals and liquids, which could hinder information
flow. RFID technology currently has no industry standardization, so standards should be put in place
in the future to make tags and readers compatible regardless of the manufacturer. Viehland & Wong
(2007) contended that lack of skilled professionalism might slow the development of RFID. Linking
RFID with GPS will also enable users to pinpoint the exact location of their items, rather than giving a
status update. The main threat is identified in five ways by Krotov & Junglas (2008) which could prove
to be a threat to civil liberties and privacy. Those are hidden placement of tags, unigue identifiers for all
objects worldwide, massive data aggregation, hidden readers, and individual tracking and profiling.

RFID definitely has the potential to be placed into various objects to store and track information;
therefore the objects are smarter and more useful. In addition, these new applications of RFID will be
the base for new business opportunities (Puffenbarger, Teer, & Kruck, 2008; Bottani & Rizzi, 2007).

Firms that employ and make investments in RFID are likely to achieve significant strategic and
operational advantages. At a minimum, it is expected that RFID can improve the governance of or-
ganizational processes due to enhanced inter-organizational integration and information sharing. This
results in the assumption that RFID investments are associated with improved future benefit stream and
consequently enhanced market value (Jeong, Lu, 2008). Fenn & Raskino (2008) even stated that, “a
forced innovation becomes an opportunity” (p. 13). If manufacturers are forced to use RFID technology,
the opportunities could be limitless.

RFID technology will no doubt continue to grow. It is one of the single most important features for
improving the management of supply chains. RFID helps to optimize supply chains and allow them
to function more effectively. Krotov and Junglas (2008) suggested that when looking at the future the
development of RFID branches off in two different ways - there is the object orientated approach on the
one side and then you have the visionary approach on the other. Other scholars do not try to differentiate
between different approaches. Ozelkan and Galambosi (2008) presented a financial return analysis that
captures RFID’s costs and benefits, and quantifies the financial risks of implementing RFID to better
understand when RFID makes business sense. RFID technology and the underlying standards are read-
ily available and mature enough to support production level pilots. RFID will have a substantial and
positive impact on supply-chain performance, as it will improve operating margins, speed the flow of
inventory, and improve supply-chain service levels. RFID-enabled supply chains will outperform their
competitors with regard to operating cost and excellence of execution.
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Conclusion

This preface reviews the history and evolution of SCM and information systems. The future of SCM
continues to driven and affected by the topics discussed in this paper. Several trends in SCM are dis-
cussed, including the integration of IT throughout the supply chain, the attention placed on enterprises,
supply chain relationships, the growing importance of sustainability, and reverse logistics. As a current
trend, we found that the supply chain path from crude oil to the consumer is interactive and dynamic.
Fluctuations in gas prices can push up or down the supply and demand chain. The effective use of SCM
extends the organization beyond its walls to cover the whole entire chain starting from material sup-
pliers, to end consumers, providing knowledge and analysis on the entire process of the movement of
goods. As such, effective SCM influences all participants of the chain and includes many companies in
the process.

Going “green” has had a substantial impact, and is one of the core principles of sustainability. Ris-
ing fuel costs and global warming have driven the need to find renewable sources of energy, along with
environmentally friendly products and services. The companies of today and tomorrow are making
supplier decisions based on the influence of sustainability as an important factor. Suppliers who cannot
meet the expectations of sustainability find themselves falling short, thereby passing opportunities on
to the next supplier. New alliances are being formed through the sustainability process, and SSCM help
companies to view sustainability not only as an opportunity to contribute to social goals, but also to be
leveraged as a powerful source of competitive advantage.

SOA is driving value by providing a customizable interface that allows companies to continuously
improve on their business applications without the additional technology costs associated with system
upgrades. SOA offers a way to deal with the challenges and improve supply chain performance. Com-
panies are driven to introduce better and cheaper products more frequently because of rising consumer
influence and global competition. New applications of RFID continue to be developed and refined, and
the potential of RFID helps companies maximize their sales and profits. Finally, with all the benefits as-
sociated with future trends of SCM, there are also costs in terms of implementation, integration, privacy,
security and interference. Although some ethical issues arise with the tracking of goods and buyers, the
future of RFID technology is promising. Once appropriate and meaningful industry standards are set,
the opportunities can be limitless.

John Wang
Editor

REFERENCES

Aimi, G., & Finley, 1. (2007). SOA: The new value driver. SCM Review, 12-14.

Angell, I., & Kitzmann, J. (2006). RFID and the end of cash? Communications of the ACM, 49(12),
90-96.

Ballou, R. (2007). The evolution and future of logistics and supply chain management. European Busi-
ness Review, 19(4), 1-10 & 341-347.



xXiii

Benyoucef, L., & Jain, V. (2008). Managing long supply chain networks: Some emerging issues and
challenge. Journal of Manufacturing Technology Management, 19(4), 469-496.

Bottani, E., & Rizzi, A. (2007). Economical assessment of the impact of RFID technology and EPC
System on the fast-moving consumer goods supply chain. International Journal of Production Econom-
ics, 112, 548-569.

Bovet, D. (2008). The supply chain manager as global economist. Supply Chain Management Review,
12(6), 1-3.

Bovet, D., & Martha, J. (2003). Supply chain hidden profits. Hoboken, NJ: John Wiley Corporation.

Bozarth, C., & Handfield, R.B. (2006). Introduction to operations and supply chain management. Upper
River Saddle River, NJ: Pearson Education Inc.

Carter, C.R., & Rogers, D.S. (2008). A framework of sustainable supply chain management: moving
toward new theory. International Journal of Physical Distribution and Logistics Management, 38(5),
360-387.

Christopher, M. (2005). Logistics & SCM: Creating value — adding networks (3 ed.). Prentice Hall
Financial Times.

Comm, C., & Mathaisel, D. (2008). Sustaining higher education using Wal-Mart’s best supply chain
management practices. International Journal of Sustainability in Higher Education, 9(2), 183-189.

Devendra, M., & Owen, P.H. (2007). The death of time and distance: A holistic approach to supply chain
management. Graziadio Business Report, 10(1), 1-2.

Dubler-Smith, D.C. (2005). The green imperative. Soap, Perfumery, and Cosmetics, 78(8), 24-26.

Eltantawy, R., Giunipero, L., & Handfield, R. (2006). Supply management’s evolution: key skill sets
for the supply manager of the future. International Journal of Operations & Production Management,
26(7), 822-844.

Fawcett, S., Mannan, G., & McCarter, M. (2008). Benefits, barriers and bridges to effective supply chain
management. Supply Chain Management: An International Journal, 13(1), 35-48.

Fenn, J., & Raskino, M. (2008). How to choose the right innovation at the right time. Boston: Harvard
Business Press.

Ferrer, M., Hyland, P., Soosay, C. (2008). Supply chain collaboration: Capabilities for continuous in-
novation. Supply Chain Management: An International Journal, 13(2), 160-169.

Folinas, D., Manthou, V., Sigala, M., & Vlachopoulou, M. (2004). E-volution of a supply chain: Cases
and best practices. Internet Research, 14(4), 1-19.

Granebring, A., & Revay, P. (2007). Service-oriented architecture is driver for daily decision support.
Kybernets, 36(5), 622-632.

Heinrich, C. (2005). RFID and beyond. Indiana: Wiley Publishing Inc.

Jeong, B., & Lu, Y. (2008). The impact of RFID investment announcements on the market value of the
firm. Journal of Theoretical and Applied Electronic Commerce Research, 3(1), 41-54.



XXV

Kim, J.W., & Lim, K.J. (2007). An approach to service-oriented architecture using web service and BPM
in the telecom-OSS domain, Internet Research, 17(1), 99-107.

Klassen, R., & Vachon, S. (2006). Extending green practices across the supply chain. International
Journal of Operations & Production Management, 26(7), 795-821.

Ko, H.C., Tseng, F.C, Yin, C.P., Huang, L.C. (2008). The factors influence suppliers satisfaction of green
supply chain management systems in Taiwan. International Journal of Information Systems and Supply
Chain Management, 1(1), 66-79.

Krotov, V., Junglas, I. (2008). RFID as a disruptive innovation. Journal of Theoretical and Applied
Electronic Commerce Research, 3(2), 44-59.

Li, Y., & Ding, X. (2007). Protecting RFID communications in supply chains. Proceedings of the 2nd
ACM Symposium on Information, Computer and Communications Security, Singapore (pp. 234-241).
New York: ACM Press.

Littleson, R. (2007). Supply chain trends: What’s in, what’s out. Retrieved January 14, 2009 from www.
manufacturing.net

Macmillan Group. (2003). Chronological dates. Retrieved December 7, 2008, from http://www.develop.
emacmillan.com/iitd/material/DirectFreeAccessHPage/SCM/chl_ChronologicalDates.asp#

Mahler, D. (2007). The sustainable supply chain. Supply Chain Management Review, 11(8), 59.

McDaniel, J. S., & Fiksel, J. (2000). The lean and green supply chain: A practical guide for materials
managers and supply chain managers to reduce costs and improve environmental performance. Wash-
ington, D.C.: U.S. Environmental Protection Agency, Office of Pollution Prevention and Toxics.

Metzer, J.T., DeWitt, W., & Keebler, J.S. (2001). Defining supply chain management. Journal of Busi-
ness Logistics, 22(2), 1-25.

Muir, S. (2007). RFID security concerns. Library Hi Tech, 25(1), 90-98.
Muzumdar, M., & Balachandran, N. (2001). The supply chain evolution. AspenTech, 11(1), 1-4.

Nadhan, E.G. (2004). Service oriented architecture: Implementation challenges. The Architecture Jour-
nal, 2(1), 50-55.

Pramatari, K. (2007). Collaborative supply chain practices and evolving technological approaches. Sup-
ply Chain Management: An International Journal, 12(3), 210-220.

Puffenbarger, E., Teer, F., & Kruck, S. (2008). RFID: New technology on the horizon for it majors.
International Journal of Business Data Communications and Networking, 4(1), 64-80.

Ranjan, J., & Sahay, B. (2008). Real time business intelligence in supply chain analytics. Information
Management & Computer Security, 16(1), 28-48.

Roberts, C.M (2006). Radio frequency identification. Computers & Security, 25(1), 18-26.

Robinson, D.R., & Wilcox, S. (2008). The greening of supply chains. Supply Chain Management Re-
view, 12(7), 61-66.

Sankar, C. S., & Rau, K-H. (2006). Implementation strategies for SAP R/3 in a multinational organiza-
tion: Lessons from a real-world case study. Hershey, PA: CyberTech Publishing.



XXV

Sarkis, J. (2003). Astrategic decision framework for green supply chain management. Journal of Cleaner
Production, 11(1), 397-409.

Sengupta, A., & Sethi, V. (2007). The promise of RFID technologies. Communications of the AlS,
20(56), 957-994.

Seuring, S., & Muller, M. (2008). From a literature review to a conceptual framework for sustainable
supply chain management. Journal of Cleaner Production, 16(15), 1699-1710.

Sheu, J., Chou, Y., & Hu, C. (2005). An integrated logistics operational model for green supply chain
management. Transportation Research, 41(2), 287-313.

Simatupang, T., & Sridharan, R. (2008). Design for supply chain collaboration. Business Process Man-
agement Journal, 14(3), 401-418.

Simchi-Levi, D., Kaminsky, S., & Simchi-Levi, E. (2008). Designing and managing the supply chain
(3" ed.). McGraw Hill.

Smith, A. (2005). Exploring RFID technology and its impact on business system. Informational Man-
agement & Computer Security, 13(1), 16-28.

Smith, R. (2008). Flextronics’ SOA success a hit for customers, partners. InformationWeek 500: How
They Did It - Customer Intimacy (p. 98).

Smith, J., Fishkin, K., Bing, J., Philipose, M., Rea, A., Roy, S., & Sundara-Rajan, K. (2005). RFID based
techniques for human activity detection. Communications of the ACM, 48(9), 39-44.

Spekman, R.E., & Sweeney, P.J. (2006). RFID: From concept to implementation. International Journal
of Physical Distribution & Logistics Management Year, 36(10), 730-747.

Srivastara, S. (2007). Green supply-chain management: A state-of-the-art literature review. International
Journal of Management Reviews, 9(1), 53-80.

Stephenson, S., & Sage, A. (2007). Architecting for enterprise resource planning. In Information Knowl-
edge Systems Management. George Mason University, Fairfax, VA.

Svenson, G. (2007). Aspects of sustainable supply chain management (SSCM): Conceptual framework
and empirical example. Supply Chain Management: An International Journal, 12(4), 226-266.

Tanowitz, M., & Rutchik D. (2008). Squeezing opportunity out of higher fuel costs. Supply Chain
Management Review, 9(1), 1-4.

Viehland, D., Wong, A. (2007). The future of radio frequency identification. Journal of Theoretical and
Applied Electronic Commerce Research, 2(2), 74-84.

Wang, J. (2008). Sustainable supply chain and the next-generation platforms. International Journal of
Information Systems and Supply Chain Management, 1(1), i-iv.

Yu, S.C. (2007). RFID implementation and benefits in libraries. The Electronic Library, 25(1), 54-64.

Zeng, H.J., Liu, W.L., & Zhen, K. Y. (2008). Supply chain simulation: collaborative design system based
on SOA — a case study in logistics industry. In Proceedings of World Academy of Science, Engineering
and Technology (PWASET), 29, 364-367.






Chapter 1

Modeling Accuracy of
Promised Ship Date and IT
Costs in a Supply Chain

Young M. Lee
IBM T.J. Watson Research Center, USA

ABSTRACT

In the current dynamic, competitive business environment, customers expect to see products they pur-
chase to be shipped on the date it is promised. However, accurate calculation of promised ship date by
suppliers can only be obtained at expense of corporate IT systems that provide accurate availability
data. Our study indicates that refresh frequency of availability data in IT system substantially impacts
accuracy of the ship date that is promised to customer. The value of customer service level correspond-
ing to accuracy of promised ship date needs to be estimated against the costs of having necessary IT
system. The estimation requires a simulation model of availability management process. In this paper,
we describe how to model and simulate the availability management process, and quantify the customer
service level resulting from various availability refresh rate.

INTRODUCTION

Being able to promise customers the desirable ship-
ment (or delivery) date and fulfilling the orders as
promised are important aspects of customer service
in a supply chain. With the recent surge and wide-
spread use of e-commerce, shoppers can now easily
assess and compare customer service quality in ad-
dition to quality of goods and price among different
vendors. This creates a very competitive business

DOI: 10.4018/978-1-60566-974-8.ch001

environment, thus making customer serviceacritical
factor for success and survival of many companies.
Competitive pressures are forcing companies to
constantly look for ways to improve customer ser-
vices by evaluating and redesigning supply chain
processes. The Availability Management Process
(AMP), also called Available-to-Promise (ATP)
process, is a key supply chain process that impacts
customer service since it determines customer
promised ship (or delivery) dates, the accuracy of
the promised ship date, order scheduling delay and
order fulfillment rate as well as inventory level.
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It is possible for suppliers to have accurate
promised ship date; however, itmay require ahigh
IT expense. In an ideal e-business environment,
when a customer order is scheduled and a ship
date is computed and promised to the customer,
the availability of the product should exist when it
is time to fulfill the order. However, in reality the
availability data that are used for the scheduling
the orders are not real time availability (physical
availability), but they are availability information
stored in an IT system (system availability). The
availability data in the IT system (static view of
availability) are typically refreshed (synchronized
withreal time availability) only periodically since
it is very expensive to update the database in real
time. Due to this potentially inaccurate view of
the availability, some orders can’t be shipped on
the promised ship date. Therefore, for certain
customer orders, products are shipped later than
the promised ship date resulting in customer
dissatisfaction. The accuracy of promised ship
date can improve with high capacity computer
hardware and software and improve the customer
service; however, it would also cost substantially
high IT expense. Therefore, one of key decisions
in order fulfillment process is to properly bal-
ance IT system (e.g., IT expense) and accuracy
of promised ship date. In this work, we study
how availability fresh rate (IT system) impacts
customer service level. The simulation model
we develop helps making critical business deci-
sion on refresh rate of availability, and adequate
investment in IT system.

Availability management involves generat-
ing an availability outlook, scheduling customer
orders against the availability outlook, and ful-
filling the orders. The generation of availability
outlook is the push-side of the availability man-
agement process, and it allocates availability into
ATP (Available-to-Promise) quantities based on
various product and demand characteristics and
planning time periods. Order Scheduling is the
pull-side of the availability management process,
and it matches the customer orders against the

availability outlook, determines when customer
orders can be shipped, and communicates the
promised ship date to customers. Order fulfill-
ment is executing the shipment of the order at the
time of promised ship date. Even if an order is
scheduled for shipment for a certain date based on
the outlook of availability, the resources that are
required to ship the product on the promised ship
date may not be actually available when the ship
date comes. A key role for effective availability
management process is to coordinate and balance
the push-side and pull-side of ATP, and to have
adequate Information System (IS) capabilities so
that a desirable and accurate ship date is promised
to customers, and products are actually shipped
on the promised date.

AMP or ATP process has been described in
several research papers. Ball etal. (2004) gave an
overview of the push-side (Availability Planning)
and pull-side (Availability Promising) of ATP
with examples from Toshiba, Dell and Maxtor
Corporation. They stressed the importance of
coordinating the push and pull-side of availability
management for supply chain performance by
making good use of available resources. Although
ATP functions have been available in several
commercial ERP and supply chain software
solutions such as SAP’s APO, i2’s Rhythm,
Oracle’s ATP Server and Manugistics’ SCPO
modules etc. for several years (see Ball et al.
2004 for details), those ATP tools are mostly fast
database search engines that schedule customer
orders without any sophisticated quantitative
methods. Research on the quantitative side of
ATP is still at an early stage, and there are only
a limited number of analytic models developed
in supporting ATP.

Forthe push-side of ATP, Ervolinaand Dietrich
(2000) developed an optimization model as the
resource allocation tool, and described how the
model is used for acomplex Configured-to-Order
(CTO) environment of the IBM Server business.
They also stress how the push-side (Availability
Promising) and pull-side (Availability Planning)
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have to work together for the overall availability
management performance.

For the pull-side of ATP, Chen et al. (2002)
developed a Mixed-Integer Programming (MIP)
optimization model for a process where order
promising and fulfillment are handled in a pre-
defined batchinginterval. Their model determines
the committed order quantity for customer orders
that arrive with requested delivery dates by si-
multaneously considering material availability,
production capacity as well as material compat-
ibility constraints. They also studied how the
batching interval affects supply chain performance
under different degrees of resource availability.
Moses et al. (2004) also developed a model that
computes optimal promised ship date considering
not only availability but also other order-specific
characteristics and existing commitments to the
previous scheduled orders. Pan et al. (2004) de-
veloped a heuristics-based order promising model
but with an e-commerce environment in mind.
They modeled a process where customer orders
arrive via Internet and earliest possible shipment
dates are computed in real-time that are promised
to customers.

All the previous work described above deal
with either push-side of ATP or pull-side of ATP
with an assumption that accurate inventory data
are available in real time. However, in reality the
inventory data not always accurate, and even if
the optimal ATP tools are in place, order fulfill-
ment performance would be less than perfect. The
perfect fulfilment performance can be approached
only if there exists Information Technology (IT)
in the availability management process making
available accurate inventory data in real time. In
this paper, we describe anavailability management
simulation tool that estimates the accuracy of ship
date commitment at the presence of imperfect,
but realistic, IT environment, which results in
inaccurate view of available inventory.

Determination of promised ship date is based
on availability (inventory) information kept in a
computer system (system inventory), which is

assumed to be accurate. In actuality, the system
inventory and the actual inventory (physical in-
ventory) are synchronized only occasionally due
to various reasons such as I T costs for the data re-
fresh, inventory shrinkage, transactional errorsand
incorrect product identification. The error between
the system inventory and the physical inventory
could accumulate over time and is not corrected
until the refresh of availability (synchronization
of inventory), which takes place only periodically
(for example, once a day, or a few times a day)
since it is expensive to generate a new snapshot
of availability that is consistent throughout vari-
ous corporate business systems including ERP
(Enterprise Resource Planning) system. In fact,
inventory inaccuracy has been identified asalead-
ing cause for operational inefficiency in supply
chain management. A recent study (DeHoratius
and Raman, 2008) shows that the value of the
inventory reflected by these inaccurate records
amounts for 28% of the total value of the on-hand
inventory of a leading retailer in the U.S.

There have been studies on impact of inven-
tory inaccuracy on supply chain performance,
including Iglehard and Morley (1972), Wayman
(1995), Krajewski et al. (1987) and Brown et al.
(2001). More recently, Kang and Koh (2002)
simulated the effect of inventory shrinkage (thus
inaccuracy) inan inventory replenishment system
with an (s, S) policy. Kang and Gershwin (2004)
and Kok and Shang (2004) developed methods
to compensate for the inventory inaccuracy in
replenishment. Fleisch and Tellkamp (2005) ana-
lyzed the impact of various causes of inventory
discrepancy between the physical and the infor-
mation system inventory on the performance of a
retail supply chain based on a simulation model.
Lee at al. (2009) discussed one way to improve
the inventory accuracy through RFID in supply
chain, and quantified the improvement using a
simulation model. This work also studies the
impact of inventory inaccuracy, but focuses on
the impact of inventory accuracy resulting from
inventory database refresh on the accuracy on
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ship date commitment through a discrete-event
simulation modeling approach.

Discrete-event simulation has been around for
many years in simulating Supply Chain Manage-
ment (SCM) processes to evaluate its effective-
ness. McClellan (1992) used simulation to study
the effect of Master Production Scheduling (MPS)
method, variability of demand/supplier response
on customer services, order cycle and inventory.
Hieta (1998) analyzed the effect of alternative
product structures, alternative inventory and
production control methods on inventory and
customer service performance. Bagchietal. (1998)
evaluated the design and operation of SCM using
simulation and optimization, analyzed SCM is-
sues such as site location, replenishment policies,
manufacturing policies, transportation policies,
stocking levels, lead time and customer services.
Yee (2002) analyzed the impact of automobile
model variety and option mix on primary supply
chain performance metrics such as customer wait
time, condition mismatch and part usage. Lee et
al. (2004, 2008) simulated the impact of RFID on
supply chain performance through improvement
of inventory accuracy. However, there hasn’tbeen
any simulation modeling work that analyzes the
impact of IT system on the supply chain perfor-
mance. The development of simulation model
for supply chain such as availability management
process can be time-consuming. We hope that the
simulation modeling framework we describe in
this paper can be easily adapted to simulate vari-
ous availability management situations in many
businessenvironments. The simulation framework
has been used at IBM for several years, and has
played a critical role in making strategic business
decisions that impacted customer services and
profitability in IBM.

The rest of chapter is organized as follows.
In the next section, we describe the availability
management process. In the following section,
we describe how ship date promising is modeled
simulated in various availability refresh frequency.
Then, we describe simulation experiments done

for IBM’s server business, its impacts and results.
Finally, we provide concluding remarks.

AVAILABILITY MANAGEMENT
PROCESS

The availability management typically consists
of three main tasks: (1) generating availability
outlook, (2) scheduling customer ordersagainstthe
availability outlook, and (3) fulfilling the orders.
The process described here is based on IBM’s
hardware businesses, but general characteristics
would be common for many other businesses. For
certain business, customer orders arrive without
any advance notice, requesting earliest possible
fulfillment of the orders, usually in a few days.
For some other businesses, on the other hand,
customers place orders in advance of their actual
needs, often a few months in advance. Typically,
this kind of customers place the orders as early
as 3 months before the requested delivery (due)
dates, and early delivery and payment are not ex-
pected. Many buyersinthis environment purchase
products based on careful financial planning, and
they typically know when they want to receive
the products and make payment.

The generation of availability outlook, is the
push-side of the availability management process,
and it pre-allocates ATP quantities, and prepares
searchable availability database that are used in
promising shipment of future customer orders.
For certain business, an availability outlook is
generated by daily buckets, and the availability
planning horizon goes out to a few weeks into
the future. For some other businesses, an avail-
ability outlook is allocated by weekly buckets,
and the availability is planned in much longer
horizon, often a quarter (3 months) into the
future. The ATP quantity is called availability
outlook for this reason. The availability outlook
is typically generated based on product type,
demand classes, supply classes, and outlook time
buckets. The product type can be finished goods
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(FG) level for Make-to-Stock (MTS) business or
components level for Make-to-Order (MTO) or
Configured-to-Order (CTO) business. Demand
classes can be geographic sales locations, sales
channels, customer priority, sensitivity todelivery
dates, profitability and demand quantity. Supply
classes can be degree of constraints and value of
products. Availability is pre-allocated into avail-
ability outlook bucket based on the dimension
described above, and is rolled-forward daily or
weekly. The availability outlook is determined
based on availability of components, finished
goods, WIP (Work-In-Process), MPS (master
production schedule), supplier commitment, and
production capacity/flexibility. When customer
orders arrive, the availability outlook is searched
in various ways according to scheduling polices
to determine the shipment (delivery) date, which
is then promised to customers.

Customer order scheduling is the pull-side
of availability management, and it reacts to cus-
tomer orders and determines shipment dates for
the orders. Customer orders arrive with various
specifications such as product types, the demand
classes, customer classes and due dates. The order
scheduler then searches through the availability
outlook database, and identifies the availability
that meets the specifications. The scheduling can
also be done by an ATP engine that uses certain
algorithm to optimize the schedules consider-
ing various resources, policies and constraints.
The scheduler then reserves specific availability
againsteach order, and decrementsthe availability
according to the purchase quantity of the order.
The ship dates of orders are determined from
the time buckets where the availability reserved,
and they is promised to customers. However, if
the availability data are not accurate, incorrect
ship dates might be determined and promised to
customers. Depending on the business environ-
ment, various rules and policies are applied in
this order scheduling process. Examples include
first-come-first-served policy, customer priority-
based scheduling, and revenue (or profit)-based

scheduling etc. In a constrained environment,
certain ceiling can also be imposed to make sure
the products are strategically allocated to various
demand classes.

Order fulfillment is executing the shipment of
the product at the time of promised ship date. Even
if an order is scheduled with a specific promised
ship date based on the availability outlook, the
availability (ATP quantity) may not actually ex-
ist when the ship date comes. One reason for the
inaccurate ship date is due to the capability of IT
system that supports the availability management
process. The order scheduling is done based on
the availability outlook data in an IT system,
which is typically refreshed periodically since it
can be very expensive to update the database in
real time and it can take substantial amount of
time. The availability information kept in the IT
system (system availability) is not always syn-
chronized with the actual availability (physical
availability). As the synchronization (refresh)
frequency increases, the accuracy of promised
ship date also increases; however, the resulting
IT cost would also go up because high capacity of
computer hardware and software may be required
to be able to refresh the availability data in cer-
tain frequency. Due to the potentially inaccurate
view of availability, unrealistic ship dates can
be promised to customers. Therefore, for certain
customer orders the necessary ATP quantities may
not be available when the promised ship dates
arrive, thus creating dissatisfied customers. The
impact of IT on the fulfillment is discussed in
detail in the later section. A key role for effective
availability management process is to coordinate
and balance the push-side and pull-side of ATP
as well as IT resources so that customer service
target is met while corresponding IT cost stays
within budget.
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SIMULATION OF SHIP
DATE PROMISING

In this section, we describe the availability
management simulation model that we develop
to analyze the relationship between accuracy
of promised ship date and IT costs. The model
simultaneously simulates the three components
of availability management process; generating
availability outlook, scheduling customer orders
and fulfilling the orders, as well as the effect of
other dynamics such as customer shopping traffic,
uncertainty of order size, customer preferences
of product features, demand forecast, inventory
policies, sourcing policies, supply planning poli-
cies, manufacturing lead time etc. The simulation
model provides important statistical information
on promised ship date, accuracy of the ship dates
determination, scheduling delay, fulfillment rate
as well as inventory level.

Modeling of Availability Outlook

Availability outlook (also called availability quan-
tity) is modeled by multi-dimensional data array
which represents various attributes of availability
such as product type, demand class, supply class
and planning period. The product type can be
either finished goods or components depending
on whether the business is MTO or CTO. As a
simple example, for a process where there are two
attributes of availability (product type and time
period), the availability outlook is represented
by 2-dimensional data array shown as cylinders
in the Figure 1. The availability outlook is time-
dependent; e.g., there is availability quantity for
the current period (t=1), and there is availability
quantity for future periods (t=2, 3, ...) as more
availability quantity is expected to be available
through production or procurement in future dates.
The availability time periods can be daily buckets
orweekly buckets depending on business environ-
ment. For example, in the Figure 1, quantity 3 of
component 1 isavailable in the current day, and 5

more are expected to be available a day after, and
10 more are expected be available for day 3 and
so on. The availability outlook can be determined
from demand forecast and supply contracts etc.,
but it can also be computed by push-side ATP
optimizationtool. The availability outlook is used
in computing the ship date of customer requests
and orders. The availability quantity changes as
a result of many events in the business.

Simulation of Ship Date Promising

The Figure 1 shows an example of how the
ship date calculation is simulated in this work.
Customer orders or ATP requests arrive in cer-
tain stochastic interval, usually modeled as a
Poisson process. Each order has one or more
line items, and each line item has one or more
quantities. The order quantities can be modeled
with probability distribution functions, which
can be derived based on historic data. The line
items and quantities are determined as the order
isgenerated inthe order generation event (details
described inthe nextsection). Foreachlineitem,
certain components are selected as the building
blocks of the product using adistribution function
representing customer preference of component
features. For example, in the Figure 1, the line
item #3 of the order # 231, requires components
1, 3 and 4, one unit each.

For the orders that are requested to be fulfilled
as early as possible, the simulation model looks
for specified quantity of a chosen component
starting from the first time period to the latter time
periods until the availability of all the quantity
is identified. In this example, the time periods
(buckets) are in days. For the component #1, the
requested quantity of 10 is identified in the first
3 days; 3 inday 1 (t=1), 5 in day 2 (t=2), and 2
in day 3 (t=3). Therefore, for the line item#3, the
required quantity of component 1 is available by
the third day. A similar search is carried out for
component#3, which is available on the first day,
and for component #4, which is available by the
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Figure 1. Simulation of order scheduling and ship date calculation for as early as possible orders
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second day. Therefore, the componentavailability
of line item#3 of the order#231 is the 3rd day. In
this example, let’s assume that the availability
calculated for the line item#1 is 8th day, and that
of the line item#2 is 1st day. When all the com-
ponents are available, the product is assembled
or manufactured, which takes a certain amount
of time. The manufacturing lead time can be a
fixed number of days or it can be described with
a distribution function. The lead time to ship date
is then calculated by adding the manufacturing
(assembly) lead time to the availability lead time.
Assuming that the manufacturing lead time for
this example is 2 days, the partial ship date for
item#1 is 10th day, for item#2 is 3rd day, and for
the item#3 is 5th day, if the customer is willing
to receive partial shipments. And the total order
ship date is 10th day from the date of order or
request. Therefore, the promised ship date for
the order #231 is simulated to be 10 days from
the order date for this example. When this order

total order ship date = 10 days

is scheduled, availability quantities are reserved
(e.g, the availability is decremented) for the order.
Typically, for each order, availability is reserved
from the latest possible availability bucket so
that the availability in earlier time bucket can be
used for generating favorable ship date for future
orders. In this example as shown in the Figure 1,
quantity of 10 for component 1 is reserved int=3,
and quantity of 10 for component 3 is reserved
in t=3. However, for component 4, quantity of 5
is reserved for t=1, and another 5 is reserved t=2
instead of quantity 8 being reserved of for t=1
and 2 for t=2 because having availability of 3 at
t=1 is more valuable than the availability of 3 at
t=2 for scheduling and fulfilling future orders.
Scheduling logic can vary based on the business
rules and policies. Scheduling can also be car-
ried out by a pull-side ATP optimization engine
that optimizes order scheduling simultaneously
considering inventory costs, backlog cost and
customer service impact etc.
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Figure 2. Simulation of order promising and ship date calculation for advance orders
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For the orders with advance due dates, the
simulation model looks for specified quantity
of a chosen component starting from the time
period of due date (requested ship date), searches
backward into the earlier time periods, and then
forward to later time periods until the availability
of all quantity is identified as shown in the Figure
2. For this example, the item 3 of the order #231
requires for the quantity of 10 of component #1,
#2 and #3. However, in this case the order comes
with requested ship date of t=3, say 3 days from
the time of order. For component #1, the simula-
tion model finds the availability of 10 ont=3, and
reservesthe availability. For component2, itfinds
quantity of 3 on t=3, then it searches backward
to find 2 more quantity on t=2 and then moves
forward to find 5 more on t=4. But, in this case
the simulation reserves availability quantity of
10 all on t=4 making availability quantity intact
for t=2 and t=3 for future orders. For component

3, the simulation model finds availability of 5 on
t=2 and t=3 each, and reserves them. In this case
the overall availability date is t=4, a day after the
due date. Therefore, the promised ship date for
the order is simulated to be t=4, a day past the
requested ship date.

Simulation of Event Generation

In this work, availability outlook changes as a
result of four events; (1) demand event, (2) supply
event (3) roll-forward event, and (4) data refresh
event as shown in Figure 3. Each event changes
the availability outlook; the demand event decre-
ments the availability, the supply event increments
the availability, the data refresh event refreshes the
availability and the roll-forward event shifts the
availability asexplained inthe nextsection. The data
refresh eventisthe one that refreshes (synchronizes)
system availability data. The events can be gener-
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Figure 3. Multiple events that effect availability
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ated independently using probability distribution
functionsor fixed intervals. The model can be easily
extended to include more events depending on the
supply chain environment being modeled.

The demand event is the pull-side of availabil-
ity management, and it includes order scheduling
and fulfillment. The demand event is triggered
when customer orders are generated, and it decre-
ments the availability outlook (quantity) when it
schedules customer orders. Customer orders are
generated in certain stochastic interval, usually as
a Poisson process. At the time of the order gen-
eration, each order is assigned with one or more
attributes such as quantity, product type, demand
class, supply class and due dates.

This assignment of attributes can be modeled
with probability distribution functions based on
historic sales data or expected business in the
future. When an order is scheduled, specific
availability quantities are searched in the avail-
ability outlook, which are then reserved for the
order and are decremented from the availability
outlook. Thereservation (consumption) of specific

Data Refesh event

availability can be decided by the various policies
and rules, such the sourcing policy, scheduling
polices and fulfillment policies. The reservation
of availability outlook can also be determined by
availability promising engines that were described
earlier. An ATP engine can be connected to the
simulation model and communicates the optimal
ATP reservation quantities it computes to the
simulation model.

The supply eventisthe push-side of availability
management, and itgenerates availability through
schedules of production and procurement of com-
ponents. The supply event is triggered in certain
interval, e.g., weekly or monthly, and itincrements
the availability outlook. As finished products or
building block components are reserved when
customer orders are scheduled and fulfilled, ad-
ditional availability is added to the availability
outlook through production or procurement. This
activity, supply event, is planned in advance of
expected demand, e.g., months, weeks or days
before the availability are actually needed in order
to accommodate lead time for production and
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procurement. As a result of the supply planning,
theavailability outlook is updated and replenished.
Thereplenishment quantity istypically determined
based on the forecast of customer demand. The
frequency and size of the replenishment are also
decided by various replenishment policies. The
allocation of availability outlook can also be de-
termined by availability planning engines, some
of which have been described previously. These
ATP engines can be connected to the simulation
model and communicate the optimal ATP alloca-
tion to the simulation model.

Assimulation clock moves fromatime bucket
to another, the availability of products or com-
ponents that have not been consumed are carried
forward to an earlier time bucket. For example,
at the end of the first day, the availability quantity
of 2nd day moves to the availability quantity of
1st day, and that of 3rd day becomes that of 2nd
day etc. Also, the availability quantity that is not
consumed on the 1st day stays on the same day,
assuming it is non-perishable. The roll-forward
event can be triggered in a fixed interval, e.g.,
daily or weekly, depending on the business en-
vironment.

Thereare two instances of availability outlook;
one representing the availability quantity at real
time (dynamic view of availability, or physical
availability), and another representing availability
recorded in the availability database (static view
ofavailability, or systemavailability). The system
availability is the one that is used for scheduling
of customer orders, and it not always accurate.
The system availability is synchronized with
physical availability only periodically because it
isexpensive to have I T architecture and capacities
that allow real time synchronization. This syn-
chronization between physical availability and
system availability is modeled in the data refresh
event. For example, the static view of availability
is refreshed in every few minutes, every hour, or
even every few days.

The discrepancy between the physical avail-
ability (dynamic view of availability) and the
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system availability (static view of availability)
causes inaccurate ship date calculation. In our
simulation model, ship dates are computed using
both dynamic and static view of the availability,
as shown in the Figure 3, and the magnitude and
frequencies of ship date inaccuracy are estimated.
Theaccuracy of promised ship date isan important
indication of customer service level. The data
refresh event can be modeled as fixed interval
event or randomly generated event described
by a distribution function. The analysis on how
the refresh rate impacts the ship date accuracy is
described in the following section.

Figure 4 shows asimplified overview of avail-
ability simulation model we developed. Here, the
rectangles represent various tasks (and events),
circles represent availability outlook, and the ar-
rows represent the movement of process artifact
(customer orders inthis case). Generation of orders
(or on-line shopping) is modeled in the first rect-
angle on the left side of the Figure 4, and general
availability of products, features and prices are
also available for customers here. An order then
proceeds to the next task where a specific product
isconfigured from the availability of components.
A ship date is also determined here in the avail-
ability check (shop) task, which accesses the IT
system that contains availability outlook data. If
the customer is satisfied with a ship date, an order
moves to next step, the availability check (buy)
task, and is submitted. A promised ship date is
calculated again here using the availability outlook
data and order scheduling policies. A submitted
order goes through the order processing task in
the back office and order fulfillment process,
where the model simulates the availability being
consumed. The tasks specified as rectangles in
Figure 4 can have certain processing time. They
can also require certain resources such as an
IT server, a part of whose resource is tied up in
processing orders.
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Figure 4. A sample availability management simulation model
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SIMULATION EXPERIMENTS
AND RESULT

Theanalysis for the accuracy of promised ship date
andavailability refresh rate described here is based
on an actual business case for an IBM’s computer
hardware business. For the business, ship dates
are determined and promised to customers during
the customers’ shopping process at “web-speed”.
Customers make decisions on purchase based on
the promised ship dates inaddition to other criteria
such as price and quality of goods. Once orders
are placed, customers expect the products to be
delivered on the promised dates. Often, keeping
the promised ship date is more important than
the promised ship date itself. Therefore, accuracy
of promised ship date is very closely related to
customer service.

In this business case, we used the availability
simulation model to evaluate how the frequency
of availability data refresh affects the accuracy of
ship date information givento customers. Thetime
bucket for availability outlook for this example
is weekly; e.g, ship date is promised in weekly
unit. Figure 5 shows a simulated ship date error
profile for 3 months period for a product and for
ademand class when the frequency of availability
data refresh is once a day. The figure shows that
there are quite a few occurrences of the ship date
errors, whose magnitude are mostly 1 week. The
simulation result shows that the magnitude of the
ship date error increases to 2 weeks toward the
end of the quarter.

Figure 6 compares ship date errors for four
refresh frequencies, for customer orders arriving
with three different demand classes for a specific
business setting of the IBM hardware business.

11
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Figure 5. Ship date error for DM class 1 with once a day refresh
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Figure 7 also summarizes the simulation results.
In average, the ship date error went down to 1.4%
from 3.2% asthe refresh frequency increases from
once a day to four times a day. However, the ship
date error does not decrease substantially as the
refresh rate increases beyond 3 times a day. This
indicates that it is not worthwhile to improve IT
systemto refreshthe availability more than 3times
a day for this particular business setting.

Figure 8 shows a trade-off between ship date
error and IT Costs for refreshing the availability
outlook in an IT system. As it is shown, as the
refreshrate increases fromonce aday to fourtimes
aday, the IT costs increase substantially from $1.2
million to $2.3 million due to required computer
hardware and software capacities. Although the
general relationship between ship date error and
IT Costs are not a surprise, the quantification of
the trade-off is the key information that business
leaders need to have to make sound business deci-
sion on the availability management process. The
right decision is the balancing the ship date error
(customer service) and IT costs that are reason-
able for a business at the time of analysis. The
simulation results from this case study clearly
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show that I'T system that refreshes the availability
influences the accuracy of ship date calculation
when customer ordersare processed. Simulationis
auseful tool for determining the trade-off between
IT costs and supply chain performance. For this
particular business environment, once aday refresh
was decided as a reasonable frequency.

The simulation models described above for the
cases studies were all validated by examining the
simulation outputs of the AS-IS cases with actual
data from the business. After the validation of the
AS-IS cases, simulation models of TO-BE cases
were used for analysis.

CONCLUSION

We develop a simulation model to study how
refresh frequency of availability data in corporate
IT system impacts accuracy of the ship date that
is promised to customer. Our study quantifies ac-
curacy of promised ship date for various refresh
frequencies of availability data in a supply chain
setting. As the refresh frequency of availability
data increases, the accuracy of promised ship date
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Figure 6. Ship date error for 3 various refresh frequencies
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improves too; however, a high refresh rate of the
data can require expensive IT system and is not
practical for suppliers. Therefore, it is important
toappropriately balance customer services result-
ing from the accuracy of promised ship date and
IT costs resulting from IT system of computer
hardware and software so that corporate goal for
a customer service level within reasonable IT ex-
penditure is met. Simulation has been proventobe
auseful tool for the analysis. Thiswork has helped
business leaders in making informed decisions of
balancing customer services and costs.
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Figure 7. Ship date error summary for various refresh frequencies

Ship Date Error
Refresh Frequency |Once a day Twiceaday |3 Times a day |4 Times a day
DM Class 1 2.16%)| 1.51% 1.01% 1.04%
DM Class 2 3.25%| 1.84% 1.33% 1.13%
DM Class 3 5.00% 3.00% 2.46% 2.39%
Weighted Average 3.22% 2.00% 1.49% 1.42%
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Figure 8. Trade-off between ship date error and IT costs
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ABSTRACT

In this chapter we discuss rough-cut cost estimation in a capacitated made-to-order environment. We
develop models that analyze the effects of shop workload, machine loading, and outsourcing decisions
on product unit cost estimation. A comparative study of five alternative rough-cut cost estimation meth-
ods is presented. An activity based cost estimation model, which takes into account stochastic process
characteristics as well as setup time, machine failures and product yields, was developed. The activity
based cost estimation was found to perform better than the traditional cost estimation. We found that by
taking into account the capacity and stochastic nature of the parameters, the cost estimation accuracy

is improved significantly.

INTRODUCTION

Nowadays, in the global competitive market, com-
panies’ prosperity is strongly dependent on their
ability to accurately estimate product costs. This
is especially true for firms operating in a make-to-
order environment. For such firms, a small error
in a price quote, resulting from erroneous product
cost estimation, may make the difference between
being awarded and losing a contract.

DOI: 10.4018/978-1-60566-974-8.ch002

During the last decade, the relative weight of
directlabor costs in manufacturing has dramatically
diminished, while the relative weight of indirect
costs has increased (Gunasekaran, Marri & Yusuf,
1999). Therefore, allocating indirect costs to prod-
ucts, withouttaking into accountshop floor capacity,
may lead to erroneous estimations. Despite this, most
existing cost estimation models assume unlimited
shop floor capacity. There are many such models
in the literature. These models use information
aboutthe products, the materials and the production
processes. Common approaches are:

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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. Parametric cost estimation models that are
based on:

° Regression analysis (Cochran, 1976a,
b; Ross, 2002).

o Fuzzy logic (Jahan-Shahi, Shayan
& Masood, 2001; Mason & Kahn,
1997).

° Minimization of Euclidean distance
between the estimated cost and its ac-
tual value (Dean, 1989).

° Neural networks (Bode, 2000; Lin &
Chang, 2002; Shtub & Versano, 1999;
Smith & Mason, 1997).

. Bottom-up cost estimation models, in
which the total cost is the sum of detailed
components (Rad & Cioffi, 2004; Son,
1991; Stewart, 1982).

. Group technology cost estimation models
that use the similarity between products
from the same family (Geiger & Dilts,
1996; Jung, 2002; Ten Brinke, Lutters,
Streppel & Kals, 2000).

. Hybrid cost estimation models that com-
bine some of the models described above
(Ben-Arieh, 2000; Sonmez, 2004).

Parametric, bottom-up, group technology and
hybrid cost estimation models use only informa-
tion about the product, the materials from which it
is made, and the production processes required for
itsmanufacture. None of the above cost estimation
methods takes considers the available capacity on
the shop floor. The assumption is that the avail-
able capacity is sufficient. However, in reality,
one must deal with finite capacity and dynamic
workloads, which may change over time.

Here we assumed that the total cost of the
product is a function of the load on the shop floor
(which is made up of the orders waiting to be
manufactured or actually being manufactured in
a certain time period). Specifically, we assumed
that the cost of producing an order when the load
is high is different from the cost of the same order
when the load is low and most resources are idle.

It is our contention that ignoring the load on the
available capacity distorts the product cost estima-
tion and may lead to wrong decision-making.

In recent years, several researchers have sug-
gested estimation models that consider limited
capacity. However, in spite of the depth of these
studies, most of these models focused on pricing
and fitspecificenvironments, suchas monopolistic
firms. These models were not general enough;
they did not explain the relationship between the
product costs and the workload. Banker et al.
(2002) analyzed the issue of optimal product cost-
ing and pricing of a monopolistic firm that must
commit, on along-term basis, capacity resources.
Falco, Nenni and Schiraldi (2001) developed a
cost accounting model for line balancing, based
on a plant’s productive capacity analysis. They
tested their model in a chemical-pharmaceutical
plant. Balakrishnanand Sivaramakrishnan (2001)
tried to estimate the economic loss of planning
capacity on the basis of limited information and
of delaying pricing until more precise information
about demand becomes available.

Feldmanand Shtub (2006) developed a detailed
costestimation model that performs capacity plan-
ning based on a detailed schedule of work orders
assuming no outsourcing, no machine failuresand
no product defects.

Nevertheless, outsourcing cost isan important
component of the total product cost. Firms use
outsourcing to reduce costs or as a solution for
limited capacity. Product cost depends on a make
vs. buy decision. Cost trade-off is the main ap-
proach in a make vs. buy decision (Balakrishnan,
1994; Bassett, 1991; Ellis, 1992, 1993; Levy &
Sarnat, 1976; Meijboom, 1986; Padillo-Perez &
Diaby, 1999; Poppo, 1998; Raunick & Fisher,
1972). In addition, strategic perspectives, such
as competitive advantage and risk of dependence
on suppliers, are also usually analyzed (Baines et
al., 1999; Mclvor et al., 1997; Venkatesan, 1992;
Welch & Nayak, 1992).

There are several other areas, in addition to
manufacturing, that deal with make vs. buy prob-
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lems: Berman and Ashrafi (1993) and Helander
etal. (1998) presented Integer Programming (1P)
optimization models to facilitate make vs. buy
decisions in component-based software devel-
opment; Baker and Hubbard (2003) developed
a model of asset ownership in trucking; Fowler
(2004) discussed the issue of building components
as opposed to buying in the development of new
productsand systems; Kurokawa (1997) examined
key factors that affect make-or-buy decisions in
research and development (R&D) settings—for
instance, whether technology is developed in-
house or acquired from external sources (e.g.,
through licensing or R&D contracts).

Traditionally, product manufacturing costs
have been classified as: direct material, direct
labor, or overhead. Traditional cost systems, also
called volume based cost systems (VBC systems),
trace overhead costs to the product by allocation
bases. The most common allocation bases used in
VBC systems are direct labor hours and machine
hours. Theamountof overhead allocated toabatch
of products increases linearly with the volume
produced. Therefore, itisassumed that direct labor
hours increase in a linear fashion as the volume of
output increases. This method is simple and easy
to maintain, yet it could underestimate the true
production cost and yield a less than accurate cost
figure by using incorrect overhead rates.

Liggett et al. (1992) stated the underlying
philosophy of Pareto analysis as follows: “Cer-
tain activities are carried out in the manufacture
of products. Those activities consume a firm’s
resources, thereby creating costs. The products,
in turn, consume activities. By determining the
amount of resource (and the resulting cost) con-
sumed by an activity and the amount of activ-
ity consumed in manufacturing a product, it is
possible to directly trace manufacturing costs to
products”.

The first way in which ABC differs from
traditional cost systems is that it is a two-stage
procedure. Inthe firststage, itassignsall resource
costs to the activities in activity centers based on
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resource drivers (O’Guin, 1991). Cooper (1998)
defined the amount paid for a resource and as-
signed to an activity as a cost element. Novin
(1992) argued that a cost pool does not have to
containonly one activity. It can be classified into
a few groups from a large number of activities.
Regression analysis can be used in forming cost
pools. In the second stage, costs are assigned to
the products based on the product’s consumption
of the activities and the level of the activities
in the ABC hierarchy (Novin, 1992; O’Guin,
1991). Cost drivers are used to assign the costs
of activities to products. A cost driver can be any
factor that causes costs to be incurred, such as
number of machine setups, engineering change
notices, and purchase orders. At least one cost
driver is required for each activity. Use of more
cost drivers may increase the accuracy of cost
allocation.

Another unique feature of ABC is that its focus
IS on activities and the cost of these activities,
rather than on products asin the traditional costing
systems. This gives management the necessary
information to identify opportunities for process
improvements and cost reductions.

Sullivan (1992) listed the characteristics of the
modern manufacturing environment, and stated
that manufacturing companies become more
information intensive, highly flexible and imme-
diately responsive to the customer expectationsin
today’sworld. Duetothe changing manufacturing
environment, traditional costaccounting israpidly
disappearing. Traditional accounting systems
were developed at a time when the percentage
of direct labor cost was a large part of the total
product cost. As the new technologies, such as
the just-in-time philosophy, robotics and flexible
manufacturing systems, were adopted, the direct
labor component of production has decreased and
overhead costs have increased. In today’s manu-
facturing environment, direct labor accounts for
only 10% of the costs, whereas material accounts
for 55% and overhead 35%. As a result, product
cost distortion occurs when allocating overhead
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costs to the products arbitrarily on the basis of
direct labor hours used by the products (Harsh,
1993). Cooper (1988) cited several situations that
can cause distortions, such as production volume
diversity, complexity diversity, material diversity
and setup diversity.

RESEARCH METHODOLOGY

Firstly (see point A in Figure 1), a deterministic
model for rough-cut cost estimation in a capaci-
tated made-to-order environment was developed.
This model was used to analyze the effect of shop
workload, machine loading, and outsourcing de-
cisions on the product unit cost estimation. The
model estimates product unit costs, while taking
into account the shop floor rough-cut capacity
planning and by determining what to produce in
the firm’s shop and what to outsource. In order to
reduce runtimes, agreedy heuristic algorithm was
developed. A comparison of the proposed model
with a model that takes into account precedence
between operations and with traditional costing
approach was conducted.

Stochastic

Environment

Inthe proposed model direct costsare allocated
to products on the basis of their rough-cut planned
schedule. Assigning a specific unit for production
in regular rather than in extra hours decreases its
product unit cost while increasing the unit cost
of all other products. Hence, here we see that the
product unit cost is affected directly by schedul-
ing decisions. This is in opposition to traditional
costing approaches.

Afterthis (see point B in Figure 1), the existing
cost estimation model for deterministic environ-
ments, which is based on marginal analysis—the
difference between the total cost without the new
order and the total cost with the new order—was
improved. The proposed model is based on the
integration of simulation and optimization. Data
generated by the simulation were used in the
optimization procedure that found good feasible
solutions quickly. A computational study was
performed to test different factors affecting the
proposed model.

Onthe basis of the solution (see point C in Fig-
ure 1) that recommended the production volume
of every product in each period, a cost estimation
model that takes into account stochastic process
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and setup time, machine failures and yields of
products was developed. The model integrates
simulation with existing deterministic cost esti-
mation models.

In next step (see point D in Figure 1), linear
regression-based predictive models were gener-
ated for estimating the mean (MT) and the coef-
ficient of variation (CV) of the total cost. In order
to improve the CV predictive model, a neural
network was used and tested; however, the neural
network did not achieve an improvement in the
CV prediction level.

Following this (see point E in Figure 1), in
order to develop and to determine a practical tool,
a comparative study of five alternative rough-
cut cost estimation methods that can replace the
simulation was done. Raw material and regular
hour costs were the same for all methods; the real
difference between the methods was in the way
they estimated inventory holding, backorder and
overtime costs. The five methods were:

*  Rough-cut cost estimation method based
on RCCP

. Rough-cut cost estimation method based
on Time Unit Cost

. Rough-cut cost estimation method based
on Snapshot Principle

*  Rough-cut cost estimation method based
on Bottleneck Analysis

. Rough-cut cost estimation method based
on Smoothed Station

A cost estimation method, based on the forced
idle time of the bottleneck workstation, was found
to be outperform the others.

Finally (see point F in Figure 1), an activity
based cost estimation model that takes into account
stochastic process and setup time, machine failures
and yields of products was developed. In opposi-
tiontothe traditional costallocation method, which
assumesthatindirectcosts are caused equally by all
the products, activity based costing seeks to iden-
tify cause and effect relationships to objectively
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assign costs. The model integrates simulation with
existing deterministic cost estimation models. It
was shown, as expected, that the activity based
cost estimation model performed better than the
traditional cost system estimation model.

DETERMINISTIC MODEL FOR
ROUGH-CUT COST ESTIMATION
ASSUMING A TRADITIONAL
(VOLUME BASED) COST SYSTEM

Major Assumptions

In this work, we developed a model that explains
the relationship between product cost and work-
load. The model was based on the following
assumptions:

. The firm is operating in a make-to-order
environment.

. The planning horizon is fixed and known.

. The shop floor consists of several
workstations.

. Each workstation consists of several ca-
pacitated machines of one or more types
and is operated by at least one worker. The
reliability of each machine is known.

. Machines of a specific type are assigned to
a single workstation only.

. Workers who are assigned to regular shifts
are paid for the entire shift, even if they are
idle for part or the whole shift.

. Workers can be assigned to overtime, only
when machines are scheduled to be busy.

*  Workers get paid for extra hours even when
the machine is unavailable.

e The shop produces several products. The
total demand for each product for the plan-
ning horizon is known.

. The products are batched (e.g., by a plan-
ning system using lot-sizing rules). The
number of units in each batch for the plan-
ning horizon is known.
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e Any batch may be outsourced to
subcontractors.

. Each product has a single production route.
The production route consists of several
operations. Each operation can be executed
on a specific machine type.

. Setup time, between two successive batch-
es, on a machine is sequence-independent.

. No late deliveries are allowed. Outsourcing
is used to prevent late deliveries.

Model Formulation
Total Cost Calculations

Inourapproach, the company’stotal cost consisted
of two components: the shop and the outsourcing
costs. The various shop costs were organized hier-
archically onthree levels: machine level, worksta-
tion level and shop level. The costs related to the
machine level were: machine operational costs,
machine maintenance costs, machine insurance
costs and tooling costs. The costs related to the
workstation level were: direct labor costs (regular
and extra hours) and workstation overhead costs.
The costs related to the shop level were: material
costs and various indirect costs such as building,
computer systems, transportation, indirect labor
and indirect materials.

The total shop cost was calculated bottom-up,
from the machine level to the shop level. The cost
of each level was the summation of all costs in the
lower levels and all costs related to the specific
level. Once the shop cost was calculated, the total
costwas calculated by adding the outsourcing cost
to the total shop cost.

Lett, ands, denote the run time per unit and
the setup time per batch when processing operation
i, (1=1,..., 1) on type k machines (k = 1,...,K),
and n,_the number of unitsin batch b, (b=1,...,
B) of product m. Y, . is the total yield of product
m on a type k machine resulting from all losses
of operation i and all its successive operations
(percentages).

Further, letx, . beaninteger decision variable
indicating that operation i of product m of batch
b, processed on a type k machine, is scheduled
either for processing in the shop (x, = 1) or for
outsourcing (x; ., =0)). Thenthe scheduled capac-
ity, 0" of a type k machine when processing
product mis obtained by summing the setup times
and total run times of all in-house operations re-
quired for processing the entire demand of product

m on a type k machine.

machine SR n mti
O e = szimbk [Sik + Yb kj (1)

In Equation (1) we obtained the run time of
an operation by multiplying the run time per unit,
t., by the number of units, n__and dividing it by
the yield of the operation, Y, ..

The total scheduled capacity on a type k ma-
chine, O[*"™ is obtained by adding up all the
scheduled capacity on type k machines over all
products:

M
machine __ machine
Ok - Z Okm (2)
m=1

Let R™"™ denote the available capac-
ity of the type k machines during regular
work hours (after subtracting stoppages, fail-
ures and repair time). O™"™® hours should
be scheduled for production during regular
hours and O*"™® = min (O™, R*"™ ), and
o hours for production during overtime,
Okmachine,E =max(0, Ollnachine _Okmachine,R).

Let ¢ and ¢"" denote the operational and
maintenance costs per work hour related to a type
k machine, and c; the tooling costs per product
unit related to operation i processed on a type k
machine. Also let ¢, denote the insurance costs
for a type k machine per work day. Then, a type
k machine’s total cost (not including workstation
overheads), C™"™  is defined as the sum of total
in-house operational, maintenance, tooling and
insurance costs for processing the total demand
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of all products on a type k machine:

B M I nbm(tik(cf+clf”)+cw

Climcmne = zzzximbk Y +CliqkT
b1 m-1 i-1 o
3

where T denotes the planning horizon indays, n,
the number of units in batch b of product m, and
g, the number of machines of type k.

In Equation 3 above, the following parameters
were considered:

»  The operational (or maintenance) cost of
an operation is a product of: operational
(or maintenance) cost per work hour, ¢
(or ¢, operation run time per unit, t ,
and the number of units, n,_, divided by the
yield of the operation, Y, ..

*  Thetooling cost is a product of the tooling
cost per unit, ¢, and the number of units
divided by the yield.

»  The insurance cost for type k machines is
a product of the insurance costs of a type k
machine per day c, , the length of the plan-
ning horizon T, and the number of type k
machines, 0,

As noted above, we assume that in each
workstation j, all the W, allocated workers are
being paid for the entire H regular hours per day
during the entire planning horizon of T days. The
total regular hour labor costs in workstation j is,
therefore, ¢fTW,H , where c{ denotes regular
hour direct labor cost per work hour.

Since workers can be assigned overtime on
busy machines only, the cost of overtime for direct
labor in workstation j is:

onlfzoe= )

where c{ denotes the overtime direct labor cost
per work hour, O7*"*® the scheduled overtime,
A, the expected availability of a type k machine
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(in percentages) and O the number of machines
of type k in workstation j.

Besides machine costs and direct labor costs
(regular and overtime), we assume, at the work-
station level, additional constant overhead costs,
;™" per day. By summing up all four compo-
nents, we can obtain the total cost of workstation
j’ C?tation:

K

sttation Z machme +CRTW H +C W

k=1

|:[ machlne E /Ak j/; qkj :| + c(j:onstant-l— (4)

For calculating the total cost of the entire shop,
we have to add to the workstation costs: the direct
material costs and other indirect costs such as
building maintenance, computer systems opera-
tion, transportation, 