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Preface

WHY THIS BOOK?

So much is written on institutions and economic development that a reader
may wonder, why this book? This book is different because it peers inside
the black box of institutions. Most of the literature treats institutions as
gross abstractions, such as “rule of law,” or as outcomes, such as “secure
property rights.” We lose sight of the host of specific norms and rules that
make up societies’ institutional frameworks. Thus, property rights are
secure in one country and not in another because of specific constitutional
clauses, laws, regulations, traditions, norms, and enforcement characteris-
tics. Real-world institutions are complex, and this volume tries to convey
this complexity without getting bogged down in a quagmire of details.
It shows the forest, illustrates some of the trees, and relates both to the
problem of poverty.

This book also differs in its approach to aid and development. The fun-
damental premise of this book is that development depends on wrenching
changes in deeply-rooted institutional frameworks, changes that only
happen when people transform their shared beliefs and overturn their
power structures. Fundamental changes in shared beliefs and power struc-
tures do not happen because of outsiders’ money, advice, pressure, or even
physical force. Powerful elites oppose reforms they believe will seriously
undermine their power and position in society. Non-elites fear reforms they
believe will cause instability and violence. Opposition and fear cannot be
overcome by more money, better advice, greater reliance on NGOs, more
participation of civil society, or other oft-proposed reforms to aid. Aid pro-
vides useful humanitarian assistance, but it is ineffective in promoting
development because of damaging institutions; damaging institutions that
are not changed by aid. To the contrary, because aid must work within a
country’s power structure, aid often supports the very institutions that
render it ineffective.

If aid has not worked, what has worked to change societies’ beliefs and
institutions? We need to know more to answer that question fully. In the last
chapter of this book I suggest one force for progress — local scholars
who designed new policies and advocated new paradigms that eventually
transformed their economies.

Xi
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WHENCE THIS BOOK?

This book reflects my 35 years as a development practitioner and
researcher, 21 at the World Bank. During those years I lived and taught eco-
nomics in Bogota, Colombia; worked as a senior economist at the
Organization of American States; managed and did economic research at
the World Bank; and worked intensively on 34 countries around the world.
My perspective on institutions has also been shaped by reading and talking
to institutionalists, especially members of the International Society for
New Institutional Economics (ISNIE). Not only have I learned a great deal
from talking with like-minded scholars at ISNIE, I have also learned
from ISNIE’s history. I co-founded ISNIE with Alexandra Benham, Lee
Benham, John Drobak, Claude Ménard, and Douglass North in 1997, and
in ISNIE’s evolution I saw how an iconoclastic economic paradigm like
new institutional economics could be nurtured and spread by scholars who
could organize and communicate at low transaction costs. My perspective
has also been shaped by my experience as President of the Ronald Coase
Institute since its founding in 2000, working with young researchers from
all over the world to promote research on the institutions that govern real
economic systems. I have met almost 200 scholars from 50 different coun-
tries, participants in the institute’s workshops on institutional research. The
research and aspirations of these excellent researchers taught me that
young scholars are a force to change the world.
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1. Introduction

Our first evening in Bogota, Colombia, my husband and I happened upon
two small, dirty little boys on the hard cement stoop of a shop, asleep. Very
concerned for these poor little boys, we rushed home and asked our landlady
to alert the police and social services. She was amazed by our attitude. “It’s
useless to call.” she said, “They will just laugh. Over 50,000 such gamines live
on Bogota’s streets, robbing and begging.”

Poverty is the rule, not the exception. Most of humanity lives in under-
developed countries, vast numbers in appalling circumstances. This misery
continues despite a fall in extreme poverty from one-third of the world’s
population in 1981 to 18 percent in 2001 (Chen and Ravallion 2004, p. 14).
This drop is welcome indeed, but it does not mean that poor countries are
developed now, or will be developed any time soon. Extreme poverty is just
that, extreme. The extremely poor live on less than about $1 a day adjusted
for difference in the purchasing power of the dollar. If, instead of extreme
poverty, we measure poverty as most middle-income countries do — incomes
below about $2 a day — then the number of poor increased between 1981 and
2001 and is still 45 percent of the world’s population. China does well even
on this measure. Poverty in China fell from 85 percent of the population in
1981 to 47 percent in 2001. That is an extraordinary achievement — but not
the same as development. Very few people in developed countries live as
poorly as the bottom 45 percent of China’s population. Moreover, develop-
ment means more than just fewer poor people. Citizens of developed coun-
tries enjoy freer access to political and economic markets, and to ideas,
information, and knowledge. They can start businesses, form civil organ-
izations, or create political movements with much greater ease and lower
cost. They also benefit from stability and order and from laws that are
enforced for most residents, not just for the privileged few.

Why are poor countries poor? At one time development experts believed
poverty was caused by too little investment — a problem that could be solved
with foreign aid. Yet when investment went up in some poor countries, it
did not trigger sustained growth. As Chapter 2 describes, new investment
did not spur growth in countries with high transaction costs, powerful busi-
ness groups, and large informal sectors. When investment did not work, bad
macroeconomic policies were blamed. Macroeconomic policies in poor
countries were often bad, and development economists preached to poor
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2 Institutions and development

countries: “Get your prices right.” But this advice begged the question: why
were governments able to sustain such blatantly damaging policies? Even
when countries reformed their macroeconomic policies, they still did not
always grow. A new explanation was needed, and education became the
development mantra. Yet when workers in poor countries increased their
average years in school, labor force productivity did not improve. The
benefits of increased education were undermined by poor quality and low
returns. Underinvestment, bad policies, and lack of education are prox-
imate, not ultimate, causes of poverty. Ultimately development rests on
choices made by societies’ members, and those choices are constrained by
institutions, the rules and norms that structure human interaction (North
1990).

Every society has a set of fundamental institutions that provide the
basic scaffolding for human interactions, what North calls an institutional
framework (ibid.). In modern developed societies, institutional frame-
works nurture market exchange by lowering the cost of transacting,
encouraging trust, and motivating the powerful to protect the property
and individual rights of the weak. Institutional frameworks that encour-
age modern markets only developed in the last 300 years. For millennia
people relied on eyeball-to-eyeball barter, and used family ties, religious
affiliations, business networks, or social groups to learn the reputations of
their trading partners. Traders enforced their bargains by threatening to
ostracize cheats. In the late Middle Ages new, more impersonal institutions
began to emerge in Europe. Traders began to write bills of lading and con-
tracts and to codify merchants’ rules; they began to enforce their agree-
ments through laws, courts, police, and similar third-party mechanisms.
Thanks to these new institutions traders were able to contract with people
they did not know, who were outside their networks, even outside their
country.

How did these impersonal institutions emerge in Europe? Why are such
market-supportive institutions weak or absent in many poor countries?
Chapter 3 addresses these questions, drawing on recent research by institu-
tional economists and historians. Despite this research, our understanding
is incomplete. Academics debate the relative importance of Enlightenment
ideas, nation-states, limits on government powers, border conflicts, and
other explanations for the industrial revolution. Similar debates rage over
the causes of poverty today. Some scholars emphasize the institutions
inherited from colonialism. Settlers from England, with its limited state
and more competitive economy, brought very different rules and traditions
compared to colonists from Spain, with its powerful, centralized state
serving a narrow elite. Other scholars emphasize factor endowments, land
and labor. Regions such as South America had rich lands suited for
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plantations or large native populations suited to be a cheap source of labor.
Small numbers of colonizers settled in these regions and designed institu-
tions to extract wealth and to suppress the native population or imported
slaves. Large numbers of settlers immigrated to places like the US and
Canada that had lands ill-suited for plantations and few or hostile native
occupants. Where colonists settled in large numbers they behaved differ-
ently, expanding the franchise, investing in schooling, encouraging immi-
gration, promoting secure land rights, protecting intellectual property, and
generally establishing rules that favored equality.

Colonialism is not the only explanation for underdevelopment; some
scholars focus instead on how poor countries today differ from Europe in
the late Middle Ages. Border wars raged in medieval Europe, and kings
needed nobles to provide armies, and merchants and creditors to provide
the funds to pay the armies. Leaders of poor countries today rely far less
on their citizens for self-defense. Instead they depend on great power
détente to protect their borders and outside aid to fund their military. They
use their armed forces predominantly to suppress internal rebellion. Such
states are less responsive to citizens’ demands and less concerned about
growth; they impede institutions that might increase access to markets or
politics because greater access threatens their survival.

Another group of scholars stresses beliefs and norms. In their view, soci-
eties whose beliefs and norms centered on individualism were quick to
develop organizations, such as corporations, that exploit mutual interests.
Societies dominated by collectivist beliefs and norms retained social struc-
tures based on family, clan, religion, or ethnic ties, group-based social
structures that were less conducive to modern, impersonal markets.

North et al. (forthcoming) have a different explanation. They argue that
underdeveloped institutions are a “natural” state, the dominant social
order for most of human history. Natural states arose from primitive soci-
eties when powerful groups formed coalitions to reduce costly violence. In
the natural state an elite group controls the military, the political system,
and the economy, and creates institutions that make entry by non-elites
prohibitively costly. Laws are enforced only for elites; non-elites must seek
elite protection and patronage. Natural states evolved into modern democ-
racies in Europe through incremental changes that slowly opened access to
markets and trade. Freer economic access was sustained by freer access to
politics and civil society more generally. Open access states are the excep-
tion, however. Most states today are natural states; even in those that
appear to be democracies, access has remained largely limited to elites. Over
time the personalities of these elites may change and new groups, such as
leaders of labor unions or ethnic minorities, may become elites, but the
exclusionary power structure persists.
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All of these explanations for underdevelopment have one thing in
common: they are bad news for foreign aid, something I explore in detail in
Chapter 4. The amount of aid and the size of the aid community are bur-
geoning, yet there is no evidence that aid promotes development and no evi-
dence that aid can improve institutions. Foreign aid can play a vital
humanitarian role and improve the lives of direct beneficiaries by, for
example, vaccinating children against dangerous diseases. But aid has been
ineffective in fostering the market-supportive institutions that distinguish
today’s developed countries from the rest of the world. Indeed the nature of
aid makes it impossible for aid-givers to improve damaging rules and norms.
Institutional frameworks usually endure for centuries; aid is focused on the
short term. Institutional frameworks endure because they are congruent
with society’s underlying power structure; aid-givers necessarily work within
this power structure. Changes in power structures, rules, and norms do
occur, but they occur through heterodox experiments adapted to local con-
ditions; aid agencies seldom support these experiments. Aid-givers focus
their support on what their staff and consultants know best, what they can
best defend to sponsoring governments, and this usually turns out to be
Western best practice. Aid cannot repair broken institutions; it has tried to
bypass them by creating special units to implement projects, by operating
through non-governmental organizations (NGOs), or by working directly
with groups of beneficiaries. These efforts leave harmful institutions intact,
so they do little to promote development, and they sometimes hurt the
sustainability of aid projects.

If aid cannot improve or avoid damaging institutions, it makes sense to
assist only those countries that are already improving their institutional
frameworks. This is theoretically possible, but unlikely. How will we iden-
tify institutional progress? An institutional framework is a large and intri-
cate network of interrelated rules and habits embedded in a broad social
order. Institutional frameworks are self-enforcing because they fit with
people’s beliefs about proper behavior, their expectations of how others will
behave, and their assumptions about how others expect them to behave.
Current measures of institutions were designed for cross-country statistical
analysis and reflect little of this complexity. These measures serve econo-
metrics well since they aggregate a multitude of rules, norms, and enforce-
ment characteristics into a single variable, such as rule of law or democracy.
But an aggregate measure like rule of law does not give local reformers or
foreign aid-givers the precision they need to determine progress or aid
effectiveness. I analyze common measures of institutions in Chapter 5,
looking specifically at measures used: (1) to describe democracy, (2) to
qualify countries to receive US aid money, and (3) to qualify countries to
receive World Bank soft loans. These measures have many weaknesses
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typical of most institutional indicators, yet in some ways they represent
progress. Previously, economists used to assume away institutions entirely.
Adding institutions adds realism to economic models, but it also necessar-
ily adds complexity, because reality is messily complex.

Reform in water and sanitation (Chapter 6) illustrates this complexity
and also shows how critical it is to improve our understanding of institu-
tions. Many countries reformed their urban water and sanitation systems
in the 1990s, and we have a woefully inadequate understanding of the out-
comes of these experiments. Most cross-country analyses of water system
reforms fail to account adequately for local circumstances, politics, and
beliefs. Beliefs and institutions affect the demand for and design of water
system reforms as well as the willingness of investors to supply the requi-
site capital and skills. Water and sanitation reform is a politically charged
issue subject to powerful competing interests. People without connections
will favor reforms that add connections, so too will developers, builders,
contractors, and property owners seeking lucrative business opportunities
or higher property values. Often overlooked, however, are people who are
already connected to the system who often oppose expansion for fear that
their water tariffs will increase and farmers who fear urban expansion will
reduce their water supply. These different interest groups influence the
design of reforms differently depending on how well they can act collec-
tively and on how much political institutions encourage politicians and
bureaucrats to respond to their demands. The motives of private investors
matter if the reform privatizes operation of the water and sanitation
system. Private investors will only be willing to bid on water contracts if
they can earn reasonable returns, and then only if they believe government
will honor its bargain. Such credible commitment is demanding because it
depends on how well institutions bind future politicians, regulators, and
judges.

To illustrate how such institutions work in practice, Chapter 6 analyzes
water reform in Buenos Aires and Santiago. These two cities experienced
notionally similar reforms with very different outcomes. These differences
were largely determined by the countries’ different economic and political
institutions, some specific to the water sector, others fundamental to the
governance of the country. Their networks of institutions are themselves
the outcome of long histories of jockeying between powerful elite groups.

This book argues that progress in a sector such as water or in the broader
economy is determined by durable institutions and deeply-rooted power
structures. This argument does not mean that development is impossibly
difficult. Development is rare, but progress does occur and deeply-rooted
institutions do change, sometimes dramatically. This happens when new
ideas profoundly alter a society’s assumptions about the world, opening the
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way for incremental reforms that ultimately transform its institutions. We
have only a very partial understanding of how this happens, which I sum-
marize in Chapter 7.

Based on work with Jessica Soto, Chapter 7 explores some hypotheses
about when local scholars act as institutional entrepreneurs devising and
disseminating a new economic paradigm, a new conceptual model of how
the world works. When elites feel their present policies and paradigms
cannot cope with an economic shock or an external threat, they are ready
to consider new policies and even a new set of economic assumptions.
Policymakers and the wider public will be influenced by local scholars only
if they are organized and persuasive and if they are believed to be credible,
disinterested, and truthful experts. Change follows if the elites accept the
new policies and paradigm and are powerful enough to overcome or ignore
opposition. Under the right circumstances, the new policies cause beneficial
changes, triggering incremental transformations that gradually move soci-
eties well beyond the elites’ original intentions. In this way, intellectuals pro-
moted new ideas and institutional change in Enlightenment Europe and in
today’s newly developed countries.

Chapter 7 explores these hypotheses in six case studies. Two of the cases,
Taiwan and, to a lesser extent, South Korea, were transformed into open
access societies, both politically and economically. Chile may be on a similar
path, although there is a worrying level of public skepticism about Chile’s
development model. The fourth case, China, is harder to assess. China has
increasingly opened access to the economy, generating great growth, but its
open markets are out of equilibrium with its closed political system.
Argentina is a counterfactual case: reforms were not sustained despite the
influence of prominent scholars. Indonesia is another counterfactual
case: scholarly influence was limited to devising macroeconomic policies
in response to economic downturns; despite two decades of growth, the
Indonesian economy and polity remained closed.

Although there is much we do not understand about institutional
change, these preliminary case studies suggest that damaging institutions
are not destiny. Since the Second World War, a few countries have trans-
formed themselves into developed market economies and open access soci-
eties, despite the challenge of an increasingly competitive global market.
Although fortuitous circumstances played a part, foreign aid was usually
not important; except for the impetus it gave South Korea and Taiwan to
reduce their dependence on US aid. Local intellectual capital was impor-
tant. Local scholars devised new paradigms, argued the case for their
ideas, advised and directed economic policy. Local scholars are not
sufficient to promote institutional transformations, but they are beneficial
and quite possibly necessary. Yet there are few efforts to foster this sort of
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scholarship. Most large-scale support tends to stifle self-directed research
by offering funds for topics favored by donors or by hiring local scholars as
consultants or staff. What is needed is scholar-by-scholar support and men-
toring, such as that provided by the Ronald Coase Institute, which nurtures
local researchers without stifling them.



2.  Why are poor countries poor?

MOST PEOPLE LIVE IN POOR COUNTRIES

Most of humanity — over 84 percent —lives in countries that the World Bank
defines as underdeveloped (Figure 2.1), and this proportion has changed
little over the last 25 years (Figure 2.2). Few underdeveloped economies are
growing fast enough to become developed anytime soon; quite the con-
trary, in one-third of poor countries gross domestic product (GDP) per
person in constant dollars has not grown at all since 1980 (Easterly 2002b).

DC
16%

ubC
84%

Source:  Author’s calculations based on World Bank, World Development Indicators.
Underdeveloped countries (UDC) in 2004 are those defined by the World Bank as upper
middle income, lower middle income, and low income (World Bank 2006g, pp. 292-3) that
were eligible to borrow from the World Bank in 2005 (World Bank 2005a).

Figure 2.1  World’s population living in developed and underdeveloped
countries, 2004
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Source:  Author’s calculations based on World Bank, World Development Indicators.
Underdeveloped countries in 1979 are those defined by the World Bank as middle income,
low income, and non-market industrial economies (World Bank 1981, pp. 134-5).
Underdeveloped countries in 2004, as defined in sources for Figure 2.1.

Figure 2.2 World’s population living in underdeveloped countries, 1979
and 2004

Assessing trends in global poverty by looking only at income by country
may be unduly depressing. After all, most of the world’s population lives in
a few, very big countries and two of the biggest — China and India — have
been growing fast. Between 1980 and 2000 China’s GDP per person grew
by an average of 8.3 percent after correcting for inflation, and India’s grew
by 3.6 percent (World Bank various years, World Development Reports).
Since together these two countries represent almost 2.3 billion people, that
is a welcome improvement for a large number of poor people. Rapid eco-
nomic growth in China, India, and the rest of Asia has reduced the per-
centage of humanity living in “extreme poverty.” The proportion of those
living on less than about $1 a day (in purchasing power parity, that is,
adjusted to take account of differences in what a dollar will buy) fell from
over 40 percent of the total population in underdeveloped countries in 1981
to 21 percent by 2001 as shown in Figure 2.3 (Chen and Ravallion 2004,
table 4).! This improvement was heavily concentrated in Asia; elsewhere
extreme poverty stayed the same, or even rose, as it did in Sub-Saharan
Africa (Figure 2.4).

Moving people out of extreme poverty is an important step, but it does
not constitute development. The extreme poverty threshold approximates
what a sample of underdeveloped countries define as their poverty line, but
people living on less than $1 a day are still leading lives of appalling misery.
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Note: * Percentage of the population in underdeveloped countries living in households
where the average per capita consumption is less than $1.08 per day (extreme poverty) or
less than $2.15 per day (below the poverty line) using 1993 dollars in purchasing power
parity (PPP).

Source:  Author’s calculation based on data in Chen and Ravallion (2004, table 3).

Figure 2.3 Proportion of the population of poor countries living in
poverty, 1981, 1990, and 2001*

The picture is much grimmer if we raise the bar and calculate the percent-
age of people in poorer countries who are living below about $2 a day,
which is closer to what most middle-income countries would define as their
poverty line. True, China sharply reduced the percentage of its population
living below $2 a day from 85 percent in 1981 to 47 percent in 2001. But 80
percent of India’s population still lives on less than $2 a day, despite its
rapid growth, and in Sub-Saharan Africa the percentage went up, from 73.3
percent in 1981 to 76.6 percent in 2001 (Chen and Ravallion 2004, table 3).
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Source:  Author’s calculation based on data in Chen and Ravallion (2004, table 3).

Figure 2.4 Proportion of the population living below the poverty line in
China, India, rest of Asia, Sub-Saharan Africa and rest of
underdeveloped countries (UDCs), 1981 and 2001?

Worldwide, the total number of people living below $2 a day increased by
285.4 million (Chen and Ravallion 2004, table 4). Even by this higher stan-
dard, 45 percent of humanity was living in poverty in 2001.

The sad fact is that very few non-oil exporting countries that were poor
at the end of the Second World War have per capita incomes approximat-
ing those of developed countries today. Some Central European countries
are beginning to approach European income levels (about $29,000 per
capita in 2005), including the Czech Republic, Hungary, the Slovak
Republic, and Slovenia.2 But few others have made the transition to eco-
nomic wealth. The few that have are in Europe (Ireland, Greece, Spain) or
East Asia, specifically Japan, Hong Kong, Singapore, South Korea, and
Taiwan.? South Korea’s status is particularly striking. In 1960 South
Korea’s gross national income per person was the same as Ghana’s; by 2005
South Korea’s GNI per capita in purchasing power parity terms exceeded
Ghana’s GNI by eight times. Elsewhere, however, the picture is far bleaker.
Despite trillions of dollars in foreign aid and advice, few underdeveloped
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countries are poised to join the ranks of the rich. Even once wealthy
Argentina has about half the average per capita income of European
Union countries; the rest of Latin America has even less.

I have been discussing development in purely economic terms, but the
countries we consider developed today differ from poorer countries on
many margins besides wealth. As North et al. describe in their forthcoming
book, today’s developed countries have open access markets characterized
by a creative stream of entrepreneurship. They also have open access polit-
ical systems characterized by a rich array of political, economic, social, and
religious organizations. North and co-authors argue that a thriving modern
market cannot exist outside an open access political, economic, social, and
intellectual infrastructure that supports competition between a host of
sophisticated and complicated organizations and creates a sustainable
equilibrium.

Why is this transition to modern markets, thriving civil societies, and
responsive and stable polities so rare? Why is misery so prevalent? Why do
poor countries stay poor? Progress in answering such questions has been
frustratingly slow, in part because past explanations failed to consider
institutions.

EXPLANATIONS THAT IGNORE INSTITUTIONS
ARE INADEQUATE

In the 60 years since the Second World War ended scholars have embraced
and discarded a number of different explanations for underdevelopment,
nicely summarized by William Easterly (2002b). Easterly shows how foreign
aid agencies in poorer countries tried to ignite a succession of “engines of
growth.” Among the most prominent “engines” were: (1) investment and
technological innovation; (2) market-friendly macroeconomic policies; and
(3) education. Yet despite the support of foreign aid, each of these “growth
engines” failed in turn.

Growth Engine 1: Investment

Investment is not correlated with growth in many specifications, which
seems surprising until we consider that investment only stimulates growth
where there are economic opportunities and incentives to run businesses
productively. But poor countries are crippled by non-economic limits on
business entry and non-market threats to business survival, except for a priv-
ileged few. For all others, the transaction costs of starting, operating, or lig-
uidating a business are inflated by corrupt and inefficient bureaucracies,
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weak enforcement of laws against crime and expropriation, lax enforcement
of contracts, uncooperative and exclusionary business norms, the absence
of political mechanisms to hold bureaucrats and politicians accountable for
their actions, and a general lack of credible protection of property. As a con-
sequence: (1) business success is determined more by who you know than by
what you do, and (ii) a large number of businesses operate informally.

Poor countries are governed by a coalition of powerful elites who limit
non-elite access to politics, education, organizations, and the economy. This
situation has prevailed for so long that North et al. (forthcoming) call it the
“natural state,” the default option for most societies throughout recorded
human history. Even so-called democracies have constitutional, electoral,
and party rules that allocate power to a narrow elite group. In these societies
firms whose owners have political influence face fewer constraints from tax-
ation, corruption, and government regulation than less influential firms;
they also have easier access to finance (World Bank 2005f, figure 2.3, p. 44).

Governments of poor countries typically impose large administrative
costs on firms, costs that are especially burdensome for non-elite firms. Red
tape, bribes, and delays raise the costs of registering a new firm, getting a
license to operate, or paying taxes. Where property rights are weak and
bureaucracies are corrupt and inefficient, the cost of doing business will be
high. Firms in Bolivia, for example, reported that tax authorities visited
them four times a year on average and they had to go to La Paz to see gov-
ernment authorities on tax matters nine times a year on average. More than
one in five Bolivian firms had had their tax returns challenged in the three
years before they were surveyed, and half of these firms reported that tax
authorities had offered to reverse the challenge for payment of a bribe
(World Bank 2001). Eighty percent of firms surveyed in Uganda reported
that they had to pay bribes that were, on average, three times larger than
their income taxes. These firms received no benefits for their payments;
rather the bribes were extorted by bureaucrats as the “price” of public ser-
vices based on what they thought the firm could afford to pay (Svensson
2000). Government-imposed costs are not only high; they often vary
widely, even from one individual bureaucrat to another, adding to the risk
and uncertainty of starting or operating a business. For example, in 2003
the average cost to register a small garment firm in Sao Paulo, Brazil was
$282, including fees and the opportunity cost of the entrepreneur’s time
valued at the entrepreneur’s reported salary (Zylbesztajn et al. 2004). The
cost for one-third of new enterprises was less than $150, while the cost for
17 percent was more than $400. The variance was large even though these
firms were all of similar size and condition, operating in the same sector in
the same city. Politically influential firms can bypass these restrictions, but
non-elite entrepreneurs must pay these costs.
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Influential firms also have less detectable advantages, such as privileged
access to lucrative government contracts or protection from competition
through special tariffs and restrictions tailor-made for their benefit.
Politically influential firms are unfair competitors, using their access and
economic advantages to dominate markets and keep their rivals small and
few. Their influence is costly to their societies. Politically influential firms
innovate less: they are less likely to introduce new technology or new prod-
ucts, upgrade their product lines, or build new facilities (World Bank 2005f,
figure 2.4, p. 45).# Politically influential firms also have negative effects on
innovation by non-elite firms. Non-elite firms are less innovative in markets
dominated by politically influential firms because innovation does not
benefit them much, and their growth is restricted by limits on their access
to credit, markets, and contracts.

Informality is another reason why new investment and new technology
do not always stimulate growth. When non-elite firms face high costs and
unfair competition, many potentially successful firms do not enter the
market or if, they do choose to enter, do not survive or prosper. Instead
they often choose to operate in the informal sector. As a consequence large
parts of some underdeveloped economies are informal, more than half
in countries as diverse as Georgia, Nigeria, Peru, Tanzania, or Thailand
(World Bank 2005f). This means that half of all businesses in these coun-
tries are committing a crime by their very existence. Informality is costly to
firms: they live in continual uncertainty, they cannot do business with the
government or with larger firms; they cannot export through formal chan-
nels or raise funds through the banking system; they are more vulnerable
to police harassment and bribery; they cannot enforce contracts through
courts or other formal means. To avoid detection, informal businesses
usually stay small and seldom advertise. Not surprisingly, informality is
inversely correlated with development: informal firms represent about
47 percent of GDP in low-income countries compared to 15 percent in
high-income countries (Ayyagari et al. 2003, p. 10).

Such institutional failures illustrate why an increase in investment does
not necessarily lead to innovation or growth. Political connections and
administrative burdens distort the market. The business sector is domi-
nated by influential firms that have neither the incentive nor the capacity to
make the best use of funds or opportunities to innovate, and by informal
firms that have neither the capital nor the legal means to expand.

Growth Engine 2: Macroeconomic Policy

When investment failed to spur growth, poverty was blamed on macroeco-
nomic policy failures — large fiscal deficits, inflationary monetary policy,
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overvalued exchange rates, high trade barriers. During the 1980s much
foreign aid was made conditional on reform of bad macroeconomic poli-
cies but in most cases conditionality failed to produce sustainable improve-
ments. Policy choice turned out to be endogenous to organizational and
institutional frameworks. In democracies, policy choices are endogenous to
political rules and norms that determine, among other things, how candi-
dates are selected and who selects them, how powerful they become, how
long they are likely to stay in power, and how accountable they are and to
whom. In other words, political rules and norms affect which issues and
which interest groups politicians care about, and that in turn affects
whether they will support policies with short-run political benefits, such as
subsidizing food for their supporters and monopoly privileges for powerful
elites, or long-run economic gains, such as cutting spending to reduce
budget deficits and opening markets to competition. Institutional frame-
works affect policy in dictatorships too, although these effects may be
harder to gauge. We can see evidence of this in dictatorships that attempted
to broaden their base of support by allowing political parties and legisla-
tures, such as Brazil’s military dictatorship in the 1960s. Parties and legis-
latures may appear to be window-dressing, but they have real effects on
policy. Dictatorships that allow parties and legislatures spend more on edu-
cation and less on the military than dictatorships that dispense with these
organizations (Gandhi 2003).

Until recently most development economists viewed bad policies as the
simple result of sick politics, a product of corruption, state capture, lack of
democratic competition, and the like. But North et al. (forthcoming) argue
that such policies are not a disease. In the typical, “natural” state, macro
policies are designed to generate rents and protections that keep the domi-
nant ruling coalition stable, something I describe in more detail later. The
important point for this discussion is that macroeconomic policies are out-
comes, the products of economic systems, political systems, and belief
systems. Attempts to change policies without changing the systems that
produced them are doomed to failure.

Growth Engine 3: Education

Human capital is clearly vital to development, so education seemed like a
logical growth engine. Many studies establish the centrality of human
capital. For example, initial levels of secondary education in 1900 are cor-
related with current levels of GDP per capita, leading some analysts to
argue that initial endowments of human capital are more important to
growth than institutions (Glaeser et al. 2004). But investment in education
in poorer countries turned out not to increase human capital in measurable
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ways. Increased years of labor force schooling are not correlated with
growth in GDP per worker in underdeveloped countries, except perhaps
negatively (see Easterly 2002b, chapter 4; Prichett 1996). From 1990 to 2005
the World Bank lent $12.3 billion for primary education, and enrollment
increased by 19 percent in a sample of 12 recipient countries (World Bank,
Independent Evaluation Group 2006). Yet the World Bank concluded that
most of these primary education projects were ineffective at improving edu-
cational quality (ibid.). In those few countries where student learning was
tested, achievements were shockingly low. For example, in Ghana only
5 percent of students had mastery in English and only 10 percent in math;
in Niger 13 percent had mastery of French and 11 percent of math; in Peru
8 percent had mastered Spanish and 7 percent math; in Yemen 19 percent
had mastered Arabic and 9 percent math (ibid., p. 34). An independent
assessment of literacy among 7 to 10 year olds in India found that half
could not read fluently at the first grade level (Pratham 2006, cited in ibid.).
Seventy percent of students who completed grade five in Bangladesh were
not minimally competent in writing (World Bank 2004b, p. 112). The 1994
Tanzania Primary School Leavers Examination found that four-fifths of
students scored less than 13 percent in language or mathematics after seven
years of schooling (ibid.).

Why has education not improved learning and raised productivity in
poor countries? One reason is that the broader environment does not
reward those who invest time, study, and money in getting an education.
Returns to education are low in countries where incentives to invest in the
future are low. Another reason why spending on education does not pay off
economically is poor educational quality. Conditions in many schools are
dreadful. Enumerators who made unannounced visits to primary schools
in Bangladesh, Ecuador, India, Indonesia, Peru, and Uganda found that on
average 19 percent of teachers were absent (27 percent in Uganda), and
many teachers who were present were not working (Chaudhury et al. 2006,
p. 92, table 1). Only 45 percent of the teachers present were engaged in
teaching activities, broadly defined to include cases where the teacher was
just keeping the class in order (Chaudhury et al. 2006, p. 96). Another
problem is overcrowding; for example there are 67 pupils to a teacher in
Mali and from 2 to 12 students per book (World Bank, Independent
Evaluation Group 2006, p. 36).

Such poor educational outcomes result not from lack of funding but
from wrong incentives and weak institutions. As Prichett argues, the fail-
ures of schooling to produce educated citizens “are almost entirely the
endogenous outcome of the existing incentives of the public sector (which
is unconcerned about quality and unresponsive to citizen demands for
higher-quality schooling) and of public sector producers who are given no
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support in increasing quality” (Prichett 2004, p. 216). He asserts that
change will only occur when the institutional conditions lead to a public
sector that is “motivated to and capable of implementing the required
actions” (ibid., italics in original). The political systems in many poor
countries reward policymakers who generate lucrative contracts to con-
struct schools or who distribute patronage jobs in teaching or school
administration, and punish those who fire non-performing teachers and
administrators.

Poor countries also lack the institutions and organizations that hold
politicians accountable for their actions, such as independent media to
report on school spending and achievement, parent groups to demand
improvements, or elections and political parties to force politicians to
compete on their record in education. Without accountability much edu-
cational assistance is simply diverted or stolen. A survey of public schools
in Uganda found that on average only 13 percent of the grants disbursed
from the central government actually reached the schools; most schools
received nothing because most of the funds were siphoned off by local
officials and politicians as political patronage (Reinikka and Svensson
2004).

Summary

It was reasonable to assume that investment and innovation, sound macro-
economic policies, and education could stimulate growth, since they do
promote growth in developed countries. But it was wrong to assume that
these growth engines would function the same way in every economy. In
developed countries, increases in investment and innovation, improvement
in policies, and expansion of education set off a virtuous circle of changes
that reinforced one another. But that failed to occur in underdeveloped
countries. It turned out that underinvestment, bad policies, and lack of
good education are proximate causes of underdevelopment, but they are
not ultimate causes. Ultimately, an economy’s future rests on choices made
by economic, political, and social actors, choices that are largely motivated
by institutions.

INSTITUTIONAL EXPLANATIONS FOR
UNDERDEVELOPMENT

Institutions are the “humanly devised constraints that structure human
interaction” (North 1990, p. 3). They include written, formalized con-
straints such as constitutions and laws, and tacit, informal constraints such



18 Institutions and development

as norms, conventions and self-imposed codes of conduct (ibid, p. 3).5 In
Douglass North’s view, institutions are the product of intentional human
efforts to provide structure in an uncertain world. They reduce uncertainty
and risk by making others’ actions more predictable. (Greif (2006) has a
broader definition of institutions as a system of shared beliefs, internalized
norms, rules, and organizations that motivate, enable, and guide individu-
als to follow one rule of behavior thereby generating regularities of behav-
ior. In Greif’s view an institution is by definition self-enforcing; a rule
imposed by the state would not constitute an institution unless it affected
behavior.)

Consider a very simple institution: the rule that cars should drive within
painted lines and cross the line only when the driver can see that the adjacent
lane is empty. This is not just the law; it is an internalized norm in many cities,
such as Washington, DC in the United States. But in other cities, such as
Cairo, Egypt, drivers straddle the lanes, and often move from lane to lane
without looking behind them. Drivers in lanes that are being encroached
upon respond with the “son et lumiére” driving technique, honking their
horns and flashing their lights when a motorist tries to weave in front of
them. In Washington, DC, the idea of straddling the lanes is inconceivable
to most drivers and would likely result in collision, arrest, or risk of attack
from outraged fellow motorists. It would be just as dangerous in Cairo to fail
to anticipate lane straddling or respond with outrage. A driver from Cairo
would quickly adapt to the dominant norm when driving in Washington
rather than suffer the nasty consequences, and vice versa. This simple
example illustrates that it is not just the written rules that constitute institu-
tions, but also the norms of behavior that people internalize over time, and
the extent to which state-devised rules and internalized norms are enforced.

Every society has a set of fundamental institutions that provide the basic
scaffolding for human interactions, such as constitutions or widely held
norms. Although many rules and habits change frequently, these funda-
mental institutions are more persistent and deeply rooted. North calls this
set of fundamental institutions the institutional environment or institu-
tional framework. A society’s institutional framework is the product of its
history. Powerful groups and individuals shape fundamental institutions to
perpetuate their power, and some of these structures persist. They endure,
and not just because powerful elites enforce them. Over time they become
part of society’s shared beliefs about how the world works, or should work,
beliefs about how others will behave, or should behave; they become inter-
nalized norms and can be difficult to change and impossible to ignore
(North 2005b).

Internalized norms can persist even when they conflict with what out-
siders perceive to be self-interest, as we can see in the history of the water
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supply lease in Conakry, Guinea. In the late 1980s Conakry’s water system
was in disastrous shape, with over 40 percent of the population not con-
nected, poor water quality, frequent interruptions in service, no funds for
repairs or expansion, and 60 percent of water lost through leaks, theft, and
the failure to bill or collect. In 1989 the government of Guinea signed a
lease with a private consortium to operate the water system in its capital
and several other major cities. The lease introduced cost recovery pricing,
more efficient billing and collection, and curbs on illegal connections, and
as a result, most customers faced higher water costs. Government’s failure
to pay its water bills drove prices even higher than originally forecast
(Ménard and Clarke 2002b). Rates were lower for low volume users, but
most household connections were high volume because an individual con-
nection, which was a standpipe in the yard, was often shared by many fam-
ilies (ibid., p. 279). The average number of consumers per connection in
Conakry was estimated to be as high as 27. Many of Conakry’s poorer res-
idents could not afford to pay so about half the city remained without
piped water (Ménard and Clarke 2002b, p. 295). Abidjan, Cote d’Ivoire,
had a similar lease and similarly high prices, but affordability was not a
problem there. Abidjan was wealthier, and more importantly groups of
neighbors who shared water from one standpipe split the water bill
(Ménard and Clarke 2002a). In Conakry the family paying for the water
connection did not charge their neighbors, but allowed them to take water
freely. Household surveys suggest that there are strong social mores against
charging neighbors in Conakry perhaps as a result of its recent rural
culture (Shirley and Ménard 2002, p. 33). This norm may have been advan-
tageous when a water connection signaled influence with the ruling powers,
water rates were very low, and water bills were seldom collected. When cir-
cumstances changed, however, the sharing norm made water unaffordable,
yet it proved hard to change even when many people who failed to pay were
cut off.

WHAT ARE THE INSTITUTIONS THAT SUPPORT
DEVELOPMENT?

Today’s successful market economies are characterized by institutions that
support impersonal market exchanges, sometimes spanning long distances
and extended periods of time. Barter and the bazaar have not been elimin-
ated, and trust and reputation are still important to trade. But these tradi-
tional forms of exchange and enforcement exist side-by-side with hands-off
transactions between multiple layers of strangers governed by regulators,
courts, and police.
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Table 2.1 Examples of institutions that foster exchange and constrain
State coercion

Foster exchange Constrain state coercion
Bilateral reputation Time horizon of dictator
Reputation in business networks Military norms of non-intervention
supported by family, religious Threat of revolt
or other social networks Foreign financing, aid, alliances, threats
Hostages Democratic elections & norms
Merchants’ norms and codes Separation of powers to assemblies & courts
Commercial codes Federalism

Sources: Based on Greif (2006) and Shirley (2005a).

Markets require two kinds of institutions to realize the gains from imper-
sonal trade. One set of institutions “foster[s] exchange by lowering trans-
action costs” (Shirley 2005a, p. 611)° (see Table 2.1 for examples). Every
transaction has costs: the costs of finding a seller or buyer, getting and pro-
viding information, striking a bargain, monitoring the terms, enforcing the
bargain, and punishing those who cheat (Coase 1937). Transaction costs
are crucial to development; where the costs of transacting are unusually
high, opportunities will be forgone. As Ronald Coase famously put it, “If
the costs of making an exchange are greater than the gains which that
exchange would bring, that exchange would not take place” (1992, p. 197).

Institutions that lower transaction costs cannot do the job alone,
however; markets also need institutions that “influence the state and other
powerful actors to protect private property and persons rather than expro-
priate and subjugate them” (Shirley 2005a, p. 611).7 Effective states
monopolize force and use it to secure order and stability, protect property
and individuals, and enforce contracts and laws. But a state powerful
enough to impose order and monopolize coercion is also powerful enough
to expropriate property and subjugate people (North and Weingast 1989;
Weingast 1993). Trade requires credible constraints on the state’s power to
abscond with the gains. Just as institutions that enforce contracts determine
the range of transactions that will occur in a market by determining which
bargains can be credibly enforced, so institutions that constrain coercion
“influence whether individuals will bring their goods to the market in the
first place” (Greif 2005, p. 727). Developed countries have evolved institu-
tions that limit the abuse of state power, institutions that are credible to
would-be investors (see Table 2.1 for examples).

Thanks to market-supportive institutions, people in developed countries
strike countless bargains daily with others whose identity, affiliations, and
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locations they never know and never need to know. Impersonal exchange
in developed economies has evolved to the point where, to take an extreme
example, a US investor can go onto the internet; pay a small fee (currently
$5 for trades of up to 5000 shares) to a brokerage firm; put in an order to
buy a stock at the current market price; and see the order executed within
seconds. The investor does not know the identity of the person whose stock
is bought, nor the identity of the floor traders and market makers who buy
and sell the stock, nor the identity of the brokers who put the order to the
traders and post the results. The investor can afford to be ignorant of the
personalities involved because a vast and intricate complex of contract-
enforcement institutions supports this exchange. Rules, laws, and norms
oblige companies listing on the New York Stock Exchange (NYSE) and
brokers trading on the NYSE to disclose their prices and performance, to
follow instructions, to execute trades promptly and at the best price, and to
safeguard investors’ money and personal information. In addition, a host
of internal rules and norms of operation constrain the behavior of the
NYSE and the over-the-counter market, the brokerage firms, the auditors
and compliance officers of the firms who register and effect the trade,
the Securities and Exchange Commission, the National Association of
Securities dealers, and the auditors of the individual firms whose shares
are traded. The performance of these individuals and organizations are
tracked by newspapers, magazines, credit bureaus, investor newsletters, and
blogs, so that individuals and organizations involved in trades comply with
the rules or risk costly damage to credit ratings and reputations, fines, or
imprisonment.

What stops government actors from confiscating investments through
onerous taxes or outright expropriation in our internet trading example?
Constitutional rules curb the power of the executive branch and empower
the legislature to investigate abuses and pass laws to prevent them. Electoral
rules and internal political party protocols reward politicians who oppose
expropriation. Norms of civic responsibility and rules protecting the inde-
pendence of the media check government’s arbitrary use of power. Those
who benefit from trades — brokerage firms, regulators, industry associa-
tions, and others — protest confiscatory laws or regulatory practices that
reduce their profits, put them out of business, or just violate their sense of
proper commercial conduct. Courts act to redress unconstitutional and
arbitrary abuses by the executive. Some of these mechanisms are slow and
costly, and they do not always function well in every individual case, but
over time and on average they support contractual norms and protections
allowing investors to commit their capital in impersonal exchanges with
lower transaction costs and a higher degree of confidence that their funds
are safe from broker theft or state expropriation.



22 Institutions and development

Internet trading is an extreme case: I can illustrate how institutions func-
tion in different societies with a simple real estate transaction. Housing
transfers in developed countries are increasingly impersonal thanks to gov-
ernment-enforced rules that protect buyer and seller. In the US more and
more transactions rely on escrow agents; the individuals buying and selling
the home may not even be present at the transfer. The transaction costs of
formal housing transfers are low relative to people’s income and the price
of houses.

Real estate transactions in poorer countries are more likely to be infor-
mal transfers relying on personal reputations because, relative to many
people’s income, the costs of more formal transactions are high. We can see
this in the housing market that developed in the township of Langa, South
Africa, in the 1990s after the Cape Town municipal government distributed
titles to concrete block houses there (Boudreaux 2007). Although these
titles were formal and relatively secure, buyers and sellers used signed
affidavits rather than formal sales contracts and did not register their titles
in the Registrar’s office because they could not afford a formal exchange
(ibid.). Incomes were low in Langa. Formal jobs are scarce in Langa because
of restrictive labor laws, and many residents work informally, running small
shops out of their homes. Informal workers without a steady paycheck were
viewed as risky borrowers by banks, which in any case had little tradition
of mortgage lending in townships such as Langa. The cost of formal trans-
actions was too high for most Langa homeowners partly because only
special conveyancing attorneys could legally transfer title to property in
South Africa and these attorneys charged high fees. On top of that, all local
taxes and past-due service fees had to be paid in advance, and many poor
residents were years behind on their taxes and fees. Informal property
markets such as Langa’s are a way around these barriers, but they have
drawbacks. Sales are confined to buyers and sellers who know one another’s
reputations and this reduces the size of the market, which in turn reduces
the resale value of houses.

How do institutions that support impersonal, sophisticated, and low
cost exchanges emerge? Why don’t all economies have similar market-
supportive institutions? These questions are the subject of the next chapter.

NOTES

1. The extreme poverty definition of approximately $1 per day was calculated to reflect the
definition of poverty used in most poor countries (Chen and Ravallion 2004, p. 9). These
numbers are converted from local exchange rates using purchasing power parity. PPPs
attempt to measure the actual purchasing power of each country’s inhabitants, taking
account of the fact that prices of the same goods are often lower in poor countries, so a
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dollar will purchase more goods in poor countries than in richer countries. The data have
problems described in detail in Chen and Ravallion (2004).

In 2005 the gross national income per person of high-income countries averaged $32,524
in purchasing power parity terms. The GNI per capita that year of Czech Republic was
$20,140, Hungary $16,940, Slovak Republic $15,760, and Slovenia $22,160 (World Bank
2006h).

The 2005 GNI per capita in PPP of these countries was Japan $31,410, Hong Kong
$34,670, South Korea $21,850, and Singapore $29,780 (World Bank 2006h). The World
Bank does not publish data on Taiwan but according to Tiscali Reference Encyclopedia,
Taiwan’s GNI per capita in PPP was $22,650 in 2002 (Tiscali).

“Influence” is measured as the difference perceived by firms and reported in World Bank
Investment Climate Surveys between their ability to influence national policy and legisla-
tion and the ability of other domestic firms to do so (World Bank 2005f, p. 44).
Organizations differ from institutions: “they are groups of individuals bound together by
some common purpose to achieve certain objectives,” and include legislatures, firms, trade
unions, churches, clubs, schools and so on (North 1990, p. 3).

These are similar to what Greif calls “contract-enforcing institutions” (Greif 2005,
p. 727).

These are similar to what Greif terms “coercion-constraining institutions” (Greif 2005,
p. 727).



3. Market-supportive institutions

To understand underdevelopment we must first understand development.
Even though today’s poor countries will follow very different paths from
industrializing Europe, European history is our main guide to the forces
that shaped modern, open access states. Democracy, unbiased rule of law,
largely unfettered access to information and ideas, and competitive market
economies only emerged over the last 300 years, but they have roots deep
in the past. A voluminous literature analyzes the roots of today’s modern,
wealthy societies and I cannot do justice to it all. Scholars disagree about
what Mokyr has called “the enduring riddle of the European miracle”
(Mokyr 2002). T have focused on the explanations favored by institutional
economists, especially Douglass North and Avner Greif. These authors
give special emphasis to the influence of historically evolved beliefs, knowl-
edge, norms, and rules on economic actors over time, an interpretation that
is especially valuable for understanding the effects of ideas and institutions
on development today. Even this subset of economic history is large and
growing; I can only briefly survey this literature here.

HOW DID MARKET-SUPPORTIVE INSTITUTIONS
EMERGE?

For thousands of years people were governed by “tribute-taking empires”
such as the Chinese, Ottoman, Persian, or Roman empires (Tilly 1992,
p- 21). Tribute-taking empires proved durable, but they never fostered
the institutional innovations that led to modern, impersonal markets. The
empires’ distant central governments provided order and some public
goods, but they also engaged in frequent wars with external rivals and sup-
pressed internal rebellions. These perpetual conflicts were financed by often
onerous taxes and duties, state monopolies over key commodities such as
salt, sale of private monopolies, and similar measures, all with disastrous
effects on market development. Some empires were less hostile to commerce
than others; the Ottoman Empire at its height did not tax merchants and
saw trade as a source of prosperity (Kinross 1977). But even in the Ottoman
Empire the emperors’ closest allies were large landowners, not merchants.
And even in the Ottoman Empire some revenue-raising activities inevitably

24
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discouraged commerce. For example, the empire minted money to increase
its cash, devaluing the currency. Tribute-taking empires also suppressed
commerce by allowing repressive and sometimes corrupt local governments
to inhibit competition, place onerous restrictions on trade, and stifle migra-
tion, upward mobility, and innovation. The Chinese state, for example, was
largely absent from the commercial sphere in the nineteenth century, dele-
gating tax collection and the provision of local public goods to guilds (Greif
2005). The Roman Empire, too, relied heavily on local governments and col-
laborated with large landowners while usually ignoring merchants, even as
sources of credit (Lopez 1966, pp. 12-13).

The collapse of medieval Europe’s tribute-taking empire, the Roman
Empire, created a vacuum which market-supportive institutions gradually
began to fill. Initially the decline of the Roman-imposed order greatly
reduced trade. Without Rome, robbers, kidnappers, pirates, vandals, raiders
and other mayhem-makers roamed unconstrained. Traders and merchants
had to maintain private armies and incur huge costs to protect themselves
and their property; costs that could and often did exceed the value of trade.
North and Thomas (1973, p. 26) describe Western Europe at the beginning
of the tenth century as a “vast wilderness” with little or no economic inter-
action between thinly-populated villages. Most trade took place within vil-
lages where feudal lords enforced order and provided protection from
marauding armies. The repulsion of Vikings, Magyar, and Moslem raiders
from Western Europe in the tenth century restored enough peace and sta-
bility to allow an increase in population. Some villages grew into towns
where more traders could be protected and markets could expand. In the
thirteenth century some of these expanding towns and cities won increas-
ing degrees of self-government from local lords, bishops, and other power-
ful authorities. This independence brought greater freedom of movement,
fewer burdensome taxes and tariffs, and the right of merchants to come and
go without hindrance (Lopez 1966).

New forms of contracting also began to emerge. For millennia people have
exchanged goods “hand to hand, eyeball to eyeball; in other words, immedi-
ate exchange: goods are sold on the spot, the purchases are taken and paid
for then and there” (Braudel 1986, p. 29). Spot markets may seem institution-
free, but they are not. Even in eyeball-to-eyeball exchanges, traders needed
institutions to reduce their risk of being cheated and to signal to others that
they were not cheats. The simplest ones, such as reputation, arose sponta-
neously as soon as people began to engage in face-to-face barter and found
that a reputation for a quality product, true weight, or fair dealing increased
business. Gradually people moved beyond face-to-face barter, but they still
relied on reputation and still traded mostly with people they knew or people
who their friends and relatives knew. Social networks, such as religious,



26 Institutions and development

ethnic, or kinship networks, provided information and signaled trustworthi-
ness in less usual trades over longer distances (North 1990, 2005a; North and
Thomas 1973). Networks enforced agreements through reputation, loyalty,
ostracism, and expulsion, although private coercion, such as the use of
armed men to collect overdue debts, continued to be important.

Greif’s (1993) description of the Jewish Maghribi during the Middle
Ages illustrates the surprising extent to which networks can expand trade.
The Maghribi relied on their common religion, social ties, and language to
share information about which agents were trustworthy. Armed with this
information the Maghribi traded over long distances with Maghribi they
did not know, and even hired non-Maghribi as agents. Jews, Armenians,
Genoese and other mercantile groups with substantial capital at their dis-
posal also relied on networks to reduce the uncertainty of trade in the
Middle Ages, giving group members credit, market information and pref-
erential treatment (Curtin 1984).

Social, religious, and family networks had serious shortcomings. Because
they excluded everyone who was not part of the network, they limited trade
and specialization, and that restricted growth and development (Keefer and
Shirley 2000). But these shortcomings also created an opportunity. As
Europe’s population grew, there was money to be made trading with people
with whom you could not interact “eyeball-to-eyeball,” and who were not
part of your network. Guilds, business associations, credit rating groups
and other new organizations began to enforce more impersonal exchanges,
with explicit rules regulating members specifically designed to enhance
opportunities for trade (Greif 2005).

Guilds and similar organizations also had drawbacks, however. They
enlarged the potential trading group beyond relatives or members of the
same religion, but they were still limited to members of the guild. The infor-
mation costs of adding new members could be high, restricting entry.
Information did not flow easily in the Middle Ages and checking on the
reputation of a potential new entrant might require a difficult journey or a
long wait for an exchange of letters. And concerns about reputation did not
eliminate the risk that one party would cheat whenever the value of future
relationships was less than the return on cheating (ibid.).

The expanding, semi-autonomous towns and cities in Europe, or com-
munes, developed another institution that allowed impersonal trade
without relying on an individual trader’s reputation. Foreign merchants at
important markets, such as the Champagne fairs, identified themselves as
members of a particular commune. The merchant elite and other inhabi-
tants of the town had sworn to defend the rights of the commune (Hyde
1973). So if a foreign commune member was found to have defaulted on a
contract by the community court of the town where the fair was held, then
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that merchant’s entire commune was legally liable (Greif 2006). By provid-
ing a way to enforce contracts with unknown merchants who were not part
of any local social network but who were known in their home communi-
ties, commune enforcement was an intermediary between social enforce-
ment and state enforcement, but it fell apart as towns grew and it became
easier for cheats to pretend to be members of a commune.

Italian city-states, such as Genoa, introduced other innovations, such as
bills of lading and written contracts enforced by laws and courts, and the
expansion of literacy spread these innovations, as well as letters of credit
and similar documents, throughout Europe (North and Thomas 1973). The
Italian city-states also developed institutions to constrain the state. As
Greif (2005) describes, Genoa delegated power to an independent ruler (the
podesta) who was rewarded at the end of his term for not abusing his coer-
cive power during his tenure. Venice took a different tack and installed a
ruler, the Doge, without independent power. The Doge had to mobilize
Venetian property holders to back him with their powers, something they
would do whenever one of the wealthy families tried to upset the equilib-
rium among them. Since neither a podesta nor a Doge could pass on power
to an heir, Genoa and Venice avoided the deterioration in leadership that
plagued hereditary dynasties.

The commercial pre-eminence of the city-states waned in the fifteenth
and sixteenth centuries as technological changes in warfare rewarded larger
states (Tilly 1992, p. 65). The crossbow, longbow, pike, gunpowder, siege
artillery, and similar innovations favored larger, permanent military units
manned by specialized, skilled forces. Powerful new weapons such as gun-
powder and artillery reduced the protection of the walled city. These new
weapons and troops were costly, however, at a time when fiscal revenues
were depressed. Throughout the fourteenth and fifteenth centuries plagues
and famines decimated the rural labor force, forcing cutbacks in land under
cultivation, which reduced earnings from taxes on agriculture (North
and Thomas 1973, pp. 79-81). Rulers needed funds to purchase enough
weapons to survive invasions, so they tried to consolidate, merge, and
conquer, leading to two centuries of wars of conquest in Europe (ibid.).
The larger and more prosperous the state, the more resources the ruler
could raise to pay for military equipment and mercenaries and the more
citizens he could enlist, and the nation-state became the dominant form
(Tilly 1992).

Nation-states had commercial advantages too: the rules of trade could
be enforced over the entire nation, rather than just within a few communes
or among members of a guild or business association. Nation-states could
impose rules of disclosure, enforce contracts, and punish violators using
the coercive powers of the state — laws, regulations, courts, and police.
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Enforcement through public institutions is often time-consuming and
expensive and must be paid for by taxes (Williamson 1985), but makes it
possible to enforce rules without reliance on personal networks, guilds, or
other mechanisms that restrict trade and entry.

Besides the rise of the nation-state, impersonal trade was facilitated by
growing wealth. Beginning around 1700 new technologies multiplied
agricultural surpluses allowing an expansion in world population (see
Figure 2.1; Fogel 2004, p. 22). Family incomes also shot up, as new tech-
nologies enhanced productivity and allowed women and indeed children to
work outside the home. Commerce also grew. As the scale of war contin-
ued to expand during the fifteenth and sixteenth centuries, the European
nation-states increasingly encouraged trade as a lucrative source of tax
revenue. Rulers began to rely on merchants instead of just large landown-
ers to help finance their wars, gradually expanding the scope for competi-
tion and entry and setting the stage for the industrial revolution, a
watershed event in human history.

Scholars have different explanations for why the industrial revolution
took place in Europe in general and England in particular, which is not sur-
prising since so many forces operated simultaneously and gradually to
produce modern markets and polities. According to North (North 1990;
North and Thomas 1973) the relative strength of the ruling group vis-a-vis
the rising commercial elites was important in determining where secure
property rights and third-party enforcement of trade flourished in Europe.
In nations where the ruling groups were more powerful than any opposing
economic interests, such as France or Spain, the ruler’s bargains with mer-
chants and traders did little to open access to political power or to curb
state coercion and its threat to property rights. Although the kings of both
France and Spain needed money to confront the continual threat of inva-
sion they did not need to make many concessions to get these funds. In
France the monarchy relied heavily on the sale of public offices and taxes
collected by the nobility and clergy (North and Thomas 1973, pp. 125-7).
Hoffman and Rosenthal (1997) argue that while the overall tax burden was
relatively low in France and Spain, the marginal tax was high in some
sectors, driving investment into activities that were tax exempt, which led
the state in turn to try to restrict the mobility of capital. The French state
also used monopolies run by nobles and guilds to raise revenues, thereby
restricting entry and trade and crippling the development of markets.
Rosenthal (1998) has a different interpretation, arguing that the Crown
was especially interested in revenue sources that were independent of the
nobility, stressing the importance of public borrowing — with occasional
defaults — internal tolls, and monetary manipulation. The Spanish Crown
had access to the gold, silver, and other riches from its colonies in South
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America so it could afford to ignore commercial interests and ride
roughshod over private property holders. The Spanish Crown’s indifference
to private property rights is illustrated by the exclusive rights it gave the
sheepherders’ guild (the Mesta) to drive their sheep across lands owned by
others in exchange for taxes, often with disastrous consequences for the
landowners’ crops (North and Thomas 1973, p. 4).

Institutions evolved differently in Holland and England, however. There
the ruling elites were less able to suppress the political ambitions of rising
economic groups. Holland’s central location and excellent ports facilitated
Amsterdam’s development as the largest international market in Europe,
and that, combined with the establishment of an efficient capital market,
enabled the Dutch to build a flourishing economy based on commerce in
the seventeenth and eighteenth centuries. Cities grew along Dutch rivers,
waterways, and seaports, creating a decentralized and highly urbanized
pattern of development (de Vries and van der Woude 1997). Holland’s
geography also contributed to its political development. To induce farmers
to settle and colonize the largely waterlogged areas of the region, with their
perennial threat of floods, local lords offered them semi-free tenurial status.
Local communities taxed themselves to meet their hydraulic needs, and
developed strong traditions of liberty and local autonomy as a result
(Schama 1988, pp. 39-40). Reclamation from the sea required increasingly
higher-level coordination as well as large capital investments. These large
investments would be sunk only if there was a secure way to guarantee that
the investor would reap much of the benefits, making private property in
land a fundamental institutional arrangement in Holland (North and
Thomas 1973, p. 143). After its successful rebellion against Spain in the
second half of the sixteenth century, the Dutch republic was ruled by an
assembly representing the provincial governments (the States General),
which was more powerful than the parliaments in England or France, and
a ruler or stadhouder appointed by the provinces who was less powerful
than a king. The clergy and the nobles, many of whom remained loyal to
the Spanish Crown, lost much of their influence after the revolt against
Spain, while the growing merchant elite became increasingly powerful. The
urban centers developed a “patrician and oligarchic” political structure,
but allowed a great deal of freedom in the economic sphere (de Vries and
van der Woude 1997, p. 165). Holland’s decentralized government and
widely dispersed economic activity favored relatively open trade, religious
tolerance, and limited government (Congleton 2006).

Holland adopted and improved on the commercial innovations devel-
oped by the Italians and employed them on a larger scale and in a more
favorable political climate (North and Thomas 1973, p. 135). Markets
using bills of exchange, demand notes, deposit certificates and other credit
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instruments arose first at fairs, were developed further in Bruges and then
Antwerp, and then shifted with commerce to Amsterdam in the seven-
teenth century (de Vries and van der Woude 1997). Amsterdam also devel-
oped a long-term capital market to meet the rising demand for credit from
the new nation-states. Facilitating the growth of Amsterdam’s capital
market was the 1537 Netherlands’ law that recognized the assignment of
debts as payable to the bearer and a state that enforced the obligation of the
debtor to the ultimate holder of the note (North and Thomas 1973, p. 141).
Amsterdam’s favorable location, strong capital market, and low transac-
tion costs enabled it to emerge in the sixteenth century as the “essential
entrepot,” the market where “irregular supplies of goods were stockpiled
and held in inventories to accommodate the more regular demand for these
goods in their final markets” (de Vries and van der Woude 1997, p. 667).
In the late seventeenth century Holland’s economy began to decline as its
commercial rivals erected trade barriers, culminating in naval wars with
England and the French invasion in 1672. According to De Vries and van
der Woude (1997), these external problems were coupled with high internal
costs and inefficiencies. For example, guilds made it difficult to reduce
Holland’s high wages in the face of growing international competition.
Longstanding restrictions on internal commerce by cities determined to
protect their markets also created costly inefficiencies. Heavy government
reliance on bonds resulted in a large public debt and the concentration of
wealth in the hands of an ever-narrowing band of bondholders. And
finally, efforts to limit competition and hold up sagging prices through pro-
tection led to inefficient restrictions on commerce, such as a publishing
monopoly over all navigational charts (de Vries and van der Woude 1997).
In the eighteenth century Holland was increasingly eclipsed by England,
and it was England that became the setting for the industrial revolution.
As in Holland, the balance between rising commercial elites and weaker
rulers in England helps explain its adoption of patent laws, joint stock com-
panies, commercial insurance, a central bank and similar institutions.
These market-supportive institutions gave the elites greater security of
property rights, allowed more room for individual initiative and competi-
tion, and encouraged capital mobility (North and Thomas 1973, p. 165).
Although the English Crown gave monopolies to selected nobles and
guilds, it was not strong enough to enforce its will. Powerful feudal lords
forced the king to make concessions to parliament in exchange for their
support in raising armies and cash (North and Weingast 1989). Gradually,
these concessions evolved into new institutions that further constrained
state coercion and made property rights more secure. For example, the
common-law courts became an important constraint on the king’s sphere
of authority as well as a vehicle for contract enforcement. Curbs on
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arbitrary government action laid the foundation for rule of law, at least for
the elites. As wars led to a decline of the nobles in England and the Crown’s
revenue needs rose further, the state increasingly relied on credit as a way
to quickly finance its expanding military needs when war loomed. In the
past a new king would simply repudiate the debts of his predecessor, but
that changed when the state, as an “impersonal and perpetually lived
organization,” became the borrower (North et al. forthcoming).

The differentiation between the state as an ongoing, impersonal entity
and the king as an individual was facilitated in the seventeenth century in
England when civil war and the Glorious Revolution in 1688 created new
rules, such as the Bill of Rights, and new organizations, such as the Bank
of England, that cemented the constraints on the king’s power over the
state (North and Weingast 1989). The new king, William III, accepted a
permanent parliament that would meet regularly, instead of at the behest
of the Crown, and he also agreed to prohibitions against the sovereign’s
arbitrary use of power and against the creation of a standing army during
peacetime. In exchange the king was promised revenue security and
support for his war against France. Dutch influence was evident in the
English revolution: “All of these substantial constitutional reforms were
accepted by a Dutchman who had grown to maturity and held executive
power in a republic where policy making and the power to tax were dis-
tributed in an even less favorable manner for the executive.” (Congleton
2006, p. 22; original italics). These reforms did not make England a
democracy; the parliament itself violated the property rights and liberties
of weaker groups. Nevertheless, the parliament’s new powers vis-a-vis the
king gave greater security to wealth and contract since the property owners
in parliament were now able to mobilize against action by the Crown that
would harm their interests. The development of a standing parliament
allowed England to make more credible commitments to pay its debts.
Loans to the government became laws of parliament, which the king could
not simply overturn without the risk of being deposed.! More reliable
credit gave England an advantage over less credible rival states in raising
funds for wars.

Parliamentary law played an increasingly important part in England’s
development. After the Glorious Revolution, the number of laws passed
in a year went from 30 during the seventeenth century to 400 in the late
eighteenth century (Bogart and Richardson 2006, p. 1). Much of the
growth in laws was in acts that removed restrictions on the use of property
and allowed the improvement, sale, and leasing of land (estate acts); acts
that shifted property from collective use, such as village pastures, to indi-
vidual ownership (enclosure acts); and acts that established statutory
authorities to build, operate, and maintain infrastructure and to police and
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collect small debts (statutory acts) (Bogart and Richardson 2006). Such
acts allowed individuals more freedom to use and dispose of property and
enhance its value through greater security and public infrastructure. In
addition, laws were passed that ranked commercial creditors at the same
level as Crown creditors (Greif 2006, pp. 343—4). With more secure prop-
erty rights investors were more willing to sink capital into larger, longer-
lived fixed assets, creating greater opportunities to use capital more
efficiently. And with rising competition and exchange there was increased
division of labor and greater opportunities to use labor more efficiently. As
the industrial revolution raised family income, marketing was transformed
and goods that had once only been made at home or sold at weekly
markets, at occasional fairs, or by roving peddlers could be readily pur-
chased from shopkeepers every day but Sunday (Muller 2002, pp. 58-9).
Items that had been luxuries became necessities, such as tea, linens, or
crockery, and it became profitable for manufacturers to produce for the
expanding consumer market (ibid.). A consumer economy arose and con-
sumerism “permeated down through the social strata” in England (Porter
2000, p. 18).

Through wars, competition, and invasions, favorable institutional inno-
vations in Holland and England spread to other European countries,
although at differing rates.2 The French Revolution and subsequent con-
quests of Europe by Napoleon from 1799-1815 was instrumental in this
spread of institutional changes. Napoleon swept away the nobles, bureau-
crats, and clergy who had controlled local politics, while the French
Revolution popularized ideas of representation and rule of law, opening
the way for new rules and organizations that encouraged markets and
development, such as a system of civil law and a centralized and free edu-
cational system. Also crucial was the influence of the Enlightenment’s new
ideas and persuasive intellectuals, such as Adam Smith and John Locke
(something I describe in detail in Chapter 7).

Trade gradually became more and more impersonal and new forms of
organization emerged, such as corporations and municipalities, that had
lives and legal status apart from the lives and status of the individual
members. Military force grew more specialized and political control over
the military increased. North et al. (forthcoming) portray these develop-
ments and the incremental expansion of elite coalitions to include more
and more non-elites as a move towards open access economies and pol-
ities. This opening of access was sometimes an elite response to the threat
of rebellion, but it was often the unintentional result of elite actions
aimed at expanding their wealth.> Through this process a handful of
European societies gradually changed from states where access to polit-
ical power and economic rents was determined by personal coercive
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powers, family and kinship ties, and hereditary rights and privileges into
open access states.

According to North et al. today’s open access states aspire to: (1) free
entry into economic, political, religious, and educational activity without
restraint, (2) diverse economic, political, religious, and educational
organizational forms open to all, and (3) rule of law enforced impartially
for all citizens. Open access states have political systems that are not just
democratic but highly competitive, combined with highly competitive
economic systems. The rules that protect open access have become part
of these societies’ shared beliefs, fiercely protected by most citizens and
organizations, enforced by a largely independent judiciary, and supported
by a largely free press.* North et al. argue that open access societies are
more prosperous because the more open their access, the more credible
their commitment to unbiased enforcement of property rights, making
them more attractive to investors. Open access societies are also more pro-
ductive because they create more opportunities for trade, specialization,
and entrepreneurial entry, innovation, and exit. So far they have also
proved to be enduring. Individuals or groups that try to close access or
introduce privileges are opposed by their rivals. This is not to say that
modern open access states are free of corruption, political patronage,
state secrecy, abuse of power, monopoly power and privilege, unequal
access and inequalities, or intolerance of ideas and minorities; they are
not. But competition between rival interest groups and organizations acts
as an inbuilt corrective mechanism that helps keep abuses in check over
the medium term. As I have written elsewhere: “The existence of many
organizations in civil society, such as unions, producers’ associations, con-
sumer groups, environmental groups, taxpayers associations, and the like,
creates competition among organized interests, who act as watchdogs on
one another and the bureaucracy. An independent mass media reporting
on abuses of power or corruption is another important watchdog”
(Shirley 1998). As long as access is open and there is political control over
the use of force, whenever one group begins to dominate its rivals, the
others will organize to protect the open access system and hold the dom-
inant group in check.

I have tried in this highly condensed history to give an overview of how
institutionalists explain the emergence of modern, impersonal market
exchange and open, democratic polities in Europe and elsewhere. Although
there are still controversies and gaps in our understanding of how
European economies developed market-supportive institutions, consider-
able progress has been made. Far less progress has been made in explaining
why most other countries in the world have not developed these favorable
institutions, which is the subject I turn to next.
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WHY DO COUNTRIES FAIL TO DEVELOP MARKET-
SUPPORTIVE INSTITUTIONS?

Most of the world has not been able to replicate the beliefs and institutions
that characterize developed, open access societies. Many underdeveloped
countries do not even pretend to open access rules. Others in Latin America
(for example, Argentina or Chile), the Middle East (for example, Turkey),
and Asia (for example, the Philippines) have installed the same rules as
open access societies; they have competitive elections, market economies,
diverse civil societies, religious tolerance, active universities, a free press,
and the like. Yet these rules do not function in the same way as they do in
richer open access economies. Although access is nominally open to all, as
we saw in Chapter 2, non-elites face large transaction costs and informal
barriers to starting a new business, getting credit, or finding a job in the
formal economy. They also face high costs and barriers to creating a polit-
ical or civil organization, getting a response from their political represen-
tatives, or negotiating with the bureaucracy.

A large and growing literature purports to explain why most countries
failed to develop the market-supportive institutions and beliefs that were so
important to European development. Elsewhere I have grouped these
explanations into four broad categories (Shirley 2005a):3

Colonial heritage

Factor endowments plus colonial heritage
Conflicts

Beliefs and norms

el

The forthcoming book by North et al. steps back from these explanations
and provides a set of deeper reasons that I will term:

5. The natural state
I briefly summarize each of these explanations below.
Colonial Heritage

Most of today’s underdeveloped countries were once colonies, but not all
former colonies are underdeveloped. This observation has led some insti-
tutional economists to propose that the rules, norms, and organizations
installed by the colonial powers explain their colonies’ subsequent institu-
tional evolution, and determined their long-run rates and patterns of eco-
nomic growth.
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North (1990) has pointed out that England transplanted its rules and
organizations constraining state powers and enforcing contracts to the
United States and Canada. In contrast, Spain transplanted its powerful,
centralized, and bureaucratic state apparatus and its system of property
rights favoring a narrow group of elites to much of Central and South
America. When the former Spanish colonies became independent they
evolved very differently from the former British colonies in North America.
“Without the heritage of colonial self-government and well-specified prop-
erty rights, independence disintegrated into a violent struggle among com-
peting groups for control of the policy and economy. Capturing the polity
and using it as a vehicle of personal exchange in all markets was the result”
(North 2005b, p. 112). Latin America’s shared beliefs about the importance
of personal relationships and the region’s lack of shared beliefs about the
legitimate role and limits of government are another inheritance from its
colonial past (ibid.).

This explanation leaves one important question unanswered. Why did
countries such as the US, Canada, or New Zealand inherit favorable beliefs
and institutions from England, while other British colonies, such as Ghana,
Jamaica, or India did not? It may be that the institutions of the indigenous
inhabitants interacted with colonial institutions in harmful ways, although
this would not explain outcomes in countries such as Jamaica where native
inhabitants died of disease soon after their first encounter with Europeans.
In those cases slavery may have strongly influenced future development. Or
it may be that colonies with abundant natural riches or large populations
were governed differently under colonialism in ways that left a harmful
institutional heritage, as argued by the literature on factor endowments that
I review later.

A prolific set of authors argues that one colonial institution in particu-
lar — the legal system — had a profound effect on the subsequent develop-
ment of financial and political institutions (La Porta et al. 1997, 1998, 1999,
2000). Although these studies do not set out to explain economic develop-
ment, one conclusion from their cross-country regressions is that countries
whose early legal origins are grounded in English common law have an
advantage over countries with other legal origins, and especially over those
grounded in French civil law. Common law combines laws passed by the
legislature with customary rules and norms and with the precedents set
when judges adhere to prior judicial rulings in making their decisions. Civil
code or statute law has its roots in Roman law and requires judges to uphold
the laws as written by the legislature, with less room for judicial interpreta-
tion or discretion and less adherence to custom or precedents. Laws origi-
nate in a more decentralized, bottom up fashion under common law than
under civil law. Common law and civil code law arose from very different
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traditions. Common law evolved in England partly as a way to protect
private property against the king’s encroachment. As I described earlier, the
nobles’ demand that the Crown not make common law subservient to royal
prerogative was part of the struggles that led to the dethronements of the
kingin 1614 and again in 1688 (North and Weingast 1989). The French civil
code was a product of the French Revolution’s backlash against the corrupt
French legal system that was subservient to the king and the nobility
(Arrufiada and Andonova 2005).° Civil law was implemented as an attempt
to protect property and individuals from judicial abuse by binding judges
to laws protecting rights.

La Porta et al. assert that English common law facilitated the develop-
ment of more effective institutions to enforce contracts and constrain state
coercion than French civil code law. They argue that legal systems based on
the French civil code tradition provide much weaker protection of property
rights and fewer checks on state coercion than those that are part of the
English common law family. They also assert that civil code origins lead to
a legal system that is more formalistic and less adaptable to changing cir-
cumstances (Beck and Levine 2005; La Porta et al. 1997, 1998, 1999).
French civil law (and socialist law) origins are statistically correlated with
more government interventionism, greater bureaucratic inefficiency, and
less democracy than common law or German or Scandinavian civil law
origins (La Porta et al. 1999). Countries with legal systems in the French
civil code “family” also afford less legal protection to minority sharehold-
ers and to creditors than systems from the common law “family” (La Porta
et al. 1998). Although legal origin is not significantly correlated with eco-
nomic growth, common law origin has a strongly positive association with
the development of banks and stock markets and with other measures of
financial development, and these financial development measures have
been shown to be correlated with growth (see studies cited in Beck and
Levine 2005). French civil code origins also have a strong negative associa-
tion with the Heritage Foundation’s index of how well a country protects
its citizens’ property rights (Beck et al. 2003), and as we have seen protec-
tion of property rights is also strongly associated with growth.

The argument that differences in legal origins explain differences in con-
temporary institutions or property rights has been challenged (see, for
example, Arruflada and Andonova 2005; Hadfield 2005; Shirley 2005a).
Few dispute the importance of an effective legal system to economic and
political development or the key role of the development of common law
in the early industrialization of England or in the subsequent development
of the United States. What is questionable is whether a country’s legal
family, imposed or adopted decades or centuries ago, determines how well
it protects property rights and constrains state coercion today.
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A number of critics question whether it is appropriate to categorize
countries as part of the French civil law family or the English common law
family based on laws on the books. Siems suggests that the “origins”
classifications are arbitrary and insufficiently precise for econometric
analyses (Siems 2006). There are large differences between the legal systems
in France and those of the former French colonies or former Dutch,
Portuguese, or Spanish colonies, yet all are classified in the French civil law
family. Large differences also exist between the English legal system and
that of the United States or between states within the US (see papers cited
in Levine 2005, p. 66).7 Some countries that initially adopted one legal tra-
dition were subsequently strongly influenced by other legal traditions. For
example, Japan’s laws were modeled on German civil law, but were also
strongly influenced by the US occupation (Siems 2006). Dam (2006) points
out that Latin American law is categorized as of French civil code origin,
but most Latin American countries have constitutions modeled on the US
and many allow judicial review of administrative acts. There are also big
differences in how countries with similar legal traditions enforce laws today.
Not surprisingly, laws in practice turn out to be much more important for
financial development than laws on the books (Pistor et al. 2000).

Another objection is the emphasis on a single set of institutions, the legal
system. The essence of North’s argument above is that a colonizer, such as
Spain, imported not just a legal system but an array of rules, organizations,
and belief systems to its colonies and it is this institutional complex, not
just the judicial system, that influenced the subsequent development of the
country’s institutional environment.$

Much has changed in the years since France adopted the civil code in
1801, and these changes cast further doubt on the premise that legal family
determines current protection of property rights. As we have seen, La
Porta et al. find that civil law countries provide less shareholder and cred-
itor protection than common law countries, and for that reason they are
less financially developed. But financial development in European civil law
countries has not consistently lagged behind common law countries; this
seems to be a post-World War II phenomenon (Rajan and Zingales 2003).
By many measures France and other civil law countries in continental
Europe were more financially developed than the United States in the early
1900s (ibid.). Furthermore, legal systems in civil law and common law
countries have been converging (Arruiada and Andonova 2005; Hadfield
2005; Rubin 2005). For example, the US created the Securities and
Exchange Commission (SEC) and a number of other regulatory structures
precisely because common law was seen as providing weaker protection for
investors than regulation based on statute (Roe 2002). In both common
and civil law countries current corporate and bankruptcy laws largely rely
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on recent statutes rather than judge-made common law or nineteenth-
century civil law codes (Dam 2006, pp. 8-9).

The legal origins literature sheds little light on the question of why some
countries are underdeveloped while others are not. Nor can the very
different development paths of, for example, modern Chile and Argentina
be explained by differences in legal origins, since both are in the French civil
law family. Anglophone and francophone Africa have similar development
problems despite their different legal origins. And it seems inappropriate to
classify China’s rapidly changing, highly idiosyncratic set of property
rights into a single legal family (Ohnesorge 2003). Moreover, there is some
evidence that it is the very weakness of the Chinese legal system that enables
the private sector to divert funds from the inefficient state sector and make
the investments responsible for Chinese growth (Lu and Yao 2003).

Factor Endowments plus Colonial Heritage

The endowment literature agrees that colonial heritage is indeed important
to development, but argues that former colonies differ not because of where
the European colonizers came from, but because of what they found when
they arrived. Acemoglu et al. (2001, 2002) argue that Europeans settled in
larger numbers in countries, such as Canada or the northern US, with lands
and climates ill-suited for large plantations and with native populations too
sparse or too hostile for plantation work. To govern themselves in their new
circumstances, these settlers created or adapted institutions that protected
property rights, enforced contracts, and limited state intervention. In places
with mineral riches, such as Peru, lands and climates suited to plantation
agriculture, such as Jamaica, or large populations that could be enslaved,
such as Mexico, European colonizers immigrated in much smaller numbers
and set up very different “extractive” institutions to exploit these endow-
ments. These extractive institutions were designed to “concentrate political
power in the hands of a few who used their power to extract resources from
the rest of the population.” (Acemoglu et al. 2002, p. 14). Extractive insti-
tutions endured after independence as postcolonial elites used them to
enrich themselves. Regions where extractive institutions were prevalent had
weaker property rights and fewer opportunities for innovation, and as a
result were slower to industrialize. Economic development in these regions
lagged behind more equitable regions, and that explains why they have a
lower per capita income today.

These authors find that the differences in colonial inheritance that North
(1990) describes have no effect on subsequent institutional development.
Acemoglu et al. (2002) argue that, regardless of where colonizers came
from, they created institutions to protect property rights and enforce
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contracts wherever they settled in large numbers, and created extractive
institutions to exploit human and natural resources wherever they did not
have large settlements. They attribute the low levels of institutional and
economic development in Africa, with its variable factor endowments and
low population density, to high mortality rates that kept settlers away.’
Beck et al. find that the Acemoglu et al. measures of mortality rates for sol-
diers and bishops during the colonial period have a strong negative associ-
ation with the Heritage Foundation index of contemporary property rights
(Beck et al. 2003).

This argument is controversial. Easterly (2006) points out that there was
large European migration to some high mortality areas, such as the southern
US and the Caribbean, while from 1630 to 1780 net British migration to low
mortality New England was zero. Glaeser et al. (2004) argue that settler mor-
tality is not a valid instrument for institutions that protect property rights,
because settlers brought not just institutions but educated people and
schools. They argue that human capital determines institutions, not the other
way around, although this assertion falls prey to dueling specifications.!0
Another issue is that Acemoglu and co-authors do not directly test the causal
relationship between endowments and modern institutions, and are vague
about the details of the damaging extractive institutions.

Sokoloff and Engerman (2000; Engerman and Sokoloff 2002) agree that
factor endowments help explain large differences in contemporary institu-
tions in the New World; they also provide more details about how this hap-
pened. In locations where endowments favored large plantation agriculture
with imported slaves, such as the southern US or the Caribbean, and in
places with large indigenous populations that could be enslaved, such as
Mexico or Peru, elites limited access to property, suffrage, education, and
credit, and designed legal, political, and social institutions to preserve their
power. The inequality that resulted created a persistent disparity in political
power, wealth, and human capital. In places less favorable to plantations
and with indigenous populations too small or too hostile for a ready supply
of slave labor, such as Canada and the northern US, colonial settlers came
in larger numbers and promulgated rules favoring equality and homogene-
ity, expanding the franchise, investing in schooling, encouraging immigra-
tion, promoting secure land rights, and protecting intellectual property.
They did so to benefit themselves and also to attract migrants to areas where
labor was scarce. Engerman and Sokoloff (2005a) find evidence that the dis-
tribution of the indigenous population during colonization influenced the
design of political and suffrage rules. As a result North America differed
from much of South America (including the southern US) in many specific
and lasting ways. For instance, Sokoloff and Zolt (2005) show that early in
their histories, Canada and the US had far more progressive tax structures
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than Latin America; they also raised more revenues for local governments,
and their local governments directed the funds to more socially progressive
spending on projects such as schools, roads, or health care.

Engerman and Sokoloff do not ignore the influence of metropolitan insti-
tutions on the colonies, but argue that these institutions had to be adapted
to the settlers’ new circumstances. That explains why, even though former
British colonies are all governed by British laws, they differ from one
another depending on their location in temperate or tropical areas and their
initial resource endowments (Engerman and Sokoloff 2005b). In the case of
slave labor, for example, “climate and resources were the most powerful
determinants of the geographic incidence of slave labor, irrespective of the
metropolitan institutional structure” (ibid., p. 650). Engerman and Sokoloff
advise caution in making claims about the effects of institutions on growth.
If institutions are endogenous to endowments and other factors, then the
focus should be on the factors influencing the rate and direction of institu-
tional change, rather than a “set of institutional structures that would be
universally effective at promoting growth” (ibid. 2005b, p. 662).

Conflicts

The central role of conflicts over borders in the evolution of European
institutions has led some scholars to argue that the absence of border wars
accounts for underdeveloped institutions in poorer countries. As we saw
earlier, the need to raise revenues for conquests and defense led English
monarchs to make concessions to nobles and merchants. These concessions
strengthened institutions such as parliament, common law, and courts;
institutions that later evolved into market-supportive rules and organiza-
tions. Tilly (1992) argues that colonies suffered because they did not go
through the conflicts that built European nation-states. Instead their gov-
ernance institutions were built under the control or influence of a dominant
foreign power. Boundaries of countries that became independent in the
twentieth century were made permanent by great powers. Although the big
powers did not permit border conflicts, they did provide military aid and
training to their client states, and these weapons and armies were used, not
for external conflicts, but for internal control.

Bates argues that military aid and foreign aid more broadly reduced the
incentives for poorer states to “forge liberal political institutions.” Support
from the international community freed them from having “to seek ways to
get their citizens to pay for defense and other costs of government” (Bates
2001, p. 83). Herbst (2000) suggests that colonizers in Africa drew state
boundaries in ways that concentrated opposing ethnic groups in urban
areas with vast stretches of largely empty territory between them. This
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empty land provided shelter for rebel armies, setting the stage for continual
civil wars. After independence, the great powers prevented these former
colonial boundaries from being redrawn through border wars, since local
wars did not suit their Cold War interests. They also propped up weak and
venal governments with aid. Robinson (2002) argues that this view pays too
little attention to the pernicious effect that slavery had on Africa’s develop-
ment. He suggests that pre-colonial African states organized themselves for
slave raiding and predation rather than for providing public goods. During
colonization, he asserts, dangerous diseases kept Europeans from migrat-
ing in large numbers, leading colonizers to build on the existing exploitive
institutions that supported slavery, rather than building new, more partici-
patory institutions such as democracy or universal schooling.

The emphasis on war in this literature seems misplaced. Although war
played a nation-building role in medieval Europe, it was not the only cause
or even the predominant one. As we have seen, new belief systems, increas-
ing trade and competition, the growing power of the commercial classes, a
historically weaker king in England, and the pressures to raise revenues to
fight increasingly expensive wars facilitated the institutional innovations
that prompted market development. Institutional innovations did not
emerge in those warring nations, such as France or Spain, where some of
the necessary elements were missing.

One intriguing feature of these studies is their view of the role played by
foreign military and economic aid. To Bates and Herbst, outside funds have
largely relieved African rulers from the need to encourage commerce and
make concessions to merchants and investors in order to raise revenues. In
this view aid seems to have played a similar role in Africa as that played by
New World riches in Spain, where wealth from its colonies exempted the
Spanish Crown from pressures to compromise or reform. I return to the
role of foreign aid later in Chapter 4.

Beliefs and Norms

Some institutionalists, notably Greif and North, stress the importance of
beliefs and norms in motivating people to adhere to laws and rules or to
change them. People hold a set of beliefs about the world and expectations
of what others believe and how others will behave that directly influence
their own behavioral choices (Greif 2006). Consider my earlier driving
example. Drivers in Cairo or Washington are powerfully influenced by
their belief that straddling lanes is appropriate or inappropriate behavior,
their expectations that other drivers will or will not do the same, and
their presumptions that other drivers will expect them to straddle or not to
straddle lanes. A change in the formal rules that govern driving will not
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change behavior unless it changes such internalized expectations and
beliefs. Since beliefs influence how people learn by determining how they
interpret new experiences, beliefs determine the sorts of institutional
changes that will be accepted (North 2005b).

Greif (1994, 2006) emphasizes the importance of individualism in sup-
porting Europe’s move to impersonal exchange. Individualism had roots in
early Greek and Roman beliefs and in Christianity’s focus on the individual;
it was reinforced by feudalism with its emphasis on the obligation of the
individual to his or her lord. He contrasts how the collectivist beliefs of the
Jewish Maghribi traders led to different institutions from those developed
in individualistic Christian Genoa. As we have seen the Maghribi collectivist
system relied on community ties and enforced bargains through fears of
losing reputation and ostracism. As a result the Maghribi did not develop
formal contracts or courts to support the expansion of trade. In contrast,
Genoa relied more on written documents, contracts, and courts, and less on
shared information and collective punishment. Another element in Europe’s
transformation according to Greif (2006) was religious doctrine. Unlike
much of the world, medieval Europe moved from social structures built
around family, clan, or tribe to social structures based on mutual interests,
such as corporations. The Roman Catholic Church encouraged this shift by
weakening kin-based social structures through its prohibitions against mar-
rying relatives and its bans on practices that enlarged the family such as
polygamy or divorce and remarriage. By encouraging consensual marriages
instead of controlled marriages within extended families and by urging that
inheritances be donated to the Church instead of to heirs, the Church also
weakened the hold of kin-based networks (ibid., p. 252).

Beliefs and institutions are intimately interrelated. Indeed for Greif
(2006), beliefs are part of institutions; beliefs motivate the behavior that
makes an institution self-enforcing. To North, beliefs are separate from
institutions but are intimately related to them since, “the institutional struc-
ture reflects the accumulated beliefs of the society over time” (North 2005a,
p. 49). Beliefs explain why attempts to change institutions so often fail.
Beliefs and norms tend to be durable, changing gradually through learning
and new ideas. When intellectual ferment is stifled through repression,
muted by brain drain, or discouraged by an uninformed, apathetic, or illit-
erate public, there are fewer opportunities for learning and change and
beliefs stagnate (for more on this issue see Chapter 7).

The Natural State

North et al. (forthcoming) argue that most countries have underdeveloped
institutions not because of any single determinant, but because they are
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natural states. In their view natural states emerged 10,000 years ago in an
effort to reduce the endemic violence common to primitive societies, and
have been the dominant social order ever since. In their concept, groups or
coalitions naturally formed around specialists in violence who had the
potential to protect non-military elites, such as traders, educators, clergy,
or politicians. The elites had an incentive to form coalitions and to strike
deals with other elites to enforce their property rights to land, labor, and
capital, because rents are higher when there is social order rather than civil
war. The ruling elites use economic rents to bind the coalition together, and
use the state to generate these rents by providing elite groups with economic
privileges and by limiting access to markets or power to members of the
elite (ibid.). Thus, property rights and legal systems have their origin in the
definition of elite rights.

What keeps this system from beggaring itself, which would happen if elites
took the entire surplus and prevented markets from expanding? Sometimes
nothing, as we see in many African countries today. Greif (2005) suggests
that ruling elites could be constrained if they believe that an abuse of power
would lead to a decline in trade and future financial losses that would out-
weigh any gains from present abuse. He argues that this incentive is self-
enforcing if the elites expect to be around long enough to reap future gains
from trade. Dominant elites may still be bandits, but if they are “stationary
bandits,” they care about safeguarding property rights in order to foster eco-
nomic growth and reap bigger rewards over time (Olson 1993). Ruling elites
without an absolute monopoly over coercion can also be constrained by a
fear of retaliation from other powerful actors, but that fear protects only the
rights of those with the power to retaliate (Greif 2005).

According to North et al. (forthcoming), members of an elite group have
an incentive to increase its size, since that will make their coalition more
powerful. But they also have a countervailing incentive to limit access so
that their rents are not dissipated. This results in a limited access order
where the state controls trade and only enforces property rights for elites.
Elites hold power by virtue of their personal position in the dominant
coalition, and non-elites seek their patronage and protection. Although the
individuals may change, elite incentives remain the same, so that the insti-
tutions that perpetuate elite power persist (Acemoglu and Robinson 2006).
Market organizations, such as corporations or unions, and social organ-
izations, such as clubs, arise in the natural state, but the state only enforces
the rules and rights of organizations created or dominated by elites (North
et al. forthcoming). Natural states are stable only as long as powerful elites
believe they are better off remaining in the coalition than using their mili-
tary power to overturn and replace it; this explains why many natural states
succumb frequently to violence and military coups.
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As natural states mature they introduce some of the same formal rules
and organizational forms as open access states, including competitive elec-
tions, political parties, a complex body of public law enforced by police and
courts, division of powers between government branches and jurisdictions,
taxation, market pricing, limited liability corporations, contracts and
private laws, unions, banks, and stock markets. But these institutions and
organizations function very differently in the North et al. natural state from
the way they function in an open access society. Laws, contracts, and rights
are only enforced for elites, and organizations are only effective when they
serve elite purposes. Markets are not fully competitive because of elite
monopoly powers and privileges. Non-elites pay high transaction costs
when they try to set up businesses or create other new organizations,
borrow money, pay their taxes, comply with government regulations, and
the like. Transaction costs are high for everyone, but elites have ways around
them. For example, banks will accept and indeed prefer personal guaran-
tees rather than collateral for loans; bureaucrats will expedite administra-
tive procedures for bribes or in response to potential or perceived pressure
from politicians on behalf of influential persons.!!

Although the work of North and co-authors is still preliminary, there is
evidence supporting their model of the natural state in today’s underdevel-
oped countries. Kathy Fogel (2006) finds evidence that personal power and
relationships are relatively more important in poorer countries. In these
countries wealthy families control ownership of the largest domestic, non-
governmental businesses, and more family control is associated with more
government red tape, more intervention through regulation, more state
ownership, more bureaucratic delays, more frequent price controls, and less
protection of shareholder rights.!2 Large costs imposed by the state protect
these powerful family firms from competition. It is not well established
whether the inefficiencies and intervention of the state lead to family own-
ership, or, as North and co-authors argue, the economic importance of
certain families and high transaction costs imposed by government devel-
oped simultaneously as two mutually dependent components of the natural
state.

Faccio (2006b) provides insights into why elite-owned businesses prosper
in high transaction cost economies, which are reminiscent of the World
Bank’s findings on influential firms. She finds that large firms in many coun-
tries have strong political connections thanks to relatives and friends of the
owners or major shareholders of the firm who are cabinet ministers or
members of parliament.!? Political connections are more likely in coun-
tries with high ratings of corruption, greater restrictions on foreign invest-
ment, and fewer regulations restricting the business activities of public
officials (ibid.). Even though politically connected firms underperform
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non-connected firms, connected firms enjoy higher leverage, lower tax rates,
and larger market shares (Faccio 2006a). Connected firms are also more
likely to be bailed out by governments than similar non-connected firms, yet
exhibit significantly worse financial performance when they are bailed out
and over the following two years (Faccio et al. 2005). More research is needed
to establish whether political connections and family-dominated firms are
the product of poor institutions that permit corruption, related lending, and
government bailouts, or whether politically connected business and the cor-
responding institutional failures form part of the equilibrium of the natural
state as North et al. assert.

THE CHALLENGE AHEAD

Although we have made considerable progress in understanding the insti-
tutions that led to development, our understanding of what led to under-
developed institutions is less advanced, and we still have very partial
knowledge of how institutions change. Institutions are persistent, but they
are also endogenous. The challenge ahead is to move our understanding of
institutions beyond the present abstractions and provide findings that are
more useful for decision-makers and citizens of poor countries. In the next
chapter, I analyze how our poor understanding of institutions has had
important implications for foreign aid. Chapter 5 discusses the problems of
measuring institutions given our current state of knowledge.

NOTES

1. The result was that England had what North et al. (forthcoming) call the doorstep con-
ditions for transition to an open access state: rule of law for elites, perpetual forms of
organizations for elites (including the state and corporate forms), and political control
of the military.

2. Spain and Portugal were late in adopting modern market-supportive institutions.
Revenues from their overseas empires allowed their kings to wage wars without making
the same concessions to asset holders and merchants (North and Thomas 1973).

3. Acemoglu and Robinson (2005) model how this might occur in response to rebellion
where to avoid civil war and offer a credible bargain to the rebels, the dominant group
allows democratic institutions.

4. North et al. (forthcoming) term these rules, “constitution,” which in this context refers

not to a written document, although that could be part of the constitution, but to the

set of ideas, norms, and rules that are accepted as part of a societal consensus. (For more

on how constitutions become self-enforcing see Weingast 2005).

This section draws heavily on Shirley (2005a).

6. Arrunada and Andonova (2005) show how both systems developed as an attempt
to install market-oriented legal systems. English judges were former barristers who
understood the fundamentals of a market economy and were allied with the merchants

W
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and landed gentry in parliament against the encroachments of the king. In contrast,
Ancien Régime judges in France were the product of a doctrinaire course of study, had
little previous practice, and in some cases had purchased their positions from the king.
They provided no check on state power.

Large parts of the United States have a civil law heritage that still affects state laws, such
as community property laws in California, Texas, and other former parts of Mexico.
Siems asserts the importance of taking into account more than just the explanatory force
of legal families in regressions in assessing the role of legal systems, citing a paper by
Mark West showing that French legal origin is positively correlated with success in the
football World Cup (West 2002, cited in Siems 2006, p. 8).

The Acemoglu et al. (2002) mortality rates are not in fact those of settlers, but are based
on the non-combat deaths of European soldiers in European colonies in the nineteenth
century and of bishops in Latin America from the seventeenth to the nineteenth century.
Whether these rates are themselves accurate and accurately reflect settler motivation is
open to question. Government policy in restricting immigration and awarding monop-
oly rights was probably as or more important in discouraging settlement in some
colonies, such as Spanish America or Dutch Indonesia. This may support Acemoglu
et al.’s argument that the mortality rates instrument captures exogenous sources of vari-
ation in institutional quality.

Acemoglu et al. (2005) argue that including time dummy variables in the Glaeser et al.
(2004) regressions eliminates the effects of education on institutions (specifically on
democracy).

There is a large literature on the importance of elite economic power in economic devel-
opment; see the cites in Morck et al. (2005).

Among the countries where more than 90 percent of the top largest conglomerates are
family controlled are Belgium, Brazil, Chile, Greece, India, Malaysia, Mexico, Pakistan,
Peru, Philippines, Portugal, Thailand, Turkey, and Venezuela (Kathy Fogel 2006,
table I).

Countries where more than 10 percent of all firms are politically connected include
Indonesia, Italy, Malaysia, Mexico, Russia, and Thailand (Faccio 2006b).



4. Can foreign aid promote
development?

The preceding chapters described how institutions emerged to support
increasingly open access to economic and political activity and allowed the
specialization and innovation that were critical to the evolution of today’s
wealthy, developed countries. These crucial institutions are weak or missing
in today’s underdeveloped countries. Instead, poor societies are character-
ized by high transaction costs, corrupt and inefficient bureaucracies, weak
enforcement of laws, lax protection of property rights, and the absence of
mechanisms to hold bureaucrats and politicians accountable for their
actions. Access to economic opportunities, rule of law, and protection of
property and persons are privileges available only to elites. Can foreign aid
change these damaging circumstances and help nurture the institutions that
promote development?

Is it fair to ask whether foreign aid can promote development? Much aid
is dedicated to reducing the immediate misery of people in poverty, not
to development. But improving the lot of direct beneficiaries by distribut-
ing food, shelter, health care, or money is not the only mission of aid-
giving agencies. Aid organizations are also dedicated to the proposition
that underdevelopment can be eliminated and poverty eradicated. The
World Bank mission statement is emblematic: “Our dream is a world free
of poverty.” Increasingly aid agencies also recognize that development
requires improved institutions, as these quotes show:

® “Addressing the challenge of building effective institutions is critical
to the Bank’s mission of fighting poverty.” (World Bank 2002, p. iii)
e “Sustainable and equitable development requires a democratic,
modern and efficient state that promotes economic growth, estab-
lishes a regulatory framework conducive to the efficient functioning
of markets, that guarantees a stable macroeconomic environment,
that is capable of adopting social and economic policies appropriate
for poverty reduction and environmental preservation, and that
implements such policies in an efficient, transparent and accountable
manner. In the development debate a consensus has formed that the
quality of public institutions is an essential, and perhaps the most
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important ingredient for sustainable economic growth.” (Inter-
American Development Bank 2003, p. 9)

e “Development interventions are more likely to succeed if they
promote improvements in wider institutional competencies as well
as in technical competencies.” (United Kingdom, Department for
International Development 2003, p. 5)

Thus it seems not just fair but imperative to ask whether aid agencies can
promote the institutions that underpin growth and development. This
chapter addresses this question, focusing on aid targeting development, not
on humanitarian aid.

THE FOREIGN AID COMMUNITY IS BURGEONING

It is easy to lose sight of how large aid has grown when donors are being
widely condemned by celebrities and politicians as doing too little, too late.
Over the past five decades official development aid has totaled more than
$2.3 trillion in nominal dollars, and the foreign aid community has bur-
geoned. From an almost non-existent base, the aid community has grown
to 21 multilateral and 36 bilateral agencies and numerous private organ-
izations (Table 4.1). In 2003 there were another 59,003 international,
non-governmental agencies or NGOs (Anheier et al. 2004, p. 320), and
innumerable local NGOs. These aid-givers were responsible for $186 billion
in gross, or $120 billion net, disbursements in 2005. Aid is projected to
accelerate in the near term. If major donor governments deliver on the
public pledges of their officials, net official development assistance in con-
stant dollars will climb almost 65 percent, from almost $79 billion in 2004
to close to $130 billion by 2010 (OECD, DAC 2006).! As we shall see in this
chapter, this boom in aid-giving comes even though there is no robust evi-
dence that aid contributes to growth — or to good institutions.

Despite the dreams, money, and good intentions of aid-givers, most
people in aid-recipient countries still live in appalling poverty. Jeffrey Sachs
and the team at the United Nations Millennium project argued that this was
mostly because foreign aid has been too small (Sachs 2005; UN Millennium
Project 2005b). They pointed out that, despite the volume of aid shown in
Table 4.1, few donor countries reached the target ratio of 0.7 percent of their
gross national income (GNI). The approximately $79 billion of net official
development assistance in 2004 was on average 0.25 percent of the GNI of
donor countries. Achieving the 0.7 percent target would therefore require a
drastic increase in aid. But the 0.7 percent target has a dubious history. It is
an arbitrary target that began life as a “lobbying tool” (Clemens and Moss
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Table 4.1  Size of the aid community, 2005
Type of aid agency Number Gross Net
assistance® assistance?
2005 2005
International financial institutions 10
African Development Bank 1,839 685
Asian Development Bank 4,791 866
European Development Bank 1,597 85
Inter-American Development Bank 3,013 595
International Monetary Fund 596 (714)
World Bank (IBRD, IDA, IFC) 22,030 4,139
Other (Caribbean Development Bank, 174 109
Council of Europe, Int’l Fund for
Agric. Dev., Nordic Development Fund)
Total TFTs 34,040 5,765
United Nations agencies 7
(UNDP, UNFPA, UNHCR, UNICEF,
UNRWA, UNTA, WFP, other UN)
Total UN 3,777 3,659
Other multinational aid agencies 4
European Community 11,640 10,282
Rest (Global Environmental Fund, 1,684 1,514
Montreal Protocol Fund, Arab
Funds, GFATM)
Total 13,324 11,795
Bilateral aid®
Development aid, OECD members of DAC® 22 117,428 82,133
Development aid, non-DAC membersd 2,399¢ 2,399
Total 14 119,827 84,532
Grants by private voluntary organizations 14,721 14,712
Total assistance 185,680 120,464

Notes:

a. US dollars millions. Concessional and non-concessional disbursements to underdeveloped
countries (as defined by the OECD) with promotion of economic development as the goal
at current prices converted to US dollars at current exchange rates.

b. Includes grant and grant-like contributions (including technical cooperation,
development food aid, emergency and distress relief, contributions to NGOs, and
administrative costs), debt reorganization, and new development lending.

c. Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Japan, Luxembourg, Netherlands, New Zealand, Norway, Portugal,

Spain, Sweden, Switzerland, UK, US.

d. Czech Republic, Estonia, Hungary, Iceland, Israel, South Korea, Kuwait, Latvia,
Lithuania, Poland, Saudi Arabia, Slovak Republic, Turkey, and United Arab Emirates.

e. Net.

Source:  Author’s calculations (based on OECD, DAC 2007, tables 13, 17, and 33).
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2005, p. 2).2 Clemens and Moss show that “the 0.7 percent target was cal-
culated using a series of assumptions that are no longer true, and justified
by a model that is no longer considered credible” (ibid.). Applying the
same methodology to today’s conditions would produce a target of only
0.01 percent of wealthy countries’ GDP for aid to the poorest countries and
negative aid flows to the rest. As Clemens and Moss point out it would be
more meaningful to set aid targets on the basis of recipient need combined
with a model of how aid affects development.

The UN Millennium Project nonetheless called for massive increases in
aid to achieve the Millennium Development Goals. These are a set of laud-
able and ambitious goals that grew out of a UN meeting in Monterrey on
21-22 March 2002 (the goals are shown in Table 4.2). The report of the UN
Millennium Project did not ignore the presence of weak and damaging
institutions in poor countries. Instead it argued that increasing aid would
improve institutions, because institutions are partly endogenous to income:
“good governance helps achieve higher income, and higher income sup-
ports better governance” (UN Millennium Project 2005b, p. 110). The
assumption that money could buy better institutions is crucial to the UN
Millennium Development Project, as the report asserted:

The upshot is that while good governance can contribute to economic growth
and bad economic governance can certainly impede growth, governance itself
can be improved by investing in other factors (such as education and health) that
support overall economic growth and human capital accumulation. This two-
way causation is hugely important from the vantage point of the Millennium
Development Goals. It underscores the importance of a broad-based strategy to
meet the Goals, directly through good governance practices and indirectly
through investments in human capital, public sector management, and infra-
structure. (ibid., p. 112)

According to the report of the UN Millennium Project there are two
kinds of poor countries, the few with “truly rapacious government leader-
ship” that lack the “volition” for improving governance and the many with
“well intentioned” governments that lack the resources for improving gov-
ernance (p. 113). The report called for rich nations to provide more money
to the “well intentioned” countries in order to support public administra-
tion, strengthen the rule of law, increase transparency and accountability,
promote political and social rights, promote sound economic policies, and
support civil society (p. 114). The report also urged donors to support
investments in the other Millennium Goals to lift the recipient country out
of its “poverty trap” (p. 32). The project laid out detailed programs to
achieve its set of goals and called for poor countries to develop extensive
plans on how they will implement these programs.
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Table 4.2 Millennium Development Goals

Goals

Targets

1. Eradicate extreme
poverty & hunger

2. Achieve universal
primary education

3. Promote gender
equality & empower
women

4. Reduce child mortality

5. Improve maternal
health

6. Combat HIV/AIDS,
malaria, & other
diseases

7. Ensure environmental
sustainability

8. Develop global
partnerships for
development

Halve % people whose Y = <$1/day between
1990-2015

Halve people hungry, 1990-2015

By 2015

Eliminate gender disparity in primary &
secondary ed. by 2005 & in all education by 2015

Reduce 1990 under-5 mortality rate by 2/3 by 2015
Reduce 1990 maternal mortality rate by 3/4 by 2015

Halt & begin to reverse spread of HIV/AIDS
by 2015

Halt & begin to reverse incidence of malaria &
other major diseases by 2015

Integrate principles of sustainable development
into country policies & programs & reverse loss
of environmental resources

Halve % people w/o sustainable access to safe
drinking water & basic sanitation by 2015
Significantly improve lives of at least

100 million slum dwellers by 2020

Develop open, rule-based, predictable,
nondiscriminatory trading & financial system
Address special needs of least developed countries
Address special needs of landlocked & small
island underdeveloped countries

Deal comprehensively with debt problems of
underdeveloped countries through national &
internt’l measures to make debt sustainable in
long term

Develop & implement strategies for decent &
productive work for youth in cooperation w/
underdeveloped countries

Provide access to affordable essential drugs in
underdeveloped countries in cooperation w/
pharmaceutical companies

Make available benefits of new technologies, esp
info & communication, in cooperation w/
private sector

Source: Adapted from UN Millennium Development Goals at: www.un.org/millenniumgoals.
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Developed countries have responded by pledging to increase aid dra-
matically, especially to Africa, and to write-off large amounts of official
debt. The IMF predicts that if the levels of financial assistance envisioned
by the UN Millennium Report are achieved, aid will finance an average of
about 60 percent of government expenditures in low-income African coun-
tries (International Monetary Fund 2005, p. 147). Yet, as the next section
shows, the track record of aid provides no reason to assume that aid can
promote sustainable development or improve institutions, and many
reasons to believe that large amounts of aid are damaging to weak institu-
tional environments.

AID HAS A POOR TRACK RECORD IN PROMOTING
GROWTH OR IMPROVING INSTITUTIONS

Aid and Growth

A controversy has raged about the effect of aid on growth; a debate that
has been traced by one survey back to 1970 (Clemens et al. 2004). A pro-
fusion of recent papers presents conflicting statistical evidence on the
effects of aid on growth. Two frequently cited papers by Burnside and
Dollar (2000, 2004) find a positive association between aid and growth,
but only in better policy and institutional environments. There are a host
of challenges to this finding, however (for a survey see Harms and Lutz
2004). For example, Easterly et al. (2003) reproduce Burnside and Dollar’s
methodology, but when they add additional countries and years the pos-
itive growth effect of aid in good policy environments loses its statistical
significance. Burnside and Dollar’s results were also found to be fragile
to changes in the specification of the policy and institutional vari-
ables (Brumm 2003; Easterly et al. 2003; Harms and Lutz 2003). And
Roodman (2004) finds the Burnside and Dollar result is weak in empir-
ical tests.

Some argue that aid has a positive but non-linear effect, perhaps because
of decreasing returns to aid (see studies cited in Harms and Lutz 2004). But
others find no evidence of decreasing returns (Gomanee et al. 2003).
Clemens and his co-authors find a positive short-term impact of aid on
growth by separating that part of aid that seems likely to have a growth
impact in four years from humanitarian aid and aid likely to be effective
only in the long term (Clemens et al. 2004). Yet another paper slices and
dices aid differently and finds a beneficial association between very long-
term growth and what they classify as “development aid,” defined as aid
from multilateral agencies and the Nordic countries plus other so-called



Can foreign aid promote development? 53

“better” donors (Reddy and Minoiu 2006). This positive impact only
occurs after several decades.

Rajan and Subramanian (2005) tried to put all these dueling regressions
to rest. They did an extensive analysis of the effects of aid on growth over
different time horizons, looking at different kinds of aid from different
sources. Specifically, they divided aid into 10, 20, 30, and 40-year time
periods, separated out aid designed to stimulate growth from humanitarian
assistance or food aid, and distinguished between bilateral and multilateral
aid. They looked at the effects of aid on countries that have adopted better
policies or have better institutions, and on countries in different geograph-
ical settings. Their bottom line: there is no robust evidence of either a pos-
itive or a negative impact of aid on growth.

Evidence from specific countries supports the null impact of aid on
growth. There is little evidence that foreign aid was important for economic
outcomes in China, for example. For one thing, in the 1980s and 1990s
when China was growing rapidly foreign aid was trivial, only 0.4 percent of
China’s gross domestic product (Easterly 2002a). For another, one of the
main engines of Chinese growth, the township and village enterprise, was
neither created nor supported by foreign aid, as I discuss below. Other fast-
growing countries tell a similar story. In the 1980s when Chile introduced
the reforms that led to its subsequent rapid growth, it was not receiving
foreign aid, instead it was repaying in full its debts to official and private
lenders. South Korea’s growth accelerated only after the decline in US aid
and only after South Korea followed many policies contrary to US aid
officials’ advice (Fox 2000). An important reason why Taiwan introduced
more market- and export-oriented policies that stimulated its subsequent
growth in the 1960s was to reduce its dependency on US aid (Haggard and
Pang 1994). In contrast, the countries where aid has been the most impor-
tant have been among the slowest growing. For decades, those African
countries where aid represents the highest percentage of gross domestic
product have had the slowest rates of per capita growth.

Aid and Institutions

Perhaps even more disturbing than the failure of aid to spur growth is the
absence of any beneficial effect of aid on institutions. Burnside and Dollar
(2004, p. 4) cite a number of studies that support this finding, concluding that
“there is broad agreement that giving a large amount of financial aid to a
country with poor economic institutions and policies is not likely to stimu-
late reform, and may in fact retard it”. Other studies find that aid has a neg-
ative effect on institutions. These studies argue that aid fostered so much
rent-seeking and corruption and tied up so many valuable resources in
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unproductive administration, that its negative effects counteracted any good
outcomes from aid projects (Bauer 1991; Kanbur 2000; cited in Harms and
Lutz 2004). Easterly argues that the large and cumbersome bureaucracies
required to implement aid projects and meet aid reporting requirements have
contributed to excessively centralized administrations and higher transac-
tion costs and divert government time and effort from governing (Easterly
2002a). For example, Tanzania has to produce more than 2400 reports a year
for donors and to host 1000 annual visits from aid agencies (Easterly 2002a).
Bates (2001) suggests that foreign aid helps non-reforming governments
survive by making the cost of non-reform cheaper, and also makes govern-
ments less dependent on their citizens for revenues and therefore less
accountable. Whatever the reason, higher aid levels have been significantly
correlated with lower indexes of bureaucratic quality, corruption, and rule
of law in one study (Knack 2000), although a subsequent study finds no
effect on these or other economic institutions (Coviello and Islam 2006).
Higher aid levels have been associated with slower adoption of market-
oriented economic policy reforms from 1980 to 2000, although aid’s negative
correlation with reform was more pronounced during the 1980s than in the
1990s (Heckelman and Knack 2005). Foreign aid has also been shown to
have a negative association with democracy (Djankov et al. 2006). An IMF
study of a sample of 105 countries from 1970 to 2004 identified 36 instances
where institutions were transformed for the better according to various mea-
sures of institutional quality (these measures are discussed in detail in the
next chapter). Using a probit model, the report estimated how much foreign
aid, trade, freedom of the press, and other variables affect the probability of
a positive institutional transition, and find that aid has a negative association
with the probability of transition to more economic freedom (International
Monetary Fund 2005, p. 139). This finding, however, could reflect reverse
causality: the possibility that aid flows are greater to countries with condi-
tions that impede institutional transition (ibid., p. 141).3

Most of these studies use cross-country regressions, which have well-doc-
umented flaws (see, for example, Durlauf et al. 2005; Levine and Renelt 1992;
Rodrik 2005). Nonetheless, it is revealing that so many different specifications
and authors should find that aid has nil or negative effects on growth and
institutions. Even if cross-country regressions cannot establish causal rela-
tionships, they do allow us to weed out hypotheses that are consistently
rejected in most specifications. The premise that aid promotes development
is just such a rejected hypothesis. Attempts to find a positive association
between aid and growth have become increasingly strained. Take, for
example, the implausible finding that the effects of aid only appear decades
after the money has been disbursed. Anyone who has visited aid-funded roads
or schools some time after the assistance has ended, as I have, will be struck
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by the absence of sustainable effects rather than their persistence. I remember
my taxi inching its way into and out of the series of craters that was all that
was left of an aid-funded road in Tanzania or being ushered through ante-
rooms to the palatial office of the Nicaraguan Minister of Education in what
was originally intended to be an aid-funded school building.

Cross-country regressions are not the only evidence of aid’s ineffectiveness
in improving institutions. The World Bank is one of the few donors that does
serious evaluation of the outcomes of its projects, and its judgment of the
results of institutional support is damning. The World Bank’s projects to
improve public administration, strengthen rule of law, or otherwise develop
institutions were judged “largely ineffective” by its Operations Evaluation
Department (Girishankar 2001). Ratings of World Bank efforts to improve
institutional performance in Africa record a train of failures (reports cited in
World Bank 2005b, Annex A, pp. 47-9):

e 1990: “The main goal of freestanding TA [technical assistance] is to
enhance the capacities of borrower institutions and government
agencies to perform their work on a sustainable basis. The record of
the Bank is poor: only 3 out of the 19 Bank projects reviewed were
rated as having satisfactory outcomes.”

® 1994: “The use of TA as a means to develop institutional capacity has
had very limited success in Africa. Instead of transferring expertise,
this approach has created dependency on foreign experts that has not
diminished over the years.”

e 1999: “Bank-supported civil service reforms were largely ineffective
in achieving sustainable results in capacity building or institutional
reform.”

e 2004: “‘Big bang’ approaches have failed because they overstrained
limited implementation capacity. What is needed is ‘strategic incre-
mentalism’ — highly focused and pragmatic interventions that are
better grounded in the political realities and consistent with the
capacity constraints of the country concerned.”

The World Bank projects supporting institutional reform are arguably
the most comprehensive and serious of any aid-givers. We can only specu-
late how much worse the judgment would be if applied to projects of other,
less self-reflective givers.

My Own Experience with Aid and Reform of State-owned Enterprises

The finding that aid fails to spur growth or improve institutions is consist-
ent with my experience during 35 years working on development, 21 of
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them doing research at the World Bank. I worked on reform and privat-
ization of state-owned enterprises long before it became fashionable in the
aid community. In 1981 I led the first joint World Bank/IFC mission advis-
ing the Peruvian government on selling state enterprises.* I visited count-
less state-owned firms that had received aid from the World Bank
and many other donors, and analyzed a number of different “solutions”
designed to improve management of state-owned enterprises (SOEs), such
as special ministries dedicated to oversight of SOEs, special units within
ministries dedicated to improving SOEs, holding companies managing a
portfolio of SOEs modeled after Italy’s IRI, performance contracts between
SOEs and governments modeled after France’s contrats de plan, and better
rules for SOE boards of directors (Shirley and Nellis 1991). All of these
“solutions” attempted to engineer a organizational remedy to what were
essentially political problems. State-owned enterprises performed badly
for all the reasons identified in agency theory: they had multiple and
conflicting objectives; they answered to multiple principals; they reported
to supervisory ministries that interfered in day-to-day operations for polit-
ical or corrupt reasons; they were not permitted to raise prices, lay off
workers, close uneconomic lines of businesses, or go bankrupt; they were
forced to hire surplus workers and provide extensive social benefits and
training to staff; they were run by managers and board members who were
political appointees, often unqualified, who changed whenever the politi-
cal leadership changed; they were monopolies or protected from com-
petition; they received directed credit from state-owned banks and
government-guaranteed loans and were allowed to roll over their bad
debts or foist them onto the treasury (Shirley 1999). There are multiple
examples of the political roots of SOE problems. To mention a few:
Thailand’s government appointed generals to the boards of SOEs in order
to secure support from the powerful military; India’s government propped
up state-owned textile and coal companies that had lost money since their
inception to secure patronage jobs; China’s government used the banking
system to keep its large and unprofitable SOEs alive in order to avoid
politically dangerous unemployment. Aid-funded projects that relied on
organizational engineering could not address these root causes of poor
performance. When aid agencies subsequently embraced privatization of
SOEs in the mid-1980s, aid to SOEs continued, but now to rehabilitate
state-owned firms prior to sale, to finance advice from investment bankers,
and to reward governments who sold their SOEs with structural adjust-
ment loans.

The SOE example illustrates a fundamental paradox of aid: many of the
changes that are most needed do not require money or technical assistance.
No money, training, or advice is necessary for governments to stop
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interfering in SOE operations, to appoint competent managers, to allow
competition, or to decide to privatize, for example. Quite the contrary, these
reforms often generate additional revenues by removing a fiscal drain or
putting SOEs in the private sector where they can be taxed. Aid money may
have been useful in paying for retrenchment and retraining, but only where
the decision to reform was serious. What reforming countries most need is
not aid but a much scarcer commodity, what the donor community calls
“political will,” that is, the readiness to take politically difficult decisions.
As we know from the previous discussions, political will is endogenous to
the beliefs and institutions that shape politicians’ incentives. It is not sur-
prising that privatization was disappointing wherever institutions sup-
ported the dominance of powerful elites and governments privatized in
order to transfer rents to powerful individuals.

In the 1980s the World Bank introduced a new tool, the structural adjust-
ment loan. The genius of the structural adjustment loan was that it dodged
the problem of what to fund in the absence of political will. Structural
adjustment loans disbursed funds for government promises to implement
reforms, called conditionality. In some cases reforming governments used
this money to pay off those who would lose from reforms. Argentina, for
example, used foreign aid to pay severance pay to civil servants and SOE
employees who were laid off in the process of downsizing government and
selling SOEs.> Others simply took the money and failed to keep their
promises. Zaire was one of the most egregious cases; massive inflows of
foreign assistance continued despite poor performance and corruption.
According to the World Bank (1998), “While the former Zaire’s Mobuto
Sese Seko was reportedly amassing one of the world’s largest personal for-
tunes (invested, naturally, outside his country), decades of large-scale
foreign assistance left not a trace of progress”.

WHY AID AGENCIES ARE POOR TOOLS TO
PROMOTE INSTITUTIONAL REFORMS

Why has aid been so unsuccessful in promoting growth and market-
supportive institutions? Some argue that aid performs poorly because of
principal-agent problems. Principal-agent problems arise when a principal,
such as the manager of a firm, is monitoring and motivating an agent, such
as an employee, and the agent has more information about her performance
than the principal (Laffont and Tirole 1993). The agent may use her infor-
mation advantage to shirk, or the principal may pay the agent more than is
needed to motivate her to perform. Agency problems are worse when per-
formance has to be judged against many, conflicting, and hard to measure
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objectives, and when there are multiple principals with different objectives,
conditions that are endemic in aid agencies (Martens et al. 2002).6

Aid agencies have multiple objectives. Besides eliminating or alleviating
poverty, and completing specific projects, such as building health clinics,
they are increasingly expected to improve the environment, help women
and minorities, protect human rights, strengthen democracy or civil
society, and much more. (For a sense of these goals, see the list of criteria
used to rate country eligibility for the World Bank’s soft credits (IDA) in
Table 5.2.) Objectives of aid organizations are frequently amorphous, far
harder to measure than profits, and place conflicting demands on staff
and management. Sometimes the objectives conflict, for instance, when
aid-assisted civil organizations oppress women or pollute the environ-
ment, or when aid-encouraged elections lead to governments whose deci-
sions harm the economy and the poor (see my discussion of democracy
in Chapter 5). Even if objectives could be properly measured and
weighted, it would be hard for a principal to hold aid-givers accountable
since they operate in sovereign countries; moreover, aid may be relatively
small compared to other capital sources such as remittances or private
investment.

Besides multiple objectives, aid organizations also have multiple princi-
pals: donor governments, donor citizens, and governments, beneficiaries, and
interest groups in recipient countries. The board of directors of the World
Bank alone has 24 directors representing 184 donor and recipient govern-
ments. The board’s role is not trivial; it meets twice a week to vote on all
loans, guarantees, and country assistance strategies, as well as administrative
budgets and new policies. The European Union’s administrative body, the
European Commission or EC, answers to 26 different national governments
through its Council, “which is composed of serving politicians whose main
focus is on their domestic interests” (Seabright 2002, p. 37). Bilateral aid
agencies respond to their governments’ different ministries and legislatures,
as well as numerous interest groups. Ostrom et al. posit an aid octangle in
which (1) an aid agency interacts with (2) other donors including private
foundations and NGOs, (3) parliament, ministries, and different line agen-
cies in the donor country, (4) the recipient government, (5) ministries and
government agencies in the recipient government, (6) implementing organ-
izations such as consulting firms and NGOs, (7) organized interest groups
and civil society organizations in both the donor and recipient countries, and
(8) the target beneficiaries (Ostrom et al. 2002, p. 61). These multiple princi-
pals have more than the usual collective action problems and more than the
usual information asymmetries vis-a-vis the agency’s staff.

Agency problems are common to all public bureaucracies and may not
necessarily be worse in aid agencies. What complicates aid is the moral
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hazard problem between the aid-giver and the aid recipient. As Ostrom
et al. note (2002, p. xviii), “The availability of aid creates a moral hazard,
since the aid helps to ensure [sic] incompetent governments from the results
of their actions, thus weakening their incentive to find alternative revenue
sources or better policies”. The recipient government may balk at policies
that alleviate poverty or increase its revenues if they would reduce aid
funds. This situation was described by Buchanan (1977) as the “Samaritan’s
Dilemma”. The payoff is highest to the Samaritan if the Samaritan pro-
vides aid and the beneficiaries respond by exerting high effort. But the
payoff is highest to the beneficiaries if they receive aid without increasing
effort. In countries with stronger political institutions such a game is harder
to play. Media report on politicians’ actions; political competitors hold
their opponents accountable; interest groups provide oversight; and citi-
zens vote out incompetent governments. The weaker the institutions, the
greater is the risk of the Samaritan’s Dilemma.

If institutions in underdeveloped countries could be strengthened, it
would be at least plausible that foreign aid could promote development. Yet
foreign aid does not promote, and may even undermine, the very rules
and norms necessary for effective aid. There is a fundamental mismatch
between the characteristics of institutions and the characteristics of aid, a
mismatch that will not be corrected merely by solving agency problems. The
literature I summarized in Chapter 3 suggests three characteristics of insti-
tutions that are particularly relevant to foreign aid. To recap:

1. A society’s fundamental beliefs, norms, and rules tend to be durable,
often lasting for centuries. Changes occur on the margin in less funda-
mental laws or organizations, but these are seldom sustained if the
broader institutional framework remains unchanged.

2. Institutional frameworks endure because they are congruent with
underlying power structures. Powerful groups who benefit from the
institutional status quo will actively oppose changes that threaten their
power and wealth. Even without active opposition, humans’ habits and
beliefs tend to resist revolutionary change. Without drastic changes in
power structures and shared beliefs, institutional reforms in most poor
countries will lead to large disparities between laws on the books and
laws in practice, and between how laws are applied to the powerful and
to the powerless.

3. Sometimes changes in beliefs, power structures, and institutional
frameworks do occur and move countries incrementally toward more
open access to economic and political power. Sustainable progress
results from heterodox experiments that evolve gradually in response
to competition and through adaptation to local conditions.
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Table 4.3  Comparison of the characteristics of institutional frameworks
and foreign aid

Institutional frameworks Foreign aid

Deeply rooted and usually durable e Focus on policy, organization, sector rules
e Three-year projects
o Staff rotates every 3-5 years
e Rewards for approval, not sustainability
e No long-run accountability

Supported by power elite and e Requires support or permission of

beliefs incumbent government
o Staff incentives to cooperate to win more
project approvals

e Revolutionaries would be asked to leave

Changes are often idiosyncratic e Focus on Western best practices
and experimental e Prefer that changes are
o Rapid

o Measurable against benchmarks

By contrasting these characteristics of institutions with the characteris-
tics of aid and aid organizations we can see why foreign aid has been a poor
tool for reforming institutions. In the next few pages I consider these con-
trasts in detail; Table 4.3 summarizes this discussion.

1. Institutional frameworks tend to be durable, but sustainable reform
depends on changing them
The information, knowledge, and incentives of aid agencies are not focused
on changing underlying institutional frameworks. Aid is aimed at changing
policies, sector regulations, or organizations, not constitutions, norms of
behavior, or shared beliefs. This short-term focus is inherent in the nature of
aid (see point 2 below), and has persisted even as donor rhetoric has changed.”
Even if aid were redirected toward changing deeply-rooted institutional
frameworks, its tools and incentives are poorly suited for such long-term
efforts. Aid projects tend to be relatively brief, less than three years, and
project staff is rotated frequently, typically every five years.® Because of rota-
tion, those supervising the execution of the project are seldom those who
designed it. (Staff members sometimes support rotation for the wrong
reasons. As one World Bank colleague put it to me, you should “move before
your mistakes catch up with you.”) Rotation gives staff little time to under-
stand the local norms and networks that determine power structures in a
recipient country, which may be hard for an outsider to know in any case.
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Even without rotation, staff members have little incentive to challenge
fundamental beliefs, rules, and norms. Despite much rhetoric to the con-
trary, aid staff are rewarded for project approval, not for long-term project
sustainability. Studies document the aid focus on “moving the money.” In
any case it would be difficult or impossible for aid agencies to reward or
penalize their staff because client countries hit or missed their long-run
development goals. Development is multifaceted and hard to measure and
governments are ultimately sovereign, making it impossible to assign
responsibility for economic outcomes to the actions or advice of individual
aid staff. Those aspects that are most easily monitored, namely project
approval and disbursement of funds, are the ones most likely to influence
careers (Martens et al. 2002, p. 20).

2. Institutional frameworks endure because they are supported by
powerful elite groups who benefit from the status quo
Aid-givers are not in the business of fomenting revolution and would soon
be required to leave if they were. Donors work with the acceptance of gov-
ernments in the recipient country and any project they finance requires a
supportive or at least a permissive government. Even when the aid agency
works with a non-governmental agency or a private enterprise, the govern-
ment in the recipient country must at least tacitly permit the project to go
forward. Rulers who allow aid projects that foment revolutionary changes
do not last very long. Local political, business, religious, social, and other
leaders would oppose aid payments designed to alter institutional frame-
works in ways that might undermine their rents, authority, and power. This
is the case regardless of whether the leadership is what the UN Millennium
Project (2005b) report calls “larcenous” or what the report deems “well
intentioned”. Government and leaders of powerful interest groups could
conceivably be won over through persuasion, reassured through additions
to their power in other spheres, bought off with side payments, or neutral-
ized through publicity campaigns. But until recently most aid agencies have
resisted playing such a direct role in financing change and co-opting its
opponents. This was seen as outside their mandate or as dangerous med-
dling in internal politics.!® Some bilateral aid agencies and international
NGOs fund organizations opposing the incumbent government or lobby-
ing for radical policy changes, although the amounts and specifics are hard
to document and little is known about the outcomes. Such support could
have unintended consequences. It could make it more politically acceptable
for the incumbent government to suppress opposition groups and it could
provoke a backlash against foreign “meddling” in domestic politics.
Sometimes the most effective option is to refuse further support, espe-
cially since foreign aid can reinforce the existing power structures, causing
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unintended consequences that aid officials cannot anticipate. Donors lose
leverage once a project is over, so it makes sense to hold new projects hostage
to government’s performance on its earlier commitments. Staff members in
aid agencies, however, have strong incentives to cooperate with incumbent
governments.!! Bad relations with the ruling government disrupt the
project pipeline, and an inactive aid recipient can adversely affect an aid staff
member’s budget, prestige, power, and prospects for promotion. Staff
members rewarded on the basis of project approvals have little incentive to
delay new projects in order to improve the outcomes of ongoing projects —
projects that were probably designed by their predecessor.!? Even aid staff
members who are not especially focused on their careers will try to work with
incumbent governments rather than recommend suspending assistance. Aid
agencies hire highly motivated, skilled, and altruistic individuals with a bias
towards optimism and activism, the sorts of individuals who would be reluc-
tant to classify any government or problem as intractable.

3. Effective institutional changes arise locally and incrementally from
heterodox experiments
Aid agencies are bureaucracies accountable to donor governments, and
that has consequences for the design of aid projects. Aid bureaucracies
prefer to support changes that can be instituted rapidly and generate meas-
urable benchmarks for dispersing funds and assessing outcomes. This
emphasis on swift and measurable results creates a bias among aid staff
towards pro forma rather than de facto change. De facto change is often
slow and sustainability can only be measured after the project is ended. I
illustrate this problem in the case of SOE performance contracts below.
Aid agencies also prefer to support Western best practice, which can be
more easily defended to their sponsoring governments than homegrown
reforms. Yet heterodox reforms are often characteristic of meaningful insti-
tutional change. China’s experience illustrates this challenge to aid. China’s
federal system allowed provinces and local governments to compete by
experimenting with different economic rules as long as the dominance of the
Communist Party went unchallenged (Weingast 1995). China’s institutional
experiments had to be adapted to Communist ideology, totalitarian rule,
tenuous property rights, and weak rule of law. The TVE or township and
village enterprises were an example of a successful experiment. Townships
and villages permitted private investors to run government-owned enter-
prises in exchange for regular payments to the local government that
“owned” the firm. TVEs allowed capitalistic incentives to flourish within an
officially socialist system, contributing to China’s surge in growth (Keefer
and Shirley 2000). But aid-givers neither sanctioned nor supported TVEs,
despite their resounding success. This is not surprising since aid agencies
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have no mandate to promote heterodox experiments such as TVEs. TVEs
secured investor’s property rights through informal ties to the locality and
payoffs that could be considered a form of corruption. It would have been
hard to defend TVEs to the representatives of Western governments who sit
on the boards of aid agencies. Nor did the TVEs need outside assistance;
quite the contrary, aid would have undermined their profit motive, distorted
their market, and muddied their accountability to investors.

Given this disconnect between the characteristics of foreign aid and the
nature of institutional change, it is unsurprising that economists find no
robust, positive association between aid and institutions. The disconnect is
recognized by some in the aid community, but it is usually viewed as sur-
mountable. Some argue, with Sachs (2005), that more aid would promote
institutional improvements by increasing income. Others argue that aid’s dis-
abilities can be cured to make it an effective tool for institutional change.
Both these arguments ignore the history of foreign aid and the deeply-rooted
nature of institutions. They also ignore the contradictions inherent in foreign
aid, such as the need to win the approval of governments that are themselves
major obstacles to development or the incentives to move the money while
simultaneously threatening to withhold support for noncompliance.

AID IN INHOSPITABLE INSTITUTIONAL
ENVIRONMENTS LEADS TO PRO FORMA REFORMS

Since aid-givers want to assist even in inhospitable institutional environ-
ments, they sometimes accept pro forma reforms. Pro forma reforms include
laws without meaningful enforcement; government bureaus without ade-
quate staffing, budgets, or mandates; or state enterprises without competi-
tion or competent corporate governance. Because of the pressure to lend,
past failures may not affect donors’ future willingness to give. For example,
“during a 15-year period, the Government of Kenya sold the same agricul-
tural reform to the World Bank four times, each time reversing it after receipt
of the aid” (Collier 1997; original italics). Ironically, aid directed at institu-
tional reforms may make these problems worse, because institutional pro-
jects lack tangible outputs, making impact “more diffuse and hard to verify”
(Martens et al. 2002, p. 17).

I can illustrate how pro forma reforms work in practice with the “perfor-
mance contract”: contracts signed between a government and the managers
of its state enterprises. Performance contracts were championed as a way to
improve SOE performance by giving managers incentives to achieve specified
targets; they enjoyed a vogue among aid agencies in the 1980s (Shirley and
Xu 1998). One survey found performance contracts in 33 countries in the
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mid-1990s (Shirley and Xu 1998, Table One). Yet in five of the six cases
studied, governments signed performance contracts but failed to negotiate
tough targets, demand the information needed to judge performance, pay
promised bonuses for good performance, impose promised punishments for
bad performance, or provide promised autonomy to lay off workers or close
plants (Shirley and Xu 1998). Targets were weak and distorted. For example,
targets in Senegal were set below prior years’ performance and in India nego-
tiations over targets dragged on so long that some targets were set equal to
actual performance (ibid.). Philippines Electricity achieved its expenditure
targets by cutting investments that were badly needed to upgrade its infra-
structure; India Oil achieved its target number of wells drilled by drilling
more unproductive wells (ibid.).

All the sample firms achieved their targets, but showed no statistically
significant improvement over pre-contract trends in total factor produc-
tivity, labor productivity, or return on assets (Shirley and Xu 1998; World
Bank 1995). Shirley and Xu (2001) found similar outcomes in over 500
performance contracts in China: after controlling for selection bias and
unrelated reforms, there was no statistically significant positive correla-
tion between contracts and improvements in total factor productivity. In
simulations, a hypothetical, ideal performance contract did improve per-
formance in China, but these contracts were not the norm. On the con-
trary, on average China’s performance contracts had a negative effect. The
dismal performance of large Chinese state-owned enterprises since this
study was done offers little comfort to those who argue that performance
contracts can improve SOEs’ performance in adverse institutional
circumstances.

Why were performance contracts so widely supported by aid-givers? One
reason is that recipient governments liked performance contracts because
they could sign contracts and achieve their targets without politically costly
actions. State enterprise managers could be forced to sign the contracts, and
contract targets could be achieved without layoffs, plant closures, firing of
incompetent managers, or other politically risky changes. Aid officials also
liked performance contracts. Funds could be disbursed against a tangible
action — signing the contract — and results gauged by a tangible outcome —
achieving the targets. Performance contracts allowed projects to go ahead
where privatization was politically unacceptable and where poor SOE per-
formance made it difficult to justify further assistance without some “evi-
dence” of effort. Aid staffers had few incentives to scrutinize the ex post
effects of contracts, since staff were rewarded for project approval and dis-
bursement, not subsequent performance. High rates of staff rotation and
constraints on staff time also made scrutiny of such apparently successful
projects unlikely.
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After we published our finding that performance contracts did not
improve performance (Shirley and Xu 1998, 2001), we were strongly criti-
cized by some colleagues for robbing them of an important lending instru-
ment. This “robbery” was not long lived, however, since performance
contracts are still advocated by some staff (see, for example, Kingdom et al.
2006). Recent reports are optimistic that contracts will be more effective
because of “recent comprehensive reforms” in recipient countries (World
Bank 2006b, p. 16) and make vague references to “promising” results
(Baietti et al. 2006, p. 32). These reports assert that contracts will at least
improve information on state enterprises, despite our finding that timeliness
and accuracy of information did not improve, while distortions increased.
This optimism suggests that the perverse incentives that produce pro forma
reforms are still at work.!3

A BIAS TOWARDS OPTIMISM

World Bank reports on performance contracts illustrate a more general
bias towards optimism common to aid documents. Many aid reports are
written in a style my World Bank colleagues and 1 jokingly called the
“future presumptive,” upbeat and forward-looking. Easterly (2006, p. 139)
gives some examples of this style in quotes about Africa from World Bank
reports:

From 1983: “many African governments are more clearly aware of the need
to . . . improve the efficiency . . . of their economies.”

From 1986: “Progress is clearly under way. Especially in the past two years, more
countries have started to act, and the changes they are making go deeper than
before.”

From 1994: “African countries have made great strides in improving policies and
restoring growth.”

From 2000: “Since the mid-1990s, there have been signs that better economic
management has started to pay off.”

From 2002: “Africa’s leaders . . . have recognized the need to improve their poli-
cies...”

From 2004: there has been “remarkable progress in several African countries
over the past year.”

Aid staff have strong incentives to be optimistic, incentives that also
make them reluctant to confront chronic problems, such as corruption. For
example, a 2007 report on corruption in World Bank lending commented:

There is a tendency . . . to shrink from confrontation with borrowing countries
who are members of the World Bank Group and sovereign countries in their own
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right. That tendency is reinforced by a culture of the Bank that favors seeking
out lending opportunities rather than simply responding to borrowing coun-
tries’ initiatives and felt needs . . . There is a natural discomfort among some line
staff, who are generally encouraged by the pay and performance evaluation
system to make loans for promising projects, to have those projects investigated
ex post, possibly exposed as rife with corruption, creating an awkward problem
in relations with borrowing clients. (Volcker et al. 2007, p. 8)

Another illustration of uncritical optimism is the ready supply of “suc-
cessful” projects promoted as models well before outcomes can be mea-
sured. A prime example is Pakistan’s Hub River Power project that during
the 1990s was hailed by some as an innovative model for private participa-
tion in large-scale infrastructure.!4 By the late 1990s there were widespread
accusations that the project was rife with corruption and unfair dealing,
and had produced overcapacity in energy generation combined with
insufficient transmission and distribution capacity to keep pace with the
planned expansion (Fraser 2005). In 1998 the government cancelled con-
tracts amounting to two-thirds of the contracted private power capacity. In
a subsequent report, the World Bank Group did an about face and con-
gratulated itself for “facilitating an orderly resolution of the IPP [indepen-
dent power producers] disputes and helping to avert a wider Government
default on IPP contracts which could have had macroeconomic implica-
tions for Pakistan” (ibid., p. 1).

The Chad-Cameroon Pipeline also exemplifies the rush to optimistic
judgment. This project financed a pipeline to transport oil from Chad,
which is landlocked, to the coast of Cameroon for export. Since Chad
had a long history of civil war, instability, widespread corruption, and
abysmally weak institutions, the project included innovative revenue
arrangements meant to ensure that the oil windfall would reduce rather
than exacerbate poverty and instability in Chad. Part of the oil revenue was
earmarked for investment in five priority sectors: education, health and
social services, rural development, infrastructure, and environmental and
water resources, and an independent oversight monitoring and control
committee was appointed to oversee the management of the funds. The
project was touted as a prototype in the World Bank and was nominated
for the President’s Award for Excellence in 2000. In 2002 the Central Africa
representative of the International Finance Corporation asserted, “This is
going to be the model for every single project of this type worldwide”
(Mohammadou Diop in an interview on 25 September 2005 cited in Gary
and Reisch 2005, p. 4). By 2005, however, the Catholic Relief Services
described the pipeline as “a ‘model project’ hanging by a thread” (ibid.,
p. 88). As they put it, “. . . the elaborately constructed technocratic ‘quick
fix’ for Chad’s governance problems could go up in smoke” (ibid.). And,
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“Everything in the Chad ‘model’ rests on the enforcement of the law and
sanctions for violators in a country with a history of neither. This is a
tenuous basis for hope” (ibid., p. 89). In January 2006 the World Bank sus-
pended disbursements on all its projects in Chad to protest the govern-
ment’s amendments to the revenue law. The government and the World
Bank reached a new agreement in July 2006, but it would still be wildly
inappropriate to label the Chad pipeline project a “success” or a “model.”
I was one of only two members of the World Bank committee allocating
the President’s Awards for Excellence who initially protested giving an
excellence award to the Chad—Cameroon Pipeline, but our skepticism won
over the rest of the committee.

We might expect that a bias towards optimism would eventually be coun-
tered by poor outcomes. But most aid agencies do little serious evaluation
of their projects, and any such evaluation comes late in the process. For
example, staff in SIDA complained that evaluations were often written to
justify decisions already made and “to represent the vested concerns of
various interested parties . . .” (Ostrom et al. 2002, p. 152). Although the
World Bank does much more serious evaluation than most aid agencies, it
typically measures success without reference to costs versus benefits or to
what would have happened without the aid project, that is, the counterfac-
tual. A recent report on 14 evaluations by the World Bank Impact
Evaluation Group found simple counterfactuals in 12 of the cases, but only
5 did any sort of cost/benefit analysis (World Bank 2006d). Cost/benefit
and counterfactual analyses have shortcomings: they are heavily dependent
on assumptions and available data. But without them it is impossible to
judge whether the intervention was worthwhile and worth the money. Aid
agencies seldom collect even the data necessary to do a proper factual,
much less a proper counterfactual or cost/benefit analysis.

Proper evaluation can change the conclusions about project outcomes.
We can see this in the World Bank education projects in Ghana that
financed the construction of schools closer to students and other improve-
ments in infrastructure. Evaluators found that enrollment increased by
4 percent from 1988 to 2003, but that the project was responsible for
only one-third of this increase (World Bank 2004a). Exogenous causes —
improvements in household income and parents’ education — were respon-
sible for most of the gain in enrollments. Test scores also improved, which
could be partly attributed to the project’s support for textbooks, but better
teaching was also responsible. Again, causes exogenous to the project were
responsible for better teaching, including an increase in teachers’ salaries
prior to the 1992 election.

Besides ex post evaluation we could measure performance through
experiments. Not providing assistance to everyone intentionally sets up a
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counterfactual. Experiments get a lot of lip service but are rare in foreign
aid. Some projects, such as the Chad—Cameroon pipeline, are one-of-a-
kind projects that do not lend themselves to experiments. But even in
instances where experiments are feasible, they are seldom tried. My col-
leagues in the World Bank’s research department designed experiments on
occasion, but operational staff generally objected to the delay, cost, and
uncertainty. Experiments take time and the atmosphere in the aid bureau-
cracy gives staff a constant sense of urgency. Development problems are
large and the stakes are huge; the “window of opportunity” when the “local
champions” will support reforms seems narrow; at the same time the
project approval process is slow, cumbersome, and opaque, requiring con-
sensus from many parts of the aid bureaucracy, including other donors, as
well as recipient agencies, interest groups, and NGOs. In my experience, aid
agency staff members worked very hard, under constant pressure to per-
suade doubters in the aid community and cajole reluctant reformers in the
recipient country. There was no room for a pilot project or experimental
phase in this hothouse atmosphere.

Experiments also have a major drawback from the perspective of aid
staff: they require the aid-giver and the recipient government to admit igno-
rance about the outcome of the project. Recipient governments object to
this as politically suicidal; some also view experiments as morally reprehen-
sible since they deny the project’s benefits to the control group. As for aid
staffers, as we have seen they rush to portray even highly risky projects as
models of success. The staff members who are devoting their lives to these
projects have become their champions; they are seldom willing to admit that
the outcome of their projects is unknown. I recall a blistering battle with the
project officer for the aforementioned Pakistan Hub River project over my
refusal to portray the project as a model in a report to the board on private
sector development. Experiments run against this bias towards optimism.
Since aid projects are designed under the fiction that the outcomes are
known to be beneficial, neither staff nor governments wanted to lift the veil
and reveal that many aid interventions are in fact unscientific experiments.

CAN AID AVOID THE ILL EFFECTS OF DAMAGING
INSTITUTIONS?

I do not mean to give the impression that aid-givers ignore damaging insti-
tutions; they have tried to protect their projects from damaging institu-
tional environments in three ways: (1) creating project implementation
units insulated from the problems of the recipient country’s government;
(2) bypassing recipient governments to work directly with NGOs; and
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(3) working directly with groups of beneficiaries. Each of these approaches
has drawbacks, however, and none of them addresses the root institutional
causes of underdevelopment.

1. Project Implementation Units

Dedicated project implementation units or PIUs are supposed to avoid the
poor incentives, corruption, and incompetence of the recipient’s bureau-
cracy. Although nominally part of the recipient government, PIUs are the
creature of the donor agency. They operate as islands within the host gov-
ernment, staffed by the country’s most highly skilled civil servants or con-
sultants whose salaries are topped up by aid funds to many multiples of
official salaries. For example, a World Bank agricultural project in Kenya
paid eight local staff between $3000 and $6000 a month compared to the
$250 monthly salary of a senior economist in the civil service (World Bank
2005f, p. 206). Project implementation units illustrate how donor expedi-
ency can hamper institutional improvement. Because aid-givers cannot
effectively change the institutions found in the field, they create their own
virtual office, an insulated island of competence in the host government.
The high salaries of PIU employees creates resentment, while the low pay
and status of the regular civil service leave the PIU staff with no competent
counterparts in the rest of the government.

There is no evidence that PIUs improve project success and considerable
evidence that they harm sustainability and public management. Yet a
2000 survey of 17 bilateral and 9 multilateral donors in Bolivia, Ghana,
Romania, Uganda, and Vietnam found that PIUs are pervasive (World
Bank 2003a). From 55 to 87 percent of donors in the five sample countries
used PIUs and on average half planned to continue using them. This
despite the finding by a multi-donor assessment that PIUs “have under-
mined mainline public sector capacity and demoralized low-paid civil ser-
vants” (World Bank 2003a). Field visits to six African countries (Benin,
Ethiopia, Ghana, Malawi, Mali, and Mozambique) found that “stake-
holders in all six case study countries heavily criticized the [World] Bank’s
use of PIUs. . . They consider that PIUs have promoted rapid and efficient
project implementation at the expense of long term capacity building”
(World Bank 2005b, p. 31). Studies of the World Bank’s experience in hun-
dreds of projects in South America and Eastern Europe and Central Asia
showed that project implementation units “. . . have no significant positive
impact on project outcomes, while the likely sustainability of results clearly
suffered” (World Bank 2004b, pp. 205-6).

It’s not surprising that when the projects ended and the PIUs dis-
appeared sustainability “suffered.” The rest of the government has neither
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the incentives nor the capacity to monitor and maintain the project. The
failings of PIUs have been known for years, yet they persist because donors
are often unable to function without them. Indeed, one reason why struc-
tural adjustment projects and budget or program support were enthusias-
tically embraced by donors was because these types of projects can be
implemented without creating a virtual office.

The alternative to PIUs is to enhance the effectiveness of government
bureaucracies and that has proved to be beyond the capacity of foreign
aid. Civil service reforms in underdeveloped countries face supply-side
and demand-side problems. Supply of talented bureaucrats is low because
civil service pay is low, below subsistence in many of the poorest coun-
tries. You might wonder why anyone would agree to employment at less
than a living wage. Probably because the job offers opportunities for
bribes or special privileges, or because it is so undemanding that the wage
is virtually a gift. It is not unusual in my experience to visit ministries in
some of the poorest countries and find one unoccupied desk after another
and the few staff members present talking on the phone about their other,
outside jobs. In Cambodia, to take an extreme example, government
public health staff received $10 to $12 a month, compared with a
minimum of $100 needed to achieve a basic standard of living (Disease
Control Priorities Project 2006). Absenteeism was high, staff sometimes
worked only one to two hours a day, and drug theft and dual practice were
common (ibid.). Even where the civil service pays a living wage, it can take
months or years to hire new staff because of cumbersome administrative
procedures, norms of patronage and control, and bureaucratic turf
battles and inertia. Under such circumstances it is not surprising that pro-
jects aimed at improving the civil service have a generally poor track
record.

Aid has sometimes undermined the capacity of the public service.
Donors finance training that has improved skills, but has also kept public
servants away from their desks and helped better government workers
qualify for jobs outside the public sector, often with NGOs or aid agencies
themselves (World Bank 2004b, pp. 206 and 207). Donor top-ups of the
salaries of civil servants have contributed to corruption and patronage
without producing meaningful reforms in the management and function-
ing of the bureaucracy.

Pay increases and training also failed because they did not address the
second problem, demand for reform. As Barbara Geddes (1994) points out,
civil service reform is a collective action problem. Even though most citi-
zens would benefit from a more competent state bureaucracy, many well-
organized groups, including bureaucrats who are currently employed,
oppose reform. The dominant party in the legislature has little incentive to
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give up the spoils of office. Presidents use patronage jobs in the civil service
to keep their party or coalition together, to prevail in future elections, to
stay in office when coups threaten, or to be influential when out of office.
In democracies, civil service reforms occur only in those rare instances
when electoral and political party rules motivate politicians differently,
insulating them from threats of the loss of power, prestige, and wealth if
they reform the bureaucracy. In authoritarian regimes, civil service reform
may seem easier because decision-makers are “insulated from many of the
political clientele networks that pervade society, as well as from most orga-
nized interest groups” (ibid., p. 191). But dictators are also insulated from
democratic norms of public disclosure and accountability and there are
fewer checks on them if they choose instead to plunder the treasury, divert
aid funds, and employ incompetent relatives and cronies (ibid., pp. 192-3).
Reforms under dictatorships also lack legitimacy and often collapse when
previously excluded party politicians once again compete for power with
promises of patronage.

Geddes (1994) describes how reform-minded presidents in Latin
America tried to create a few competent bureaucratic agencies in key policy
areas and insulate them from political pressures, agencies that seem very
similar to aid-sponsored PIUs. Just as most PIUs leave no traces of com-
petency in the civil service after the aid project ends, the autonomy of home
grown “islands of excellence” seldom survives when the president support-
ing them leaves office or withdraws support. For example, President
Kubitschek of Brazil (1956-61) created “grupos executives” through exec-
utive decrees (see Geddes 1994, pp. 64-5). The “grupos” had financial
autonomy and operational flexibility and were empowered to implement
the administration’s economic goals in specific sectors, insulated from pol-
itics and the bureaucracy. “They were separate from the federal bureau-
cracy. In fact they were officially charged with circumventing the
bureaucracy” (ibid., p. 64). The “grupos executives” were very effective at
getting things done, but they depended on the personal support of
Kubitschek and could not survive his departure. The insulation and pro-
fessionalization of agencies such as the “grupos executives” or PIUs is not
contagious. Such agencies are indeed islands in a sea of bureaucratic
incompetence and paralysis, and their status and survival depends on the
intervention of a president or aid donor.

PIUs may assume other guises, but they are unlikely to disappear.
Donors will not tolerate the delays, corruption, and incompetence that
are endemic in countries with poor public management. And public man-
agement is unlikely to improve because of aid, since the institutional
reforms required for effective civil service reform are not motivated by
foreign aid.
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2. Non-governmental Organizations

Aid to non-governmental organizations or NGOs constitutes another
attempt to reduce the problems caused by corrupt, incompetent, uninter-
ested, or repressive governments (Martens et al. 2002). NGOs are non-
profit organizations that come in many guises. The ones of interest to the
aid community focus on improving general social welfare and reducing
poverty, protecting the environment, promoting democracy, safeguarding
human rights, expanding access to education or health services, eradicating
specific diseases such as malaria or AIDS, supporting women, providing
humanitarian aid after disasters or wars, and the like. Some are religious.
Some are affiliated with corporations, trade unions, political parties, or
other social organizations in the donor or the host country. Because many
NGOs are staffed by volunteers and visionaries dedicated to their mission,
their proponents argue that NGOs will be less bureaucratic and less subject
to the moral hazard problems of official aid-givers. Visionaries are pre-
sumably less interested in money than private consultants are, hence they
are also expected to require less monitoring by the donor agency and to be
less ready to collude with recipients than profit-oriented consultants.
Martens, for instance, argues that “NGOs may push harder to achieve their
goals, even at the cost of forgoing some or all of the profits on a contract”
(Martens 2002, p. 183). “Furthermore, to the extent that NGOs are able to
find and collaborate with like-minded recipient groups in beneficiary coun-
tries, preferences of donors and recipients will be aligned and conflicts of
interest can be avoided” (ibid., p. 185).

The number of NGOs operating internationally now exceeds 60,000. Aid
channeled through these NGOs has also grown rapidly in recent years, dou-
bling between 2001 and 2005. Grants by international NGOs were about
$15 billion in 2005 (OECD, DAC 2007, Table 2). These larger international
NGOs often work through local NGOs, and these too are growing fast.
Data on local NGOs is poor, but one source reported that in 2003 there
were 22,000 registered NGOs in Bangladesh alone (OECD 2003, p. 75)
although another study found only 7643 (Gauri and Furuttero 2003, p. 5).

International NGOs have been famously effective in delivering human-
itarian assistance and are often the only provider in remote and war-torn
locations. They also work effectively at lower costs and smaller scales than
official aid agencies and can be more flexible and more sensitive to the needs
of beneficiaries. In Zambia, for example, health-care NGOs count many
more poor people among their clientele than government or private
providers (World Bank 2004b, p. 103). Local NGOs often have a better
understanding of local conditions than aid staff or outside consultants, and
can be effective at winning popular and government support for aid
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projects. In some places NGOs are the main or even only source of outside
aid for such vulnerable groups as women, children, and minorities. In
Brazil, for example, NGOs combating AIDS reached prostitutes and other
high-risk groups that usually avoid public programs and distributed 2.6
million contraceptives (World Bank 2004b, p. 104).

Reliance on NGOs has drawbacks, however. Unelected NGOs control-
ling large caches of aid can become powerful alternative power structures,
undermining societies’ efforts to build representative and responsible polit-
ical institutions. Many NGOs are single-issue groups focused only on, for
instance, the environment, women and minorities, or individual diseases
such as AIDS or malaria. In developed countries with strong institutional
rules and norms, there are checks and balances that keep any single inter-
est group from dominating resource allocation over the long term. But in
weak institutional frameworks, the influence that NGOs gain over donor
policy and the funds they command can distort country priorities and
derail projects that fail to meet their single-minded criteria.!?

Pressures from NGOs for aid agencies to address their issues have led to
mission-creep, or more accurately, mission-leap. For example, the World
Bank’s Country Policy and Institutional Assessment (CPIA) has 52 crite-
ria that it uses to determine the allocation of the World Bank’s concessional
funds. Many of these were included in response to pressures from NGOs
(see Table 5.2 below; the CPIA is discussed in Chapter 5). Another draw-
back is that donors and international NGOs have little information about
local NGOs in places where transparency, accountability, and oversight are
weak. As the World Bank points out, “Donor enthusiasm has led to a
massive proliferation of NGOs, many of them not at all motivated by altru-
ism. Indeed, many appear to be run by former civil servants who have lost
their jobs as a result of the downsizing of public sectors but who know how
to approach donors and government contracting agencies” (World Bank
2004b, p. 104).

It is questionable whether NGOs are better conduits for assistance
because they are altruistic and mission-focused. Although they may not be
profit-oriented, NGOs need resources and cannot afford to be unrespon-
sive to donors. A study of Bangladesh, for example, found that the location
of new NGO programs is not significantly correlated with measures of
poverty, landlessness, or illiteracy (Gauri and Furuttero 2003). Instead
NGOs preferentially locate new programs where they have no established
programs. This is not out of a concern for duplication: the study finds that
NGOs put programs in new locations that do not duplicate their estab-
lished programs; it also finds no evidence that NGOs are concerned with
duplicating the efforts of other NGOs. Rather, the authors assert, NGOs
try to locate their programs as widely around the country as possible in
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response to donor preferences to channel funds to NGOs with broader geo-
graphical coverage.

3. Participation of Beneficiaries and Community Groups

Participation, like NGOs, has been touted as a means of improving aid-
targeting, delivering benefits more cost effectively, and reducing corruption
and rent-seeking; it is also purported to “empower” local communities.
Proponents argue that greater participation of beneficiaries in the design
and implementation of projects allows donors to bypass the central gov-
ernments’ poorly performing delivery mechanisms, introduce more inter-
governmental competition, and create checks against government abuse of
power. By involving the intended beneficiaries in the design, construction,
and maintenance of aid projects, aid agencies can also tap into local know-
ledge of needs and conditions, and generate contributions towards the
project’s cost, such as labor. Prichett and Woolcock (2004) suggest that par-
ticipation and community involvement is especially useful in providing
needed flexibility and local commitment to delivery of “transaction inten-
sive services,” such as allocation of irrigation water or classroom teaching,
which necessarily give considerable discretion to the provider. But they also
point out that there is considerable disagreement about whether solutions
such as participation will work under all or even most conditions and for
all or even most projects (ibid.).

The World Bank is consulting much more with “civil society,” a term that
seems to encompass any local non-governmental group. Civil society could
be an “administratively defined locale such as a village . . . or a common
interest group, such as a community of weavers or potters” (Mansuri and
Rao 2003, p. 10). Some of these civil society organizations are pre-existing
groups, but many are formed as part of the project. The World Bank
reported that in 2006 it consulted with civil society in preparing 72 percent
of 217 projects compared to 32 percent of 50 projects in 1990 (World Bank
2006e, p. 23). There has been even faster growth in projects involving
local community groups in implementation or giving them control over
resources and decisions, from just 2 percent of all World Bank projects in
1989 to 25 percent in 2003 (World Bank 2005d, p. ix).

As with NGOs, participation of local groups can have undesirable con-
sequences. Local beneficiary groups and leaders who are empowered do not
always represent all beneficiaries. As Platteau suggests, “It is in fact plausi-
ble to argue that, at least in situations of high inequality, the poor and the
minorities are more easily oppressed by local power groups that can easily
collude beyond the control of higher-level institutions and the attention of
the media” (Platteau 2003, p. 6). Bardhan (2002, p. 202) points out that
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“structures of local accountability are not in place in many underdeveloped
countries, and local governments are often at the mercy of local power
elites who may frustrate the goal of achieving public delivery to the general
populace”. Selecting or creating groups that are not part of the local power
hierarchy is not a good alternative. Such groups often have little local
support and tend to disappear when donors leave (World Bank 2005d,
p. 40). Another risk is that participants are pressured to donate costly
amounts of labor. Governments sometimes exploit this unpaid labor to
shift the cost of service delivery to poorer communities (Mansuri and Rao
2003). Finally, technology is sometimes scaled back to make community
implementation possible, driving costs up and reliability down.

Evidence about the effects of participation is limited and ambiguous.
Under the right circumstances, participation has improved the success of
individual aid projects and the lives of their direct beneficiaries (see cites in
Mansuri and Rao 2003; Prichett and Woolcock 2004). But empirical eval-
uations of decentralized service delivery are few and largely descriptive,
with insufficient data to compare centralized and decentralized programs
(Bardhan 2002). Case studies of projects involving local communities in
their design and implementation have contradictory findings and lack ade-
quate counterfactuals (Mansuri and Rao 2003, pp. 40-43). Mansuri and
Rao found some evidence that participatory projects were better targeted
to poor communities than more centralized projects, but no evidence that
participatory projects were better targeted to the poor within the commu-
nity and some evidence that local inequality worsened.

The World Bank’s evaluation of its participatory projects is even more
sobering. These projects have not performed better; there was no statisti-
cally significant difference in the percentage of projects with and without
community involvement that were rated satisfactory (World Bank 2005d,
p. 78). Projects with and without community involvement had similarly low
ratings of institutional impact (ibid., p. 79). Participatory projects were
different in one way, however; they received a statistically significant lower
rating on sustainability (ibid., p. 78).

Participation also turned out to be an ineffective tool for avoiding unfa-
vorable institutions. Quite the contrary, the success of participatory pro-
jects depends on a favorable institutional environment. Mansuri and Rao
find that sustainability of participatory projects “depends critically on an
enabling institutional environment,” that is, on line ministries that are
responsive to the needs of communities and national governments and that
are committed to “transparent, accountable, and democratic governance”
(2003, p. 42). They also find that success is more likely when the leaders of
the local communities are “downwardly accountable” to the beneficiaries
and that success is crucially conditioned by the “local cultural and social
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systems” (p. 43). Bardhan points out that “the logic behind decentraliza-
tion is not just about weakening the central authority, nor is it about pre-
ferring local elites to central authority, but it is fundamentally about
making governance at the local level more responsive to the felt needs of
the large majority of the population” (2002, p. 202). Far from bypassing a
dysfunctional central government, decentralization in Bardhan’s view
demands an activist state that mobilizes people to participate in local devel-
opment, neutralizes the power of local oligarchs, provides support to
pump-prime local finances, and provides services to build local capacity
(ibid., pp. 202-3).

Ultimately neither NGOs nor beneficiary participation avoid or solve the
problems caused by damaging institutions. There are some noteworthy
exceptions, but generalizing from these exceptions is risky. As Prichett and
Woolcock (2004) point out, successes grow out of local conditions that may
not exist in other institutional or political circumstances. Because under-
standing of local institutions is limited, most sober assessments call for
learning-by-doing and an experimental approach with more careful studies
of outcomes. Such sobriety has not constrained the sudden explosion of
NGOs and community-driven projects, however. And as I argued earlier,
experiments in aid projects are the exception, not the rule.

NEW INSTITUTIONAL ECONOMICS IS NOT GOOD
NEWS FOR FOREIGN AID

Most aid-givers embraced the idea that institutions matter, but did not con-
sider the implications for their business. A fundamental premise of foreign
aid is that people and societies will choose best practice policies and
improved institutions if they can be shown that they will be better off and
if there are funds to help defray the costs of change. The UN Millennium
Project is an example of this reasoning. Unfortunately human history does
not support this premise. North (2004) shows how damaging institutions
have endured throughout history because change was opposed by power-
ful people who believed they benefited from the status quo, and resisted by
less powerful people unwilling to risk chaos or to change their beliefs. But
without fundamental changes in institutional frameworks, foreign aid ends
up financing fleeting or pro forma reforms.

The point of this chapter is not that foreign aid is useless. Foreign aid has
provided important, often life-saving benefits to many poor people. Aid
agencies provide vital humanitarian assistance and are an invaluable source
of knowledge. But in the final analysis, foreign aid has not improved —
indeed I have argued that it cannot improve — the fundamental institutions
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necessary for a market economy. As a result aid has not promoted devel-
opment in countries with damaging institutional frameworks. Sometimes
aid has even harmed institutional progress by providing funds and credi-
bility that prolonged the life of corrupt and incompetent governments and
reduced the pressures for reforms.

Opportunities for changing fundamental institutions do arise in under-
developed economies, but not because of aid. And aid-givers exceed their
mandate and their welcome if they try to engineer opportunities for change
in deeply-rooted rules and norms. Nor can they control the direction of
change and assure that the outcome is for the better. Beneficial change is
often heterodox, contrary to donors’ best practice and received wisdom.
Aid could perhaps be effective if it was directed only to countries that are
already creating the institutional prerequisites and political circumstances
to use aid effectively. But targeting demands wholly different incentives and
organizational structures from the present aid model. A new aid paradigm
is theoretically possible but faces formidable practical challenges. The first
and foremost challenge seems deceptively simple: to identify and measure
institutional change. Yet, as I show in the next chapter, current institutional
measures are woefully inadequate.

NOTES

1. Official development assistance includes bilateral concessional grants and loans by
OECD member countries and their contributions to multilateral agencies. These
numbers differ from the totals in Table 4.1 because the table includes bilateral grants
and loans by OECD member and non-member countries and concessional and non-
concessional disbursements by multilateral agencies and NGOs.

2. Clemens and Moss also show that, contrary to assertions in UN documents, no country
ina UN forum ever agreed to actually reach 0.7 percent although many pledged to move
towards it (Clemens and Moss 2005, p. 2).

3. Since cross-sectional and panel data show no robust relationship between aid and the
quality of institutions in the IMF study, it seems more likely that reverse causality is at
work.

4. An event occurred during this visit that is curious in light of the World Bank Group’s
later enthusiastic support for privatization. Our team suggested that the IFC advise the
Peruvian government on its privatization program. The Belaunde government was posi-
tive, but when the IFC staff members called headquarters their managers at the IFC
rejected the idea because privatization was “too controversial.” Subsequently, the IFC
sought to be the investment adviser in many state-owned enterprise privatizations, pur-
suing the opportunity so aggressively that private investment banks complained to me
that IFC was unfairly using its association with the World Bank to “cream-skim” the
best opportunities.

5. The General Council of the Bank initially objected to this because the World Bank at
that time still adhered to the fiction that loans should be investments that generate
sufficient funds in the future to permit countries to repay the debt. This principle was
also the reason why the World Bank at one time calculated the rate of return on every
project.
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As Martens et al. (2002) point out, there are also principal-agent problems between the
aid-giver and the consultants or NGOs it hires to implement its projects.

Donor rhetoric may not have changed as much as it appears at first reading. Although
aid documents propose institution-building, they often define institutions broadly to
include rules or organizations that are more tractable to outside influence than embed-
ded rules and norms. For example, World Bank World Development Reports defined insti-
tutions to include policies such as interest rates and organizations such as banks (World
Bank 2002, 2003b).

World Bank and IMF staff members are encouraged to move every three to five years
and promotions often require experience in different regions or sectors. SIDA’s average
staff time in one assignment is four years (Ostrom et al. 2002, p. 143). Consulting firms
working with international financial agencies have claimed that “high staff rotation”
causes a lack of institutional memory which leads to “very inefficient and ineffective
work” (BIMILACI 2001, p. 2).

See Ostrom et al. (2002). (See also Easterly 2002a; Martens et al. 2002.)

The bylaws of the World Bank require it to be apolitical. The European Bank for
Reconstruction and Development and some bilateral agencies are required to support
democracy in recipient countries, but they too avoid involvement in politics and require
de jure evidence of elections rather than de facto proof of representation and account-
ability.

This has an effect on reporting. World Bank reports that criticize an incumbent govern-
ment are held in limbo or censored by project staff if they could adversely affect the
project pipeline or influence an election. For example, a research report critical of the
Fujimori government’s mismanagement of Lima’s water system reform was held up by
staff working in the World Bank operations department responsible for Peru. The paper
analyzed the government’s political motivations, and attributed the failure to privatize
to the president’s desire to win votes. The operations staff deemed the paper a “liability”
to the World Bank since it would be seen as attacking the president before the next elec-
tion when he was running as a candidate. They asked the researchers to meet with one
of Fujimori’s advisers to discuss changes which would make the report acceptable to the
government. Even after the agreed changes were made, the report was only released for
publication after Fujimori was ousted in a scandal in 2000.

This incentive problem can be tempered if a staff member has several client countries or
if the recalcitrant government is not particularly important to a donor’s portfolio of pro-
jects. It can be heightened if responsibility for, or influence over, project approval is in
field offices, since the careers of many individuals who are dedicated to that country’s aid
program would be harmed if the project pipeline slows or dries up. I know a prominent
economist who was not allowed to work on World Bank analyses in several countries
because field officers there decided his analysis was too critical of the government or of
the World Bank’s project and would harm the “country dialogue.”

The evidence goes beyond performance contracts. For example, one World Bank report
brings up the long discredited idea of a centralized body to exercise government’s “own-
ership function” for SOEs, separate from regulation or sector policymaking (World
Bank 2006b). Such bodies were deemed to be mostly useless and sometimes harmful in
the early 1990s (Shirley 1989; Shirley and Nellis 1991).

For example, the World Bank’s 1994 World Development Report, while criticizing the
project as too large and complex, still described it as “an early and innovative effort using
project finance for power generation . . .” (World Bank 1994).

In his biography of James Wolfensohn, Sebastian Mallaby asserts that this happened in
several cases in the World Bank (see Mallaby 2004).



5. Can we measure institutions and
institutional change?

Measuring institutions turns out to be far more difficult than it sounds.
Economists have put considerable effort into defining and testing institu-
tional variables for cross-country growth regressions, but far less effort has
gone into measuring institutions in specific countries. Specificity is crucial
because, as North et al. (forthcoming) argue, the same institutions work
very differently in limited access and open access societies. I describe this
problem for democracies later in this chapter. Because they lack specificity,
few current institutional measures are what Steve Knack calls “actionable,”
that is, able to help researchers analyze the causal effects of specific insti-
tutions, help citizens demand better institutions and hold leaders account-
able, help reformers design successful and sustainable improvements in
institutions, and help aid-givers judge when countries are able to use aid
more effectively (Knack 2006).

In this chapter I first consider the evidence that institutions are correlated
with growth and how this literature measures institutions. I next discuss
specific problems of measuring democracy. If institutions matter for
growth then democracy should matter, since democracy represents a prime
subset of institutions. Yet it has proved impossible to find a clear relation-
ship between democracy and long-run growth, probably because we cannot
measure institutions adequately. Despite such weaknesses, institutional
indicators are widely used by aid agencies. The previous chapter concluded
that aid can neither improve nor avoid harmful institutions, but at least in
theory aid could usefully assist countries that are already improving their
institutions. The last two sections of this chapter review two efforts to do
just that, one from the US and the other from the World Bank, and the
serious practical obstacles hampering efforts to measure institutional
change.

HOW TO BE PRECISE THOUGH VAGUE

M.J. Moroney (1951) in his classic book on statistics, Facts from Figures,
titled his chapter on estimation and confidence limits, “how to be precise
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though vague.” This title aptly applies to the institutional variables in cross-
country growth regressions. Cross-country regressions persistently demon-
strate large and statistically significant correlations between institutional
variables and growth in GDP per person. Specifically, growth in GDP
per capita is significantly and positively correlated with (i) protection of
property rights and enforcement of contracts; (ii) measures of economic
freedom such as voluntary exchange, free competition, and protection of
property rights; (iii) civil liberties; (iv) political rights and democracy; and
(v) institutions supporting cooperation, such as trust, religion, and social
clubs and associations (see Table 5.1). Growth is negatively correlated with
(vi) political instability, defined as coups, revolutions, riots, and deaths from
political violence. Political instability is treated as a proxy for weak institu-
tions to mitigate conflict and promote civic order, such as the absence of
laws and norms prompting people to express their grievances peacefully.
These institutional measures have large and significant correlations with
growth even when different measures from different sources are used,
including voice and accountability, regulatory burden, rule of law, graft,
constraints on executive power, or property rights (International Monetary
Fund 2003, Figure 3.3). Furthermore, in horse races between variables an
index of institutional quality “trumps” measures of geography or trade as
an explanation for levels of development, although geography and trade
also have effects on institutional quality (Rodrik et al. 2002).

The econometric evidence correlating institutions with growth is precise,
but vague. The studies in Table 5.1 are painfully precise, testing a multitude
of different specifications with a host of control variables and numerous
tests for robustness. The institutional variables are also precisely measured,
using painstakingly-selected experts or large surveys with carefully defined
terms. Yet these variables, so painstakingly measured and regressed, are
nevertheless vague. Some are abstractions, such as democracy, that encom-
pass a plethora of individual norms, rules and enforcement characteristics
(see the next section). Many are outcomes, the product of institutions
rather than institutions themselves.

The use of outcomes has led some to declare these exercises tautological.
These critics argue that high scores on civil liberties, rule of law, democratic
politics, secure property rights, enforcement of contracts, political stability,
cooperative social norms, and trust are the definition of development. In
contrast, proponents view these variables not as institutional outcomes, but
as measures of institutional quality (Rodrik et al. 2002) or “clusters” of
institutions (Acemoglu 2005). Some propose “unbundling” institutions, by
separating the effects of, for example, “property rights institutions” and
“contracting institutions” (Acemoglu and Johnson 2005), but even these
unbundled institutions are still broad abstractions.
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Table 5.1  Studies showing significant correlations between institutional
variables and growth and levels of per capita GDP

Institutional variables Number of studies

Protection of property rights and enforcement of contracts 17
As measured by: ICRG, BERI, Business International
risk indicators, Rule of law (World Bank Institute
Governance Indicators)

Economic freedom (voluntary exchange, free competition, 19
protection of people and property)
As measured by: Fraser Institute (Gwartney and Lawson)

Civil liberties 13
As measured by: Freedom House

Political rights and democracy 13
As measured by: Freedom House

Political instability 15
As measured by: Barro; Taylor and others; Banks

Institutions supporting cooperation (trust, religion, social 6

clubs, etc.)

As measured by: World Values Surveys; Putnam social
capital; Banks

Sources:  Author’s calculation based on studies surveyed in Aron (2000) and Berggren
(2003), combined with: Acemoglu et al. (2001, 2002, 2005), Dollar and Kraay (2003),
(Rigobon and Rodrik (2005), Rodrik et al. (2002); Roll and Talbott (2001). Indicators are:
ICRG (International Country Risk Guide) at www.ICRGonline.com; BERI (Business
Environmental Risk Intelligence) at www.BERI.com; Business International (now part of
the Economist Intelligence Unit) risk indicators at www.eiu.com; World Bank Institute
Governance Indicators available at: www.worldbank.org/wbi/governance; Fraser Institute/
Gwartney and Lawson economic freedom index available at www.freetheworld.com;
Freedom House civil liberties and political rights index available at www.freedomhouse.org;
Barro are data from various publications of Robert J. Barro; Taylor is Charles Taylor and
others, World Handbook of Political and Social Indicators (various); Banks is Arthur Banks,
editor of the Political Handbook of the World (various); World Values Survey available at
www.worldvaluessurvey.org; Putnam’s social capital measure is in Putnam (1993). Some
studies are counted twice; there are 59 individual studies.

In Table 5.2 I list some widely used measures of “institutions.”! The first
five are rankings by experts. The sixth, the World Bank governance index,
is an aggregation of rankings and public opinion polls. The seventh, the
World Bank Doing Business indicators, uses surveys of lawyers and other
local experts about the cost of government regulations for a hypothetical
firm to undertake common business activities, such as starting a business,
hiring a worker, getting credit, paying taxes, and the like. (I discuss the
World Bank governance index and Doing Business indicators in more
detail below.) The Polity Project (number 8 in the table) rates countries on
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Table 5.2 Commonly used measures of institutions

Variables

Type

Measures

1. Country risk:
ICRG?,
www.icrgonline.com

2. Civil liberties index:
Freedom House,
www.freedomhouse.org

3. Political liberties
index: Freedom House,
www.freedomhouse.org

4. Corruption:
Transparency
International,

WWwWw.transparency.org

5. Economic freedom:
Fraser Institute,
www.freetheworld.com

6. Governance
indicators:
World Bank,
www.worldbank.org/
whbi/governance

7. Doing Business:
World Bank,
www.doingbusiness.org

Expert ratings

Expert ratings

Expert ratings

Aggregation of
expert ratings
and opinion
surveys

Expert ratings

Aggregation of
expert ratings
& surveys

Surveys of
lawyers &
others

Corruption in government

Rule of law

Expropriation risk

Repudiation of contracts by
government

Quality of the bureaucracy

Freedom of expression & belief

Associational & organization rights

Rule of law

Personal autonomy & individual
rights

Electoral process “free & fair”

Political pluralism & participation

Functioning of government
(Accountable? Corrupt? Open?)

Perceptions of corruption of
businesses & experts

Size of government expenditures,
taxes & enterprises

Legal structure & security of
property rights

Access to sound money

Trade barriers, taxes, & size, black
market premium, & capital
market controls

Regulation of credit, labor &
business

Voice and accountability

Political stability and absence of
violence

Government effectiveness

Regulatory quality

Rule of law

Control of corruption

Formal business regulation &
protection of property rights based
on a similar hypothetical company
and circumstance
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Table 5.2  (continued)

Variables Type Measures
8. Polity Project: Scholars’ Competitiveness of executive
Center for Global judgment recruitment
Policy, U. Maryland, Openness of executive recruitment
www.cidem.umd.edu/ Constraints on chief executive
polity Regulation of participation
Competitiveness of participation
9. Database of political =~ Data on Chief executive background,
institutions: political election
World Bank, variables Political parties of executive,
econ.worldbank.org legislature
search for wps 2283 Legislative elections, special interests
Electoral rules
Checks & balances
Federalism

Note: a. BERI (Business Environmental Risk International) provides similar information
for a smaller number of countries.

Sources:  Author’s calculations based on sources of indicators described.

the basis of political criteria: do changes in the executive occur through
forceful seizures of power, by designation within the political elite, or by
competitive elections? The World Bank Database on Political Institutions
(9) provides specific data on political systems: does the chief executive have
a finite term in office, how long is that term, what party does the executive
belong to, does that party control all relevant houses of the legislature, and
so on?

These indicators are an advance considering our prior ignorance about
institutions. Economists used to assume away institutions; using these indi-
cators they find institutions have large and consistent effects on growth
and development. Unfortunately there are also serious problems with the
current indicators and with the way they are being used. I can illustrate this
best with some specific examples and these are the subject of the rest of this
chapter.

THE DEMOCRACY DEBATE

Cross-country growth regressions find no consistent, statistically signi-
ficant association between democracy and long-run economic growth



84 Institutions and development

(see, for example, Przeworski et al. 2000; Przeworski and Limongi 1993).
Several authors have found that the transition to democracy has a positive
and significant relationship to short-term growth (Papaioannou and
Siourounis 2004; Persson and Tabellini 2006; Rodrik and Wacziarg 2005,
and, using a new different dataset described in Beck et al. 2001, Keefer
2004).2 Since democracy embodies many important institutional features,
the failure to find a robust relationship with long-run growth has led some
to argue that institutions have only a second order effect on economic per-
formance. “The first order effect comes from human and social capital,
which shape both institutional and productive capacities of a society”
(Glaeser et al. 2004, p. 26). These critics point out that measures of insti-
tutional outcomes bear little relationship to the specific rules that are pre-
sumed to produce these outcomes. For example, the ICRG measures of
expropriation risks (number 1 in Table 5.2) , the World Bank’s measure of
government effectiveness (a subcategory of 6), or the Polity Project mea-
sures of constraints on the executive (8) have little correlation with consti-
tutional constraints such as electoral rules or courts (Glaeser et al. 2004,
p. 8). Furthermore, dictators, who presumably can “freely choose” good
policies, score as high on the ICRG or World Bank measures as do demo-
cratic governments constrained by elections and other rules (ibid.).
Glaeser et al. conclude that institutional research must “focus on actual
rules, rather than conceptually ambiguous assessment of institutional out-
comes” (ibid.).

Why should we expect democracy to cause growth? Recall from
Chapter 3 that market-supportive institutions reduce transaction costs and
protect persons and property from expropriation. Is democracy such an
institution? Theories about democracy fall into two camps. One camp
argues that democracies will grow faster because governments accountable
to voters are motivated to protect individuals and property rather than
expropriate them. The other camp counters that democracy slows growth
because voters demand redistribution, threatening the security of property
rights and lowering the returns to investment. Neither point of view is sup-
ported by cross-country growth regressions because democracy shows no
consistent effect on growth, negative or positive.

It seems plausible that the way democracy is measured accounts for
much of this ambiguity. The cross-country growth literature relies heavily
on the Polity data and the Freedom House data. Polity experts rank the
competitiveness and openness of recruitment of chief executives, the extent
to which chief executives can act on their own discretion, and the regula-
tion and competitiveness of political participation. Freedom House experts
rank political participation and civil liberties, determining whether there
are free and fair elections for the executive and legislature, whether political
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parties compete, whether opposition parties are allowed to take power,
whether political participation is open to all citizens, and so forth.?

These measures are abstract, subjective, and hard to decipher. They
aggregate heterogeneous laws and norms, some electoral, some non-
electoral. For example, Polity mixes legal and legislative rules, asking, for
example, is there is an independent judiciary and can the legislature initiate
legislation? Freedom House mixes audit rules and legislative rules, asking,
for example, is there an independent auditing agency and can the legisla-
ture review the budgetary process? This mingling makes it impossible to
determine which kinds of institutions are driving the relationship between
democracy and growth: is it the judiciary, checks and balances, auditing
rules? Not all the measures in Table 5.2 suffer from these problems. The
Database of political institutions (9) uses more objective criteria to judge
competitiveness of elections. For example, instead of asking experts if they
believe elections were competitive, it measures whether multiple parties
competed and no single party or candidate got more than 75 percent of the
vote (Beck et al. 2001). It excludes outcomes, for example, did the opposi-
tion party take power? And it does not confound measures of electoral
institutions with measures of other institutions, such as judicial indepen-
dence or auditing rules.

Even the best current measures of democracy exclude political institu-
tions that are hard to quantify or require country-specific knowledge. Yet
these excluded variables are crucial to how democracy functions, such as
franchise rules (for example, who can vote?), electoral regulations (for
example, how are ballots designed?), political party rules (for example, how
are candidates determined?) Also excluded are laws affecting voter access
to information such as rules governing the media (for example, is there cen-
sorship of the opposition?) or candidate disclosure (for example, must can-
didates reveal their funding sources?) Nor do they cover constitutional
divisions of power that affect which issues are salient in national or local
elections or legislative or executive elections (for example, do candidates
talk about national budget deficits or federal funding for local roads?),
norms that govern how people view voting (for example, I always vote for
my father’s party) or corruption (for example, all politicians are crooked so
what difference does it make?), and many more.

Furthermore, even the institutions that are measured have aspects that
are not measured, but that determine how the institutions function in prac-
tice. Consider the problem of measuring whether elections are competitive.
We do not know if incumbents can freely use the resources and power of
government to crush their opponents. Cross-country growth regressions do
not specify such underlying causal institutions, and for good reason. It
would be a daunting task to discover comparable data on how effectively
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incumbents are restricted from abusing the power of their office to defeat
their electoral opponents. Measuring legal restrictions on the incumbent is
not enough; we must also know if the laws are enforced and how easily
restrictions can be overturned.

The problem of measuring democracy goes even deeper. If North et al.
are correct, then similar institutions perform very differently in open access
and limited access societies because they serve very different political and
economic ends (see North et al. forthcoming, pp. 182-93). Elections in
open access societies work to align, at least partially, the interests of those
in power with the interests of voters, because citizens can freely form polit-
ical organizations, lobby the electorate, and vote to dismiss leaders who fail
to serve their interests. In limited access societies, however, not all citizens
can express their interests in the same way. Restrictions make it costly and
difficult for non-elites to organize politically or to mobilize against illegal
state actions such as calling off elections. Limited access societies also lack
civilian control over the military and as a result the outcomes of elections
are often threatened by coups or by incumbents who refuse to give up
power. Democracy variables record coups, but they do not capture the chill-
ing effects of the perennial threat that the military will intervene, that losers
in elections will be imprisoned or exiled, or that opposition supporters will
lose their assets and rights. In limited access societies elections allow peace-
ful power sharing within the dominant elite coalition and give the state
legitimacy in international circles; they are not meant to make the state
more responsive to powerless non-elites. Should non-elites gain power
through elections (and not be overthrown by a coup) they seldom change
these rules, instead they use their new powers to suppress their opponents.

These differences between “democracies” in limited and open access soci-
eties may explain why Keefer (2007) finds much larger policy differences
between rich democracies and poor democracies than between poor
democracies and poor autocracies. Poor democracies perform about the
same or somewhat worse than poor autocracies, and considerably worse
than richer democracies, on inflation, corruption, bureaucratic quality, rule
of law, contract enforcement, and customs delays (ibid.). Governments in
poor democracies spend much less than governments in rich democracies,
which is not surprising. But they also spend less than poor autocracies, con-
tradicting the theory that democracy is bad for growth because poor
democracies will redistribute more.

Keefer also documents how political institutions that are nominally the
same function differently in different settings (Keefer 2005). In richer
democracies political parties are identified with well-established programs
dealing with issues of broad public concern. Countries with these “pro-
grammatic” parties have less corrupt governments that are more likely to
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provide public goods and less likely to target goods to narrow groups of
voters. Keefer argues that programmatic parties allow politicians to make
credible promises because voters can assess how well their promises fit with
the party’s program. Credibility allows politicians to appeal to a large con-
stituency so they are less likely to pursue distortionary policies that benefit
narrow social interests. If politicians cannot make credible promises, they
tend to appeal to a small group of influential patrons who can deliver the
votes of their clients in exchange for favors. In these circumstances politi-
cians earmark revenues for jobs and investments to pay off their patrons,
not to serve a broad constituency of voters. As a consequence, poor democ-
racies provide far inferior services and infrastructure than richer democra-
cies, even though they spend almost the same share of GDP on public
sector wages and more on public investment. For example, poor democra-
cies spend almost the same median share of their GDP on public education
as rich democracies — 2.6 percent compared to 2.9 percent — but their sec-
ondary school enrollment is over 50 percentage points lower (ibid., p. 8).

Democracies where politicians court patrons and clients rather than
appealing to broad groups of constituents are vulnerable to replacement by
autocracies because they are not very different from their non-democratic
alternatives. Indeed, one reason why some poor autocracies grow faster
than poor democracies is that poor autocracies are less prone to change.
Investors are likely to believe they face less risk of expropriation from auto-
crats with a long political horizon and few challengers than from politicians
in volatile democracies.

In summary, institutionalists confront a serious empirical challenge to
measure democracy. If North et al. (forthcoming) are correct then electoral
rules can appear similar in open access and limited access countries, but
operate in very different ways. To understand democracy we need to delve
deeper into the rules and norms that support elections and into the broader
voting environment. The same is true for other rules and norms, such as rule
of law or protection of property rights. Although enormous progress has
been made in understanding institutions, most institutional measures fall far
short of this challenge. This is not an esoteric issue. Large amounts of money
ride on institutional measures, and that is the subject of the next two sections.

MONEY FOR “GOOD” INSTITUTIONS: THE
MILLENNIUM CHALLENGE ACCOUNT

Allocating aid based on the abstract measures of institutions in Table 5.2 is
ill-advised, as we can see in the US government’s Millennium Challenge
Account (MCA). The MCA was created in 2002 to disburse funds only to
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those very poor countries that are performing well on its criteria.* In 2006
some 99 countries were potentially eligible: 69 had per capita incomes of
$1675 or less, while another 30 were low to middle-income countries with per
capita incomes between $1675 and $3465. To qualify for assistance a poten-
tially eligible country must score at or above the median of its income group
on control of corruption. The country must also score at or above the
median of its income group on at least half of the criteria under each of the
three performance dimensions shown in Table 5.3 (Millennium Challenge
Corporation 2006). Only 22 countries met these conditions, and by the fall
of 2006 only nine of them had signed agreements. The MCA's selectivity also
slowed disbursements. The MCA was allocated $4.2 billion, but by mid-2006
had disbursed only $25.1 million (Center for Global Development 2006).3
According to MCA documents the criteria in Table 5.3 “are intended
to assess the degree to which the political and economic conditions in a

Table 5.3 US Millennium Challenge Account performance criteria, 2006
(institutional variables in italics)

Performance  Performance criteria Type of measure
dimension
Ruling justly 1. Civil liberties Ratings of experts
2. Political rights Ratings of experts
3. Voice and accountability Index of ratings & surveys
4. Government effectiveness Index of ratings & surveys
5. Rule of law Index of ratings & surveys
6. Control of corruption Index of ratings & surveys
Investing in 1. Public expenditures on health  Expenditure/GDP
people 2. Immunization rates DPT3 &  Average rates of
measles immunization
3. Public expenditures on Expenditure/GDP
primary education
4. Girls’ primary completion Female graduates/population
rate in cohort
Encouraging 1. Cost of starting a business Estimate of lawyers
economic 2. Inflation Change CPI
freedom 3. Fiscal policy Budget deficit/GDP
4. Days to start a business Estimate of lawyers
5. Trade policy Average tariffs + trade barriers
6. Regulatory quality Index of ratings & surveys

Source:  MCC, Report on the Criteria and Methodology for Determining the Eligibility of
Candidate Countries for Millennium Challenge Account Assistance in FY 2006,

September 8, 2006. Available at: www.mca.gov/about_us/congressional_reports/FY07_
Criteria_Methodology.pdf.
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country serve to promote broad-based sustainable economic growth and
reduction of poverty; and thus provide a sound environment for the use
of MCA funds” (Millennium Challenge Corporation 2006, Annex A,
p.11). Selecting aid recipients on the basis of objective, scholarly criteria
seems like a good idea in principle, but in practice MCA holds countries
accountable for improving indicators that are neither transparent nor
amenable to change (see Knack 2006, on this point). Since the MCA
policy measures are endogenous to institutions, my discussion focuses on
the institutional indicators, the six MCA criteria under “ruling justly,” the
cost required to start a new business, the time required to start a new busi-
ness, and regulatory quality. We have seen these institutional measures
before as measures of institutions in econometric studies. MCA uses two
kinds of institutional measures: indices based on expert rankings and
opinion surveys and the Doing Business measures, and I will consider
each in turn.

Experts and surveys have well-known problems. Experts can be biased
because they know how others regard the country; they have a favorable
view of the country for irrelevant reasons; they are swayed by recent news
coverage; or, since you cannot be an expert on everything, they extrapolate
from their knowledge of only one aspect of the several criteria they are
judging. Opinion surveys are also flawed. People’s answers to surveys can
be biased by the latest information they receive, by the way the questions
are asked, by the order in which they are asked, by poor or inaccurate
memory, or by the respondent’s tacit metric that may be different from what
another observer may use. Tacit metrics are important. For example,
responses to questions about corruption will differ if respondents typically
measure their country against Switzerland or Nigeria.

The MCA indicators for “ruling justly” and “regulatory quality” have
serious measurement problems, some of which are described by Kaufmann
and Kraay (2002), Kaufmann et al. (2005) and Arndt and Oman (2006). As
a result they also have large margins of error or confidence intervals. We
cannot draw any conclusions by comparing two points that fall in overlap-
ping confidence intervals, since there is no statistical difference between
them. Kaufmann et al. give confidence intervals or margins of error with a
90 percent probability that the “true” point estimate falls within the inter-
val. The confidence intervals are large, so large for the estimated corruption
measure that it is impossible to say with 90 percent certainty whether 30 of
the 70 target countries are eligible for aid or not, that is, whether they rank
in the top half or the bottom half of the sample (Kaufmann et al. 2005,
p. 10). Ninety percent certainty sounds deceptively high, but it means that
in one out of ten cases the estimate is outside the confidence interval. Arndt
and Oman (2006) argue that the margins of error could be even larger if the
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errors of the sources used to construct these measures are correlated with
each other. They regard this as likely because some of the sources rely on
each other when doing their ratings (see section on CPIA below). Since the
differences in ratings between the MCA countries are generally small, these
large margins of error make the allocation exercise suspect.

Errors and biases do less injury to cross-country regressions because they
are not focused on individual rankings. Bias does not matter in cross-
country regressions as long as it causes a consistent over- or under-
measurement over time. And errors in a large sample do not matter as long
as they are not correlated with each other, so they cancel each other out.
Biases and error do matter, however, for exercises such as the MCA, in which
individual countries must qualify for aid based on their ranking in a group.

Some of the specific criteria also raise concerns. The criteria under “ruling
justly” in Table 5.3 are not just abstract and general, they are aggregates of
measures that are themselves abstract and general. Rule of law, for example,
is “an index of surveys that rates countries on: the extent to which the public
has confidence in and abides by rules of society; incidence of violent and
non-violent crime; effectiveness and predictability of the judiciary; and the
enforceability of contracts” (Millennium Challenge Corporation 2006,
Annex A, p. 1). A large number of specific rules and norms underpin each
of these concepts, just as we saw with democracy. Take “enforceability of
contracts.” It is affected by commercial norms in different types of busi-
nesses; laws governing different mortgages, leases, purchase agreements,
marriages, and other types of contracts; laws governing contracts between
private persons, local manufacturers, banks, foreign conglomerates, govern-
ments, or other categories of individuals and organizations; rules govern-
ing availability and costs of arbitration and courts; codes of ethics of
reputation-based business groups; accounting rules and their enforcement;
and much more. There is no way of knowing how any specific law or norm
affects the rank of any individual country on enforcement of contracts, or
how enforcement of contracts affects the country’s rank on rule of law.
Again, this is less important for cross-country studies but it matters greatly
for the MCA. The MCA needs to know more than whether a country
qualifies for aid, it needs to know specifically what the country is doing right
or wrong and how to measure the success of specific reforms. Such abstract
and general measures make this task impossible.

There is also a dynamic problem. Since progress is the goal, logically the
MCA should judge countries on changes in their rankings rather than on
their static ranks, but broad measures such as rule of law change very slowly
or not at all for most countries. When these measures do change it may not
mean that the country’s performance changed. According to the authors of
the World Bank governance indices, smaller changes are probably caused
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by changes in the sources for the data, not by changes in the real world
(Kaufmann et al. 2005, p. 13): “At a most basic level, it should be clear that
the presence of measurement error in the underlying data implies that we
should be cautious about reading too much into observed changes in indi-
vidual and composite measures of governance, both subjective and objec-
tive” (ibid., p. 16). Should these measures be used to determine aid
allocation, especially for countries that are very similar on a world scale,
ranking in the bottom tier on most indicators?

The other set of MCA measures, the costs of doing business, may seem
more precise than broad aggregates of opinions, but they are not necessar-
ily more accurate. Nor are objective measures necessarily free of subjectiv-
ity, since analysts must select which “facts” to report, and how to define and
measure them. The two quantitative measures of institutions in the MCA
criteria — days to start a business and cost to start a business — come from
the World Bank “Doing Business” reports, which survey lawyers, accoun-
tants, and other professionals about legal formalities in their countries.
These measures only reflect reality if laws on the books bear some resem-
blance to performance in practice, which is probably rare in the poor coun-
tries targeted by the MCA.

How different are the Doing Business measures from reality? Doing
Business instructs its respondents to list each step required by law for start-
ing a new firm and allot at least a day to each procedure, except for proce-
dures that take place simultaneously. It assumes that all steps are completed
without facilitators, such as lawyers, and without bribes. Yet surveys of
Brazilian and Peruvian garment firms found that the majority used facili-
tators, and many reported that bribes could accelerate the process. Doing
Business also fails to measure the opportunity cost of time for the entre-
preneur, arguably the most important measure of the cost of entry. In the
Lima and Sao Paulo surveys the opportunity cost of entrepreneurs (the
time they reported multiplied by their salaries) and the fees of facilitators
were the single biggest costs of registration, yet neither cost is included in
the Doing Business measure. Doing Business differs from other surveys
even when they measure the same thing, such as the time to register a new
firm. The World Bank’s investment climate surveys, which cover hundreds
to thousands of firms in each country, show large discrepancies between
firm responses and the Doing Business data. For example, new firms in
Honduras report close to 40 days more to register than the Doing Business
data, while firms in Nicaragua report more than 40 days /ess than the Doing
Business data. There is no statistically significant correlation between the
days to start a business measure and firms’ perceptions about the ease of
starting a business in surveys in 56 underdeveloped countries (Kaufmann
et al. 2005, p. 60, Table 8).6
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Which should we believe, Doing Business or firm surveys? Lawyers or
entrepreneurs? The Doing Business measures are judgments about a hypo-
thetical firm that is probably not representative of most firms in the smaller
and poorer countries eligible for the MCA. The hypothetical firm is a
limited liability firm operating in the most populous city and employing up
to 50 employees. It has five owners, a start up capital of 10 times per capita
income and a turnover at least 100 times per capita income (World Bank
2006a). In contrast, the survey of garment firms in Lima, Peru found that
most are not limited liability companies and have far less start up capital and
fewer partners than the Doing Business hypothetical (Jaramillo Baanante
2004). Even in a large market such as Sao Paulo, Brazil, only 64 percent of
garment manufacturers are limited liability companies, and only 10 percent
of them have more than two partners (Zylbersztajn et al. 2004).

Given our current state of knowledge, there is no way to know if the
MCA criteria correctly gauge whether a country is creating the institutional
framework necessary for development. Even if the criteria were correct and
appropriately measured, there is no way to know what threshold a country
must attain to create an aid-supportive environment. The MCA assumes
that a country that does better than half of the eligible poor countries on
half of its criteria will use aid well, but there is no empirical basis for this
assumption. It seems more plausible that aid will only make an effective
contribution to development above some unknown but potentially mea-
surable threshold level of institutional quality.

Aid targeting confronts a root dilemma: cross-country institutional mea-
sures are inadequate to judge whether countries are improving their insti-
tutions enough to use aid well. The governance indices are too abstract,
aggregate, and error-prone for this purpose. The Doing Business measures
are more concrete and specific, but measure a hypothetical situation that
bears little relationship to the actual situation. Since Doing Business mea-
sures legal inputs rather than performance outputs, a country can improve
its rating just by changing its rules on the books, without reducing the
burden on firms. Might specific country ratings from aid agencies do a
better job at directing aid to where it will be most effective? To answer this
question I turn to another set of indicators, the World Bank’s CPIA.

THE PROBLEMS WITH AID AGENCY RATINGS: THE
WORLD BANK'’S CPIA

Given the problems with aggregate ratings, it might make sense to rate coun-
tries using an aid agency’s in-house expertise. The World Bank’s Country
Policy and Institutional Assessment (CPIA) does just that. The goal of the
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CPIA is to direct more aid to countries which implement “policies that
promote economic growth and poverty reduction” (World Bank 2006c). It is
used to allocate funds to the poorest countries from the Bank’s soft window,
IDA (International Development Agency).” Ratings by World Bank country
experts make up 80 percent of a country’s score on the CPIA; the remaining
20 percent is based on the proportion of the country’s World Bank projects
that are judged to be “at risk” in the annual review of project performance.

Indicators representing real country conditions have the unavoidable dis-
advantage of being complicated, and the CPIA is complicated, with 16
components grouped into four clusters. Each component is broken into two
to six sub-components, or dimensions as the Bank calls them, for a total of
52 separate criteria. Many of the criteria, shown in Table 5.4, are institu-
tional. Initially the clusters are equally weighted in calculating the average
score for the CPIA, but in a later calculation the public sector management
and institution cluster is given a greater weight.8

New procedures were introduced in 2004 to make the rankings more con-
sistent and to base them on specific policies and institutions rather than
outcomes. Country experts now get details about what each subcomponent
means and how it should be rated (World Bank 2005c, p. 32). They also get
data on benchmark countries in a given region and “guideposts” on their
country, such as the World Bank’s governance indicators. Staff rate country
performance on each subcomponent from one to six; the subcomponent
scores are usually equally weighted to get a total component score.

How well do the CPIA ratings reflect reality? Even knowledgeable staff
will be hard pressed to judge how countries rank on all but the extreme ends
of these measures. Consider the six possible ratings for the “legal basis for
secure property and contract rights” (World Bank 2005¢, p. 33):

1. Formal property rights are hardly recognized, and informal rights are seldom
enforced. Formal contractual arrangements are little used. Manipulation of
property and contract rights is endemic.

2. Enforcement of contracts and recognition of property rights depend largely
on informal mechanisms. Property and contract rights are subject to manip-
ulation by government officials or other elites.

3. The law protects property rights in theory, but in fact registries and other
institutions required to make this protection effective function poorly,
making the protection of private property uncertain.

4. Property rights are protected in practice as well as theory. Contracts are
enforced, but the process may be lengthy and expensive.

5. All property rights are transparent and well protected. Property registries are
current and non-corrupt. Contracts are routinely enforced.

6. Criteria for “5” on all four sub-ratings are fully met. There are no warning
signs of possible deterioration, and there is widespread expectation of
continued strong or improving performance.
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Table 5.4 World Bank performance-based allocation system for IDA funds

Country Policy and Institutional Assessments (80 Percent)

Cluster Components
Economic 1. Macroeconomic management
management Monetary & exchange rate policy aimed at stability

Aggregate demand policy for external balance
Crowding out private investment
2. Fiscal policy
Primary balance sustainability
Public expenditures/revenues flexibility to shocks
Provision of public goods
3. Debt policy
Debt burden sustainability
Coordination debt & macroeconomic policies
Adequacy & timeliness information
Debt management unit
Structural policy 4. Trade
Trade regime restrictiveness, transparency, &
predictability 75%
Custom & trade regime corruption, transparency,
timeliness 25%
5. Financial sector
Financial stability
Financial sector efficiency, depth, & resource
mobilization strength
Degree of access to financial services
6. Business regulatory environment. Burden, cost, rigidity,
restrictiveness of:
Regulations of entry, exit, and competition
Regulations of ongoing business operations
Regulations of factor markets (labor and land)
Policies for social 7. Gender equality
inclusion/equity Equality of access to human capital development
Equality of access to productive and economic
resources
Equality of status and protection under the law
8. Equity of public resource use
Consistency of government spending with poverty
reduction
Progressiveness of taxes & alignment with poverty
reduction
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Table 5.4 (continued)

Country Policy and Institutional Assessments (80 Percent)

Cluster Components

9. Building human resources. Access to and quality of:

Health and nutrition services

Education, early childhood development, training and
literacy

Prevention and treatment of HIV/AIDS, tuberculosis,
malaria

10. Social protection & labor

Social safety net programs adequate & enforced

Protection of basic labor standards (e.g. child labor
prohibited)

Labor market regulations protect labor, don’t
discourage hiring

Community driven initiatives

Pension and old age savings programs adequate &
enforced

11. Policies & institutions for environmental sustainability

Adequacy & enforcement of regulations & policies

Availability of public information

Capacity & application environmental assessment
system

Environmental priorities set & adhered to

Sector policies incorporate environmental concerns

Inter-ministerial coordination

Public sector 12. Property rights & rule-based governance
management & Legal basis for secure property and contract rights
institutions Predictability, transparency, and impartiality of laws &
regulations affecting economic activity, & their
enforcement

Crime and violence as impediment to economic activity.
13. Quality of budgetary & financial management
Comprehensiveness & credibility budget, link to policy
priorities
Effectiveness of financial management systems that
ensure budget is implemented as intended in controlled
& predictable way
Timeliness & accuracy of accounting and fiscal
reporting
14. Efficiency of revenue mobilization
Quality of design & degree distortion of tax system
Quality, complexity, costliness, corruption,
transparency of tax administration
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Table 5.4 (continued)

Country Policy and Institutional Assessments (80 Percent)

Cluster Components

15. Quality of public administration
Mechanisms for policy coordination
Design of administrative systems, business processes
Merit based hiring & promotion, extent of corruption
Public employment, pay & wage bill adequacy

16. Transparency, accountability, & corruption in the public

sector

Accountability of executive & public employees
Access of civil society to information on public affairs
State capture by narrow vested interests.

Annual Review of Project Performance (20 Percent)
Score based on percent of World Bank projects judged at risk.

Source:  Author’s calculations based on World Bank (2005c).

Most poor countries have a mix of the conditions in ratings 2—-5, model laws
combined with spotty enforcement, manipulation, and informality. Would
outsiders know whether contract enforcement is lengthy and expensive (rating
4) or uncertain (rating 3) on average and across most kinds of contracts in
most parts of a country? How would they weight routine enforcement (rating
5) of corporate contracts or sales contracts against uncertain enforcement
(rating 3) of leases and mortgages? How will they assess differences in enforce-
ment across different groups? In the natural state described by North et al.
(forthcoming), property rights and contract enforcement are effective and low
cost for elites, and ineffective and costly for non-¢lites.

Differences such as these are hard for outsiders to evaluate without
studying the issues at length. Yet World Bank staff visit client countries for
a few weeks at a time perhaps three or four times a year and have many
tasks to accomplish. It would not surprise me if busy staff relied heavily on
other expert ratings, the “goalposts,” to make or at least reaffirm their judg-
ments. In that case the information added by this exercise is very little. It is
also worrying because the CPIA is a component in the aggregate gover-
nance indicators, and the aggregate governance indicators are part of the
goalposts. Even assuming the country teams compile the CPIA ratings in a
serious and informed fashion, we cannot ignore their incentives to lend or
the more generalized bias towards optimism that I described in Chapter 4.
Optimistic staff may prefer to give the benefit of the doubt to a country that
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is embarking on a reform project, since this would increase its chances of
getting more aid.

Many of the components in the CPIA are based on Western ideas of
best practice or political correctness, rather than empirical evidence that
these institutions spur growth or reduce poverty. China, for example,
probably scores quite low on the CPIA’s ratings of formal property rights,
budgeting, financial sector, equity of public resource use, the business reg-
ulatory environment, environmental policies and regulation, social pro-
tection and labor, and transparency, accountability, and corruption in the
public sector. There is strong theoretical and empirical evidence that low
inflation has a causal effect on growth and poverty reduction (for a review
of this literature see Lopez 2004). But social protection, if it enters into
growth equations at all, enters as the product of increased income, not as
a cause.

If the CPIA trumps other indicators it is because of its country
specificity. But the CPIA reduces the impact of country differences by
assigning common weights to the subcategories and the ratings (a point
also made by Kanbur 2005). Development is not only multifaceted, it is
driven by interactions between different causal variables, interactions that
are likely to vary from country to country.

Some critical variables that are salient for aid effectiveness are not mea-
sured at all. Wane (2004) shows that the most important determinant of the
quality of World Bank projects was the quality of project design.’ In
Wane’s regressions the usual governance indicators used by Burnside and
Dollar or the MCA did not predict project performance once quality of
design was taken into account. Rather, quality of project design was
endogenous to the borrower’s capacity to select better projects and reject
worse ones. In other words, the quality of aid depends on selectivity on the
demand side more than on the supply side. In countries where the govern-
ment has the “capacity to screen and select projects conducive to develop-
ment,” and where they are “held accountable enough to their citizens to be
deterred from accepting bad aid projects,” design quality and, hence,
impact of aid will be higher (ibid., p. 1). Wane’s findings are supported by
the experience of successful developers such as Chile and China (see
Chapter 7). The institutions that determine the quality of aid are therefore
likely to include variables not included in the CPIA, such as political rules
or norms that reward selection of better projects, by, for example, giving
leaders longer time horizons and holding them accountable for growth. As
we saw in the discussion of democracy above, such institutions are hard to
measure comparatively.



98 Institutions and development

HOW CAN WE IMPROVE INSTITUTIONS IF WE
CAN'T MEASURE THEM?

The measurement of institutions is still in its infancy. Although important
regularities have been discovered, the current measures are not actionable.
They are too crude to help aid agencies, policymakers, and concerned citi-
zens design reforms and gauge their outcomes. The devil is truly in the
detail, and the current set of measures may be seriously misleading about
the micro developments. Part of the fault for the weakness of the measures
lies with researchers who have focused their attention and efforts on vari-
ables that can be used for cross-country growth regressions. Actionable
variables are not likely to be useful for papers worthy of peer-reviewed jour-
nals, but they are essential for a useful understanding of institutions.

I have gone to some lengths to critique the measures used by the MCC
and the World Bank yet they are among the few aid-givers who have made
any serious effort to assign aid where it is likely to be used effectively. Most
donors allocate assistance on the basis of their national foreign policy aims,
past practice, or some broad criterion such as countries below some per
capita income level. The better ones piggyback on the World Bank CPIA
or similar efforts.

If aid can be effective in promoting development it must begin with
better measures. There has been progress in developing more sophisticated,
usable measures, such as the World Bank’s database of political institu-
tions, and aid-givers could systematically collect specific country data on
other institutional variables. I am not hopeful this will happen, however.
The World Bank has the funds and expertise to collect comparative data,
but is capricious towards standardized measures. There are exceptions,
such as the Living Standards Measurement Surveys, the Database on
Political Institutions, or some firm-level surveys, but generally the Bank
aggregates data from other sources or collects simpler measures, such as
Doing Business.

Developing more useful measures of institutions will not be simple.
Ultimately, consistent, comparative case studies will be crucial if we are to
understand the complex nature of institutions and institutional change and
develop more specific and accurate measures. It would also be helpful to
analyze the MCA and CPIA rankings retrospectively to see how accurately
they predicted relative performance. As we will see in the next chapter, there
are a large number of institutions that determine outcomes in only one
sector, water. But even though measuring institutions is hard, it is not
impossible and it is too important a task to neglect.
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NOTES

1. These are not the only measures available. For a more comprehensive list and description
see link to indicators at www.worldbank.org/publicsectorandgovernance (see also Arndt
and Oman 2006, Box 4.1).

2. Keefer found that competitive elections at the beginning of the period explained growth
in a 1975-2000 cross-section, but only after controlling for endogeneity (Keefer 2004).

3. Some scholars use both Polity and Freedom House rankings and add their own assess-
ments as well. For example, Papaioannou and Siourounis (2004) combine the Polity data
with the Freedom House measures, and also rate countries based on their own readings
of historical information on whether and when the country introduced elections deemed
“free and fair” by international observers or adopted a new democratic constitution
(Papaioannou and Siourounis 2004, p. 8).

4. The US government set up a government-owned corporation, the Millennium Challenge
Corporation or MCC, to administer the MCA separately from its bilateral aid agency, the
US Agency for International Development.

5. The MCC also provides assistance to “threshold” countries, which are countries that do
not meet all the criteria, with the objective of helping those countries meet its criteria. In
the fall of 2006 there were 14 countries eligible for its Threshold Program.

6. The days to start a business measure has a significant negative correlation with the ease
of starting a business in underdeveloped countries only when measures of perceptions of
administrative regulations and control of corruption are included in the specification
(Kaufmann et al. 2005, p. 60, Table 8). Interestingly, the Doing Business measures seem
to be more accurate in wealthier economies; the days to start a business measure is
significantly correlated with firm perceptions in 25 developed and newly industrialized
countries. This suggests, logically enough, that de jure measures are accurate reflections of
real-world conditions where there is a higher probability that laws are enforced.

7. Only countries with a per capita income below a cut off threshold (§1025 in 2005) are eli-
gible for IDA. A similar rating system is used for countries receiving IBRD money, which
are loans under the World Bank’s usual terms, but the criteria have not been made public.

8. In this calculation the combined scores on the CPIA and project performance are multi-
plied by a governance factor, which is the unweighted average of the CPIA ratings under
public sector management and institutions and the procurement practices component of
the project performance evaluation. The allocation process does not end here. This so-
called governance rating is then divided by 3.5, which is the midpoint of the 1 to 6 range
used for the ratings, and then raised by an exponent of 1.5 to create a so-called
“Governance Factor;” that is, Governance Factor = (average governance rating / 3.5) 1.
The country’s overall rating is then multiplied by the Governance Factor to give the
Country Performance Rating, or CPR. The actual IDA allocation is a function of the
CPR, population, and per capita income, with greatest weight given to the CPR as follows:
IDA Country Allocation = f(CPR2, Pop!0, GNI/Cap.~%12%) (World Bank 2005¢).

9. Based on internal evaluations of project and design quality.



6. Institutions and the reform of urban
water systems

Reform of urban water and sanitation systems provides a good illustration
of what we see when we unpack the black box of institutions. Water and
sanitation are interesting because they are critical goods, yet appallingly
mismanaged. Even though clean water and adequate sanitation are essen-
tial to prevent disease and premature death, as many as 1 billion people lack
access to safe drinking water and 1.2 billion people lack access to adequate
sanitation. As a result millions of poor people, mostly children, become ill
and die from diseases such as cholera or diarrhea. The UN’s Millennium
Development Goal aims to halve the percentage of people without access
to safe drinking water and basic sanitation by 2015 at an estimated cost of
$101 billion (UN Millennium Project 2005a).

Money alone will not achieve the UN Millennium Development Goal,
which is evident from the history of water and sanitation reform. Despite
large volumes of aid, urban water systems in many poor countries are the
epitome of government waste, inefficiency, and underinvestment. Huge
volumes of water are lost because of leaks and wasted because of low prices.
Paradoxically, those cities depleting their raw water the fastest have some of
the lowest prices and largest losses from leaks and waste. For example, in
1992 half of the water produced in Mexico City was unaccounted for, 30
percent was lost to leaks (Haggarty et al. 2002, Table 5.4). Mexico City has
pumped so much water from its aquifer that the city has been sinking
(Haggarty et al. 2002). To avoid depleting its aquifer further the city pumps
about a third of its water from distant rivers up over the mountains, and to
avoid contaminating the aquifer, pumps the waste back over the mountains,
polluting the rivers for downstream users. But prices for water in Mexico
City do not reflect these costs; they have been well below those of cities such
as Buenos Aires or Santiago that have cheaper, more abundant sources of
water (Shirley and Ménard 2002, p. 34, Table 1.11).1

Multitudes of urban poor are not connected to the water and sewerage
system at all. Instead they pay exorbitant prices to water vendors or wait
for hours in lines at public standpipes. Their sanitation is largely unad-
dressed and so is sewage treatment: most poor and many middle-income
cities dump their untreated sewage into rivers and oceans. Yet in many of
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these cities, governments charge even wealthy consumers low prices. Some
customers receive water for free because billing and collection are lax. In
Guinea, one of the poorest countries in the world, the government itself
failed to pay its water bills. The utility covered the revenue shortfall by
raising prices for its other customers, so in essence, Guinea’s government
was free-riding on its bill-paying citizens (Ménard and Clarke 2002b).

Water utilities are poorly managed in most poor countries. Many are
overstaffed, with far more employees per connection than in developed
countries, yet service is abysmal. These excess wage bills, along with failure
to bill and collect and underpricing starve water and sanitation utilities of
the funds they need for basic maintenance. As a consequence few utilities
in poor cities have the funds to extend the system to all residents.

A number of cities, mostly in middle-income underdeveloped countries,
reformed their water systems in the 1990s with support from large volumes
of aid. World Bank lending for water and sanitation alone averaged $2
billion a year in the early 1990s (World Bank 2006f). The overall outcome of
these reforms is hard to assess, as I describe below, but some studies report
considerable improvements in performance. Many water systems were not
reformed, however, and some reforms led to backlash and reversals.

In the next section I summarize what economists generally agree about
water and sanitation. I then review what little we know about the outcomes
of the reform efforts in water and sanitation and consider the difficulties of
analyzing outcomes econometrically. Next I discuss how institutions have
affected outcomes in ways that confound economic theories, and compare
the Buenos Aires water concession and Santiago’s reform as examples of
the effects of beliefs, norms, and local political institutions on reforms.

WHAT ECONOMISTS GENERALLY AGREE ABOUT
WITH RESPECT TO WATER AND SANITATION

Private Good/Public Benefit

Water falls from the sky and is abundant in rivers and oceans, but when it is
supplied by a utility it meets the economic definition of a private good.
According to Samuelson a pure public good is non-rival and non-excludable.
Water is a rival good — one person’s consumption of clean water reduces the
amount available to another. And piped water is excludable — a utility can cut
off service to customers who do not pay their bills and can exclude users from
boring wells into shared aquifers or diverting water from rivers or reservoirs.

Piped water has some public good characteristics that call for govern-
ment involvement, however. Since water is essential to life, the state may
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need to ensure that all its citizens have access to some minimal amount of
water. Very little drinking water is required to sustain human life, however,
about two liters a day in temperate climates and four liters a day in hot cli-
mates. But water is also essential for hygiene, and hygiene has positive exter-
nalities; the benefits from reducing communicable diseases because of
adequate hygiene have a greater value to society than the benefit to any one
individual. Again the amounts are small: Rijsberman estimates that poor
people without washing machines or gardens need only 20 to 50 liters of
water per day for all domestic purposes (2004, p. 499). Sanitation also has
positive externalities, and access to safe water without adequate sanitation
will not by itself prevent diseases. Epidemiological studies suggest that
young children only show reductions in incidents of diarrhea when clean
water is provided on the premises combined with improved sanitation
(Esrey 1996).2

Pricing

Despite water’s public good characteristics, most economists agree that
water prices should be set to cover the marginal cost of efficient operation,
including a return on investment (Noll et al. 2000). Such a price gives con-
sumers an incentive not to waste water, gives utilities the funds they need
to maintain and expand the system and compensate users for unabated
pollution, and gives regulators the information they need to judge the
economic value of competing uses for water. Although economists may
disagree about how best to measure the costs of water supply or how best
to set tariffs that increase information and minimize costs, they agree that
in principle consumers who can afford to pay should pay a tariff that covers
the costs of an efficient operator (see the discussions in Munasinghe 1992;
Noll 2002).3

Subsidies

Economists differ about whether it is necessary to subsidize water to make
it affordable to the poor. Surveys suggest that people are willing to pay rel-
atively high prices for drinking water; many poor consumers without con-
nections are already paying very high prices to water vendors. Since the
amount of drinking water needed to survive is small, it is less clear whether
people are willing to pay high prices for piped water connections (see the
discussion below on the saliency of water to consumers). Economists do
agree that if subsidies are used, they should be strictly targeted to low-
income consumers and be only as large as necessary to make water
affordable. Subsidized rates for all consumers encourage waste and deprive
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the utility of the resources needed to maintain and expand the system.
Across-the-board subsidies are also regressive. The poorest consumers are
often not connected to the system at all, and are harmed by subsidies that
deprive the utility of the funds it needs to bring them piped water. Many
economists are critical of increasing bloc tariffs, a widely used form of
subsidy where lower volumes of consumption are charged at a price below
operating cost and the price goes up as the consumption volume increases.
They argue that increasing bloc tariffs subsidize wealthier customers, yet
may not provide sufficient subsidy to poorer users, an issue I explore in the
next section. Increasing bloc tariffs also lead to inefficient use of water since
conservation within a bloc does not reduce consumers’ bills.

Metering

Some economists recommend metering water only when the savings from
conserving water are larger than the costs of metering. Metering and meter
reading are expensive, and these economists argue that metering has net
benefits only where the supply of raw water is scarce and likely to be
depleted at projected rates of consumption (Munasinghe 1992) or where
there are problems disposing of waste water.

Operation

Water systems were long viewed by economists as classic natural monopo-
lies. It would be inefficient to build competing networks of pipes, plus there
are economies of scale in pipes.* Government ownership was once widely
viewed as a remedy for natural monopoly, under the false assumption that
governments are composed of perfectly informed agents aiming to maxi-
mize social welfare. Economists today no longer assume that government
agents are well-informed servants of the public good, or that simply creat-
ing a government department will assure an adequate and efficient supply
of clean water and sanitation. Instead most economists agree that water
systems should be operated by companies, whether public or private, that
are regulated in a way that motivates them to operate efficiently and to
connect the entire population in their service area. Economists also gener-
ally agree that the government needs to monitor water quality, regulate
monopoly providers, and require companies to reduce negative externalities
from the diminution and pollution of water sources that others use. Optimal
regulatory design envisions a politically independent regulator setting rates
and monitoring performance based on objective and verifiable information,
with right of appeal to neutral and independent arbitrators or courts (for a
good sense of this literature see Armstrong et al. 1994; Joskow 2000).
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Many, but not all, economists argue that private operation motivates
water utilities to operate efficiently and to expand. A profit-maximizing
operator has an incentive to extend service and keep costs down as long as
the tariff structure rewards that behavior. The experience with state owner-
ship shows that it is difficult, although not impossible, to replicate this sort
of profit-maximizing behavior in state-owned enterprises (Shirley 1999,
2002; World Bank 1995).

Although most economists view urban water systems as a natural
monopoly, some see opportunities for competition (Noll 2002). Water
vendors already operate alongside piped water systems in many poor cities,
but water vendors typically do not compete with piped systems; they
operate only in neighborhoods without access to piped water. Nevertheless,
competition is theoretically possible in a water system with multiple reser-
voirs. Each reservoir could compete to supply the system much as electric-
ity generators compete to supply the grid, and a competitive wholesale
water market could direct water to the piped network much as wholesale
electricity markets do for electricity (Noll 2002, pp. 46-7).5 Water systems
with multiple wells could have competing well owners and a centralized
body could manage depletion of the aquifer similarly to the centralized
management of competitive wells in petroleum and natural gas fields (ibid.,
p. 47). To my knowledge this has not been tried in developing countries.

HOW WATER AND SANITATION SYSTEMS USUALLY
OPERATE IN THE REAL WORLD

Private Good/Public Benefit

Despite twenty years of reform, most urban water systems operate very
differently from conventional economic wisdom. The idea that water is a
private good is highly controversial, something I describe in detail in the
later section on beliefs. Much of what economists recommend is ignored in
practice. Below I consider each topic in turn.

Pricing

Prices are seldom set to allow cost recovery. A survey of 132 major cities
worldwide found that prices in most cases did not allow a return on invest-
ment (Global Water Intelligence, 2004 cited in Komives et al. 2006, p. 4).
To the contrary, average tariffs were below operating and maintenance
costs in all water utilities surveyed in South Asia, Eastern Europe, and
Central Asia and in more than half of all water utilities surveyed in East



Institutions and the reform of urban water systems 105

Asia, the Middle East, and North Africa (ibid.). Utilities had cost-recovery
prices only in Latin America, and even there, only half of those surveyed
had high enough average prices to fund operation, maintenance, and a
portion of capital costs (ibid.). Prices are zero for many consumers in poor
cities because utilities are lax in billing, collecting, and detecting and pun-
ishing thieves. Moreover, governments often require water to be supplied
free to hospitals, schools, religious orders, government offices, powerful
politicians, and other consumers.

Subsidies

Few underdeveloped countries target subsidies to the neediest. Targeted
subsidies are complex; they require the government to monitor the income
of the recipient and even reform-minded politicians will be reluctant to
entrust this task to incompetent or corrupt bureaucracies. Less high-
minded politicians may prefer indiscriminate subsidies to large numbers of
consumers if that has a bigger political payoff than assisting only the poor.
This may explain why so many poor countries continue to use increasing
bloc tariffs under the pretext that poorer consumers will benefit. As some
economists predicted, however, increasing bloc tariffs have not helped most
poor consumers and have benefited many rich and middle-class ones. An
analysis of subsidy programs of 13 water utilities in poor cities around the
world found that increasing bloc tariffs were highly regressive, benefiting
the rich disproportionately more than the poor (Komives et al. 2006). Most
of the bloc prices were set below average costs, so virtually all consumers
received some subsidy. In La Paz, Bolivia, in the late 1990s, for example,
only 1 percent of households consumed enough water in a month to pay
tariffs above average cost (ibid., p. 13). Poor consumers receive less subsidy
than richer consumers under increasing bloc tariffs because they are often
higher volume users; they share connections, have larger households, and
sell water to unconnected neighbors (Munasinghe 1992). Moreover, bloc
tariffs require meters, and poor households are less likely to be metered in
cities where utilities charge customers for meters; instead they pay a higher
flat rate. This is a drawback to not metering that economists failed to rec-
ognize and it is not the only one, as I discuss below.

Subsidies based on need target the poor more effectively than increasing
bloc tariffs, but they are not the sure-fire solution that economists predicted
either. Such means-tested subsidies provide no benefit to unconnected house-
holds. For example, Paraguay’s means-tested subsidy excluded 93 percent of
the urban poor (Komives et al. 2006, p. 16). Poor consumers who are con-
nected to piped water are also sometimes excluded from the subsidy by
overzealous administrators trying to avoid subsidizing the non-poor (ibid.).
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Most subsidies never reach the poorest residents because they live in
slums where there is no water or sewerage network. Newer slums are often
outside the utility’s service area, while utilities are typically prohibited from
providing service to illegal squatter settlements even if they are inside the
network. Those poor who do have legal and physical access to the network
often cannot afford the cost of a connection or the household fixtures
required (ibid., p. 12). Providing free water from public standpipes in slums
is a simple way to target subsidies and include poor households without
connections. In Bangalore, India, for example, the poor were four times
more likely to use public taps than the non-poor (ibid., p. 17). But stand-
pipes can only assist those consumers who are near enough to benefit — only
44 percent of the poor in Bangalore. The poor in peripheral slums and
illegal settlements where the utility has no network are too far from public
standpipes to use them. Public standpipes also have high opportunity costs
for the poor because waiting times can be very long, robbing them of time
for working, child-rearing, or schooling. For example, consumers in Lima
wait an average of one hour and must make as many as seven trips a day
during the dry season when cut-offs are common (Webb and Associates
1992). Standpipe water has another drawback; it is associated with higher
incidence of diseases than piped water. Standpipe water can be contam-
inated during transport or storage, and families are less willing to use such
costly water for hygiene, a problem with water from water vendors as well.
As a consequence, the availability of water from public standpipes does not
reduce the prevalence of diarrhea among young children (Esrey 1996).

Metering

In purely economic terms, it does not make sense to meter systems with
enough low-cost raw water to meet foreseeable future demand, as long as
disposal of waste water is not a problem. London provides a prime example
of a large, modern city with ample water that functions with almost no res-
idential water meters. Economists’ advice, however, ignored important,
non-economic consequences. Without meters the poor cannot benefit from
subsidies for low volume consumption and cannot reduce their water bills
by curbing consumption. Economists could argue that they were justified
in ignoring the consequences of metering for the poor, since they also rec-
ommended direct, targeted subsidies, not subsidies based on consumption
volumes. But was it realistic to assume that poor countries with little
bureaucratic capacity would be able to introduce means-tested subsidies?
Economists’ advice against metering also overlooked the political conse-
quences. After reform many consumers confronted private, often foreign,
management of their water company, and were rightly suspicious of their
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government’s ability and incentive to control the water utility’s monopoly
powers. They also confronted higher water bills where reforms led to more
comprehensive billing, better collection of bills, cut-offs of customers who
failed to pay, and price increases. Without meters consumers had no
information to challenge their bill and no way to reduce their bill by using
less water. It seems plausible that metering could have helped increase con-
sumer acceptance of water reform; the comparison between Chile and
Argentina below is suggestive, but more work is needed.® Finally, econo-
mists’ advice against metering may have also underestimated the environ-
mental benefits from encouraging conservation of water; many poor cities
have inadequate systems for collection, treatment, and disposal of waste
water.

Operation

Most reformers introduced private operation under various guises — man-
agement contracts, leases, concessions, and, more rarely, outright sales to
private investors. By 2004, 80 percent of developed countries and 35
percent of underdeveloped countries had some form of private participa-
tion in water and sanitation (out of 147 in total, Estache and Goicoehea
2005).7 This may seem like a surge of private participation, but in fact
private operation of water and sanitation has lagged behind other infra-
structure. From 1990 to 2004 private investment in water and sanitation
amounted to $41 billion, which is only 5 percent of total private investment
in infrastructure in underdeveloped countries (Izaguirre and Hunt 2005).

Private operation is controversial. Many popular books and articles
oppose water system privatization, and aid agencies that were proponents
have become agnostics or opponents. The Millennium Development
Report on water states that:

The decline in private sector investment in water supply and sanitation for
underdeveloped countries has taken place against the backdrop of an ongoing
and heated debate about the appropriate roles for the private sector in this area —
a debate that has been polarized around conflicting ideological positions and has
led to major conflicts, especially around large-scale projects involving multina-
tional companies. (UN Millennium Project 2005a, p. 73)

There have been several highly publicized reversals of water system
privatizations. Although from 1990 to 2004 only 20 privatizations were can-
celled or “became distressed,” these included some of the largest, amount-
ing to 37 percent of private investment in the sector (Izaguirre and
Hunt 2005). Private investors have become wary of water and sanitation
projects, and private investment has fallen from its peak in the 1990s.
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Are the criticisms of water and sanitation privatization justified by the
outcomes?

WHAT ARE THE OUTCOMES OF WATER REFORMS?

Based on what we know now, it is impossible to generalize about the out-
comes of reform of urban water systems. There are few published studies
with comparative statistics and their findings are ambiguous. Some studies
find no difference. For example, using a stochastic cost frontier to analyze
28 state-owned and 22 private water companies in 19 Asian and Pacific
region countries, Estache and Rossi (2002) found no statistically significant
difference in cost efficiency. Higher costs were associated with better water
quality and more metering, as well as with higher salaries and more inputs,
so it is not clear what these findings imply, except, as the authors note, the
need for better cost data (ibid.). Kirkpatrick et al. (2006) also reported no
significant difference in performance in Africa. This study used data envel-
opment analysis and stochastic cost frontier to compare about 100 state-
owned utilities with only nine private utilities and had other serious data
limitations. Besides these published studies, a working paper (Clarke et al.
2004) compared privately managed and publicly managed water utilities
in 18 cities in three Latin American countries and found no significant
difference in the rates of expansion in connections.

Other studies have found positive benefits from private management.
Galiani et al. (2005) compared Argentine cities with private and publicly
operated water systems and found faster declines in child mortality rates in
cities with private systems, especially in poorer areas. A comparison of
private and public utilities in Chile determined that private firms invested
more and kept prices lower, although rates of unaccounted-for water were
higher (Bitran and Valenzeula 2003, cited in Clarke et al. 2004). A recent
unpublished study (Gassner et al. 2006) compared a larger sample (973
water and sanitation utilities in 49 countries) over a longer time period
(1992 to 2004), using a wider set of descriptive variables and controls.
Using a variety of statistical techniques, Gassner et al. found that private
sector participation had largely positive effects, including improvements in
service quality, connection rates, and labor productivity, but was also asso-
ciated with declines in employment, increases in price, and increases in
operating expenses.

Most case studies also report positive outcomes from private operation.
One comparison of cases found substantial welfare gains in three privately
managed systems compared to a counterfactual based on how the same
systems would have performed under continued public management
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(Shirley 2002). A review of 34 studies of 22 municipal cases also deter-
mined that performance improved with private sector participation (Clarke
et al. 2004). Connections increased, often substantially, in 17 of the 22 cases
(ibid., Table A2). Real water prices went down in six of the cases, up in
seven, stayed the same in three and increased for some customers while
decreasing for others in one case (the trend in prices for the other five cases
was unknown). Many case studies have defects, however; they fail to con-
struct a counterfactual or to compare the improvement in the treatment
case with a control case. It could be that performance improved equally well
in the control group, as Clarke et al. (2004) found for access.

Studies of water produce these ambiguous results partly because water
systems are hard to analyze with cross-country econometrics. For one
thing, there are good reasons to expect that the decision to invite private
sector participation in the first place is endogenous to the performance of
the state-owned water and sanitation company. In other sectors govern-
ments often choose to privatize their best performing state-owned com-
panies to raise cash, but since water system assets are seldom sold this
incentive is largely absent. Instead, politicians are more likely to privatize
badly performing water systems that need large cash infusions or politically
difficult price hikes and lay-offs. Head-to-head comparisons that do not
control for endogeneity may find that privatized systems perform the same
as state-owned systems not because they are equally well managed, but
because the pre-privatization utility underinvested in maintenance or
expansion. Or privatized utilities may increase prices more to reach cost
recovery than state-owned utilities not because they are gouging the public,
but because pre-privatization prices were further below operating costs.

Local details can also invalidate econometric studies of privatization.
Localities with scarce or contaminated raw water are inherently more
costly than systems with abundant clean water. Water systems will also be
more costly if they serve sparsely populated or far-flung service areas.
Differences in raw water and service areas translate into different extrac-
tion costs, treatment costs, delivery costs, maintenance costs, and billing
and collection costs, as well as different rates of sustainable use. I can illus-
trate this by comparing two cities, Lima, Peru, and Santiago, Chile (based
on Shirley and Ménard 2002). Lima, located on the coast of Peru, has an
arid climate, receiving less than 15 mm of rainfall a year. Lima depends on
53 rivers for two-thirds of its water, but 25 of them dry up entirely during
the dry season, and its main water source, the Rimac River, is polluted by
heavy metals when it flows through a mining region, then contaminated by
Lima’s raw sewage. The remaining third of Lima’s water comes from wells
sunk ever deeper into the city’s shriveling aquifer. Many wells near the
coast have had to be abandoned because they became contaminated by salt
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water; the aquifer itself is increasingly contaminated by the ocean as the
water table falls. Only 75 percent of Lima’s population is connected to the
piped water system, and during the dry season almost half of these con-
nections receive water for less than 12 hours a day. Now consider Santiago.
Snowmelt from the Andes provides Santiago with an ample supply of rel-
atively clean water. The snowmelt flows downhill into Santiago’s main
river, the Maipo, where part of it is diverted through a gravity-fed system
of pipes into the treatment plant. During the relatively rare droughts
Santiago can also draw on a large natural reservoir and deep wells. A head-
to-head comparison of Lima with Santiago would find costs much higher
in Lima for geographical and hydrological reasons alone. For example, in
the 1990s Lima’s intermediate costs per cubic meter of water production
in constant dollars were twice as high as Santiago’s (Shirley 2002, p. 356,
Table A.14).

Knowledge of local details is required not just to identify exogenous
costs, but also to determine whether outcomes are economically efficient.
Higher operating costs sometimes result from quality improvements, as
Estache and Rossi (2002) found in Asia, and lay-offs could be related to
productivity gains as Gassner et al. (2006) found worldwide. Local details
are needed even with panel data. Trends in costs and returns are affected by
droughts, increases in pollution or turbidity of raw water following, for
example, the opening of a mine, an earthquake, changes in population
size or density, or changes in the boundary of the utility’s service area.
Econometric studies ignore these local changes at their peril. For instance,
the number of connections can increase without an actual increase in cov-
erage if the utility’s service area expands to include areas that are already
connected, as happened in Queenstown, South Africa, or if existing but
unbilled connections are now billed, as happened in Mexico City (Clarke
et al. 2004, Table A2). Conversely, the utility may be investing heavily yet
coverage will stay the same if the population of a city is growing rapidly
and coverage is already high, as happened in Santiago, Chile. From 1987 to
1997 coverage in Santiago was 100 percent of the population in the service
area (Shirley et al. 2002). It would be wrong to conclude that the trend in
connections was stagnant, however. Santiago’s population increased,
shared housing was replaced by more individual units, and several periph-
eral towns were incorporated into the service area. As a result, Santiago’s
water utility had to build over 300,000 new connections to maintain 100
percent coverage.

Local details also matter for pricing, which is a third hornets’ nest for
scholars. Typically much of the water system in underdeveloped countries
is unmetered, and the average water price is estimated by dividing the
utility’s total sales revenue by its sales volume. Sales volume is calculated by
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subtracting an estimate of unaccounted-for water from the amount of
water pumped into the pipes by the treatment plant. This price could go
up because (i) water tariffs increased, (ii) production volumes declined,
(ii1) unaccounted-for water increased, or (iv) better billing and collection
increased water revenues. Thus, average prices could increase in cases
(i1)—(iv) without any bill-paying customers paying a higher price for water.

Knowledge of local circumstances is also required to determine whether
a price increase was economically efficient or inefficient, socially beneficial
or harmful. Was a price increase necessary to cover the costs of operating
and maintaining the system, to provide a return on capital to finance future
expansion, or to encourage conservation? Or should prices have gone down
because costs were inflated by inefficient operation of the system? Did a
price increase make water or sanitation unaffordable for some consumers?
These are the sorts of questions that are answered in careful case studies
but not in most cross-country or cross-city studies.

None of this discussion should be taken to mean that comparative sta-
tistical studies are useless. To the contrary, well designed cross-city or cross-
country statistical analyses are badly needed. An excellent example is
Galiani et al. (2005), which found that municipal water privatizations in
Argentina reduced child mortality from water-borne diseases. The depen-
dent variable in this study — child mortality — is less affected by local, non-
ownership influences than the cost or productivity measures used in other
comparative studies. The authors allow for heterogeneity across munici-
palities and control for endogeneity. The authors pair municipalities that
privatized their water systems with municipalities with similar attributes
that did not, and they use panel data to control for trends in child mortal-
ity independent of water system privatization. They analyze why a munic-
ipality privatized its water system to rule out reverse causality, and they
check that privatization’s effect on child mortality is from a reduction in
water-borne diseases and not correlated with deaths from causes unrelated
to water supply, such as accidents. Unfortunately such careful studies are
rare in water.

In sum, the number of comparative studies on water and sanitation
reform is few, the data used are sometimes misleading or flawed, and the
findings are ambiguous. Although the studies cited above are careful to
point out their data problems, these caveats tend to be ignored in survey
papers and by proponents of particular points of view. There are strong
popular beliefs about water that I discuss below, and the lack of good com-
parative studies has contributed to the ill-informed nature of the debate
over private participation, water pricing, and water and sanitation reform
in general. Water and sanitation is a sector where more informed analysis
is much needed.
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AN INSTITUTIONAL FRAMEWORK FOR STUDYING
WATER SYSTEM REFORM

In previous chapters I argued that economic advice may be sound in prin-
ciple, but will not be implemented unless it can overcome obstacles arising
from beliefs, norms, and rules. To illustrate this in water and sanitation
reform I first develop a framework to study obstacles on the demand and
supply side of reform. Later I will apply this framework to the cases of
Buenos Aires and Santiago.

Demand for Reform: Beliefs and Institutions

People hold strong beliefs about water. Since water is essential and in many
forms free, some believe that all water should be provided free or at very
low prices. They object to the idea that piped water is a private good or that
it might be provided by private, for-profit firms. These beliefs persist even
though most uses of water are not essential — washing cars, watering
flowers —and much water is wasted though evaporation of irrigation water,
leaks in pipes, or losses because of improperly closed taps and malfunc-
tioning toilets. These beliefs persist despite the dismal failures of state pro-
vision in most poor countries, the waste encouraged by under-pricing, and
the harm that low-cost water does to the unconnected poor.8 The follow-
ing quotes are representative of the more moderate and more extreme
beliefs:

In our view water privatization represents a troubling shift away from the con-
ception of water as a good requiring common social management, and towards
the conception of water and water management services as commodities that
individuals can purchase as they can afford. Water is essential for life . . . The
nature of water as a scarce, essential, monopolistic resource makes it particularly
important that the government guarantee access to it. Privatization of public
resources, such as water, may diminish the ability of governments to ensure that
the needs of all their citizens are met, because governments are no longer directly
in charge of their services. (Mulreamy et al. 2006, p. 30)

The moral call for us is not to privatize water. Water should be free for all.
(Cassandra Carmichael, director of eco-justice programs for the National
Council of Churches in the US quoted in Chu 2006)

Such beliefs are in stark contrast with economic arguments. Economists
argue that, regardless of ownership, when consumers pay for a scarce and
essential good they will make better use of it and demand better service.
Most economists agree that the choice of public versus private provision of
piped water should be driven by an empirical examination of costs and
benefits, risks and rewards, rather than based on the assumption that either
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government or private actors will provide better service selflessly and
inevitably.

It seems plausible that beliefs have had an important effect on urban
water reform. Beliefs may partly explain why so few countries have imple-
mented cost-recovery pricing or privatized ownership of their urban water
systems. A survey of 136 water systems with private sector participation
found that only 10 percent were outright divestitures, 66 percent were con-
cessions, 19 percent were management contracts, and the rest were leases or
affirmages (Gassner et al. 2006, p. 83).

Beliefs about how water should be priced or managed persist despite a
history of poor performance. Cities such as Lima, Mexico City, and many
African capitals have tolerated poor and deteriorating service for decades.
When beliefs about water change it is usually in the context of a broader
crisis that shakes elites’ faith in the usefulness of the dominant belief system
in general; something I describe in Chapter 7. The public too is more ready
to accept water and sanitation system reform as part of a broader program
of change. And water system reform seems more likely to endure when it is
supported by a cohesive set of alternative ideas, a new paradigm that
explains the rationale for changing many economic institutions, not just
those governing the urban water system (see, for example, the cases in Shirley
2002). Sustained acceptance also depends on the performance of a broad set
of institutions that determine how power and income are shared. Consumers
reject even welfare-enhancing reforms when they feel they are part of an
ultimatum game where benefits are distributed unfairly (Shirley 2005b).

Besides beliefs, demand for reform is reflected by interests and influence.
Those connected and those neglected by the water system are not a single
set of actors with similar beliefs and interests but many different groups
often with differing beliefs and conflicting interests. An interest group’s
influence over reform depends partly on how effectively its members over-
come their collective action problems (Olson 1965). Residents who are not
connected to the water and sanitation system often face larger collective
action problems than connected households; they tend to be poor, recent
migrants with fewer ties to their current community. They may be fearful
of confronting the political authorities over water supply if they occupy
homes without title, live in illegal or peripheral settlements, or work in the
informal sector. Besides collective action problems, poor, unconnected res-
idents may live in dictatorships where their interests are ignored, or in clien-
telist democracies where there are few political candidates who represent
their views (Keefer 2002). They also have less influence because they are less
able to pay bribes or make campaign contributions.

Saliency also varies between interest groups. Notwithstanding the emo-
tional rhetoric, access to piped water is not always the most salient issue
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for unconnected households. Surveys have shown that the poor sometimes
place a higher value on connecting to the electrical grid than to the water
system (Hanemann 2006, p. 80). Poor people have found ways, however
undesirable, of providing for their basic water and sanitation needs. For
example, as much as one-fourth of Lima’s population has coped without
direct access to piped water and one-third without connection to the sew-
erage system for decades (Alcazar et al. 2002b). Unconnected residents
may not want piped water if they have to pay large connection charges and
invest in costly household pipes and appliances. Even where their current
water source is making them sick, they may still be unconvinced that piped
water is superior. They may not know that their water is the cause of their
illnesses since it is often impossible to determine by taste or smell whether
drinking water is contaminated by micro-organisms or heavy metals. And
consumers will not see health improvements from safer drinking water
if their hygiene and sanitation have not improved (Esrey 1996). Even
residents who gain access to safer water and better sanitation and who
practice better hygiene will still become sick if their foodstuffs are conta-
minated by untreated sewage in irrigation waters or if they swim or fish in
contaminated waters.? For all these reasons unconnected residents may
undervalue connections to piped water and improved sewerage, and con-
nected users may misjudge the water utility’s performance in improving
water quality.

No single interest group determines the political feasibility of reform; it
depends on the alignment of all concerned interests. Fortunately for poor
and powerless residents without connections, they are not the only groups
who lobby for expanded access. Residents concerned about their health
want improved water and sanitation to reduce the risk of contagious dis-
eases such as cholera; construction companies want to bid on contracts to
expand the system or to build new buildings; property owners want new
construction that raises the value of their property; developers and realtors
want to profit from growth in the city’s building stock; and local govern-
ment leaders want the votes, campaign contributions, bribes, or patronage
opportunities that accompany lucrative contracts for construction of water
lines, dams, and reservoirs. Foreign aid agencies and NGOs are also a pow-
erful lobby for reform, providing money and advice to extend water and
sanitation to the poor. Opposing these groups are residents who are already
connected to the piped water system and fear their prices will increase
to cover the cost of expansion; environmentalists, conservationists, and
downstream users who want to limit development and curb pollution; and
neighboring farmers who want to prevent urban encroachment on their
access to water at low prices. Different local combinations of these com-
peting interests exercise their influence through the different electoral,
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political party, and legislative rules and norms that determine which
political actors set the agenda for change, who can veto changes, who are
the powerful constituents, what are politicians’ time horizons in office, and
who has standing in committees or agency meetings; that is, how much
sway different interest groups have over policymakers.

Jurisdictional disputes can also affect which interest groups have
influence. Even though water and sanitation are supplied and used locally,
municipal and state or provincial governments have little influence over
major decisions in some countries. For example, the concession contract
in Buenos Aires, Argentina, and the lease in Conakry, Guinea, were
largely negotiated with their federal governments. Aid agencies and inter-
national NGOs typically exercise their influence at the national level, but
national leaders will be less responsive to local interest group politics if
their constituency is largely rural, upper class, or military, or if national
politicians are at odds with the leaders of municipal and state jurisdic-
tions. Under such circumstances, national leaders may ignore local oppo-
sition to change, or not care enough about local support to fight for
reform.

So far this discussion has focused on the choice to reform; another big
issue is whether reform is sustained. The design of reform has an important
effect on sustainability since it determines how conflicting political interests
are mediated by, for example, allocating costs and benefits across interest
groups. Sustainability also depends on the extent to which the regulatory
body is subject to capture by any one group or is swayed by short-term
political pressures. As we will see in the case of Buenos Aires, customers’
perceptions of the regulator’s independence and effectiveness strongly
influenced their acceptance of reform.

Supply of Reform: Investors and Government Credibility

Investors are always wary of the power of the state to expropriate them out-
right, tax away their returns, or impose high transaction costs through reg-
ulation. Such concerns are especially salient in a highly capital-intensive
sector like water and sanitation, with its large fixed costs in assets with long
useful lives and low returns. Water systems have a high ratio of fixed to
variable costs so marginal costs are often below average costs, resulting in
prices that allow only a small return on capital over long periods (see Noll
2002). Private investors will only sink capital into a regulated monopoly
with such low returns if government can credibly commit not to expropri-
ate or otherwise confiscate or dissipate their returns over the long payback
period. Low credibility is sometimes the real reason behind expropriations
such as the takeovers of private waterworks by municipal governments in
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the US from 1897 to 1915 (Troesken and Geddes 2003). Waterworks were
taken over in those municipalities that “were unable to credibly precommit
to not expropriating value from private water companies once investments
were made resulting in a rational reduction in investment in water provision
by private companies. Local governments, in turn, used this rational under-
investment as a pretext for municipalizing private water companies” (ibid.,
p. 373).

Government credibility is consequential even if the utility is not priva-
tized. A large literature on state-owned enterprises suggests that SOE man-
agers’ incentives only change if government’s commitment to improved
performance is credible (Shirley 1999; Shirley and Nellis 1991; Shirley and
Xu 1998, 2001; World Bank 1995).

The credibility hurdle in water and sanitation is not likely to be reduced
any time soon. One reason the hurdle is so high is that returns are lower and
riskier than for other infrastructure. Guasch (2006) calculates the internal
rate of return (IRR) including management fees for investments from 1990
to 2002 in a sample of Latin American water and sanitation concessions
and sales. He estimates the IRR was only 11 percent, below the 15.5 percent
estimated cost of equity at the time of the transaction, and below other
infrastructure investments (see Table 6.1).

Returns in urban water and sanitation are also low because there has
been little technological progress or organizational experimentation in
urban water systems, unlike other infrastructure sectors where large returns
have come from innovations like mobile telephony or wholesale electricity

Table 6.1 Profitability and cost of equity in privatized and concessioned
firms in Latin America and the Caribbean, 1990-2002 (%)

Sector IRR (inc. Cost of equity at
management fees)? time of transact.?
Water & sanitation 11.0 15.5
Transport 11.5 13.5
Energy 14.5 14.0
Telecommunications 21.0 14.0

Note: a. The internal rate of return (IRR) is the return earned by investors from flows of
dividends minus flows of capital injections into the infrastructure over the life of the project.
The cost of equity is based on a CAPEX (capital:equity) pricing model which takes the
long-term return on US Treasuries, adds a general market risk premium, a market risk
premium for non-diversifiable investments in that industry, a country risk premium, and a
sector and regulatory risk premium (Guasch 2004).

Source:  Sirtaine et al. (2005), reproduced with permission.
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markets (See Ménard 2006). The main new development in water is desali-
nation, the average cost of which has fallen about 90 percent over the last
40 years. But the cost is still too high for desalination to be widely adopted,
and in any case desalination is relevant only for urban areas that have access
to the ocean or other bodies of saline water.!0

Besides credibility hurdles, water systems have information problems
that create further risks for investors. Investors cannot cheaply see how well
underground pipes have been maintained or even where the entire network
is located. They are buying into utilities in underdeveloped countries that
often have little or no reliable data on their customer base, their costs, or
their resource.

Lower returns and arguably larger information gaps help explain why
water and sanitation concessions are more frequently renegotiated than
contracts in other infrastructure sectors. Almost 75 percent of a sample of
water system concessions in Latin America were renegotiated between 1985
and 2000 compared to only 10 percent of electricity concessions and 55
percent of transportation concessions (Guasch 2004, p. 13, Table 1.7). On
average, water system concessions were renegotiated only 1.6 years after
signing (ibid., p. 14, Table 1.8), and usually at the instigation of the private
investor.!! Guasch argues that water and sanitation concessions are rene-
gotiated more often than other infrastructure agreements because the
sector is less profitable. He also suggests that investors may be acting oppor-
tunistically, making generous offers to win the bid in the expectation of
future renegotiations, although he offers no direct evidence of oppor-
tunism. The low IRRs of water and sanitation concessions in Table 6.1
include earning after renegotiations, suggesting that if investors were acting
opportunistically they were not particularly successful in recouping their
investment.

Credible commitment is demanding, especially for the governments of
poorer countries (see Levy and Spiller 1994; Troesken and Geddes 2003;
Weingast 1993). Commitments are more credible when: (i) government
officials have reason to care about the state’s reputation because, for
example, government depends on private investors to finance its deficit; (ii)
reneging would be politically difficult because, for example, government
made campaign promises to expand water coverage; and (iii) laws or norms
make it hard for the government to change contracts without due process
because, for example, rules and traditions impede agreements to renege or
an independent judiciary would revoke such agreements.

I summarize the conceptual framework described above in Table 6.2. In
the rest of this chapter I illustrate how institutions affect reform by com-
paring the water system reforms in Buenos Aires, Argentina, and Santiago,
Chile, using this conceptual framework.
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Table 6.2  Institutions affecting demand and supply of reform

Demand
Beliefs
o Shift in wider economic paradigm
o Crisis
o Alternative
o Articulated program
Interests favoring and opposing reform
e Characteristics of conflicting interest groups
o Ability to overcome collective action problems
o Saliency of issue
o Ability to mobilize
= Votes
= Money
e Political institutions mediating influence of interest groups
o Electoral rules
o Political party rules
o Legislative rules
o Jurisdictional rules
o Norms vis-a-vis corruption, accountability
e Sector institutions mediating influence, attitudes interest groups
o Contract
o Tariff
o Regulation
Supply
e Reputational concerns
e Costly signals
e Laws, norms making it difficult to renege
e Independent judiciary & right of appeal

INSTITUTIONS AT WORK: WATER AND
SANITATION REFORM IN BUENOS AIRES AND
SANTIAGO

The experience with water and sanitation reform in Buenos Aires and
Santiago illustrates how a host of specific institutions influence the outcome
of reform and explains why economists’ advice may be irrelevant or even
harmful. Their experience further shows how misleading it is to attribute
differences in reform outcomes to gross differences in institutions, such as
state versus private ownership, dictatorial versus democratic government,
corrupt versus honest bureaucracy, or well regulated versus unregulated
monopoly. Buenos Aires and Santiago tell a different story: outcomes are
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determined by interlocking networks of economic and political institutions
that are numerous, subtle and complex. These networks of institutions are
not exogenous; they are themselves the outcome of a long history of jock-
eying between elites groups tied to non-elites through patronage. In this
section I first summarize the two reforms and then analyze the institutions
that determined demand for reform and supply of investment.

Buenos Aires’ and Santiago’s water and sanitation systems make good
comparators because they share important similarities. Both rely on abun-
dant and low-cost river water for 90 percent of their supply, and both serve
the capital city of a middle-income country. At the time of reform, both
cities were expanding populations at similar rates: 1.5 percent a year in
Buenos Aires and 1.8 percent in Santiago. There were also some similari-
ties in their economic and political trends: both countries had experienced
recent bouts of hyperinflation and economic crises that had increased
readiness for reform. Reform conditions were thus relatively favorable in
both cases; they faced fewer income, hydrological, or political hurdles than
many other poor countries. As I discuss later, the designs of reforms also
had important similarities.

There were also important differences between the two, however.
Argentina was wealthier. When reform of the Buenos Aires water system
began in 1993, GDP per capita in purchasing power parity terms was
$10,384 in Argentina, compared to $4,648 in Chile when reform of
Santiago’s water system began in 1988 (World Bank various). The Buenos
Aires water system was also larger. At the time of reform, the population in
its service area was 8.6 million (1993), almost double Santiago’s 4.4 million
(1988), and it had 2.3 million connections while Santiago had only about
800,000. Despite its wealth and size coverage in Buenos Aires was less. Its
water system reached only 70 percent of its residents and the sewerage
system reached only 58 percent, while coverage of Santiago’s system was
about 98 percent for water and 90 percent for sewerage. Coverage was not
the only problem in Buenos Aires; its system was generally more poorly run
than Santiago’s, with higher rates of leakages and water losses, less efficient
billing and collection, and a higher rate of overstaffing. Politically, things
were also different. After a long period of democracy Chile was ruled by a
brutal military dictatorship when water and sanitation reform began in
1988, although democracy was restored a year later. Argentina had ended
military rule and restored democracy ten years before the water reform.

Nature of the Two Reforms

The two reforms had some important similarities. For one thing they
were both designed to encourage private operation under an independent
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regulator. Both also relied on economist and scholarly research to design
their economic reforms. The main components of Santiago’s reform were:

1. Changing the autonomous water agency into a state-owned enterprise,
EMOS (Empresa Metropolitana de Obras Sanitarias) as a prelude to
the sale of assets.

2. Creating an independent regulator with the power to set tariffs and
enforce standards.

3. Setting tariffs to assure a 7 percent return on assets to an efficiently
operated company.

4. Replacing cross-subsidies with means-tested subsidies.

The Buenos Aires water system reform consisted of:

1. Signing a 30-year concession with a private consortium and creating a
new water company, Aguas Argentinas.

2. Creating an independent regulator with the power to set tariffs and
enforce standards.

3. Setting tariffs based on a initial reduction followed by periodic cost-
based increases.

Although Chile’s reform was designed with the intention of privatizing
EMOS, the actual sale of assets to Lyonnaise des Eaux-Dumez (now Suez)
was delayed until 1999. Three groups bid on the Buenos Aires’ concession
and at the end of 1992 it was awarded to the group led by Lyonnaise des
Eaux-Dumez who had offered the largest decrease in water tariffs, 26.9
percent. The contract required the winner, over the course of the next 30
years, to connect all of the population to water and 90 percent to sewerage;
to treat 93 percent of all sewage; to renovate 45 percent of the water
network; and to reduce unaccounted-for water to 25 percent of water pro-
duction.

Both water system reforms were part of much larger programs of
changes. Menem’s administration implemented one of the largest privati-
zation programs in the world: Argentina’s government signed 154 privati-
zation contracts in the 1990s (Galiani et al. 2005). Chile was a pioneer in
privatization, shrinking state ownership from about 40 percent of GDP at
the time of the coup in 1973 to 24 percent by 1983 and 13 percent by 1989
(Corbo et al. 2005, p. 17). The Pinochet government also privatized Chile’s
social security system, reduced the size of government, deregulated, decen-
tralized, and liberalized trade dramatically, slashing tariffs to 10 percent
across the board.
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Results of the Reforms

Both reforms produced substantial benefits in their first five years as we
can see in Table 6.3. Sustainability of the reforms was very different,
however. Private operation of Buenos Aires’ water and sanitation system
did not endure; the concession did not survive a wrenching change in eco-
nomic circumstances. At the time of the concession the Argentine peso
was fixed at parity to the dollar; banks could offer dollar accounts and
loans, and dollars were freely circulating. For reasons 1 discuss below,
parity with the dollar became unsustainable, and the Argentine peso was
devalued drastically in 2002. Aguas Argentinas and the government dis-
agreed about whether the terms of the concession still applied and the
government froze the company’s prices. Efforts to negotiate a compro-
mise failed and prices stayed frozen, culminating in the cancellation of
the concession in 2006.12 There is no way of knowing whether the con-
cession might have survived had such a drastic change in circumstances
not occurred. It is plausible that the seeds of reversal were sown in the
initial design of the reform, which produced good economic outcomes
for many consumers but conformed poorly to the institutional and polit-
ical circumstances in Argentina, producing regulatory conflicts and
feeding into a deep-seated sense of injustice among lower income
groups (see Shirley 2005b). What is clear is that the circumstances that
led to the devaluation and the contract cancellation are rooted in
Argentina’s institutions.

In contrast Santiago’s water and sanitation reforms were sustained and
expanded despite dramatic political changes. The water system legislation
in Santiago was designed by the Pinochet dictatorship to provide a credible
framework for a private system. The military government lost the 1988
plebiscite on the continuation of its rule after the water system reforms were
enacted into law but before they were implemented. Democracy was
restored and when the military’s preferred candidate lost the election in
December 1989 his opponent was allowed to assume power. Although the
privatization of EMOS was put on hold by the newly elected government
of President Patricio Alywin, the radical pricing reform and other major
changes were implemented as planned and EMOS was sold to a private
consortium nine years later. Performance of the water system continued
strong, sewage treatment was expanded, and there are no signs that reforms
will be reversed.

To understand why reform was sustained in one country and not in
another, we need to understand their institutions. This is the subject of the
rest of this chapter.
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Table 6.3  Performance of the Santiago and Buenos Aires water and

sewerage systems, first five years

Reform

Santiago

Buenos Aires

Water prices

Increased to cost-recovery
levels & were 60% above
pre-reform levels in real terms
by 1993.

Declined by 26.9% in Dec.
1992 were 14% above
pre-reform levels in real terms
by 1997.

Access To water by 724,000 (100% To water by 1.5 million people
connected); to sewerage by (from 70% to 83% connected);
about 964,000 to sewerage by 583,000

people.

Welfare? By 284 million NPV in 1996 By $1.4 billion NPV in 1996

USS.
US $. 1% of gains to 80% of welfare gains went to
consumers, 85% to consumers.
government.

Worker Higher wages; welfare went up ~ Workers received shares;

welfare? by about $21,000 per welfare went up by an
employee NPV in 1996 §$. estimated $10,000 per
Downsizing had occurred employee NPV in 1996 $. No
earlier in 1970s. involuntary lay-offs.

Voluntary severance with one
year’s pay.

Productivity®  Workers per thousand Workers per thousand
connections dropped from connections dropped from
2.15to0 2.02. 3.4to01.7.

UFW dropped from UFW dropped from 44% to
34% to 29% of production. 34% of production.
Service Response times and water Response time to water
pressure remained excellent. complaints dropped from 144
hours to 48 hours (by 1995);
customers with acceptable
levels of water pressure went
from 17% to 54% (by 1996).
Notes:

a. All welfare numbers calculated by comparing the net present value of gains from post-
reform trends to pre-reform trends projected over a ten-year period. NPV = net present

value.

b. UFW = unaccounted-for water.

Sources:

Shirley (2002, statistical appendix).

Author’s calculations based on Alcazar et al. (2002), Shirley et al. (2002), and
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Demand for Reform

Paradigm shifts

In both cases, acute economic crises and dramatic political shifts chal-
lenged beliefs in the status quo and encouraged the elites and the general
public to replace dysfunctional economic institutions based on import sub-
stitution with putatively better ones based on markets and free trade. These
crises had their roots in the countries’ political histories. The state and the
economy in both Argentina and Chile had long been dominated by a few
elite coalitions that alternated in power. With increasing urbanization and
industrialization, new groups arose: business elites, the urban middle class,
and unionized labor. When these new groups sought access to power poli-
tics became increasingly polarized.

First consider Argentina. Prior to the rise of Juan Perén in the 1940s,
Argentina’s economy and politics were dominated by large landholders.
After a military coup, Peron amassed power by co-opting unionized indus-
trial workers, organizing them into state sanctioned labor unions, and
jailing union leaders who resisted. Union leaders became a new elite and
the Peronist Party sought special privileges and benefits for union
members, disregarding the rest of the labor force. For the next five decades
the Peronists alternated in power with the military and with parties repre-
senting the traditional agrarian interests and the growing urban middle
class.!3 Argentine politics was based on clientelism: when one party was in
power it used the government to benefit its supporters, expanding the size
of the state, running fiscal deficits, and reversing the actions of its prede-
cessors. The military intervened periodically in response to what it per-
ceived as political paralysis and radicalization; there were five military
coups from 1930 until the restoration of democracy in 1983. Argentina’s
polarized and unstable politics contributed to rising inflation and economic
decline. Shrinking real income exacerbated the divisions between the urban
working classes, the agrarian elite, and the urban middle class, as well as the
regional split between industrialized Buenos Aires and the agrarian hinter-
lands (Hill and Abdala 1996, p. 207).

Polarization and instability persisted because Argentina’s political rules
discouraged cross-cutting coalitions that might have made structural
reforms possible. Its federalist structure and decentralized political
rules elevated parochial interests over national ones, contributing to fre-
quent paralysis on important issues (Haslam 2003). For example, until con-
stitutional reforms in the 1990s, senators were elected by the provincial
legislators. Congressional political careers were largely controlled by
provincial party leaders who determined whether federal legislators were
re-nominated and, by controlling candidates’ positions on the ballot,



124 Institutions and development

controlled their chances of being re-elected. To avoid challenges to their
power, party bosses would not re-nominate most incumbents or placed
them low on the ballot, leading to relatively short congressional careers
(Jones et al. 2000). This predominance of provincial over national political
power created legislative deadlock whenever Congress was controlled by a
different party from the president. Even when both branches were con-
trolled by the same party, the executive had to cut special deals with the
provincial governors to get programs enacted.

This situation changed in the late 1980s when crisis hit; hyperinflation
reached 3000 percent a year and GDP fell by 1.3 percent. The economic
crisis plus rising fears of another military intervention led moderates in the
Peronist (now Justicialist) Party and the opposition Radical Party to com-
promise. After Carlos Menem won the 1989 presidential election with 47
percent of the votes, the congressional moderates passed laws that allowed
him to take office five months ahead of schedule and gave him sweeping
powers to implement policy by executive decree. Menem used these powers
extensively: he issued 308 decrees in his first three years in office compared
to only ten decrees during his predecessor’s entire four-year term (de
Michele and Manzetti 1996). To the surprise of the electorate, Menem
abandoned his populist platform that had won the votes of most of the
unions and the poor. Instead he used his decree powers to enact free-market
reforms, such as privatization and government downsizing, along the lines
of a program articulated by his future economic minister Domingo Cavallo
(see Chapter 7). This meant that the reforms were not the result of an insti-
tutionalized process to produce compromise among competing political
interests, but were based on extraordinary politics, including the suspen-
sion of legislative checks on the executive, the special powers granted the
president, the extensive use of executive decrees, and presidential actions
that did not just belie but actually reversed platform promises.

Hyperinflation and a sense of crisis changed many people’s beliefs;
Argentines were increasingly ready to accept privatization, liberalization,
trade and ties with industrialized countries, and other market reforms
(O’Neil Trowbridge 2001). For example, public support for privatization
increased from about 57 percent in 1985 to over 75 percent in 1990. The
Buenos Aires water concession had more tepid support, however. Thirty-
six percent of the city’s population had positive views of the privatization
of the water and sanitation system in 1993 and 33 percent negative; the rest
were undecided or neutral (Alcazar et al. 2002a, p. 72, Table 3.3).

Chile’s reforms also arose out of a history of political polarization cul-
minating in economic crisis. By the late nineteenth century, Chile had
evolved a multi-party system based on three distinct ideological blocs,
left representing unionized labor, right representing traditional agrarian



Institutions and the reform of urban water systems 125

interests, and center dominated by the urban middle class (Scully 1995).14
Chile had a winner-take-all, strong presidential system with a one-term
limit for presidents that provided little incentive for coalitions to survive
after the elections (Valenzeula 1994).15 Nevertheless, the parties represent-
ing the three ideological blocs had been alternating peacefully in power
through most of the early twentieth century thanks to an accommodation
whereby the congressional elections focused on horse trading over local
issues, while the presidential races raised the more divisive national and ide-
ological issues (Shugart and Carey 1992, see tables 1 and 2 of the Statistical
Appendix).

Several changes in Chile’s political institutions contributed to increased
polarization and led to a crisis in the early 1970s. One was the election in
1953 of a left-leaning populist (Ibanez) who ran against politics and the tra-
ditional parties. Ibanez enacted a law prohibiting “corrupt” electoral pacts
at the provincial level and requiring national electoral pacts to be promul-
gated more than 120 days before an election, thus reducing the scope
for cross-party bargaining (Scully 1995). Polarization was exacerbated by
migration of rural voters to urban centers, eroding the traditional political
base of the right and strengthening the centrist Christian Democrats who
became strong enough to “go it alone” instead of compromising with coali-
tion partners. The basis for compromise was further eroded by the 1970
constitutional reform that required that no amendments be attached to leg-
islation unless they were germane to the bill itself. By reducing the power
of parties to deliver locally targeted spending, this change weakened the
ability of party blocs in Congress to extract compromise (Shugart and
Carey 1992).16 The constitutional change also strengthened the presidency,
raising the stakes in presidential elections and motivating the parties to
focus more on divisive national issues. By 1970, party polarization con-
tributed to a three-way split in the vote that led to the election of Socialist
Salvador Allende with 36.6 percent (Scully 1995). The economic crisis that
followed set the stage for the 1973 military coup in which President Allende
was killed. The coup installed a military dictatorship headed by General
Augusto Pinochet, which banned political parties and destroyed electoral
registries; Pinochet blamed parties and political opportunism for Chile’s
social and economic ills (ibid.).

During the dictatorship Chile’s dominant paradigm shifted. After several
years of drift, the military government embraced the program of the so-
called Chicago boys: privatization, trade liberalization, deregulation, less
government intervention, decentralization to local governments, and the like
(see Chapter 7). Rapid economic growth in the late 1980s and 1990s helps
explain why the free-market paradigm of the dictatorship was sustained after
democracy was restored. Subsequent democratic administrations treated
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privatization and trade liberalization pragmatically and simultaneously
introduced new social legislation that reduced Chile’s highly unequal income
distribution.

Interest group politics

These political trends set the stage for reform in water and sanitation, but
the detailed design was driven by interest group politics. In Buenos Aires,
wealthier residents in the center were connected while poorer residents on
the periphery were not. In those poorer districts where as few as 10-13
percent of the households were connected to water and sewerage, about
half of all voters supported Menem. In contrast, he got only 37 percent of
votes in the capital district, where 99 percent of households were connected
(Alcazar et al. 2002a, Table 3.4). Thus those who would benefit from new
connections were Menem’s core supporters. Water reform was not the most
salient issue for many of them, however, since they already had well-water
and septic systems. Water politics were further complicated because
another Menem constituency, unionized labor, was initially opposed to
private operation in Buenos Aires. Eventually they were co-opted through
promises of generous severance packages, no involuntary lay-offs, and
share ownership for workers who remained employed. In any case, union-
ized labor had few viable alternatives to supporting Menem; his party had
controlled the unions since Juan Perén’s presidency.

It is curious that the concession was ultimately awarded to the bidder
who offered the largest price reduction since that benefited already-
connected customers the most. Why would the Menem government design
a reform that rewarded those middle and upper-class customers who had
not voted for him? This decision, like many of Menem’s reforms, was
designed to benefit his core supporters and simultaneously attract — or at
least not alienate — new voters. The architects of the Buenos Aires’ conces-
sion assumed, wrongly as it turned out, that since the state-owned water
company had been so inefficient, a private operator could reduce prices and
still finance the required expansion. It may also seem curious that Menem
would care about future voters since he was constitutionally restricted to
one term. But it was symptomatic of Argentina’s weak rule of law that
Menem began to maneuver to amend the constitution to permit him to run
again almost as soon as he was elected (his maneuvers were successful and
he was re-elected in 1995).

Interest groups also had an important effect on water and sanitation
reform in Santiago, even though reform began under a military dictator-
ship. Voters in Chile were largely — but not entirely — disenfranchised. The
military government held two elections. A plebiscite in 1980 approved its
proposal for a new constitution by 70 percent of the vote (Shirley et al.
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2002, p. 196). A plebiscite in 1988 voted to end the military government,
and the military agreed to restore democracy. Even though the military’s
preferred candidate was defeated in the subsequent presidential election,
the Pinochet dictatorship gave up office. Besides abiding by elections, the
regime tolerated dissent on purely economic issues even while it suppressed
opposition on all other issues, sometimes violently.

Santiago’s interest group politics differed from Buenos Aires’. Most con-
sumers in Santiago were already connected to piped water; only about
100,000 were not, compared to 5.6 million in Buenos Aires. Most uncon-
nected consumers lived in shantytowns outside the utility’s service area. In
addition some poorer residents also stood to benefit even though they lived
in households that had a connection. Santiago had a very high rate of
shared housing and expansion would permit construction of additional
units and bring down housing costs, allowing more poor people to buy their
own homes. This interest group was largely irrelevant to Pinochet’s deci-
sions, however, since Santiago’s lower classes were among his strongest
opponents.!” The capital had been a bastion of opposition to the military
coup and had cast a large percentage of votes against the new constitution
in 1980 and against the continuation of the military regime in 1988 (Shirley
et al. 2002). Some interests favoring water reform were influential, however,
notably developers, contractors, and business owners. This group wanted
new construction that would increase their business opportunities, enhance
their property values, and stimulate their city’s economy. They generally
supported the Pinochet government (Méndez 1990), and eventually helped
draft the new legislation governing the water sector (Shirley et al. 2002). As
in Buenos Aires, unionized labor in Santiago opposed privatization of
water, but legislation enacted under the military dictatorship had greatly
weakened union power and the Pinochet government paid little heed to
union views in any case.

Once democracy was restored in Chile, the influence of these different
interest groups shifted. Developers lost and the unconnected poor gained
influence after Patricio Alywin’s coalition was elected in 1990 (Shirley et al.
2002, p. 199). Alywin’s coalition had pledged to expand housing for poorer
residents in its political platform, and planned to fund additional connec-
tions by increasing water prices. We might expect that consumers who were
already connected would oppose price increases, but opposition was muted
partly because poor and lower middle-class customers were shielded by sub-
sidies, as I describe below. With these shifts in influence, privatization was
put on hold. Privatization was not part of Alywin’s platform, plus EMOS’
workers, who opposed privatization, were important constituents (ibid.).

Jurisdictional disputes were not important in the design of either reform
since the power of local politicians was minimal in both Buenos Aires and
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Santiago. In Buenos Aires the mayor only became directly elected in 1994,
after the concession was signed. Argentina’s president set the agenda on
water and, as I described earlier, he faced few checks on his discretion from
the legislature, at least at the beginning of his term. As for Chile, its dicta-
torial executive branch controlled the design of Santiago’s water reform
even more tightly than Argentina’s democratically elected administration.

Sector institutions and interest group politics

Contracts Earlier 1 argued that a utility’s contract could help mediate
conflicting local interests. Buenos Aires’ concession contract did the oppo-
site, inciting conflict by providing disproportionate benefits to one group of
consumers, and fueling customers’ distrust of the utility. Santiago’s contract,
in contrast, tempered interest group politics and moderated public fears.

One way the Buenos Aires’ concession contract incited conflict was
through fixed charges. Political expediency produced a contract that com-
bined price reductions and massive investment, a combination that was
financed in part by an “infrastructure charge” covering the cost of extend-
ing the secondary network to new neighborhoods. This charge, combined
with the usual charge for connecting the secondary network to the house,
ranged from $1107 to $1528, as much as 18 percent of the annual income
of poorer consumers (Alcazar et al. 2002a, p.85). Aguas Argentinas gave
customers up to two years to pay these charges, the minimum time allowed
under the concession contract, but the charge was probably unaffordable
for the poorest consumers (ibid.). Consumers were especially aggrieved that
wealthier residents who had connected under the old state-owned system
had not had to pay an infrastructure charge; the cost had been incorporated
into the rate base. Politicians representing poorer areas of Buenos Aires
mobilized opposition to these connection charges, and even consumers
who could afford the charge refused to pay it. Because of these non-pay-
ments Aguas Argentinas built up large receivables and pressured the gov-
ernment to renegotiate its contract. The 1997 renegotiation replaced the
infrastructure charge with a fee to all users, raising rates for consumers who
were already connected to the water system. In the end, even though
already-connected consumers had benefited by an initial rate reduction of
nearly 27 percent and newly-connected consumers had benefited by being
connected, both were disgruntled with the concession.

Although Santiago’s utility, EMOS, did not have an explicit contract, the
new laws and regulations governing the sector were an implicit contract, one
that smoothed interest group divisions as much as Buenos Aires’ contract
provoked disputes. Unlike the Buenos Aires concession, EMOS’ contract
did not treat different customers differently. All customers paid a flat
monthly charge for the fixed costs of maintaining and operating the system,
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and the cost of expanding the secondary network was included in their vari-
able, metered charge. New consumers were charged the cost of connecting
their house to the network, but those eligible for a water and sewerage
subsidy could pay this charge over two to three years, and the very poorest
consumers had to pay only 5 to 10 percent of the charge (Alfaro 1996).

Pricing Earlier I argued that the way water prices are set influences how
consumers view reform. Pricing in Buenos Aires contributed to public sus-
picion of the private operator. For one thing, most residential customers in
Buenos Aires were not metered and the concession did not change that; by
1998 only 14 percent of connections had meters (Alcazar et al. 2002a).
Without meters, customers paid a flat rate and had little information with
which to challenge their bill, and no way to reduce it by reducing con-
sumption. Besides lack of meters, the way prices were set in Buenos Aires
was complex and obscure. Non-metered residential tariffs were based on
five measures: (i) where the property was located, (ii) the area of the prop-
erty, (iii) the square meters of construction on the property, (iv) the age of
any buildings, and (v) the category of buildings, from low budget to luxury
(ibid. 2002, p. 78). Aguas Argentinas could change customers’ rates by
adjusting any of these measures. The utility could also reclassify a customer
from residential to non-residential; non-residential customers pay about
twice as much as residential. During the first five years of the concession
the utility reclassified about 11 percent of customers from residential to
non-residential and recalculated the size of built areas for some 425,000
consumers (ibid.). The regulator had little information with which to decide
whether to approve these reclassifications, although in one case the regula-
tor arbitrarily disallowed Aguas Argentina’s reclassification of 80,000 users
from residential to non-residential.

Large cross-subsidies exacerbated interest group conflict. A customer
with a newer, more luxurious home could pay up to seven times more for
water than a customer on a property of similar size with an older, less lux-
urious home (Alcazar et al. 2002a, p. 81). Cross-subsidies gave Aguas
Argentinas an incentive to connect first those customers who would pay
more, and there is evidence that it did so; district-level poverty in Buenos
Aires was negatively correlated with coverage (Casarin et al. 2007, p. 238).

Santiago’s pricing structure was far less likely to create controversy. The
city was entirely metered so poor consumers could keep their bills down by
curbing wasteful consumption, and EMOS provided information to cus-
tomers on how to save money by, for example, promptly repairing leaking
faucets or toilets (Shirley et al. 2002). EMOS did little reclassification
and since there were no cross-subsidies for water and sanitation services
in Santiago, EMOS had the same incentive to serve low-income as
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high-income consumers. EMOS prices went up but they went up for all
customers. Price hikes had less impact on Santiago’s poorer consumers
because of Chile’s targeted subsidy program. The subsidy was paid directly
to EMOS and covered up to 60 percent of the water and sewerage bill as
long as the beneficiary was up to date on the balance. This gave EMOS a
strong incentive to connect subsidy recipients.

The cities also differed in how they determined rate increases. The econo-
mists in Buenos Aires and Santiago who designed the contracts tried to
approximate price caps, which some theorists argue are more efficient than
rate of return or cost-plus pricing (for a discussion of price cap versus other
tariff-setting measures see, for example, Armstrong et al. 1994). Usually price
caps in water are calculated as RPI+K, the retail price index (RPI) plus a K
factor calculated to provide a return on investment to a benchmark efficient
firm. The RPI increases are meant to be automatic, while the K is decided
infrequently by the regulator.!® The Buenos Aires system was not really a
price cap, however. After the hyperinflation Argentina had changed its con-
stitution to make it illegal to fix prices to an index such as RPI, so the design-
ers of the Buenos Aires concession contract tried to approximate RPI+K by
allowing the water utility to petition the regulator for a rate increase when-
ever a composite cost index rose by more than 7 percent.!® The 7 percent
threshold produced infrequent, lumpy, and obvious price increases, as we
can see in Figure 6.1. Because increases had to be instigated by Aguas
Argentinas, these often led to controversy with the regulator and bad pub-
licity, especially since the concession had been awarded for the largest tariff
reduction. Opposition politicians argued that any price increases were a sign
that the winning consortium had made its bid in bad faith.

Real water prices in Santiago rose much more steeply than in Buenos
Aires over the first five years of the reform (Figure 6.2), yet water prices
were far less controversial. Instead of tariffs being raised at EMOS’ request,
they were set annually by the regulator on the basis of a computer model
designed to allow an efficiently operated, benchmark firm to earn a
minimum annual return on assets of at least 7 percent. Tariff increases were
thus automatic, quite unlike the messy process of negotiation and renego-
tiation that caused such controversy in Buenos Aires. Average prices col-
lected in Santiago went up steadily during the period and seem to have
surpassed prices in Buenos Aires (see Figure 6.2), although the two levels
are not strictly comparable because water is metered in Santiago and not in
Buenos Aires.2 The increase in the average amount collected per cubic
meter sold in Santiago was almost entirely the result of tariff increases
dictated by the regulator’s model. This is quite different from Aguas
Argentinas, which raised revenues by many means other than tariff
increases, including reclassifications and better bill collection.
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Figure 6.1 Percentage change in real water tariffs for the first five years after
reform, Buenos Aires (1992—-1998 ) and Santiago (1987-1993)

Regulation  All the issues just discussed were bad for the Buenos Aires
reform, but problems with the regulator were devastating. A regulator
viewed by the public as strong, nonpartisan, and expert can make up for
weaknesses in the contract, but Buenos Aires’ regulator made the opposite
impression, and had the opposite effect. The regulator, ETOSS (Ente
Tripartito de Obras de Servicios de Saneamiento), had a six-member board
with two members each representing the federal government, the province
of Buenos Aires, and the municipality. The executives treated their two
directors as political appointees. Since the president, governor, and mayor
were political rivals, ETOSS’ board was often paralyzed by partisan dis-
putes.2! The federal government intervened often, bypassing or overturn-
ing ETOSS’ decisions, usually in favor of Aguas Argentinas. Many of
ETOSS’ decisions also favored the utility, and they were taken in secret,
without public hearings (Casarin et al. 2007). The weakness and secrecy of
the regulator and the federal government’s bias in favor of the investor left
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Figure 6.2 Average amount collected per cubic meter of water sold,
Buenos Aires and Santiago (US dollars per cubic meter)

Buenos Aires’ consumers feeling unprotected before a foreign-owned
utility.

Santiago’s regulator was, in contrast, a politically independent, objective,
and technical body, making the new rules credible to EMOS’ public man-
agers as well as to subsequent private investors. The Superintendencia de
Servicios Sanitarios (SSS) was under the Ministry of Public Works, and
headed by a regulator appointed by the president. The heads of SSS have
been technical rather than political appointees and have served indefinite
terms, rather than changing after elections as ETOSS directors did in Buenos
Aires. SSS set prices, resolved disputes with consumers, and intervened
actively to assure that the utility met water quality and service standards.

I have argued that the reforms in Santiago avoided many of the interest
group conflicts that arose in Buenos Aires. It could be argued that
Santiago’s reforms were more acceptable just because EMOS was owned by
the state when many reforms were implemented, while Aguas Argentinas
was a private company. According to this reasoning, consumers in Santiago
were reassured because government rather than the private sector benefited
from the steep price increases, while citizens of Buenos Aires opposed any
price increases because the company was privately run. Yet welfare analy-
sis shows that government, not consumers, was the biggest beneficiary in
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Santiago, while consumers, not the private operators, were the biggest
beneficiaries by far in Buenos Aires, at least during the early years of the
concession. Furthermore, the reforms in Santiago were implemented with
the stated intention of privatizing the company, and, as we can see in the
next section, designed to make the contract credible to private investors.
Privatization was delayed in Santiago, but it was not dropped.

Supply of Reform

Building credibility through reputation and costly signals

Reforms in both cities were credible to investors, but for very different
reasons. Investors were reassured by Argentina’s adoption of a currency
board fixing the peso to the dollar. The increasing dollarization and open-
ness of Argentina’s economy under parity made it politically and eco-
nomically costly for government to devalue or renege on its obligations to
foreign investors. Yet even though parity initially enhanced the govern-
ment’s reputation, its long-run sustainability became increasingly doubt-
ful. As Spiller and Tommasi (2000) show, Argentina’s political institutions
were not compatible with a fixed exchange rate. As we have seen, the
Argentine constitution gave considerable political power to the provincial
governments. It also gave them considerable fiscal power as well. Revenue
collection was centralized and funds were distributed to the provinces in a
convoluted and discretionary fashion (Jones et al. 2000). Some provinces’
claims on the federal treasury were larger than the revenues they con-
tributed, and no individual provincial government had an incentive to be
fiscally responsible (Spiller and Tommasi 2000). Quite the opposite, fiscal
austerity would have forced governors to cut patronage, threatening their
political power base. Argentina’s Congress did not concern itself with
fiscal austerity either. Most federal legislators served single, four-year
terms, and showed little interest in the long-term implications of their
fiscal decisions (Jones et al. 2000). Since their political careers were deter-
mined by provincial party bosses, federal legislators had no incentive to
curb fiscal deficits if that meant cutting funds for their province and
thereby alienating local party leaders. In such a political milieu it should
not surprise us that growing fiscal deficits put increasingly unsustainable
pressures on parity. Buenos Aires’ concession contract was written under
the assumption that the fixed exchange rate would prevail throughout the
life of the agreement, and the 1997 renegotiation had even promised that
Aguas Argentinas’ tariff would remain dollar denominated should the
exchange rate change. When parity ended in January 2002 the government
froze Aguas Argentinas’ tariffs and kept them frozen until it terminated
the concession in 2006.
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The institutions safeguarding investors in Chile were more secure and
sustainable, and by the time EMOS was privatized they had operated well
for nine years. The eventual buyers were protected by Chile’s constitution,
which specifically protected private property rights against government
encroachment, and by its independent judiciary, which enforced that pro-
tection. The democratic government continued to build Chile’s reputation
as a market where private investors were protected from arbitrary state
action. Surveys of the perceptions of business leaders suggest that they
regard Chile’s economy favorably; the World Economic Forum ranked
Chile on a par with Portugal and Ireland on its 2005 competitiveness index
(Corbo 2005, slide 17).

Credible regulation

Credible regulation strikes a delicate balance, reassuring both consumers
and investors that their interests will be fairly represented. A regulatory
framework that tilts toward consumers will not attract private investors in
the first place, but regulation that tilts largely toward investors will not be
credible either, since investors will expect a backlash eventually. Santiago’s
water and sewerage system was not privatized until nine years after reform
began, yet its regulation was far more credible by design.

The credibility of Buenos Aires’ regulation suffered from the outset
from the politicization and paralysis of ETOSS. Aguas Argentinas’ capac-
ity to bypass ETOSS and go directly to the executive to resolve regulatory
deadlock was helpful to the private investors in the short run, but it was
bad for the long-run credibility of the concession. It held government’s
adherence to its part of the bargain hostage to the shifting incentives of
different presidents. ETOSS’ politicized board members also lobbied for
politically motivated decisions that harmed Aguas Argentinas’ reputation
with its customers. For example the municipality’s representatives on the
board pushed Aguas Argentinas to provide water and sewerage to a new
town because the mayor had promised to resettle a shantytown dislocated
by a highway. Aguas Argentinas agreed to this request only when ETOSS
agreed in turn to increase water rates to cover the additional costs, the sort
of deal that alienates consumers and worries investors (Alcazar et al.
2002).

Santiago’s regulatory agency was more credible than ETOSS because it
was less politicized. The military government and its democratic successors
established the norm that regulators were apolitical experts. This norm was
reinforced by the computer model used to set tariffs; by reducing regulatory
discretion, the model reduced the political pay-off from intervening in regu-
latory decisions. The computer model was also complex, technical, and not
easily manipulated, further deterring political interference.
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Credibility is also enhanced by investors’ confidence that rules will
endure over the life of the contract. The rules supporting water and sewer-
age reform were more vulnerable to reversal in Argentina than in Chile.
Argentina’s laws were easily changed; as I mentioned above, each time a
new party took power it reversed much of the legislation of its predecessor.
We can also see this legal fragility in Menem’s cavalier attitude towards con-
stitutional term limits. By comparison, Chile’s institutions made it very
difficult to reverse legislation. The constitution required an absolute major-
ity in Congress to change laws. Since Chile’s electoral rules assured minor-
ity party representation, it was hard to get enough votes in Congress to
change course without widespread agreement. In addition, Chile had
unelected senators appointed by the previous president, the military, and
the judiciary, who would be likely to oppose change (Baldez and Carey
2000).

Judicial appeal
Both Argentina and Chile allowed their water and sanitation companies to
appeal to the judicial branch in the event of a conflict with the regulator.
The chance to appeal the regulator’s decisions to the courts can increase
government’s credibility by allowing utilities to protest politically moti-
vated decisions that violate the contract. Appeal only enhances credibility,
however, if the judiciary is itself independent of political interference. The
credibility of appeals in Argentina was weak because its judiciary was
subject to political manipulation. Argentine courts had not been an
independent check on executive discretion since Peron impeached and
replaced four of the five supreme court justices in 1949 (Alston and Gallo
2005). Subsequent presidents regularly intervened in the courts, including
Menem. Menem increased the size of the supreme court in order to appoint
his allies, and also appointed his supporters to a large number of positions
as federal judges and state prosecutors (Iaryczower et al. 2000). Judges in
Argentina opposed the executive branch’s position only when they were
political opponents of the current regime (Iaryczower et al. 2000). The judi-
ciary’s partisan tendencies made long-term contracts such as the Buenos
Aires concession vulnerable to the next president’s legal reshuffling.
Chile’s judiciary was generally regarded as more honest and independent
than Argentina’s, although slow. Moreover, Chile’s regulation allowed the
utility to appeal tariff decisions to an arbitration panel of three people, one
appointed by the regulator, one by the company, and one jointly agreed
(Shirley et al. 2002). Arbitration had two advantages over the courts. First,
decisions could be reached much more quickly: by law the panel must
decide in 37 days. Second, arbitrators would be more likely than judges to
be expert in the complexities of the tariff legislation. Even when EMOS was
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still operating as a state-owned enterprise, it could and did appeal to the
arbitration panel, which found in its favor on occasion.?2

CONCLUSION

While the Buenos Aires and Santiago reforms in water and sanitation were
notionally similar, the two cases differed in their contractual rules and reg-
ulations. The contract and regulation governing the Buenos Aires conces-
sion fed interest group conflict and failed to protect and inform consumers
or properly motivate investors. Some critics have attributed the failure of
the Buenos Aires concession to the venality of the investors or to a basic
incompatibility of profits and basic needs, but there is little evidence of
that. Others have rightly blamed the weak regulator, corruption in the
Menem administration, and the adverse macroeconomic circumstances
that destroyed the currency board. But these were proximate causes; the
ultimate cause was the persistence of institutions that characterize a weak
state and unresolved social struggles (see de Ferranti et al. 2004 on this
point).

Changes in Chile’s fundamental institutions allowed reforms in water
and sanitation to be implemented, expanded, and sustained from dictator-
ship to democracy. The 1980 constitution and regulations produced more
cooperative coalition politics and better protection of property rights. The
democratic administrations retained these protections and simultaneously
reduced Chile’s historically high levels of inequality through social welfare
programs.

I hope this chapter has illustrated how comparative case studies can
capture the complexity, diversity, and persistence of institutions and the
underlying regularities of human behavior across cases and even across dis-
ciplines (see also Ostrom 2005). In arguing that institutions are complex,
diverse, and persistent, I am not arguing that they cannot be studied
scientifically and, eventually, statistically. Nor am I arguing that develop-
ment is impossibly difficult. As I discuss in the next chapter, progress can
occur and it can be propelled and sustained through new ideas.

NOTES

1. Data on prices must be treated with caution for reasons I explain later in the chapter.
The combination of lower tariff rates plus lower rates of metering, billing, and connec-
tion suggests that the effective price of water in Mexico City was much lower than in
Santiago. Mexico City’s profligate water system depended on large subsidies from the
federal government.
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The idea that water is a private good with some public characteristics is controversial, as
I explore later. This led the Dublin conference to proclaim that water is an economic
good with “economic value in all its competing uses” (Dublin Statement from the
International Conference on Water and the Environment, 1992, quoted in Boland 2004,
p. 530). This vague proclamation did not reduce the controversy since “economic good”
is a very broad term, referring to any good or service that has a scarcity value to people;
both public and private goods are economic goods.

Noll (2002) notes that because a water system has a high ratio of fixed to variable costs,
the private marginal costs of supply may be below the average costs. He suggests an
optimal, two-part tariff where one part is a usage price based on private marginal cost
and the other is a capacity charge that recovers any costs not covered in the usage charge.
Larger pipes have a capacity to carry more than proportional larger volumes of water,
because of lower turbulence and engineering scale economies. See Noll (2002).

A few urban systems do rely on multiple independent sources (Roth 1987, cited in Noll
2002).

Perhaps metering would not have made a difference since water customers behaved in
many ways that economists consider irrational and ill-informed. Water customers
objected to nominal rate increases even when marginal water rates stayed low, real rates
were below historic levels, average rates were below those of comparable cities, and per-
formance improved (see my description of the Buenos Aires water and sanitation con-
cession below). Elsewhere I have argued that a general and perhaps justified suspicion of
the rules of the game in utility privatization and politics more broadly may be responsi-
ble for this attitude (Shirley 2005b).

Private participation among underdeveloped countries varied by income: almost half of
the 72 middle-income underdeveloped countries in the sample had some private involve-
ment in their water sector compared to only 18 percent of the 55 low-income underde-
veloped countries (Estache and Goicoehea 2005).

Sanitation has never had the cachet of water, even though it too is crucial to preventing
disease. Connecting households to clean, piped water does not make children healthier
unless sanitation is also improved, from no facilities to pit latrines or from pit latrines to
flush toilets. Based on an epidemiological study of diarrhea prevalence, height for age,
weight for age, and weight for height scores of 5000 urban and 12,000 rural children aged
3-36 months in eight underdeveloped countries (Esrey 1996).

Cholera transmission in Lima in the mid-1990s has been attributed to undercooked fish
from ocean waters contaminated by the city’s sewage, as well as contaminated water
from tanker trucks and contaminated food sold by street vendors (US Government
1995).

The cost of desalination depends upon the type of technology used and whether the raw
water is brackish or seawater. The average cost of desalinating seawater by the so-called
MSF process fell from $9.00 per cubic meter in 1960 to about $0.90 in 2000 (Zhou and
Tol 2003).

Guasch finds that renegotiation in all sectors is largely instigated by the operators.
Further, contracts that are bid competitively are renegotiated more frequently than those
awarded through bilateral negotiation. Contracts that are awarded to the bidder who
offers the lowest tariff are renegotiated more frequently than those awarded to the bidder
who offers the highest transfer fee. Contracts that set prices based on a cap that is
increased according to inflation are renegotiated more frequently than contracts that set
prices based on rate of return. Contracts where the regulator is created after the conces-
sion agreement is signed are renegotiated more frequently than those where a regulatory
body existed before the contract is signed (Guasch 2004, 2006).

A new state-owned enterprise, Agua y Saneamientos Argentinos, S.A., was created and
took over the water system in March 2006. Although there had been some evidence of
deterioration in service (for example, complaints about service tripled and construction
of high-rise buildings had to be delayed), there is no way of knowing if this is due to the
transition or to more ingrained problems. The state announced a new investment plan,
but there is not enough evidence to know if expansion will continue.
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The information on Argentina draws on Alcazar et al. (2002), Alston and Gallo (2005),
de Ferranti et al. (2004), Gallo (2002).

These were: left (Communist and Socialist); center (Radical, Christian Democrat,
Agrarian Labor); and right (Conservative, Liberal, National) (see Scully 1995). (See
Haggard and McCubbins 2000, for a summary of the literature on the effects of open
versus closed lists on party politics.)

The president did not need to compromise with his/her coalition to govern, while his/her
coalition was not motivated to compromise by the prospect of the president’s re-election
(see Valenzuela 1994).

Similar to the situation described by North (1990, p. 90), the constitutional reform
limited the degrees of freedom of political entrepreneurs to bargain and still maintain
the loyalty of their constituent groups, setting the stage for a discontinuous change in
Chile’s institutions.

Pinochet’s strongest supporters were rural or upper class (Méndez 1990).

During this interval the company has an incentive to improve its efficiency because it will
reap any additional profits. Subsequently the regulator will capture these efficiency gains
for the consumer. (See, for example, Armstrong et al. 1994, chapter on water.)

More precisely, the composite price index is used to adjust the K factor that is multiplied
times the tariffs paid by individual consumer groups. When the concession was won with
a bid to reduce water rates by 26.9 percent, the K factor was set at 0.731.

Buenos Aires should be the cheaper supplier thanks to economies of scale. The cost of
raw water should not be very different.

The mayor of Buenos Aires was from the party in opposition to Menem and the gover-
nor of the province was Menem’s chief rival in his own party.

EMOS was still allowed to appeal decisions even though it was state owned, and EMOS
did appeal when it was under state ownership and the decisions were largely in its favor
(Shirley et al. 2002, p. 210).



7. The role of scholars and scholarship
in economic development

Institutional change ultimately depends on the decisions of a country’s citi-
zens and the individuals who govern them. Under ordinary circumstances
neither the general public nor their leaders favor radical change in their
society’s institutional framework. This is understandable since an institu-
tional framework provides the basic constructs for human interaction
(North 2005b). Radical change in such basic constructs would require not
merely changing the rules of the game, but what Shepsle described as
replacing one game form with another, transforming the current institu-
tional regime into something substantially different (Shepsle 2001). This
does not happen easily. As we saw in Chapter 3, a society’s institutional
framework is molded through a long history of ruling groups structuring
rules and promoting and enforcing norms that perpetuate their interests.
This explains why durable institutional frameworks are self-enforcing in
Greif’s sense — no one with the power to change them has an incentive to
do so. The ruling elites may be overthrown by non-elites, but the institu-
tional framework will endure as long as it serves to perpetuate the power of
the new ruling group as much as it did the old ones. The rhetoric and the
actors may change, but the rules and norms that limit access and competi-
tion do not.

It is not surprising that those who stand to lose if an institutional frame-
work is altered resist change and are usually powerful enough to prevent it.
It is more surprising that those who are not benefiting from the status quo
also resist change. As we saw in Chapter 2, institutional frameworks are
congruent with shared beliefs about how the world operates. Radical
change in institutional frameworks requires changing shared beliefs, values,
and practices, overturning society’s shared conceptual paradigm. Changing
shared systems of beliefs and assumptions is usually a wrenching process,
which helps explain why most people conform to the dominant paradigm.
Conformity is crucial to self-enforcing institutions. The expectations of
how others will act, how others expect us to act, and how others will react
if we do something unexpected have a powerful influence on human behav-
ior. In early societies myths, superstitions, and religion helped establish
order and conformity (North 2005b, p. 42). Myths, sagas, and legends also

139
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served to record and explain early societies’ agreed history, a shared view
of “what really happened” in the past (Huizinga 1960b, p. 41). Radical
institutional change is rare because it is not just a matter of simply declar-
ing new rules and establishing new organization forms, but of changing
beliefs and values inherited from the past (Greif 2006, pp. 210-11).

Conformity explains why rules and norms persist under unstable and
adverse circumstances. I recall walking through a square in Accra, Ghana,
in 1983 shortly after a massive devaluation. The economy was hitting rock
bottom; gasoline was rationed; and few goods and services were available.
When we went to one of the few restaurants still open and asked what soft
drinks they had, the waiter replied, “Boiled water and beer.” The economy
was in shambles, yet the square in Accra was filled with long, orderly queues
of women, babies on their backs and bundles on their heads, patiently
waiting hours for one of the few buses able to get fuel. This sight was a strik-
ing contrast to the chaotic, pushy mob that jockeyed to board buses during
snowstorms in Washington, DC. Clearly the norm to queue was powerful
in Ghana despite the shortage of buses with fuel — and of just about every-
thing else.

Despite the persistent, self-enforcing nature of institutional frameworks,
under the right circumstances changes do occur, changes that over time
transform societies. We understand very little about how societies’ shared
beliefs and institutions change. History suggests that when circumstances
are ripe, as they were in Europe in the seventeenth and eighteenth centuries
during the Enlightenment, ideas and learning are powerful forces for over-
coming the beliefs and norms that inhibit radical change in institutional
frameworks (North 2005b). A great deal has been written about how the
Enlightenment transformed thinking in Europe, but most of these descrip-
tions do not explore how such transformations might occur in other regions
at other times. There have also been few comparisons of similar intellectual
transformations in newly developed countries. In this chapter I have tried
to provide some preliminary insights into the puzzle of how shared beliefs
shift in ways that permit self-enforcing and persistent institutions to change
radically. My descriptions of the transformations in Enlightenment Europe
and in newly developed countries are highly abbreviated; I cannot do justice
to the rich literature on these topics in one chapter. My hypotheses about
intellectual change are preliminary; much further research is needed to
understand how ideas and scholars affect institutional change. I hope this
chapter will be a helpful starting point.

The next two sections examine the role of scholars and scholarship
during the Enlightenment in Europe and analyze the marketplace for ideas
today. The chapter then proposes hypotheses about how scholars influence
policies, beliefs, and institutions and applies them to six case studies. The
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cases focus on scholars who acted as intellectual entrepreneurs, promoting
a new set of assumptions about the way the world functions and designing
a program of policies that followed logically from this new economic
paradigm.

SCHOLARS AND THE EUROPEAN
ENLIGHTENMENT

The change in attitudes that we call the Enlightenment was a gradual
process whereby a fortuitous combination of circumstances and individu-
als fostered a new way of thinking. The Enlightenment spawned new ideas
that prompted new norms and rules and changed beliefs about the world,
the economy, and the state among the literate members of European soci-
eties. Before the Enlightenment scholarship in early medieval Europe was
dominated by the clergy, who were among the few persons able to read and
write. Medieval thought adhered strictly to doctrinal authority, viewing the
Church as “the living embodiment and organization of the immediate rev-
elation of God” (Huizinga 1960a, p. 269). As Huizinga describes it, “the
Middle Ages set a binding authority and authoritative norms for every-
thing intellectual” (ibid., p. 271). Cosmology and theology were “deeply
intertwined” and any views of the universe that questioned orthodoxy were
blasphemy (Mokyr 2006, p. 19). Medieval theology supported the domi-
nant social hierarchy and discouraged changes in the social or economic
status quo. Thus Catholic dogma warned against the pursuit of wealth
beyond one’s social order and opposed the development of capital markets
by treating money lending as improper or worse for Christians and charg-
ing interest or usury as unequivocally sinful (Muller 2002).

The Church’s iron grip on ideas was threatened in the fifteenth and six-
teenth centuries by the rise in trade and the growth of cities described in
Chapter 3, as well as the development of printing and an increase in lit-
eracy. Before the invention of the printing press in the mid-fifteenth
century, manuscripts were few and expensive, laboriously hand copied,
usually in monasteries. The spread of the printing press, the increasing use
of paper, and economies of scale in printing and paper production con-
tributed to a drastic fall in the price of books, by as much as 85 to 90
percent between 1455 and 1485 (Zanden 2004). Literacy was increasing
rapidly in the late Middle Ages; in Amsterdam, for example, literacy rose
from about one-third in 1500 to almost 50 percent by 1600 (ibid.,
Figure 7). Thanks to these two trends Western European per capita con-
sumption of books soared from the latter half of the fifteenth century to
the first half of the seventeenth century, growing from an annual average
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of only about 3.1 per thousand inhabitants to over 40 per thousand
(Buringh and Zanden 2006, p. 45, Table 3).!

Literacy was not the only factor eroding orthodoxy. The Protestant
Reformation in the early sixteenth century created competition in the realm
of beliefs, not just between Protestants and Catholics, but also between
sects, such as Lutheran, Calvinist, and Anglican. Make no mistake, the
early Protestant sects were at least as doctrinaire as Catholicism and as — if
not more — opposed to amassing wealth or charging interest. Nonetheless,
the clash of dogmas had an important effect on intellectuals. The competi-
tion between differing religions and sects for control of the state, and the
use of the military power of the state to repress opposing doctrines pro-
duced two centuries of religious civil wars. This prolonged and bloody vio-
lence prompted intellectuals to question the justification for using the state
as a tool to promote one dogma and brutally suppress all opponents (ibid.,
p. 24).

At the beginning of the sixteenth century, when university education was
still largely dominated by clergy teaching Catholic dogma to future priests,
a few curious minds began to question orthodoxy. For example, a group of
young scholars in Paris who called themselves philosophes shared a new way
of seeing the world that relied on empirical observation and included a
“sharp point of view on such topics as freedom of thought, social equality,
and religious toleration” (Huppert 1999, p. 3). They also developed their
own secular schools teaching students who were not destined for the clergy
to question authority. The philosophes translated the works of classical
authors into French so that students would not have to learn Latin to read
them, and new publishing houses made these and other texts more widely
available (ibid., pp. 76-81). The large number of colleges and publishing
houses established in the Latin Quarter of Paris created a “testing ground”
for new ideas (ibid., p. 24) and broke the stranglehold of orthodoxy over
the channels of knowledge transmission. Secular education gradually
spread throughout France as municipal authorities who wanted to emulate
“the style of Paris” supported a growing number of local colleges (ibid.).
Thanks to these free municipal colleges, exceptionally bright young men
were able to move out of poverty, to attend university, and even to end up
teaching others. For example, Pierre La Ramée went from a “charcoal
burner’s cottage in Picardy to a Royal Chair of Philosophy” in Paris (ibid.,
p. 37). Although increasingly repressed by alarmed clergy and crowned
heads, this sort of new critical reasoning and individualism spread among
the intelligentsia in Europe, laying fertile ground for the radical and innova-
tive ideas that emerged in the seventeenth and eighteenth centuries.

The expansion of trade, consumerism, urbanization, and wealth also
created a growing, literate middle class. A proliferation of coffee houses,
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reading clubs, salons, and Masonic lodges, combined with the rise in book
markets and journals, made it possible for new ideas to reach increasingly
larger numbers of people (Muller 2002). For example, social clubs for
stonemasons evolved into Masonic lodges that freely discussed science and
new ideas, held frequent elections, and “placed great emphasis on living by
laws and constitutions, on voting and oratory, and on charitable works”
(Jacob 2001, p. 21). These sorts of new social organizations chipped away
at the old social order, worldview, and dominant belief system. The new
urban commercial class in the sixteenth and seventeenth centuries was
“interested in increasing economic openness, monetary stability, more
secure property rights, enforceable contracts, a state that solved obvious
problems of coordination, and fiscal commitments that were subject to
consent” (Mokyr 2006, p. 32). Faith in reason and in scientific knowledge
based on empirical observation became their new conceptual paradigm.
Social organizations began to demand greater participation in politics.
Such groups created new channels for the spread of Enlightenment ideas;
indeed the Freemasons were even accused of having caused the French
Revolution, “a charge that grew out a deep conviction that the enlarged
public sphere had done irretrievable damage to the absolutist political
order” (Jacob, 2001, p. 22).

Political fragmentation in Europe was another important force in the
Enlightenment, because fragmentation allowed dissident opinions to
emerge and spread (Mokyr 2006). Mokyr describes how reactionary power
in Europe was divided into rival camps (Hapsburg, Bourbons, and Papacy),
as was Protestantism, while, within countries, universities, boroughs, and
guilds exercised their own sovereignty (ibid., p. 24). Without a single cen-
tralized government to defend the intellectual status quo, dissidents and
heretics could find havens in which to pursue their ideas and persuade pow-
erful individuals to protect them. Mokyr argues that in the seventeenth and
eighteenth centuries the intellectual community was less fragmented than
the political structures. Norms and rules emerged in the intellectual com-
munity that promoted competitive behavior among scholars, a market for
ideas in which acceptance of competing theories and evidence was based
on “logic, rigor, experimental evidence, and observation” (ibid., p. 21).
Simultaneously, the costs of diffusion of new ideas among scholars was
declining, not just because of cheaper printing, but also cheaper paper,
postal services, and cheaper personal transportation, along with the devel-
opment of schools and universities, academies, and scientific societies
(ibid., p. 30).

Important new discoveries about the world and the universe reinforced
Enlightenment ideals of tolerance for heterodox ideas and persuasion by
evidence. The discoveries of Columbus, Copernicus, Galileo, and others
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inspired intellectuals to analyze the properties of the world and the universe
objectively and empirically. For example, the observation that humans were
all one species led naturalists to conclude that humans are biologically the
same, giving a scientific basis to the proposition of social equality (Huppert
1999, p. 16).

Enlightenment thinkers created the intellectual arguments to justify and
explain the introduction of competitive markets and politics. They attacked
the institutions that promoted rent-seeking, such as barriers to trade and
entry and the special privileges and monopoly rights enjoyed by elite
groups and individuals (Mokyr 2006). Voltaire, for example, popularized a
number of ideas that proved to be fundamental to the logic of open access
markets and polities, such as “the pursuit of happiness, the expansion of
individual freedom, the rule of law, and the use of human reason modeled
on the methods of the natural sciences to challenge the nonrational claims
of religious faith” (Muller 2002, p. 22).

Adam Smith’s writings went even further in revolutionizing thinking
about the economy. At a time when classical and Christian teaching
regarded the pursuit of wealth as evil, Smith argued that pursuit of wealth
was inevitable and, through commerce, could be made beneficial. Smith
described the market economy as the best mechanism to improve people’s
lives, to allow most people to escape the moral degradation of poverty, to
liberate people from serfdom and service to aristocrats, to foster self-
control and industry, and to channel base desires into actions that benefited
society (ibid.). Smith explained the workings of the market to decision-
makers who had the power to enhance or destroy the developing capitalist
system. Moreover he described it so persuasively that, as Walter Bagehot
wrote on the centennial of the publication of the Wealth of Nations, it fas-
tened his ideas on the imagination; “he has put certain broad conclusions
into the minds of hard-headed men, which are all which they need know
and all which they for the most part will ever care for, and he has put those
conclusions there ineradicably” (quoted in Muller 2002, p. 83).

Smith and other Enlightenment thinkers helped transform attitudes
toward work and wealth (Porter 2000, p. 384), and these new attitudes
fed back into changes in consumption, production, and institutions. New
thinking also emerged about the role of the state, with John Locke and
others proposing a new form of political order in which the state’s power
would be divided, limited, and shared, and many religions would be toler-
ated. These new worldviews supported the new institutions that fostered the
industrial revolution in England.

As this very brief history suggests, a number of developments fortu-
itously combined to challenge the dominant views of the world during
the Enlightenment, including the rise of new scholarly attitudes towards
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learning and dogma, a growing understanding of market mechanisms, an
increase in wealth that spawned a growing middle class, the spread of ideas
through greater literacy and social clubs, the invention of the printing press
and the publishing house, political fragmentation, and the clash of reli-
gious dogmas. Religious wars eroded confidence in doctrines and systems
of thought that demanded slavish devotion to state-sponsored religions
and meek submission to existing social hierarchies. An emerging belief that
the universe could be understood through the use of reason and empirical
observation rather than through appeal to religious doctrine and authority
helped foster scientific discoveries, which in turn changed people’s under-
standing of the physical world. These same attitudes towards rationality
and religion were applied to human understanding more broadly, with a
new emphasis on tolerance and the search for truth through empirical
observation. Some scholars in this period played the role of intellectual
entrepreneurs, challenging existing dogmas, promoting new learning, and
explaining the economy and polity with a new analytical framework that
condemned the barriers to competition. Competition in ideas before a
much wider audience of opinion than had existed in the past spread these
new concepts among the literate members of European society. In a lengthy
and complex process, rulers, opinion leaders, and the growing literate
public began to change their views, allowing new policies and institutions
to be put in place, and laying the basis for modern, open access polities and
economies.

Why do such intellectual transformations not occur more frequently
today? A number of middle-income countries, such as those in Latin
America and Asia, have a large literate population, a growing middle class,
and exposure to new ideas through trade, travel, and the global media. Yet
the sort of intellectual ferment and search for objective knowledge that
occurred in Europe during the Enlightenment is far less common today.
The circumstances may not be ripe, as I describe in the case studies below,
but there are also factors within the intellectual community that may reduce
the supply of intellectual entrepreneurs. The next section of this chapter
considers possible explanations why the current marketplace for scholars
may not be encouraging iconoclastic scholarship in developing countries.

THE MARKETPLACE FOR SCHOLARS IN
DEVELOPED AND UNDERDEVELOPED
COUNTRIES

Scholars are not typically prone to challenge status quo paradigms within
their academic discipline. As described by Kuhn (1962), there is a strong
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tendency for scholarly ideas to become intellectual dogmas and for scholars
to adopt pedantic attitudes and jargon, behaving as a secular clergy preach-
ing received wisdom. In some countries iconoclastic scholarship is actively
prohibited, but even in modern democracies there are rules that direct
finance and fame to those whose research and teaching supports the status
quo, discouraging independently-minded scholars. Empirical research is
expensive, and scholars whose findings might seriously challenge agreed
wisdom are deterred if money and academic positions go only to those
whose views are in accord with orthodoxy or only to trivial and irrelevant
inquiries that pose little threat to dominant belief systems. Knowledge that
might threaten the status quo is also quarantined when mainstream confer-
ences and journals are controlled by proponents of status quo paradigms;
under these circumstances avenues for communicating nonconforming
research become marginalized.

Economics as a discipline may be less prone to challenging dominant
assumptions among policymakers because it is less policy-oriented than in
Adam Smith’s day. Many economists today do not aspire to make discov-
eries that might have a useful impact on public debate. Bruno Frey even
asserts that:

Economics has increasingly become the analysis of formal and self-defined
problems within a closed academic field. Economics tends not to be used in
order to meet the challenges posed by reality, but to engage in an academic dis-
course following accepted intellectual standards. No contribution to economic
policy is intended . . . the social influence of economics is neither seen nor con-
sidered to be relevant. (Frey 2000, p. 17)

While Frey may overstate the case, economics’ focus on techniques such
as cross-country growth regressions yields few discoveries specific enough
to interest local decision-makers or to inform their actions. Neoclassically
trained economists also tend to ignore or dismiss the institutions and
beliefs that constrain their own and their fellow citizens’ behavior, making
their analyses less relevant to many policy discussions.

Not all economists fit this mold, and economic ideas still produce pow-
erful policy changes, as we can see with the example of the impact of eco-
nomic research on US regulatory policy over the last 50 years.2 As Roger
Noll has pointed out, economists’ research and advice on public policy
helped propel major changes in US regulatory policies and institutions
(Noll 2006). For example, a large economics literature called for deregula-
tion of competitive markets, which subsequently occurred in the 1980s.
Winston (1993) has documented huge cost savings from deregulation of
sectors such as transport and telecommunications. A more specific example
of the influence of scholarly work is the seminal 1959 article on the Federal
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Communications Commission in which Ronald Coase argued that defining
property rights and making them easily tradeable would likely be more
efficient than government allocation of rights to the radio spectrum. He
also argued that this would eliminate what amounted to government inter-
ference in freedom of the press (Coase 1959). Coase specifically proposed
that rights to the radio spectrum be auctioned off, and this eventually began
to happen in the US in 1993.

Developed countries have advantages over underdeveloped countries in
generating new knowledge. First, they have more mechanisms to foster
scholarly research and discovery than poorer countries. There are also
more funds available for research and a sizeable share of those funds are
allocated through competitions, so that scholars in large numbers of uni-
versities and research institutes can vie for funds from many different public
and private sources. Scholars get first-hand knowledge of real-world prior-
ities when they are asked to serve on government councils and on private
sector boards, to testify before legislatures and courts, and to contribute to
popular media. The ideological leanings of the funding source can bias
researchers and distort their findings, but this tendency is partly offset by
other incentives inherent in the process. In particular, the openness of the
process creates the possibility that biases will be revealed when researchers
present their results for challenge by peer reviewers in conferences and at
journals, or when they make their data available for others to replicate or
reverse their results. Second, research findings are more widely dissemi-
nated in wealthier countries: economists in universities and institutes are
encouraged to present their findings at scholarly conferences and publish
their results in one of the many peer-reviewed journals. The competitive-
ness of the process and the large numbers of scholars vying for recognition
creates the possibility that mainstream paradigms will be increasingly chal-
lenged by revolutionary, heterodox thinkers, similar to the process that
Kuhn (1962 [1996], p. 144) described for the hard sciences:

Any new interpretation of nature, whether a discovery or a theory, emerges first
in the mind of one or a few individuals. It is they who first learn to see science
and the world differently, and their ability to make the transition is facilitated by
two circumstances that are not common to most other members of their profes-
sion. Invariably their attention has been intensely concentrated upon the crisis-
provoking problems; usually in addition, they are men so young or so new to the
crisis-ridden field that practice has committed them less deeply than most of their
contemporaries to the world view and rules determined by the old paradigm.

Moreover, the internet has reduced the cost of entry for new researchers
and increased the circulation of working papers, making challenges to
dominant paradigms faster and more transparent — and more chaotic.
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In most underdeveloped countries the hurdles to scholarly ideas are
higher and the market less competitive. Universities are few and under-
funded. Professors are not paid a living wage and often hold several full-
time teaching jobs. Money for research is scarce and allocated in an
uncompetitive fashion.? Most insidiously, research funding is largely dom-
inated by foreign donors who determine the research questions, decide the
design and management of the research, and hire the best researchers to
work for them as staff or consultants. Many research institutes are equiva-
lent to consulting firms, bidding on research projects designed and moni-
tored by government or donors. Although researchers in developed
countries are also sometimes captured as consultants to governments or
other funding sources, there are more scholars in wealthier countries and
they have many more opportunities to fund their own, independently-
designed research projects, opportunities that are largely absent in poorer
countries.

Scholars living in poor countries who challenge the dominant main-
stream paradigm are often repressed and discouraged; many depart. It is
obvious that objective scientific inquiry cannot flourish in oppressive dic-
tatorships or countries ruled by ideological or religious fanatics. It is less
obvious when ideas that challenge the dominant viewpoint and assump-
tions are subtly suppressed in nominally democratic societies. I am not
referring here to rebellious thinkers writing vitriolic polemics against the
government who are easily identified, isolated, and ignored by the ruling
groups. I refer instead to well-trained scholars doing serious empirical
research whose findings could fuel a debate about basic concepts and
assumptions within the elite and among the wider public. The internet has
made this suppression more difficult, but access to computers in many
underdeveloped countries is still so limited or internet communication so
censored that ideas communicated on the internet have less chance of
affecting public debate or even the policy dialogue among ruling elites. I am
not suggesting that subtle suppression of heterodox views does not also
occur in wealthy countries; as I described above, it does. The difference is
one of degree. Because there are more channels for funding, more avenues
for dissemination, and more university positions, iconoclasts are not so
easily stifled or discouraged in richer countries. Thanks to sheer numbers
they are less isolated and more able to form a critical mass of like-minded
peers to support organizations, conferences, and journals or newsletters.

Scholars in poorer countries may also be isolated because they work in
universities or research institutes suffering from systemic problems that
have nothing to do with the suppression of unpopular ideas. In countries
dominated by patronage systems and mismanagement, the organizations
responsible for higher education and research often fall victim to the same
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corrupt and inefficient practices. Powerful academics and heads of research
organizations reward loyalty over merit, hoard funds for their own use, and
waste scarce resources in inefficient activities. Younger scholars and new
ideas are stifled by a feudal system of selection and reward with no clear
standards by which performance is judged. State-run universities are often
starved for cash and overcrowded with students. Merit-based competition
between universities or scholars may be minimal if it is allowed at all. These
conditions help explain why a recent draft report for the Ford Foundation
on the activities of private foundations supporting higher education in
Russia found that merit-based assistance to individual scholars and net-
works accomplished a lot, while costly institutional support to universities
and research institutes was largely wasted (Kotkin 2007). Again, similar
problems arise in wealthy countries, but the larger size of the scholarly com-
munity and the larger number of funding sources and career prospects
provide iconoclastic scholars with more options.

Many of the financial and career challenges faced by scholars in poor
countries are similar to those confronting Enlightenment scholars, but
there are several significant differences. In many poor countries the most
serious threat to local scholarship is brain-drain. When Enlightenment
scholars fled to different world capitals, they remained in the European
intellectual community. Scholars in developing countries today are a prime
recruitment target for aid agencies and consulting firms in an increasingly
global market for knowledge skills. Many study abroad and top foreign stu-
dents in Western universities often do not return to their home countries.
This may not matter if they continue doing research that is relevant to their
country’s economic problems and their findings are communicated and
influential in their home countries. But often they switch to other, less rel-
evant topics, leave research entirely, or lose influence over local debates
because they are outside their own country. Another difference from
Enlightenment Europe is the influence of foreign aid funding, which
encourages local researchers to adopt donor orthodoxy and to adhere to
outsiders’ priorities.

These adverse circumstances are not the only reasons why scholarship
may be uninfluential. Fault also lies with scholars themselves. Some
researchers are poor communicators who refuse to use accessible language
or popular modes of communication or to explore the policy relevance of
their findings. Some researchers prefer abstract analyses of esoteric topics
to toiling over data in order to answer more mundane but more pressing
questions. Some researchers disdain their knowledge of local institutions
and prefer to apply conventional wisdom and sophisticated methodologies,
however inappropriate. Researchers such as these are found in both devel-
oped and underdeveloped countries, but researchers’ preferences matter
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less in wealthy countries where there are large numbers of scholars. Within
a large scholarly community there will likely be some researchers who
prefer to address the most immediate problems, to translate and popular-
ize the otherwise inaccessible discoveries of their colleagues, or to interpret
and apply esoteric findings to real-world issues. In poor countries with
small numbers of scholars, researchers’ preferences for jargon, abstraction,
and irrelevancies can preclude scholars from having much influence.

Age also matters. As Kuhn (1962 [1996]) asserted, younger scholars tend
to be more open-minded and have less of a stake in status quo institutions.
But they are also susceptible to peer pressures and the weighty authority of
their academic advisers. These pressures prompt some young researchers to
adopt inappropriate or irrelevant models and ignore contradictory evi-
dence. Young researchers in poorer countries are especially vulnerable to
conformist pressures since they are often more isolated, with less feedback
and fewer opportunities for scholarly discourse with those who would chal-
lenge their assumptions than their peers in wealthy countries.

Even scholars making relevant new discoveries and writing their conclu-
sions clearly and persuasively will still have little impact on decision-makers
if the circumstances that favor new ideas, new policies, and institutional
change do not exist. The next section develops some hypotheses about
when scholars have an influence.

WHEN DO SCHOLARS INFLUENCE CHANGE IN
POLICIES, PARADIGMS, AND INSTITUTIONS? SOME
HYPOTHESES*

In this section, which is based on joint work with Jessica Soto, I argue that
change in deeply-rooted institutions and beliefs begins with a series of
policy reforms explained and supported by a new set of assumptions about
the way the economy functions — a new economic paradigm. Cognitive par-
adigms have been described by Campbell as “taken-for-granted descrip-
tions, and theoretical analyses that specify cause and effect relationships,
that reside in the background of policy debates and limit the range of alter-
natives policy makers are likely to perceive as useful” (Campbell 2002,
p. 22). The process of changing the economic paradigm begins with a felt
need for reform among those powerful enough to enact new policies and to
change institutions. Their desire for change may be triggered by an exter-
nal threat such as foreign competition for trade or military dominance, or
by economic upheavals such as hyperinflation or abrupt economic decline,
problems that are not remedied by status quo policies and institutions. This
situation creates the potential for radical change in economic paradigms
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even though elite actors may only be seeking to change policies in the first
instance.

A threat or shock does not mean that interest group politics can be
ignored. Not all powerful elites will be ready to change their assumptions
in response to threats or crises. Some will oppose any change in policies or
paradigms, no matter how dysfunctional, if such a change would threaten
their power base. Meaningful change is only feasible, therefore, when
those with the power to effect change are in a position to ignore, overpower,
or buy out those who oppose them. Such an opportunity could arise
because the usual power relationships have been undermined by crisis, or
weakened or overturned through a political change such as a revolution,
coup, or election.

Even if opposition can be overcome, an external threat or economic
shock only creates an opening for change; change is not inevitable. The elite
must first accept the new policy program and its corresponding rationale,
its paradigm. Hall (1993) argues that new ideas influence policy when they
are persuasive enough to offer an alternative to the worldview or paradigm
of those in a position to provoke change. This alternative paradigm must
be seen as relevant to the perceived problem, different from previous failed
models, and internally coherent. Significant changes in policies may be
more likely when there is a role model to emulate that provides evidence
that the new policy program will work. A role model is not sufficient,
however. The economic paradigm and its broader ramifications must also
be accepted. There are many failed attempts to emulate a role model’s poli-
cies and laws without adopting the necessary supportive institutions. For
example, Keefer and Stasavage (2003) find that efforts to create monetary
stability by mandating the independence of the central bank largely fail
without effective institutions to check the discretion of political actors.

North et al. (forthcoming) suggest a further set of “doorstep” conditions
that must be present for scholars to influence change towards more open
access economies and polities. More mature natural states, such as those in
Latin America, have civilian control over the military, a greater array of
complex organizations in civil society, business, and the state, and some
property rights for non-elites. Elites in such states are more prepared to
accept and more able to implement reforms without provoking disorder and
instability. In fragile limited access states, in much of Sub-Saharan Africa
for example, the structure of society is not conducive to change, and reforms
promoting greater openness are likely to cause dominant elites to respond
with violence, repression, or other unanticipated consequences. In North
et al.’s view, the most that reformers in fragile states can expect to accom-
plish is to stabilize the state, promote civilian control over military force, and
foster more complex organizations and expanded property rights.
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A new paradigm is more likely to be accepted when it is advocated by
individuals who are perceived to be credible experts. Haas (1992) suggests
that experts gain credibility when their ideas are shared by a community of
recognized fellow experts who are seen as professionals with similar nor-
mative and causal beliefs and similar criteria for evaluating the validity of
knowledge in their area of expertise. Lupia and McCubbins (1998) have
shown through experiments that those receiving new information will trust
the information when the proponent is viewed as knowledgeable and seen
as either having the best interests of the audience at heart or as operating
in an institutional context that creates incentives to be truthful. People see
advocates as motivated to be truthful when lying would be costly to the pro-
ponent, because truth can be verified and lies can be punished. People are
also more likely to believe proponents who are observed to exert costly
effort by, for example, spending money and time to show that their ideas
will work (ibid.).

Proponents of new ideas will be more effective at changing a society’s
economic paradigm if they understand the constraints and opportunities
created by shared assumptions and inherited institutional frameworks.
Shared beliefs and institutional frameworks differ vastly in different soci-
eties, giving experts with local knowledge a strong advantage. Experts will
also be more persuasive if they present the argument for change as part of
an empirical analysis of current economic and institutional problems.
Enlightenment thinkers such as Smith were not only influential because
their arguments were erudite and persuasively written, they were also
influential because their ideas were useful for tackling current problems,
and, as Mokyr (2006) points out, congenial to some interests.

Local experts also must have channels — books, TV, conferences, conver-
sations — to communicate their shared vision to decision-makers and the
public. Outside experts, such as aid agency staff, foreign consultants, and
other foreign advisers often have the channels without the local knowledge,
while local scholars often have the knowledge without the access.

In our conceptual framework we are focusing on one kind of expert,
scholars, particularly economists. Although scholars share beliefs and
mental models with the rest of the population in their own country, they
tend to have more exposure to new or contradictory ideas because they have
been educated overseas, attend conferences outside their own country, or
engage in debates or collaborations with foreign researchers. Economics
training prepares scholars to develop coherent models to explain their
observations of regularities and anomalies, to use accepted methodologies
to test theory against evidence, and to follow coherent assumptions in
imagining change and predicting its effects. We might also expect, as Kuhn
suggests, that advocates for change are more likely to be younger scholars
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(Kuhn 1962). Younger scholars typically have fewer stakes in status quo
institutions and are in the process of forming peer groups with like-minded
colleagues.

So far we have focused on what it takes for experts to convince the elite
to accept a new economic vision and overcome elite opposition to change,
but North (2005b) argues that for sustained institutional change, new ideas
must eventually gain the confidence of a broader public, to the point of
changing their beliefs about the world. As Greif (2005, p. 210) puts it, new
ideas must alter what people believe and “what people believe others
believe.” Repressive dictatorships may be able to alter the official ideology
by fiat and require conformity with the new worldview, but if public senti-
ments do not change, then reforms will not endure over the long run even
in dictatorships. Indeed, as we will see later, an important force for change
in dictatorships such as China today or South Korea under Chun Doo
Hwan was the fear of public backlash if the failed status quo policies and
paradigm were allowed to continue.

The sociological literature argues that public acceptance of new ideas is
more likely when the political leaders advocating change are prestigious,
the proposed changes are the leaders’ consensus view, and the leaders
command high levels of media attention (see Strang and Soule 1998, for a
review). Such leaders have been credited with promoting rapid institutional
change in Eastern Europe (for example, Murrell 2005). Empirical evidence
on diffusion is thin and many important questions have yet to be answered,
including how the process of diffusion occurs, how to measure changes in
deeply-rooted beliefs as opposed to changes in ephemeral opinions, and
what proportion of the public needs to accept the new paradigm for change
to be sustained.

Change begins when, in response to an external threat or economic
shock, the ruling elites introduce a new policy program proposed by a
group of expert scholars and justify reform in the language of the new par-
adigm. If the ruling group views the outcomes from these early changes as
largely positive, they may enact additional, more fundamental reforms,
including changing rules and permitting new forms of organizations to
enter. This is where the process often stalls, however. The crisis that created
the impetus for change has been resolved by the new policies. Inflation (or
some other problem) has been curbed and growth has resumed: why go
further? The new economic paradigm promises continued stability and
even higher rates of growth, but the risks for the ruling groups of fully
implementing the new paradigm are becoming increasingly evident.
(Indonesia is an example of this; see the next section.)

In rare cases, elites may continue to enact changes even after the crisis
abates, including changes in fundamental institutions. Beneficiaries of the
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new policies have a stake in promoting further institutional changes and pre-
venting back-sliding, and begin to demand not just economic power but
political power. Often the new policies expand the middle class, who become
a lobby against elite privilege and oppose the institutions that support
rent-seeking. New policies and institutions also create opportunities for
beneficiaries to form new organizations that further increase their influence.
I describe this process in detail for six case study countries in the next section.
I can summarize these hypotheses as follows:

1.  Change is seen as necessary: those who have the power to make radical
changes (a) face serious threats or economic shocks, and (b) perceive
that previous reforms failed to solve these problems; and,

2. There is a viable alternative: an alternative economic vision exists that
is internally coherent and different from previous failures; and,

3. There is a role model: the alternative vision is supported by a role
model, that is, some applicable experience elsewhere; and,

4. The alternative is the consensus of a group of experts: the alternative
vision is the consensus proposal of a group perceived as experts by
those who have the power to make radical changes and seen as trust-
worthy because the proponents are believed to be:

(a) disinterested,

(b) motivated to be truthful, and

(¢) knowledgeable about the constraints and opportunities provided
by local history and local institutions; and,

5. The alternative is known by the elite: the expert group has channels to
make their alternative vision known to those with the power to effect
change; and,

6. The alternative is feasible: those in a position to effect change have the
ability to co-opt, compensate, or coerce interest groups who might
oppose radical changes; and,

7. The alternative is diffused: expert proponents and political leaders have
the prestige, persuasive power, and media access to diffuse the new
vision to those interest groups whose beliefs need to change for the new
institutions to become self-enforcing; and,

8. Early outcomes are successful and create beneficiaries who support
further change: early attempts to enact the new policies and institutions
proposed by the experts are successful in eliminating or reducing the
economic problem and create beneficiaries who organize to prevent
retreat and to promote further change.

We hypothesized that these circumstances make it more likely that
the process of change in policies and paradigms will cause changes in
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Figure 7.1  Policies, paradigms, and institutional change

institutional frameworks. This process is presented graphically in Figure 7.1.
The next section compares these hypotheses with the experience of selected
underdeveloped countries.

WHEN DO SCHOLARS INFLUENCE CHANGE IN

POLICIES, PARADIGMS, AND INSTITUTIONS? CASE
STUDIES

This section compares the roles scholars played in six underdeveloped
countries based on the hypotheses summarized above; the cases are sum-
marized in Table 7.1 at the end of the chapter. It is impossible in this brief
chapter to do justice to the complex histories of these six countries. Instead
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I focus the discussion on those few components that are relevant to the
earlier hypotheses, and look for patterns or regularities that support or
refute them. Much more detailed analysis will be needed to test these
hypotheses against full case studies.

The sample of cases is not random. It represents cases of development
success (Taiwan, South Korea), rapid economic growth and political tran-
sition (Chile, China), and counterfactual cases where scholars had
influence but reforms were not sustained (Argentina) or where scholars’
influence was circumscribed (Indonesia). Taiwan and, to a lesser extent,
South Korea have become politically and economically open access soci-
eties in North et al.’s terms (forthcoming), while Chile has become increas-
ingly open access politically in line with its open access economy. The
fourth case, China, is out of equilibrium with an increasingly open access
economy and a closed access political system. Argentina is an example of
how a nominally open access society has not been able to sustain reform
despite highly influential scholars. It is a counterfactual case that seemed to
meet all the requirements for development yet failed to sustain reforms.
Indonesia is a second counterfactual case. Despite some scholarly influence
and two decades of growth, the Indonesian economy imploded and the
economy and polity are largely closed to non-elites.

The sample focuses on countries that pursued market-oriented para-
digms, although with many local adaptations. Scholars have sometimes
influenced countries to pursue a different route, of course. In India, for
example, the dominant intellectual elites largely rejected free markets
and global liberalization (Cameron and Ndhlovu 2001; Mukherji 2002;
Tendulkar and Bhavani 2005). A long and influential tradition of Indian
scholarship stresses economic interdependence, social values, the beneficial
role of government, and the importance of uniquely “Indian solutions” to
economic problems. The experiences of China and other rapidly growing
East Asian economies have been characterized by such scholars as not espe-
cially relevant to India. Although some prominent Indian economists do
favor deregulating markets and liberalizing trade (for example, Jagdish
Bhagwati, Deepak Lal, T.N. Srinivasan), many of them are outside India
and until recently their views have not represented mainstream thinking in
the Indian academy. Some attribute the slow pace of Indian economic lib-
eralization to this deep-seated intellectual opposition (see, for example,
Mukherji 2002). In the mid-1980s an increasing number of scholars began
to favor reforms that had been proposed by Bhagwati and others in the mid-
1960s (Khatkhate 1994). The gradual deregulation and increased openness
introduced after Prime Minister P.V. Narashimha Rao came to power in
1991 was partly a response to these increasing intellectual arguments for
deregulation, but also a response to public sentiment that increasingly
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favored reform, and to concerns over India’s marginalization in world eco-
nomic affairs (Bhagwati 1993).

The sample excludes cases from Central Europe, despite recent develop-
ment successes in the Czech Republic, Estonia, Hungary, Slovenia, and
Slovakia. Confounding factors make these countries sui generis. The domi-
nant paradigm, communism, was not part of shared beliefs in most of these
societies. Arguably, communism was viewed by the public and many elites as
a foreign ideology imposed and sustained by outside force and outside
financial incentives. Scholars in Central Europe labored to keep the memory
of their past economic system alive and teach it to subsequent generations.
For example, the Vice Dean of the Prague Higher School of Economics,
Helena Kotrbova, told me in May 1990 that the economics faculty
had secretly circulated photocopies of Western economics texts, such as
Samuelson’s Economics, for that very reason.’ Thus, Central European schol-
ars proposing a return to a market economy were able to use powerful nation-
alistic and historic arguments that seem to be irrelevant to other regions.

The case studies focus on periods when there was a bright-line turning
point in the official policy program. The goal is to learn why some policy
changes culminated in sustained changes in institutions, while others did
not, and what role scholars played in winning acceptance of a new eco-
nomic paradigm. Although much further research and additional cases are
needed to refine and test our premises, several regularities are evident in
Table 7.1 (at the end of the chapter) that support some of the earlier
hypotheses about the circumstances that allow scholars to influence
economic institutions.

Change is Seen as Necessary

In all of the cases economic shocks or external threats, often combined with
political changes, created the opening for new policy ideas. Previous efforts
to solve economic problems had failed and the ruling elites were searching
for new ideas. Four of the countries, Argentina, Chile, Indonesia (Phase I),
and South Korea faced a crisis.

The first crisis case was a democracy, Argentina. When Carlos Menem
was elected president in 1989, inflation had reached the astronomical
annual rate of almost 5000 percent and the economy was in recession. Even
before Menem took office he had become convinced of the need for change
(Stokes 2001) and, as we saw in Chapter 6, once clected he adopted a
program of reform very different from his populist campaign. Menem
devalued, privatized key enterprises, and introduced an austerity program,
yet inflation persisted and began to accelerate in 1989. The continued crisis
set the stage for further reforms.



158 Institutions and development

The other three countries where crises created opportunities for change
were military dictatorships. In Chile, Indonesia I, and South Korea a mili-
tary dictatorship had taken power in a coup and proved unable to curb
inflation or maintain growth. In Chile, President Salvador Allende’s gov-
ernment had pursued a socialist program of nationalization and agrarian
reform, imposed wage increases and price controls, and frozen prices on
public services. By 1973 inflation had soared to an annual rate of 500
percent, the fiscal deficit had climbed to 25 percent of GDP, and Chile had
depleted its international reserves (Bosworth et al. 1994, pp. 4-5). As
described in Chapter 6, the military deposed Allende in a bloody coup in
1973 and installed a junta headed by General Augusto Pinochet. Initially
the economic team was composed of military officials and technocrats
associated with the Christian Democratic and National parties who
pursued a moderate program of reforms. When oil prices rose sharply and
Chile’s export earnings fell in 1975, the military government began looking
for new solutions.

In Indonesia, when Suharto took over in a 1966 military coup the
economy was in a “shambles” (Kuncoro and Resosudarmo 2005, p. 1).
Inflation had accelerated to an annual rate of 600 percent, and production
and trade were stagnant. Suharto wanted to win public support by restor-
ing growth and curbing inflation. Reforms abated when the crisis abated,
setting the stage for a later phase of reforms in 1980 (Indonesia II) when oil
revenues fell and Suharto was again amenable to following scholars’ advice.

Although South Korea’s economic stagnation in 1980 was far less severe
than the declines in Chile or Indonesia, it was a shock compared to South
Korea’s past economic performance. The previous autocrat, President Park
Chung Hee, had promoted large investments in heavy and chemical indus-
tries financed by directed credit from state-owned banks; Park’s govern-
ment also gave monopoly privileges and subsidies to large conglomerates
known as chaebol. These economic policies contributed to rising shortages
of skilled labor, an increase in inflation to an annual rate of 26 percent (con-
sidered high in comparison to past inflation in South Korea), and a fall in
the rate of growth from 10 percent a year to 2 percent (Haggard and Moon
1990, pp. 217-18). South Korea’s economic stagnation coincided with a
new and unpopular dictator, General Chun Doo Hwan, who took power
in 1980 after the 1979 assassination of Park. Chun was unpopular because
of his brutal suppression of a civil uprising in Kwangju in May 1980 (Kim,
Yoon-Hyung 1994), and he was eager to restore growth and stability in the
hopes of increasing his government’s legitimacy and quieting the democ-
ratization movement.

There was not a crisis in China but economic problems were accumulat-
ing. The post-Mao leaders of the Communist Party were convinced that
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accelerated economic development was essential to maintaining the Party’s
power (Qian and Wu 2003). China had experienced a series of economic
successes, but by 1992 tensions between the degree of central planning and
the decentralized economy were increasingly evident. At the same time the
debts of state enterprises continued to spiral upward. Although the special
enterprise zones were doing well, China’s township and village enterprises
(TVESs), which had been highly successful engines of growth, were begin-
ning to have problems in China’s increasingly competitive product and
factor markets. Rising inflation, rampant corruption among government
officials, the collapse of the Soviet Union, and the rapid development of
Japan and the East Asian tigers further spurred China’s leaders to recon-
sider the centrally planned economy.® Deng Xiaoping famously made an
inspection tour of the south in 1992, visiting the special economic zones,
and asking “regardless of whether you call it capitalism or socialism, does
it raise productivity?” (quoted in Brahm 2002, p. 13).

Taiwan faced moderate economic problems, but important external
threats. In the 1950s and 1960s the ruling elite in Taiwan were members of
the Kuomintang or KMT who had followed Chiang Kai-shek from main-
land China to the island after their defeat by the Communists. Initially
Taiwan grew rapidly, spurred by heavy state investment and ownership,
policies that were financed in large part by US foreign aid. By the mid-
1950s, however, growth was slowing, inflation was rising, and the US was
pressuring the country to reduce its dependence on aid. President Chiang
Kai-shek also wanted to reduce Taiwan’s aid dependency and curb the
influence of US advisers (Haggard and Pang 1994; Wu 2005). This created
the conditions for the first round of reforms in 1958-91 (Taiwan I). In the
1980s a second phase of reforms (Taiwan II) was also triggered by external
threats, including the rapid growth and widening recognition of China,
Taiwan’s growing isolation, continued military threats from China, pres-
sures from the US to reduce its trade deficit with Taiwan, and Taiwan’s
desire to join the WTO. The second phase was also spurred by internal chal-
lenges to elite dominance. The island’s expanding private business sector
and its native Taiwanese population were demanding more freedoms, both
economic freedom, demanded by business people who wanted to invest in
China and elsewhere, and political freedom, demanded by the democrati-
zation movement.

There is a Viable Alternative and Role Model
In all of the cases a group of local scholars advocated an economic para-

digm different from previous economic models. The economic policies pro-
moted by these scholars generally called for deregulation, lower barriers to
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trade, less government intervention, more fiscal discipline and tax reform,
and some privatization of state-owned business. These policies were
justified by an underlying economic paradigm that assumed that market
forces combined with more credible protection of private property rights
and freer trade — or at least with an orientation towards export promotion
rather than import substitution — would generate faster growth, more
employment, and greater efficiency. In each case the scholars proposed
changes that were adapted to their country’s local history and circum-
stances, taking existing policies and institutions as their starting point.
With the possible exception of Chile, the scholars were not advocating
broad, abstract blueprints, such as the Washington Consensus, but hetero-
dox packages of policies based on empirical analysis of their economy’s
specific circumstances. As I mentioned earlier the elites did not necessarily
subscribe to all of the scholars’ assumptions at the outset, but they found
it convenient to adopt the new policies and rhetoric.

The cases provide less support for our hypothesis that reform is more
likely when there is a role model. Chile did not have an obvious contempo-
raneous role model, although clearly the US had a significant impact on the
thinking of Chile’s US-educated scholars. Chile did become something
of a model for Argentina. Indonesia, South Korea and Taiwan were
influenced by the US, although it is not clear that they saw the US as a role
model. Although too small to be models, the “four little tigers” were
influential in China’s views about the desirability of markets.

The Alternative is the Consensus of Perceived Experts

In most of our cases the scholars advocating change formed an identifiable
team. Who were these scholars? In Argentina, the “Cavallo Boys” were part
of Domingo Cavallo’s think tank: “young, highly trained and internation-
ally trained. Loyalty to anti-statist ideas was a requirement for recruit-
ment” (Corrales 1997b, p. 56). Cavallo (1984) had written a widely-read
book, Volver a Crecer (Return to Growth), laying out his economic ideas in
1984, and had personally delivered a copy to Menem’s predecessor,
President Raul Alfonsin (Corrales 1997b). He was a personal friend of
Menem, and Menem was familiar with his ideas before he was elected.

In Chile the “Chicago Boys” had PhDs in economics from the University
of Chicago and other US universities, and were advocating the free-market
views of Milton Friedman as early as 1970, although they gained power
only in 1975 under the Pinochet military dictatorship. When a member of
the Chicago Boys asked one of the generals why they had taken the advice
of the free-market economists the general replied, “Because you agreed
with each other and gave us simple answers to our questions” (Pinera 1994,
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p. 225). The Chicago Boys proposed to liberalize markets, promote free
trade, encourage private initiative, sell public enterprises, shrink the gov-
ernment bureaucracy, and reduce political discretion over economic deci-
sions (Silva 1992). They had both influence and power. One source
identifies 26 economists who supported the Chicago approach and served
in important government positions during the military government, includ-
ing six ministers of finance, specifically Sergio de Castro, Sergio de la
Cuadra, Rolf Liders, Carlos Caceres, Jorge Cauas, and Hernan Biichi
(Délano and Traslavifia 1989, pp. 32-6 cited in ibid., p. 3).7

China had a large cadre of young Chinese scholars who had been edu-
cated in universities abroad and returned to China to staff the universities
and the bureaucracy. Sending scholars to study abroad and bring back
“fresh knowledge” was a practice used by the Qing Dynasty in the nine-
teenth century (Antal and Wang 2003). Deng Xiaoping adopted a “strat-
egy of strengthening China through human capital”in 1978 and by the end
of 2003 a total of 700,200 Chinese nationals had studied abroad and some
172,800 of them had returned (Li 2004, p. 2). Since 1988 China has also
had a policy of establishing world-class universities. This was combined
with intentional policies to increase turnover in mid-level and top posi-
tions in the provincial governments, including age limits on some positions
(Li2002), allowing younger people to rise to positions of power. What the
Chinese call “western economics” replaced Soviet style economics in edu-
cation and research over the course of the 1980s (Qian and Wu 2003). The
intellectual roots of the decision to build market socialism in 1992 dates
back to debates in the 1980s among economists over the virtues of an inte-
grated approach to establishing a market system. These ideas, advocated
by the “integrated reform” school (Wu et al. 1988, cited in Qian and Wu
2003), were rejected in the 1980s but had an impact in 1992 (Qian and Wu
2003). Cai cites a number of publications in which Chinese economists
“ruthlessly criticized the traditional economic system, expounding the
necessity of reform” and analyzing the problems of current reforms based
on their empirical research (Cai 1998, pp. 4-5). He argues that economists
were not involved in the initial “bottom up” reforms in agriculture or the
initial efforts to reform SOEs, but were influential in the design of the
special economic zones along the coast and the issue of plan versus
market.

It was through the efforts of economists after Deng Xiaoping’s inspection to the
southern cities of China and a series of talks in the early 1992 [sic] that a reform
target of socialist market economy in China was explicitly adopted at the 14th
session of the Communist Party of China National Congress held in 1992 . . .
since the 1980s economists have participated in the formulation and drafting of
all important documents, regulations, and programs concerning the economic
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reform and the economic development issued by the Party and the government.
(ibid., p. 10)

Once the idea of market socialism became the ideology, it was imple-
mented by Premier Zhu Rongji, who had connections to Tsinghua
University and was especially influenced by Zhou Xiaochuan, whose PhD
was from Tsinghua, as well as by Li Jiange, and Lou Jiwei, Wu Jinglian
from the Chinese Academy of Social Science, and Wang Qishan (a gradu-
ate of Northwestern University) (Brahm 2002, pp. 19, 164).

The “Berkeley Mafia” in Indonesia were largely students at the Faculty
of Economics at the University of Indonesia who went on to get PhDs from
the University of California at Berkeley and other US universities. The
Berkeley Mafia, particularly Widjojo Nitisasro, impressed Suharto at a
seminar in August 1966, and that led to their appointment as a “Team of
Experts” in economics and finance (Ford Foundation 2003). They advo-
cated free trade, limited state intervention in the economy, and conserva-
tive fiscal and monetary policies. This group had considerable longevity
and some (Widjojo Nitisasro and Ali Wardhana) were key advisers in both
phases I and II of reform.

In South Korea, Kim Jae Ik, who had a PhD from Stanford, became the
chief economic adviser to President Chun, and he and like-minded col-
leagues prepared a set of reforms in macroeconomic policy (Lee 2005).
Other influential economists (who also had PhDs from US universities)
were academics, Park Yong Chul and Sakong Il, and EPB bureaucrats,
Kang Kyong Shik, Kim Ki Hwan, and Kim Man Jae. Their agenda called
for a reduction in government deficits, tight monetary policy, trade liberal-
ization, reduced control over foreign direct investment, privatization of
commercial banks, and a phase-out of subsidies to heavy and chemical
industries (ibid., p. 13). The new military regime under Chun decided to
abandon the old idea of a developmental state and ally itself with these
economists, who had been influenced by the “emerging ideologies of mar-
ketization and privatization” (Kim 1999). The mottos of the Chun regime’s
free-market ideology were “self-control,” “trade liberalization,” and “free
competition” (Kim, Yoon-Hyung 1994, p. 52).

The most influential scholars in Taiwan were originally from mainland
China and were living in the US and teaching in US universities. In the late-
1950s S.C. Tsiang (Rochester and Cornell) and T.C. Liu (Cornell) shaped a
vision of a market economy and became influential government advisers.
They proposed a shift from import substitution to export promotion and
argued that a market-oriented approach would be more effective than the
command economy as a way to achieve rapid industrialization. In the mid-
1980s they were joined by scholars from Yale (John Fei), Michigan State
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(Anthony Koo), and Princeton (Gregory Chow), as well as Chinese
University Hong Kong (Hsing Mo-huan). In September 1986, S.C. Tsiang
joined with John Fei, Anthony Koo, and two other prominent economists
(Wang Tsoyung and Yu Tsong-hsien) to author the “Five economists’
paper” proposing concrete policies to liberalize Taiwan’s economy (Hsueh
et al. 2001, p. 73).

Experts are Seen as Trustworthy with Local Knowledge

The influence of these scholars was partly based on their credibility as
highly trained, technical experts with no ties to business and no corrupt
motivation for their economic views. Most were considered apolitical. Even
Cavallo, who was elected to Congress, was never seen as wedded to any one
political party. The status of the scholars was high; they were viewed as
prominent persons with reputations to protect, and as such, motivated to
take positions based on their research or their convictions rather than their
personal self-interest.?

The scholars’ connections with top government policymakers were also
crucial to their influence. Indeed, in two cases the scholars had few con-
stituencies other than top policymakers. One was Taiwan, where the
influential scholars initially were Chinese from mainland China who were
largely isolated from Taiwanese society. The other case was Indonesia,
where the Berkeley Mafia did not have a large domestic constituency
outside the university and state offices they controlled. They had joined
Suharto’s power circle partly as a way of gaining political influence
(Kuncoro and Resosudarmo 2005, p. 10).

Except possibly in Taiwan, the scholars understood local conditions and
constraints, as we can see in Table 7.1. This local knowledge came from
living, studying, and teaching in their countries as well as from prior efforts
to try to persuade political leaders. Even the influential scholars in Taiwan,
although they lived and worked in the US, had close ties with top leaders,
held prominent advisory positions in Taiwan, and were affiliated with local
universities and scholarly institutes.

Scholars did not always value or employ their local knowledge. The most
prominent example of this is the Chicago Boys in Chile, who initially fol-
lowed a free market model with little regard for local norms and rules that
might cause unintended consequences.® For example, when the government
privatized the banks and industries nationalized under President Allende,
the Chicago Boys were largely unconcerned about the resulting concentra-
tion of financial and economic power in the hands of a few large groups.
The team belittled the risk that these powerful groups would direct their
banks to make unprofitable loans to bail out the groups’ money-losing
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industries.!® The Chicago Boys were convinced that the conglomerates
would be disciplined by the free market, which would force them out of
business if they tried to keep unprofitable subsidiaries afloat. This attitude
ignored the real constraints on Chile’s market as well as the traditional
behavior of groups with monopoly power in Chile. A flood of cheap inter-
national and domestic credit to unprofitable firms contributed to a banking
crisis in 1983, and the government had to place many of the conglomerates’
banks in receivership or liquidate them.

The support of international aid agencies, particularly the World Bank
and the International Monetary Fund, has been cited as a reason for the
influence of scholars advocating liberalization, but this is questionable.
Since aid agencies provide funds regardless of whether the beneficiaries
seriously adopt liberalization policies or merely “aspire” to liberalize,
their imprimatur has limited effect on decision-makers, as we saw in
Chapter 4.

Argentina’s experience illustrates that aid-givers may support intellec-
tual entrepreneurs, but that support is seldom the main reason for their
influence. Cavallo had the support of aid-givers such as the World Bank
and the IMF, but he was valuable to President Menem for many other
reasons. Funds from private financial organizations were far more impor-
tant to Argentina’s economy than aid, and Cavallo’s presence in the gov-
ernment gave credibility to Argentina’s commitment to liberal policies
and particularly to parity with the US dollar in the eyes of the private
international financial community. Cavallo’s credibility was based on his
long advocacy of free-market ideas, his role as architect of the govern-
ment’s liberalization programs, and his past history as the chief negotia-
tor of Argentina’s foreign debts in the early years of the Menem
administration, not solely on the support of agencies such as the World
Bank or the IMF.!!

The backing of foreign aid agencies was clearly insignificant to the pres-
tige of the Chicago Boys in Chile. Aid agency influence in Chile was low in
the 1970s and 1980s because most had suspended new aid to Chile after
Pinochet took power in a coup. Additionally the World Bank had cancelled
an ongoing loan to Chile’s electricity company in response to the govern-
ment’s decision to privatize the utility. The Chicago Boys welcomed this
cancellation since they saw the World Bank as advocating “statist” policies
that they explicitly rejected (based on the author’s participation in discus-
sions with the Chilean economic team in the 1980s). After foreign aid to
Chile resumed, the government routinely refused donor-driven projects
that it considered unnecessary or ill-advised.!2

I have already described the limited role foreign aid played in motivating
reforms in China. Qian and Wu (2003) assert that China’s reform never



The role of scholars and scholarship in economic development 165

relied on foreign economic advisers, but was heavily influenced by Chinese
economists who were themselves influenced by the academic exchange with
the West and with Eastern European countries. Aid was useful in financing
scholarships for Chinese economists to study in Western universities and
for funding conferences with Western academics, and World Bank eco-
nomic research was influential in China, but foreign aid projects and policy
advice had little sway over government decisions.

The one case where support of international and US aid agencies was
important to policy choices seems to have been Indonesia. Suharto put
scholars on his economic team and followed their macroeconomic policies
in part to win the support of the donor community (Kuncoro and
Resosudarmo 2005). Indonesia became a large recipient of foreign aid, and
its pursuit of macroeconomic orthodoxy may explain why aid-givers over-
looked the regime’s systemic corruption. Aid agencies continued to support
Suharto despite growing problems in the financial sector, which had
become a conduit for channeling funds to industries connected to Suharto’s
cronies (World Bank 1999).

Scholars in Taiwan and South Korea were influenced by advisers from
US AID, but their governments did not implement reforms in order to win
more foreign aid. Quite the contrary, an important early impetus for
reform was to reduce dependence on US aid (Haggard and Moon 1990;
Haggard and Pang 1994). US pressures to deregulate the South Korean
financial system during the 1960s and 1970s illustrate the problem of
trying to get rulers to shift their economic paradigm by using aid and
advice.

During this period a host of U.S. advisors (E.S. Shaw, John Gurley, Hugh
Patrick, and others) visited Korea frequently under the auspices of USAID and
international organizations. Their recommendations were put into practice with
much fanfare and had an apparently dramatic effect for a while. These experi-
ments, imbued with American ideas and implemented by officials more suscep-
tible to U.S. influence, made ripples on the surface of Korea’s financial structure.
In most cases, these experiments were short-lived, distorted, ignored, and eventu-
ally overwhelmed by the main currents flowing steadily under the surface. (Kim,
Pyung Joo 1994, p. 278 cited in Lee (2005), p. 259; original italics)

The Alternative is Known by the Elite

It’s not enough for scholars to have a coherent new vision, they must also
have ways to reach the ruling elite and persuade them of the merits of their
point of view. The scholars in our case studies used think-tanks, academic
societies, and universities to disseminate their ideas to other young schol-
ars, build a peer group, and influence policy. To reach a wider audience,
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they published books and monographs, such as Cavallo’s book. Personal
ties to a powerful leader were important in Argentina and Taiwan. As
mentioned, conferences between scholars and powerful autocrats were
significant in Chile and Indonesia. For example, Chile’s Chicago Boys held
a conference attended by their former professors, Milton Friedman and
Arnold Harberger among others, that attracted wide publicity for their
ideas (Silva 1992). The Chicago Boys also bombarded the leadership with
arguments that freeing markets would be the most efficient method, and
that the resurging inflation could be controlled through “shock” therapy
(Valdivia Ortiz de Zarate 2001). Conferences, as well as research and
debates among Chinese economists in the 1980s, had an important intel-
lectual impact on the leadership’s 1992 decision to build market-support-
ive institutions (Qian and Wu 2003) and on the subsequent approach to
managing the market (Brahm 2002). Korean scholars spread their ideas
through the Korean Development Institute, a semi-autonomous govern-
ment think-tank under the Economic Planning Bureau.

Once the alternative is known, key decision-makers have to be persuaded
that it is in their interest to adopt the new program. It is impossible to know
whether and to what extent policymakers personally believed in the reform
paradigms (see Campbell 2002, on the problems of ascertaining the beliefs
of political actors). It seems clear in several cases that the ruling elite saw
the new policy program as a way to restore stability and growth, gain legit-
imacy with the public, and serve the interests of their main supporters.
Much of the literature portrays Pinochet in Chile, Suharto in Indonesia,
and Chun in South Korea as largely uninterested in the economic para-
digm, focused rather on how well the new policy program could help them
retain power (see country cites in Table 7.1). In Argentina and Taiwan I the
new policy programs were seen as the only alternative, although Menem
and key technocrats in Taiwan’s economic bureaucracy also seem to have
been convinced of the merits of the paradigm (Stokes 2001; Wu 2005). In
China and Taiwan II the intellectual debate seems to have been much more
important in the reform decision, arguably because in both cases there had
been experimentation with market reforms for some time. The Communist
Party leaders in China were fearful that if they did not keep growth rates
high they could face a revolt as part of a backlash against the Cultural
Revolution (Guo et al. 2005; Shirk 1993).

In all the cases scholars ended up as top advisers or controlling key
cabinet positions. In Argentina, Cavallo dominated economic policy once
he became Minister of Finance in 1991 (Corrales 1997b), while in Chile in
the 1980s almost the entire economic team was made up of fellow PhDs
from the University of Chicago, including the Minister of Economy, the
President of the Central Bank, and the Budget Director (Silva 1992).
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Chinese scholars also became influential advisers and filled such positions
as Vice Minister of Commerce, Chairman of the China Banking Regulatory
Commission, Vice President of the Supreme Court, and Mayor of Shenzhen
(Li 2004). In Indonesia the Berkeley Mafia dominated the Ministry of
Planning and National Development and Widjojo Nitisasro was appointed
to head the Ministry of Planning and National Development in 1967
(Shiraishi 2006). In South Korea, Kim Jae Ik was the chief economic adviser
and under his leadership “the Economic Planning Board forged a policy
consensus within the bureaucracy by drawing on the work of a group of
young, foreign-trained economists” as early as 1978 (Haggard and Moon
1990, p. 219). According to Kim (1999) the military gave Kim Jae Ik the
“unhindered right” to govern the economy. In Taiwan, the scholars did not
take government positions but became key advisers and teachers of the
influential bureaucrats who shaped Taiwan’s economic policy. For example,
in the 1950s S.C. Tsiang (Tsiang Sho-chieh), T.C. Liu (Ta-Chung Liu), and
Hsing Mo-huan persuaded Yin Zhongron and other powerful bureaucrats
to introduce market reforms (Kuo and Myers no date; Wu 2005). In the
1960s John C.H. Fei influenced many key reformers, including Li Kuo-Ting,
a reform-minded Minister of Finance sometimes termed the “architect” of
Taiwan’s miracle (Yu 2006).

The Alternative is Feasible

Once the ruling groups know about the scholars’ new vision and are per-
suaded that it is in their interest to implement change, they need to over-
come opposition. Most of these regimes were autocratic at the time of
interest; the exception was Argentina. We should not read too much into
the autocratic nature of most of the sample; there is far less difference
between poor autocracies and poor democracies than the labels imply, as
I argued in Chapter 5. Even in autocracies the rulers have to retain the
backing of their main supporters and reduce the threat of unrest or revolt
from disaffected groups in the population. The scholars argued that the
reforms they advocated would accelerate growth, and growth was seen by
autocrats as a way to reduce unrest and demands for democracy. The dic-
tatorships in our sample were able to overcome potential opposition from
their supporters by maintaining or increasing military spending and
allowing military and business constituencies to share disproportionately
in the benefits of faster growth. In democratic Argentina, President
Menem was given extraordinary powers when he first took office and also
enjoyed a honeymoon period with the public as we saw in Chapter 6. The
main opponents of his free-market reforms came from the left wing and
organized labor, but these groups had few political alternatives to Menem
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since his political party was their traditional party. Menem solidified his
position by rewarding groups who supported his policies and punishing
those who opposed him, as I describe in more detail below (Acuifia et al.
2004).

In the initial years after the coup in Chile the military junta was united
in its commitment to controlling inflation and restoring social order and
growth, but disagreed about methods. Specifically, they were divided over
how much they should reduce the size and role of the state and who should
bear the social costs of adjustment (Valdivia Ortiz de Zarate 2001). General
Pinochet was the Chicago Boys’ strongest supporter because “he was well
aware of the fact that for the definitive consolidation of his personal rule
he needed the continuous achievement of successes on the ‘economic’
front” (Silva 1992, p. 395).13

In China provincial party elites played an important role in policy imple-
mentation and one way the central leaders won their support was to allow
them to benefit from the growing market economy, giving them control
over local resources and revenues generated from township and village
enterprises (Chhibber and Eldersveld 2000, p. 361). Draconian measures
were also used. In the early 1990s the government ordered the Great Wall
Corporation to shut down as part of its program to stop banks from
corrupt self-dealing. When the head of the corporation refused he was
investigated and, when massive fraud was revealed, “promptly executed”
(Brahm 2002, p. 19). The Communist Party also avoided opposition from
the military or labor by directing state banks to prop up large money-losing
state enterprises, many of them owned by the military, which employ
massive numbers of workers.

Suharto solved the problem of keeping his support by implementing
enough change to restore growth, spur exports, and generate a stream of
rents to enrich his allies, while not implementing any more fundamental
market reforms that might threaten his cronies’ monopoly powers
(Kuncoro and Resosudarmo 2005; Temple 2003). In Indonesia, Suharto’s
government gave protection, monopolies, credit, and government con-
tracts to key industries owned by his cronies and family, including steel, oil
refineries, and petrochemicals (Kuncoro and Resosudarmo 2005). Chun
Doo Hwan did something similar in South Korea by instituting reforms
that did not threaten the rent-seeking activities of the military. He also
never seriously threatened the powerful chaebols. Although Chun intro-
duced measures to reduce economic concentration, such as the compul-
sory sale of non-essential affiliates and non-business real estate, these
never went far enough to curb the extensive economic power and political
influence of the large conglomerates (Kim, Yoon-Hyung 1994, p. 56; Kim
1999).
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From the 1950s until the late 1970s the government in Taiwan only con-
cerned itself with opposition from the supporters of the ruling KMT and
the military; opposition from all other interest groups was repressed. The
KMT’s main constituents were well rewarded as employees of the large
government and state-owned sector (Haggard and Nobel 2001; Haggard
and Pang 1994). Also, throughout this period the government kept military
spending high. The 1986 shift in strategy in Taiwan II was possible because
of changes in the KMT’s constituency as private business and the middle
class had become increasingly powerful. International trade and the influx
of large numbers of students returning from abroad introduced new value
systems, new ways of thinking, and new patterns of behavior, creating a
more pluralistic society ill-suited to the KMT’s “monolithic authoritarian-
ism” (Hsu 1993, p. 15). As restrictions were eased new organizations also
emerged, including consumer movements, women’s movements, and a
vocal environmental movement. The number of civic organizations grew
from 2560 with about 1.3 million individual members in 1952 to 10,482
with 6.5 million individual members by 1985 (ibid., p. 21). The military still
had to be appeased, and President Lee, who introduced direct elections in

Taiwan in 1991, chose a prominent general as his premier to reassure them
(Cheng and Haggard 2001).

Early Outcomes are Successful and the Paradigm is Diffused

Except in Indonesia, the early success of their policy prescriptions helped
solidify the scholars’ reputations and the acceptance of their paradigms, as
we can see in Table 7.1.14 Indonesia differed from the rest of the sample
because Suharto never adopted the entire vision; specifically, he never imple-
mented the scholars’ advice to promote deconcentration and greater domes-
tic competition. In Chile, China, South Korea, and Taiwan leaders of the
then autocratic states spread the ideas widely as part of the official ideology.
In the one democracy in our sample, Argentina, diffusion was spurred by
wide press coverage and a vigorous public debate between proponents and
opponents of the new vision. Cavallo and Menem made numerous speeches
promoting the reform program and, as I mentioned earlier, public support
for privatization, for example, climbed from 57 percent in 1985 to over 75
percent in 1990 (Manzetti 1993, p. 152, cited in Acuiia et al. 2004, p. 18).

Long-run Effects of Reform
The new economic paradigms had unintended consequences, which in

some cases went far beyond the original intentions of the elites who
enacted the early changes. One reason for this was that economic reforms
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created beneficiaries who pressed for greater political power in order
to protect their gains. This did not happen in Argentina or Indonesia,
however.

Argentina’s reforms were increasingly distorted by partisan politics and
never resolved its underlying institutional contradictions. Although
Menem’s government instituted sweeping policy and institutional changes,
as we saw in Chapter 6, the changes never tackled the constitutional, elec-
toral, and party rules that gave disproportionate power to provincial party
bosses. Nor did they address the norms that compromised the indepen-
dence of the judicial system. Menem engineered the reform program to
assure his own and his party’s electoral success, sparing some politically
useful, small provinces from paying their share of the costs of adjustment.
Instead he put most of the costs on the large urban provinces of Santa Fe,
Cordoba, and Mendoza, where 70 percent of the population and 80 percent
of economic activity are located (Acuiia et al. 2004, p. 12). Menem also
used privatization to reward his political allies in large business conglom-
erates (ibid., p. 15), giving some of them monopolistic or oligopolistic
positions (Bambaci et al. 2002). The partisan bias of Menem’s reforms
undermined the market economy, heightened poverty and economic
inequality, reduced confidence in the reforms, and helped propel the
economy towards crisis. Cavallo resigned as Minister of Finance in 1996
after accusing members of the cabinet and other government officials of
serious corruption and abuse of power.!> Menem’s second administration
(1995-99) enacted few serious reforms, continuing past policies of deficit
spending and political maneuvering (Acufia et al. 2004). As we saw in
Chapter 6, parity with the dollar collapsed in 2002 and some of the previ-
ous reforms were reversed, although some reforms have been sustained,
including improved infrastructure and a more globally competitive busi-
ness sector (ibid.). Nevertheless, damaging core institutions remained
unchanged, including Argentina’s malleable constitution and laws, its sub-
servient judiciary, its independent and still menacing military, and its dys-
functional federalism. The federal institutions are especially harmful,
fostering polarized, parochial, and patronage-driven incentives in both the
legislative and executive branch.

Indonesia is the second case where reforms never instigated a sustained
process of institutional change. Western-educated scholars gained influence
during the economic crisis in 1966 and the revenue shortfall in 1980, when
their advice on macroeconomic policies was implemented (Azis 1994; Cho
1994; Kuncoro and Resosudarmo 2005). But their proposals to increase
domestic competition and reduce monopoly power were never adopted, and
their influence waned whenever crises eased. Any proposed policies or ideas
that might threaten the power or wealth of Suharto’s family and cronies or
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his support from the military were ignored (Kuncoro and Resosudarmo
2005). Instead the scholars were used to enhance Suharto’s image as a liber-
alizing technocrat with aid donors and foreign investors. Some market-ori-
ented reforms were implemented, such as balanced budgets, limits on the
public debt, trade liberalization, and devaluation. These reforms contributed
to Indonesia’s rapid growth, which averaged 7 percent a year from 1979 to
1996, dramatically reducing poverty (World Bank 1999, p. 1).1¢ These good
outcomes had a “halo effect” with aid donors, prompting them to downplay
the corruption in Suharto’s regime and the inconsistencies in Indonesia’s per-
formance.!” Eventually, however, this corrupt system became unsustainable.
The president’s family and cronies used the state banks to obtain large
amounts of foreign funds. When devaluation became unavoidable and
foreign funds dried up, the economy collapsed (Shiraishi 2006, p. 23).
Donors were “taken by surprise” by the severity and depth of the crisis
(World Bank 1999, p. 1).

In contrast to Argentina and Indonesia, the reforms in Chile had a sus-
tained effect on the country’s economic policies and transformed its insti-
tutions. Interestingly, some of the most prominent opponents of the
Pinochet government ended up in charge after democracy was restored.
The success of earlier economic reforms convinced these new leaders of
the merits of continuing the economic paradigm, but prior success was
not the only determinant. Among other influences, Chile has a tradition
of bureaucratic competency and programmatic political parties rather
than parties based principally on clientelism and patronage (de Ferranti
et al. 2004, p. 15). In the Pinochet era, when the parties were deprived of
power and patronage, they managed to overcome their past polarization
and develop a more pragmatic approach (ibid., p. 136). In addition the
constitutional changes described in Chapter 6 encouraged compromises
among political parties and protection of property rights. The democra-
tic leaders did not just implement and consolidate much of the Chicago
Boys’ program, they also improved social welfare and lowered Chile’s his-
torically high levels of inequality and poverty. Since the early 1990s Chile
has seen a 16 percentage point reduction in the proportion of the popu-
lation living below the poverty line (ibid., p. 47). Chile has enjoyed rapid
economic growth and a strong reputation among international investors.
Although international indices are subject to all the problems I described
in Chapter 5, it is nonetheless striking how strongly and consistently Chile
ranks across measures of government effectiveness, low corruption, rule
of law, and protection of civil liberties, as well as on economic measures
of openness, protection of property rights, economic freedom, and the
like. Public opinion polls suggest that progress is still uneven, however.
A surprisingly large proportion of Chile’s population believe that the
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country is run for the benefit of a few large groups, that competition is
harmful, that democracy is not the best system of government, and
that government ownership should be increased (World Values Survey
various).

China’s adoption of a socialist market economy in 1992/93 supported
continued rapid economic growth and private sector expansion. Although
official data make it hard to measure the size of the non-state sector,
Dougherty and Herd (2005) estimate that the private sector share of
industrial output increased from about one-quarter in 1998 to more than
half by 2003. Tensions between China’s increasingly open access economy
and its closed access political system have propelled a process of contin-
ued institutional reforms. The emergence of an independent civil society
and the freedom for ordinary citizens to organize are important moves
towards an open access political system, and there is some evidence that
this is happening in China. The Communist Party “encouraged the for-
mation of a wide array of new business and professional societies
with strong ties to the state. It also transformed the membership of the
CCP, bringing into its fold the technocratic leaders of business, social, and
intellectual life” (Fogel, Robert William 2006, p. 16). These business and
professional societies are still controlled by the state and there is some
debate over how much they can act independently. According to one
source,

If one looks beyond the national level, beyond the lack of popular national elec-
tions and the regime’s treatment of dissidents, to the grass roots, to China’s vil-
lages and cities, one sees modes of interest articulation and pursuit of interests
that suggest significant political change has occurred in China. Citizens cannot
elect their national leaders, but a new range of other activities and channels have
become open to citizens to articulate and pursue their interests that were never
before possible in China. (Oi 2000, p. 4; original italics)

Another source argues, however, that there is no evidence that the
reforms have produced independent interest groups acting as significant
political actors; local party cadres continue to exercise major influence
over policy implementation (Chhibber and Eldersveld 2000, p. 356). An
example of this tension between local interests and the local political elite
is the 2007 law on private property. The dynamism of the economy, the lack
of enforceable property rights, and the absence of a functioning legal
system made it possible for locally powerful party cadres to earn huge rents
by taking land from villagers and otherwise extorting less powerful citizens.
This led to a surge of protests, including 26,000 “mass incidents” in 2005
(The Economist 2007, p. 24). In response the party leaders added a clause
to the constitution that private property was “not to be encroached upon”



The role of scholars and scholarship in economic development 173

in 2004 and drafted a law to that effect that was passed in 2007 (The
Economist 2007, p. 23). In an unusual move, a 2005 draft of this law had
been unveiled to the public and an open debate had been allowed. The new
law was greeted by rare public opposition from the left wing of the CCP to
the point where the law had to be withdrawn and reissued in 2007 with little
fanfare and no debate permitted. Although debate was suppressed and
enforcement of the law will likely be weak, the emergence of vocal opposi-
tion from both sides of the political spectrum in China shows how far the
reform process has affected politics there. As one analyst describes it, the
Chinese leadership is trying to bend the political system without breaking
it (O1 2000).

South Korea’s reforms gradually increased economic and political
access, although the market power of the large conglomerates continually
threaten this process. In the early 1980s, General Chun followed scholars’
advice to reduce direct state intervention and end the massive program of
state investment in heavy and chemical industries. Growth accelerated,
but the already strong democracy movement was not appeased. Student
groups, labor, environmental organizations, and intellectuals challenged
the legitimacy of Chun’s government and pressured for full election of the
president, which was finally enacted in 1987. Arguably, the economic
reforms fed this democracy movement by creating more wealth and more
middle-class students prepared to demonstrate for democracy. The success
of the reforms also served the democracy movement by feeding grievances,
especially those of labor groups who felt the new wealth was unfairly dis-
tributed. New political interests emerged on both sides of the spectrum.
The retreat of the state from direct control over credit allocation and the
increasing independence of the chaebols gave big business increased politi-
cal leverage (Lee 2005). “In fact, the 1980s saw an increasing politicization
of the government-business risk partnership as political connections rather
than economic fundamentals appeared to play a more important role in the
survival of firms. These tendencies were reinforced after South Korea’s
democratization in 1987 as competitive elections were held without ade-
quate checks on campaign financing and spending” (Kim and Lee 2004,
p. 30). Besides their political influence, chaebols’ weight in the economy
made it too costly for the government to allow them to go bankrupt even
as they used their control over banks and their subsidiaries to build up
unsustainable levels of debt (Lee 2005). The over-indebtedness of the chae-
bols culminated in a financial crisis in 1997 that finally spurred the govern-
ment to enact long overdue reforms in financial regulation, corporate
restructuring, competition policy, and labor market regulations (ibid.).
Since the 1997 crisis political access has also opened further, creating a
counterweight to business interests and a more competitive system. Civic
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organizations and interest groups grew to 6000 in 2000 and have become
“formidable players in the policy process” (Shin and Park 2003, p. 8). By
2003, 82 percent of Koreans viewed the current regime as democratic, a big
change from the previous regime, which 72 percent rated as undemocratic
(ibid., p. 17). As Lee describes it, “reforming institutions in Korea has been
along drawn-out process involving, first a change in the political-economic
paradigm and then an ever-present struggle among competing interest
groups. The post-crisis reforms are the culmination of this reform process
that started in the early 1980s when a shift in paradigm took place” (Lee
2005, p. 272).

Taiwan is another good example of how initial policy reforms can
gradually induce increasingly open access to economic and political
power. Although the initial reforms were modest they fostered continued
rapid growth of the private sector. The business sector was predomi-
nantly native Taiwanese and the KMT was suspicious of them and of
private enterprise in general, so businesses were discouraged from con-
centrating and business organizations were tightly controlled. New inter-
est groups had few formal channels for representation since opposition
parties were outlawed (Haggard and Nobel 2001). Nonetheless by the
1980s the growing middle and entrepreneurial class had become too eco-
nomically important to ignore. The rules against concentration had pro-
duced a highly competitive business sector composed of relatively small
firms, so Taiwan avoided the chaebol problem plaguing South Korea.
Businessmen began to support non-mainstream politicians within
the KMT and to enter politics themselves. Under these new influences
factions formed within the KMT that developed into political parties
after 1986 when opposition was legalized (Cheng and Haggard 2001).
Pressure from increasingly numerous business interests for more com-
mercial freedom was combined with US pressure to reduce its trade
deficit with Taiwan, and the rising political and economic threat/
opportunity posed by mainland China (Cheng 2001; Cheng and Chang
2003; Cheng and Haggard 2001; Haggard and Pang 1994; Hsiao and
Hsiao 2001). In the mid-1980s scholars were again influential in arguing
for a more dramatic shift toward market-oriented policies (Hsueh et al.
2001).!8 An increasingly open access economy was combined with
increasingly open access to political activity as the KMT leaders gradu-
ally yielded to pressures for democratization. As Cheng and Chang
describe it, “democratization unfolded in tandem with economic liberal-
ization in Taiwan providing the private sector with incentives to partici-
pate in the economic policy making process, lest its interests slip rather
than advance” (2003, p. 12).
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CONCLUSION

This chapter has suggested that under the right circumstances institu-
tional change is stimulated by a new policy program based on a coherent
economic paradigm, articulated, coordinated, and promoted by a cohe-
sive group of local scholars. The new policies and paradigm created more
open and competitive markets and also launched a process of reform that
in some cases transformed political and economic institutions. A schol-
arly group and a coherent program and paradigm are not sufficient con-
ditions for sustained progress, as we saw in the case of Indonesia. Even
when a new vision is implemented, it may still be undermined if long-lived
institutional failures are not addressed, as in Argentina. It is also possible
that scholars successfully promote a paradigm that does not spur growth,
asin India. In four of the cases, however, scholars played a significant part
in launching changes that propelled the transformation of policies, para-
digms, and institutions. In Taiwan the reform process gradually moved
society from a dictatorship promoting heavy industry and import substi-
tution into an open access democracy with a rich array of civil organiza-
tions and a vibrant and competitive market economy. Although the
transformation of South Korea is not as far along, the progress there is
also striking. Chile has also evolved toward economic and political open-
ness, although the extent of popular dissatisfaction suggests that the
process is still fragile. Finally, despite impressive economic change,
China’s political openness is still in its infancy and its future direction is
uncertain.

These transformations were long and gradual, which makes it harder
to discern the contribution of scholars in instigating the process. More
research is needed to improve our understanding of how scholarship,
learning, and ideas change beliefs in contemporary societies.
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NOTES

Excludes Russia, includes Poland, Hungary, and Czech Republic. In comparison, annual
average per capita consumption of manuscripts in Western Europe went from 6.5 per
million inhabitants in the sixth century to 929 per million by the fifteenth century
(Buringh and Zanden 2006).

This discussion draws on remarks by Roger Noll, “Still Reforming Regulation,” the AEI-
Brookings Joint Center 2006 Distinguished Lecture on 14 November 2006.

This discussion is based on the author’s own experience teaching in a university in
Bogota, Colombia, as well as her many conversations with university professors and
researchers in underdeveloped countries over the last 30 years.

The rest of this chapter is based on “The Role of Scholars and Scholarship in
Institutional Change” with Jessica Soto (Shirley and Soto 2007).

In a conversation with Mary Shirley on 16 May 1990 in Prague, Czechoslovakia during
a World Bank mission to Czechoslovakia.

The “four little tigers” in East Asia were Hong Kong, Taiwan, Singapore, and South
Korea (Qian and Wu 2003).

Three of them were not graduates of the University of Chicago but shared the belief in
the model.

Silva (1993) presents an opposing point of view for Chile. He argues that many of the
Chicago Boys had close ties to some of the large groups that dominated the Chilean
economy in the early 1980s and this influenced their policy recommendations, con-
tributing to the economic crisis in 1983. After 1983 a more pragmatic approach was fol-
lowed by a different group of intellectuals (ibid.).

This description of Chile is based on the author’s observations and conversations with
the economic team in Santiago in the early 1980s when Mary Shirley was economist for
Chile in the World Bank. Note that Silva (1993, p. 547) gives a different reason for the
Chicago Boys’ policies at this time. He argues that they were influenced by their business
ties and friendship with heads of large Chilean conglomerates that stood to benefit from
radical policies freeing trade and from privatization.

Based on Mary Shirley’s conversations with Chilean officials and others during this
period; at the time she was World Bank Economist for Chile.

Based on Mary Shirley’s participation in the first World Bank structural adjustment
mission to Argentina. After Menem took power it was apparent that the government was
ahead of the World Bank in pushing for reform.

Based on Mary Shirley’s conversations with Chilean officials and others during this
period; at the time she was World Bank Economist for Chile.

Others have argued that Pinochet believed that businessmen favoring radical liberaliza-
tion of markets were also less opposed to continued military dictatorship than those
favoring gradual reforms (Silva 1993).

Measuring the extent to which beliefs changed in response to the new vision will require
more in-depth study than is possible here.

Cavallo claimed in a later book that he had spent much of his time as Finance Minister
fighting corruption (Cavallo 1997). A number of high officials were convicted of cor-
ruption by the courts.

The dramatic reduction in poverty seems to have been real, even though the Indonesian
government’s official statistics overstate the extent of poverty (World Bank 1999, p. 49).
Prior to the financial crisis World Bank staff working on Indonesia argued in conversa-
tions that corruption under Suharto was not as damaging in Indonesia as in other coun-
tries because it was predictable and reliable. Bribes in Indonesia were akin to US
campaign contributions in their view. (Conversations between Mary Shirley and
Indonesia country and mission staff in the World Bank, various years.)

In 1974 six prestigious economists submitted a paper to the government that dealt with
macroeconomic policy changes that had an influence on government thinking about the
appropriate role of the government in the economy. Although the six were employed by
US universities they were also active members of Academia Sinica (Hsueh et al. 2001).



8.  Where do we go from here?

Enormous funds have been spent to spur development, and major
increases in aid have been pledged. Yet recent research shows no correla-
tion between aid and growth in per capita GDP, and no correlation
between aid and policy reform. Both the history of foreign aid and eco-
nomic research suggest that the largest barriers to development arise from
institutions — the norms and rules of the game. When existing institutions
are inappropriate or hostile to beneficial reforms, institutional change is a
prerequisite to success. Yet little research currently exists on the dynamics
of institutional change, and most analyses treat institutions at a high level
of abstraction. Foreign aid does not promote sustainable institutional
change, and little is known about what does. Although new institutional
economics has added realism to economic models, far more specific analy-
sis is needed to understand how countries overcome the institutional bar-
riers to development.

Where do we go from here? Comparative case studies are one way to dis-
cover the determinants of reform without sacrificing necessary institu-
tional details. The case studies of reform in the Buenos Aires and Santiago
water systems in Chapter 6 suggest that the extent of detail required to
understand institutional dynamics is considerable, but manageable.
Unfortunately case studies have a bad and not entirely undeserved reputa-
tion as sui generis, unscientific, devoid of theory, and unworthy of publi-
cation in top academic journals. Comparative case studies that overcome
these faults are costly and require disciplined team commitment so it’s not
surprising that there are only a few efforts by serious scholars to do com-
parative cases. Even rigorous comparative cases will likely suffer from small
sample problems, selection biases, and the difficulty of constructing a con-
vincing counterfactual. Nevertheless, comparative case studies are worth
the effort if we want to begin to unravel the determinants of institutional
change. It seems unlikely that cross-country econometric studies can begin
to develop more nuanced measures of institutions until they are informed
by comparative case studies.

Local scholars have a comparative advantage in understanding the
subtle barriers to institutional change in their own countries, and their
research will be crucial. But beyond research, local scholars sometimes play
a pivotal role in designing and promoting new ideas and policies that
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186 Institutions and development

permit market-supportive reforms. Are local scholars a necessary condition
for development? There is not enough evidence to be sure, but it is hard to
envision a change in deeply held ideas and attitudes about economic policy
and institutions without a group of intellectual entrepreneurs able to
articulate the reasons for reform, adapt foreign ideas and programs to local
conditions, devise new solutions to local problems, and persuade policy-
makers and the public of the merits of a new conceptual paradigm and
policy program. Could outside advisers perform the same function? There
may have been foreign experts who learned the language, built the contacts,
and understood the culture, beliefs, and history of the society well enough
to play the role that local scholars played in our cases. I have never known
a foreign adviser who fits this type, however. Even foreign experts who are
well integrated and influential rely on local collaborators to help them to
understand subtle norms and complexities and to persuade leaders and the
public. In a broader sense it may not matter if scholars are a necessary con-
dition or not. Under the right circumstances for reform, the presence of
scholars promoting market-oriented paradigms seems to have been mani-
festly beneficial.

Scholars seem to have been important in the adoption of market sup-
portive reform in the cases presented in Chapter 7. This is not to suggest
that they were the only significant cause. Interest group politics, external
threats and opportunities, even good or bad luck played a part. Some will
dispute this focus on the role of scholars and ideas, arguing that policy
reform is largely or entirely a matter of interest group politics. In this view,
new economic paradigms are merely window dressing used by cynical polit-
ical actors to convince their allies and the public of the merits of change,
when the leaders’ sole motivation for reform is to retain their power and
reward themselves and their supporters (see, for example, Silva (1993) on
Pinochet’s reforms in Chile). This point of view seems too simplistic, but
even if correct it does not overturn the argument for the importance of
scholars and ideas. Even if decision-makers do not personally believe in the
vision they are selling, the policies they enact, and the institutional changes
they put in place start a process of incremental change that can go beyond
their expectations or desires.

Intellectual capital of the kind described in Chapter 7 has not been
a central focus of foreign aid. Aid-givers have emphasized primary edu-
cation and have trained policymakers and bureaucrats; but intellectual
leaders have received less attention, except as potential staff or consul-
tants. Increasing the skills of bureaucrats and policymakers through aid-
sponsored training could be beneficial, but only if they are rewarded
for innovation and reform. Yet it is precisely the lack of such incentives
that keeps most countries poor and makes reforms so hard to sustain.
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That is why the individuals who will challenge a society’s damaging insti-
tutions and beliefs are more likely to come from outside the bureau-
cratic or political system. Young scholars are not only outsiders; they
have been exposed to new ideas and have an incentive to distinguish
themselves by discovering new solutions and doing research outside the
mainstream.

There have been a few large-scale donor efforts to build intellectual
capacity through support to universities or research institutes, such as the
Global Development Network or the support from private foundations
such as the Ford Foundation or the MacArthur Foundation. But support
to universities and research institutes can be undermined by the same insti-
tutional flaws that defeat other forms of development assistance. In dam-
aging institutional settings, universities and research institutes often divert
research funds into overhead or inappropriate uses. Pay and perks are often
monopolized by the heads of departments and research institutes, while
research is done by poorly paid and poorly motivated junior scholars who
are not rewarded on the basis of merit alone — or even primarily. Aid
recipients follow the wishes of donors by selecting politically correct or
fashionable topics. A great deal of funding goes into bureaucratic oversight
structures designed to assure that donor requirements for a balance of
nationalities, gender, and intellectual pursuits are met. Merit-based support
to individuals would avoid these structural problems but most donors
are not equipped to select and support individuals doing self-motivated
research; the scale at which they operate makes efforts targeted at individu-
als prohibitively expensive. To the contrary, by offering large amounts of
funds for topics favored by donors, aid-sponsored research may undermine
the sort of intellectual curiosity that leads researchers to put time and effort
into investigating important problems despite little immediate personal
reward.

In the case studies in Chapter 7, well-trained and highly motivated local
scholars became advisers, bureaucrats, teachers, and opinion leaders. They
had the local knowledge to design and help implement sustainable reforms
and to convince policymakers of the merits of their program. They bridged
the gap between outside advice about global best practice and the demands
of local circumstances and interest groups. Scholars such as these need
funding, but it takes more than money to give young scholars the
wherewithal to remain in their country and have an impact. They need
mentors, collaborators, outlets to publish and disseminate their work, and
certification of the quality of their research against world standards by
objective outsiders. This requires scholar-by-scholar support and hands-on
training and mentoring linked to skilled researchers, such as the support
provided by the Ronald Coase Institute.! Intellectual capacity alone is not
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enough to forge meaningful reforms; a political opening for change will

also be needed. But without intellectual capacity there will be little chance
of sustained improvement.

NOTE

1. See www.coase.org.
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