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Preface

The main objective of this book is to give a broad unified introduction to the
study of dimension and recurrence in hyperbolic dynamics. It includes a discus-
sion of the foundations, main results, and main techniques in the rich interplay of
four main areas of research: hyperbolic dynamics, dimension theory, multifractal
analysis, and quantitative recurrence. It also gives a panorama of several selected
topics of current research interest. This includes topics on irregular sets, varia-
tional principles, applications to number theory, measures of maximal dimension,
multifractal rigidity, and quantitative recurrence.

The book is directed to researchers as well as graduate students who wish to
have a global view of the theory together with a working knowledge of its main
techniques. It can also be used as a basis for graduate courses in dimension theory
of dynamical systems, multifractal analysis (together with a discussion of several
special topics), and pointwise dimension and recurrence in hyperbolic dynamics.
I hope that the book may serve as a fast entry point to this exciting and active
field of research, and also that it may lead to further developments.

The material is organized in four parts: dimension theory; multifractal anal-
ysis: core theory; multifractal analysis: further developments; and hyperbolicity
and recurrence. With the exception of some basic well-known statements, all the
results are included with detailed proofs, many of them simplified or rewritten
specifically for the book. Furthermore, the text is self-contained. In particular, all
the necessary notions and results from hyperbolic dynamics, symbolic dynamics,
ergodic theory, dimension theory, and the thermodynamic formalism are recalled
along the way, mostly without proofs but with appropriate references. I emphasize
that each chapter can essentially be read independently.

Since the theory is so vast, in order to present a global view of the topics
under discussion, but still keep the size of the book under control, I had to make a
careful selection of material. Certainly, this selection also reflects a personal taste,
undoubtedly biased towards my own interests. This causes some interesting topics
to be barely mentioned, particularly when their study mostly requires techniques
of a different nature from the ones consistently used in the book. Other topics are
unfortunately not yet at a stage of development that makes it reasonable to include
them in a monograph of this nature. I chose rather to present a sufficiently global
view of the theory and to avoid introducing additional techniques that may well
play an important role in the theory but as of now are still under development. The
most notable example of this nature is the study of the dimension of invariant sets
of nonconformal maps (both invertible and noninvertible) which, in spite of several
important developments, still lacks today a completely satisfactory approach in its
most general version. To include these topics would increase unreasonably the size
of the book, even more when roughly two thirds of the material already appears
here for the first time in book form. As a compromise, I added detailed notes about
these and other topics at appropriate places in the book, together with references
for further reading.
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Chapter 1

Introduction

We describe briefly in this chapter the research areas considered in the book. At
this point, rather than giving a technical introduction we prefer to give a brief
overview of the historical origins and main characteristics of each area. We also
describe the contents of the book.

1.1 Dimension and recurrence in hyperbolic dynamics

Recurrence. The notion of nontrivial recurrence goes back to Poincaré in his
study of the three-body problem. He proved in his celebrated memoir [122] of
1890 that, whenever a dynamical system preserves volume, almost all trajectories
return infinitely often to any arbitrarily small neighborhood of their initial posi-
tion. This is Poincaré’s recurrence theorem. The memoir is the famous one that
in its first version (printed in 1889, even having circulated shortly, and of which
some copies still exist today) had the error that can be seen as the main cause
for the study of chaotic behavior in the theory of dynamical systems. Incidentally,
Poincaré’s recurrence theorem was already present in the first printed version of
the memoir and then again in [122]. Already after publication of [122], the fol-
lowing was observed by Poincaré about the complexity caused by the existence of
homoclinic points in the restricted three-body problem (as quoted for example in
[25, p. 162]):

“One is struck by the complexity of this figure that I am not even at-
tempting to draw. Nothing can give us a better idea of the complexity
of the three-body problem and of all the problems of dynamics in gen-
eral ...”

We recommend [25] for a detailed historical account.
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Hyperbolicity. The study of hyperbolicity goes back to the seminal work of Ha-
damard [67] of 1898 concerning the geodesic flow in the unit tangent bundle of a
surface with negative curvature, in particular revealing the instability of the flow
with respect to the initial conditions. Hadamard observed (as quoted for example
in [25, p. 209]) that:

“...each stable trajectory can be transformed, by an infinitely small
variation in the initial conditions, into a completely unstable trajectory
extending to infinity, or, more generally, into a trajectory of any of the
types given in the general discussion: for example, into a trajectory
asymptotic to a closed geodesic.”

It should be noted that the geodesic flow preserves volume and thus it exhibits a
nontrivial recurrence that was also exploited by Hadamard. Considerable activity
took place during the 1920s and 1930s, in particular with the important con-
tributions of Hedlund and Hopf who established several topological and ergodic
properties of geodesic flows, also in the case of manifolds with arbitrary negative
sectional curvature. We refer to the survey [72] for details and further references.
Also in [67], Hadamard laid the foundations of symbolic dynamics, subsequently
developed by Morse and Hedlund and raised to a subject in its own right (see in
particular their work [102] of 1938; incidentally, this is where the expression “sym-
bolic dynamics” appeared for the first time).

Quantitative recurrence. It should be noted that even though Poincaré’s recur-
rence theorem is a fundamental result in the theory of dynamical systems, it only
provides information of a qualitative nature. In particular, it gives no information
about the frequency of visits of each trajectory to a given set. This drawback was
surmounted by Birkhoff [29, 30] and von Neumann [160] who in 1931 established
independently the first versions of the ergodic theorem. Together with its variants
and generalizations, the ergodic theorem is a fundamental result in the theory of
dynamical systems and in particular in ergodic theory (incidentally, one of the
first occurrences of the expression “ergodic theory” was in 1932 in joint work of
Birkhoff and Koopman [31]). Nevertheless, the ergodic theorem considers only one
aspect of the quantitative behavior of recurrence. In particular, it gives no infor-
mation about the rate with which a given trajectory returns arbitrarily close to
itself. More recently, there has been a growing interest in the area, starting with
the work of Boshernitzan [34] and Ornstein and Weiss [107].

Dimension theory. In another direction, the dimension theory of dynamical sys-
tems progressively developed, during the last two decades, into an independent
field of research. We emphasize that we are mostly concerned here with the study
of dynamical systems from the point of view of dimension. The first monograph
that clearly took this point of view was Pesin’s book [115]. Roughly speaking,
the main objective of the dimension theory of dynamical systems is to measure
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the complexity from the dimensional point of view of the objects that remain
invariant under the dynamics, such as the invariant sets and measures. We note
that the thermodynamic formalism developed by Ruelle in his seminal work [131]
(see also [132]) has a privileged relation with the dimension theory of dynamical
systems.

Multifractal analysis. The multifractal analysis of dynamical systems is a sub-
field of the dimension theory of dynamical systems. Roughly speaking, multifractal
analysis studies the complexity of the level sets of invariant local quantities ob-
tained from a dynamical system. For example, we can consider Birkhoff averages,
Lyapunov exponents, pointwise dimensions, and local entropies. These functions
are typically only measurable and thus their level sets are rarely manifolds. Hence,
in order to measure their complexity it is appropriate to use quantities such as
the topological entropy and the Hausdorff dimension. The concept of multifrac-
tal analysis was suggested by Halsey, Jensen, Kadanoff, Procaccia and Shraiman
in [68]. The first rigorous approach is due to Collet, Lebowitz and Porzio in [44],
for a class of measures invariant under one-dimensional Markov maps. In [94],
Lopes considered the measure of maximal entropy for hyperbolic Julia sets, and
in [128], Rand studied Gibbs measures for a class of repellers. We refer to the
books by Pesin [115] and Falconer [55] for related discussions and further refer-
ences. Multifractal analysis has also a privileged relation with the experimental
study of dynamical systems. More precisely, the so-called multifractal spectra ob-
tained from the topological entropy or the Hausdorff dimension of the level sets
of a local quantity can be determined experimentally with considerable precision.
Thus, we may expect to be able to recover some information about a dynamical
system from the information contained in its multifractal spectra.

1.2 Contents of the book: a brief tour

Chapter 2 is of an introductory nature. It recalls in a pragmatic manner all the
basic notions and results from dimension theory, ergodic theory, and the thermo-
dynamic formalism that are needed in the book (symbolic dynamics is also used
but at a very elementary level, and thus it is recalled only when needed). The
chapter serves as a reference for the remaining chapters.

The text continues with four parts: I) dimension theory; IT) multifractal anal-
ysis: core theory; III) multifractal analysis: further developments; IV) hyperbolicity
and recurrence. Each part can essentially be read independently.

Part I is dedicated to the study of the dimension of invariant sets of dy-
namical systems. Chapter 3 initiates this study, including its relation with the
thermodynamic formalism. We note that the dimension theory of invariant sets
presents complications of a different nature from those in the dimension theory of
invariant measures. In particular, the dimension of an invariant set may be affected
by number-theoretical properties. The emphasis in Chapter 3 is on the study of
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the so-called geometric constructions which can be seen as models of invariant sets
of dynamical systems. We first consider geometric constructions modeled by the
full shift, in which case we can avoid the thermodynamic formalism. Chapter 4 is
dedicated to the study of the dimension of invariant sets of a hyperbolic dynamics,
both invertible and noninvertible. In particular, we present the dimension formu-
las for repellers and hyperbolic sets of a conformal map. We note that symbolic
dynamics plays an important role. In particular, using Markov partitions we can
model the invariant sets by geometric constructions. Chapter 5 establishes the
existence of ergodic measures of maximal dimension for hyperbolic sets of con-
formal diffeomorphisms. This is a dimensional version of the existence of ergodic
measures of maximal entropy. A crucial difference in this setting is that while the
entropy map is upper semicontinuous, the Hausdorff dimension is neither upper
semicontinuous nor lower semicontinuous.

The core of the theory of multifractal analysis is the main theme of Part II.
Chapter 6 describes the multifractal analysis of repellers and hyperbolic sets of
conformal maps. Chapter 7 introduces the general concept of multifractal analysis,
considering in particular other invariant local quantities. This provides new multi-
fractal spectra that can be seen as potential multifractal moduli, in the sense that
they may contain nontrivial information about the dynamical system. In Chapter 8
we discuss the properties of the set of points for which the averages in Birkhoff’s
ergodic theorem do not converge. This set has zero measure with respect to any
invariant measure, and thus it is very small from the point of view of measure
theory. On the other hand, it is very large from the point of view of entropy and
dimension. We then obtain a conditional variational principle in Chapter 9. In par-
ticular, this allows us to show that many spectra, including the so-called mixed
spectra, are analytic in several contexts. On the other hand, we show that there
are many nonconvex mixed spectra.

Part III is dedicated to several additional topics of the theory of multifractal
analysis. Chapter 10 presents multidimensional versions of the conditional varia-
tional principle and gives applications to certain problems of number theory. It
turns out that the multidimensional multifractal spectra exhibit several nontrivial
phenomena that are absent in the one-dimensional case. In Chapter 11 we dis-
cuss how we can make rigorous a certain multifractal classification of dynamical
systems. Namely, we consider the phenomenon of multifractal rigidity. Roughly
speaking, it states that if two dynamical systems are topologically equivalent and
some of their multifractal spectra coincide, then the systems must be equivalent
(in some sense to be made precise). We also show that sometimes it is impossible
to effect a multifractal classification. Chapter 12 is dedicated to the study of mul-
tifractal spectra obtained from considering simultaneously Birkhoff averages into
the past and into the future in hyperbolic sets. We emphasize that the description
of these spectra is not a direct consequence of the results in Chapter 6. The main
difficulty is that even though the local product structure of the hyperbolic set is
a Lipschitz homeomorphism with Lipschitz inverse, the level sets of the Birkhoff
averages are never compact. This forces us to construct explicitly noninvariant
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measures concentrated on each product of level sets having the right pointwise
dimension.

Finally, Part IV is dedicated to the interplay of hyperbolicity and recurrence.
In Chapter 13, for repellers and hyperbolic sets of conformal maps, we establish
explicit formulas for the pointwise dimension of an arbitrary invariant measure.
These are expressed in terms of the local entropy and the Lyapunov exponents.
This allows us to show that the Hausdorff dimension of a nonergodic invariant
measure is equal to the essential supremum of the Hausdorff dimensions of the
measures in an ergodic decomposition. In Chapter 14 we consider hyperbolic mea-
sures, that is, measures with all Lyapunov exponents nonzero, and we describe
their almost product structure. It imitates the local product structure of a hy-
perbolic set, although its study is much more delicate. In Chapter 15 we study
the problem of quantitative recurrence in a hyperbolic set, establishing a relation
between the recurrence rate and the pointwise dimension. We also describe the
almost product structure of the return time.



Chapter 2

Basic Notions

This chapter collects in a pragmatic manner all the notions and results from di-
mension theory, ergodic theory, and the thermodynamic formalism that are needed
in the book. We emphasize that it is not intended to be an introduction to any
of the three areas but instead to serve as a reference for the remaining chapters.
Furthermore, it may be skipped without consequences, since whenever needed we
shall refer in the main text of the book to the appropriate place in this chapter.

2.1 Dimension theory

We start by introducing the notions of Hausdorff dimension and of lower and
upper box dimensions, both for sets and measures. We also introduce the notions
of lower and upper pointwise dimensions, and we show how they can be used to
compute or at least to estimate the dimension of measures. We refer to the books
[56, 96, 115] for details.

We consider a set X C R™ for some m € N. Let d be the distance in X. We
define the diameter of a set U C X by

diam U = sup{d(z,y) : x,y € U},
and the diameter of a collection U of subsets of X by
diam U = sup{diam U : U € U}.
Given Z C X and a € R, we define the a-dimensional Hausdorff measure of Z by

m(Z, ) = lim inf (diam U)“, (2.1)
—ou Uelu

where the infimum is taken over all finite or countable covers U of the set Z with
diamU < e.
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Definition 2.1.1. The Hausdorff dimension of Z C X is defined by
dimyZ = inf{a € R: m(Z,a) = 0}. (2.2)

The lower and upper box dimensions of Z C X are defined respectively by

log N(Z S log N(Z
dimpZ = liminf 082, 8) (Z.¢) and dimpZ = limsup M
£—0 —loge -0 —loge

)

where N(Z,¢) denotes the least number of balls of radius ¢ that are needed to
cover the set Z.

It is easy to show that
dimygZ < dimpZ < dimpZ. (2.3)

In general these inequalities may be strict and the coincidence of the Hausdorff
dimension and of the lower and upper box dimensions is a relatively rare phe-
nomenon. Indeed, it occurs only in some particular situations such as those dis-
cussed in Chapters 3 and 4, even if they correspond to large classes of dynamics.

Now we introduce the corresponding notions for measures. Let u be a finite
measure in X.

Definition 2.1.2. The Hausdorff dimension and the lower and upper box dimen-
sions of p are defined respectively by

dimgp = inf{dimy Z : u(X \ Z) = 0},
dimpp = lim inf{dimp 7 : p(Z) > p(X) — o},
dimpp = lim inf{dimpZ : (Z) > p(X) — 6}
One can easily show that
dimpp = %i_% inf{dimpy 7 : u(Z) > p(X) —§}. (2.4)
Indeed, let ¢ be the right-hand side of (2.4). Clearly,
dimpgp > inf{dimyg Z : p(Z) > p(X) — 6}

for every d, and hence dimgy > ¢. On the other hand, there exists a sequence of
sets Z, with u(Z,) — u(X) and dimy Z,, — ¢ as n — oo. Therefore,

dimgpu < dimg U Z, =supdimygZ, = c.
neN neN

We note that in general the quantities dimpp, dimpu, and dimpp do not
coincide, respectively, with the Hausdorff dimension and the lower and upper box
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dimensions of the support of i, and thus they contain additional information about
the way in which the measure p is distributed in its support. It follows from (2.3)
and (2.4) that
dimgp < dimpp < dimppu. (2.5)

As it happens with the inequalities in (2.3), in general the inequalities in (2.5)
may also be strict. Nevertheless, in strong contrast with the dimension of sets,
the coincidence of the three quantities in (2.5) for a given measure p is a more
common phenomenon (see Theorem 14.3.5).

The following quantities allow us to formulate a criterion for the coincidence
of the three numbers in (2.5).

Definition 2.1.3. The lower and upper pointwise dimensions of the measure u at
the point x € X are defined by
1 B - 1 B
d,(z) = liminf log n(B(, 7)) and d,(z) = limsup M.
# r—0 logr r—0 logr
We have the following identities.
Proposition 2.1.4. For each a > 0 and x € X we have

d,(x) = liminf log (B, ac™™))

—H n—oo —n

and

= 1 B n
d,(xz) = limsup og 1(B(w, ae ))
n—00 —n
Proof. For each r > 0 sufficiently small there exists a unique n = n(r) € N such
that
ae” "t < p < ge ™ < 1.

We have
(B, ae_(n+l))) < u(B(z,r)) < w(B(x,ae™™)),

and thus
log pu(B(xz, ae= (1)) < log pu(B(z, 1)) < log u(B(z,ae™™))
log(ae—™) - log r ~  log(ae~(nt1)

As r — 0 we have n(r) — oo, and all sufficiently large integers are attained
by n(r). Therefore,

log p(B(z,ae" ")) log p(B(x,ae” *1))

lim sup = lim sup

e —n oo log(ae=™)
I B
< limsup % w(B(z, 7))
r—0 logr

: log p(B(z,ae™"))
= hgi»solip log(ae—(n+1))
1 B -
ey 08B ae)
n—oc —-n
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with similar inequalities for the lower pointwise dimension. ]

The following statement relates the Hausdorff dimension with the lower
pointwise dimension.

Theorem 2.1.5. The following properties hold:
L. if d,(z) > « for p-almost every x € X, then dimpp > «o;
2. ifd,(v) <a for everyxz € Z C X, then dimpZ < a;
3. we have
dimpp = esssup{d, (v) : v € X}. (2.6)
Proof. Set
Y={reX:d,(z)>a}.
Given € > 0, for each x € Y there exists r(x) > 0 such that if » € (0,7(x)), then
p(B(z,r)) < (2r)*°. (2.7)
Given p > 0, set
Y,={xeY :r(z)>p}.

Clearly,
Y, CY,, for py>ps, and Y = U Y,.
p>0

Since u(X \'Y) = 0, there exists p > 0 such that pu(Y,) > pu(X)/2. Now let Z C Y
be an arbitrary set of full y-measure, and let U be a cover of ZNY, by open balls.
Without loss of generality we assume that U NY, # @ for every U € U. Then for
each U € U, there exists zy € U NY,, and we consider the new cover

V ={B(zy,diamU) : U € U}

of the set ZNY,. It follows from (2.7) that

D (diamU)* = =27 ) " (diam V)*~*

Uelu Vev

> 257N " (V)

Veu
> 25 u(Y,) > 2 u(X)2.

Since U is arbitrary, we obtain
m(ZNY, a—¢e)>2°"%u(X)/2.
This implies that dimg(Z NY,) > a — ¢, and by the arbitrariness of € we have

dimgZ > dimg(ZNY,) > o.
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Now we establish the second property. For each x € Z and € > 0 there exists
a sequence r, = r,(x,€) \, 0 as n — oo such that

(B, 7)) > (2r,)F* (2.8)
for every n € N. Consider a cover
U C {B(z,rp(z,€)) :x € Z and n € N}

of the set Z. Notice that its diameter can be made arbitrarily small. By Besicov-
itch’s covering lemma (see, for example, [96, Theorem 2.7]) there exists a subcover
V C U of Z of finite multiplicity, that is, there exists K > 0 such that

card{VeV:zeV} <K

for every x € Z. Therefore, by (2.8),
3 @iam V)™ < 37 u(Blar) < Ku(X),
Vev Vev

and since the diameter of the cover V can be made arbitrarily small we obtain
m(Z,a+¢) < Ku(X). This implies that dimpyZ < «a + ¢, and since ¢ is arbitrary
we obtain dimgZ < a.

For the third property, let

a=esssup{d,(z):x € X} and Z={re X :d,(r)<a}l.
We have u(Z) = p(X) and by property 2, we have
dimgp < dimpgZ < a.

Given € > 0, let
Ze={reX:d,(r)>a—c}

We have u(Z.) > 0, and it follows from property 1 that
dimpgp > dimy (u|Z:) > a —e.
By the arbitrariness of ¢ we obtain dimgu > a. O

We also recall a criterion established by Young in [165] for the coincidence
of the Hausdorff and box dimensions of a measure.

Theorem 2.1.6. If p is a finite measure in X and there exists d > 0 such that

lim log pu(B(w, 1))

=d 2.9
r—0 logr (2.9)

for p-almost every x € X, then

dimpp =dimpy = mgu =d.
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Proof. By Theorem 2.1.5 we have dimgu > d. Now we prove that dimpu < d and
the result follows from (2.5). Set

Z={xe X :d,(r) <d}.
Given € > 0, for each © € Z there exists r(z) > 0 such that if » € (0,r(x)), then
u(B(w, 1)) > (2r)"+e.
Given p > 0, we consider the set Y, = {z € Z : r(x) > p}. Clearly,

Y, CY,, for pi>p2, and 7= U Y,.
p>0

Therefore, since (X \ Z) = 0, we have u(Y,) /" u(X) as p — 0. For each r < p
the balls B(z,r) form a cover U of the set Y,. By Besicovitch’s covering lemma
(see, for example, [96, Theorem 2.7]) there exists a subcover V C U of Y, of finite
multiplicity K. Therefore,

Z(diam V)dte < Z w(B(z,r)) < Ku(X).

Vev Vev
Since
Z (diam V))4F€ = (2r)@*e card V > (2r) N (Y, 7),
Vev
we obtain
Kp(X)
N(Y,,r) < (@r)ite
and hence,

- log N(Y,
dimpY, = limsup 28N

r—0 —logr

Since u(Y,) /" u(X) as p — 0, we conclude that

dimpp < limsumeYp <d+e.
p—0

By the arbitrariness of € we obtain dimpu < d. This completes the proof of the
theorem. [l

Definition 2.1.7. The limit in (2.9), when it exists, is called the pointwise dimension
of u at x, and we denote it by d,,(z).

By Whitney’s embedding theorem, the statements in this section also hold
when X is a subset of a smooth manifold.
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2.2 Ergodic theory

We recall in this section a few basic notions and results of ergodic theory, includ-
ing Poincaré’s recurrence theorem, Birkhoff’s ergodic theorem, and the notion of
Kolmogorov—Sinai entropy. We refer to the books [84, 95, 163] for details.

We first introduce the notion of invariant measure. Let X be a space with a
o-algebra.

Definition 2.2.1. Given a measurable transformation 7: X — X, we say that a
measure y in X is T-invariant if

u(T14) = ()
for every measurable set A C X.

The study of transformations with an invariant measure is the main theme
of ergodic theory. We denote by M the set of all T-invariant probability measures
in X. We say that a measure y € M is ergodic if every T-invariant measurable set
A C X (i.e., such that T"'A = A) has measure u(A) = 0 or u(A) = 1. We denote
by Mg C M the subset of all ergodic measures.

Now we recall one of the basic but fundamental results of ergodic theory—
Poincaré’s recurrence theorem. It states that any measurable transformation pre-
serving a finite measure exhibits a nontrivial recurrence in any set A with positive
measure, in the sense that the orbit of almost every point in A returns infinitely
often to A.

Theorem 2.2.2 (Poincaré’s recurrence theorem). Let T: X — X be a measurable
transformation. Given u € M, if A C X is a measurable set with positive measure,
then

card{n e N: T"z € A} = 0

for p-almost every point x € A.

A slightly modified version of Theorem 2.2.2 was first established by Poincaré
in his seminal memoir on the three-body problem [122] (we refer to [25] for a
detailed historical account).

The following is another basic result of ergodic theory. We denote by L' (X, )
the space of all measurable functions ¢: X — R with [ [¢|du < oo.

Theorem 2.2.3 (Birkhoff’s ergodic theorem). Let T: X — X be a measurable
transformation and let u € M. For each p € LY (X, i) there exists the limit

n—1

1
lim — E o(T*x)
n—oo N,
k=0

for p-almost every x € X. If in addition yu € Mg, then

n—1

1
lim — E T*z) = d
i nk:ocp( x) /Xgp m
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for p-almost every x € X.

For example, if ¢ = x4 is the characteristic function of a measurable subset
A C X, then by Theorem 2.2.3, if 4 € Mg, then

1
lim —card{0 <k <n—1:T*x € A} = u(A)
n—oo n

for p-almost every x € X. This means that almost all orbits stay a proportion of
time in a given set A equal to the measure of the set.

Now we introduce the notion of Kolmogorov—Sinai entropy. Let p € M and
let £ be a finite or countable partition of X into measurable subsets. This means
that:

1. £ is a finite or countable family of subsets of X, with N(UCes C)=1;
2. u(CND)=0 for every C, D € £ with C # D.
We define the entropy of ¢ with respect to u by
==Y uC)logu(C
cee
with the convention that 0log0 = 0.

Definition 2.2.4. We define the Kolmogorov-Sinai entropy of T with respect to
the measure p by

1
hy(T) =sup lim —H,(&,), (2.10)
5 n—oo M
where En is the partition of the space X composed of the sets [, T’kCz—k 41 with

0217---7 in E

It can be shown that indeed there exists the limit in (2.10) when n — occ.

2.3 Thermodynamic formalism

We introduce in this section a few basic notions of the thermodynamic formal-
ism, starting with topological pressure. It was introduced by Ruelle in [131] for
expansive transformations and by Walters in [161] in the general case. For more
details and further references about the thermodynamic formalism we refer to
[38, 84, 86, 132, 163].

Let (X, d) be a compact metric space and let T: X — X be a continuous
transformation. For each n € N we define a new distance in X by

dp(z,y) = max {d(T*z,T"y) : 0 <k <n-—1}. (2.11)

Given € > 0, we say that a finite set £ C X is (n,€)-separated if d,,(x,y) > € for
every x,y € F with z # y.
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Definition 2.3.1. The topological pressure of a continuous function ¢: X — R
(with respect to T') is defined by

n—1

- 1
P((,O) = PX((p) = ;1_1)% lim sup E IOg SlElp Z exp Z (p(Tk‘r)v
n—oc 2€E k=0

where the supremum is taken over all (n, e)-separated sets £ C X.

The notion of topological entropy is a particular case of topological pressure.
Definition 2.3.2. We define the topological entropy of the transformation T by
h(T) = P(0), that is,

1
Rh(T) = lim limsup — log N (n, €),
n

e=0 pooo

where N (n,¢) is the largest cardinality of all (n, )-separated sets.
Now we present an equivalent description of topological pressure.

Theorem 2.3.3 (Variational principle of topological pressure). If T: X — X is a
continuous transformation in a compact metric space, and ¢: X — R is continu-
ous, then

P(p) Egﬁ{hu(TH/Xsodu}

sup {hH(T)—&-/ <pd,u}.
nEME X

For example, setting ¢ = 0 in Theorem 2.3.3 we obtain the variational prin-
ciple of topological entropy, namely

(2.12)

h(T) = sup h,(T) = sup h,(T).
peM HEME

Definition 2.3.4. A measure p € M is called an equilibrium measure for ¢ (with
respect to T') if the first supremum in (2.12) is attained by this measure, that is, if

P(¢) = hu(T) + /X .
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Chapter 3

Dimension Theory and
Thermodynamic Formalism

We start in this chapter our study of the dimension theory of dynamical systems
and its relation with the thermodynamic formalism (see Section 2.3). We first
consider geometric constructions modeled by the full shift in which case we can
avoid the thermodynamic formalism without too much pain. On the other hand,
this should make the reader appreciate the simplification and unification that are
allowed by the thermodynamic formalism in the following chapters.

3.1 Dimension theory of geometric constructions

There are important differences between the dimension theory of invariant sets
and the dimension theory of invariant measures. In particular, while virtually all
dimensional characteristics of invariant hyperbolic measures coincide, the study of
the dimension of invariant hyperbolic sets reveals that the dimensional characteris-
tics frequently depend on other properties, and in particular on number-theoretical
properties. This is another reason for our interest in simpler models. The theory
of geometric constructions precisely provides such a class of models.

Ay As

Figure 3.1: Geometric construction in the real line

We start with the description of a particular geometric construction in the
real line. We consider constants Aq, ..., A, € (0,1) and disjoint closed intervals
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Ay, ..., A, C R with length Ay, ..., A\, (see Figure 3.1). For each k =1, ..., p,
we choose again p disjoint closed intervals Ag1, ..., Agp C Ap with length ApAq,
...y ApAp. Iterating this procedure, for each n € N we obtain p™ disjoint closed
intervals A;,...;, with length [T7_; X;,. We then define the limit set

F = ﬁ U 2. (3.1)

n=114-ip

n

The following result was essentially proved by Moran in [101] (more precisely, he
simply did not consider the box dimensions).

Theorem 3.1.1. We have
dimpyF =dimgF = dimgF = s

and 0 < m(F,s) < oo, where s is the unique real number such that

p
>N =1 (3.2)
k=1

Proof. To verify that there is a unique real number s satisfying (3.2) it is sufficient
to observe that the function L(s) = Y7_, A is strictly decreasing, with
lim L(s)=+4o00 and lim L(s)=0.
§——00 s—-+4o00

For the remaining properties, we first observe that for each n € N the sets
A, ..;, form a cover of F. Furthermore,

D (diamAg ) = D (N A, )t = <Z A;) =1, (3.3)
k=1

i1 erip i1

and since N
diam A, ...;, < (kn%ax /\k) —0 as n — oo,
=1,...,p
it follows from (3.3) that m(F,s) < 1. In particular, dimgF > s.
To obtain a lower bound for the Hausdorff measure we define a probability
measure p in the limit set F' by requiring that

(A i) = Ny A, )°

for every i1,...,i, € {1,...,p}. It follows from (3.3) that u(F) = 1. Now we
construct a special cover of I, that we call a Moran cover. For each sequence w =
(i1ig---) € {1,...,p}N and r € (0,1), we consider the unique integer n = n(w,r)
such that

)‘il B ')‘in, <r< )‘i1 .- -Ain—l' (34)
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We can easily verify that for each fixed r the sets

Aw,r) = Aiy iy (3.5)

are pairwise disjoint, that is,
if A(w,7)NAW,r)# 3 then A(w,r)=A,7). (3.6)
Furthermore, they form a cover of F. Notice that for each w € {1,...,p}" we have
r/c < diam A(w,r) <, (3.7)

where ¢ = 1/ ming—; ., Ax. This implies that for any interval I of length r there
is at most a number ¢ of sets A(w,r) that intersect I. Therefore,

() < Z w(Aw,r)) < Z r® <er®.

A(w,r)NB#Q A(w,r)NB#Z
Since each set U C F' is contained in an interval of length diam U, we have
w(U) < e(diam U)°.

Therefore, for any countable cover U of F we have

1= u(F) = 3 pu(v) < e 3 (@diamU)”,
Ueu Ueu

and it follows from (2.1) that m(F,s) > 1/c.

It remains to establish an upper bound for the upper box dimension. Given
r € (0,1), we consider again the Moran cover of F' formed by the sets A(w,r). Let
Ay, .., ANy be these sets (it follows from (3.6), (3.7), and the compactness of F
that N(r) < co). By (3.7) we have diam A; < r for i = 1,..., N(r). Furthermore,
since

(dlam Ail---im)s = Z (dlam Ai1~--in)37

i1 in
it follows from (3.3) that
N(r) .
D (diam A;)* =1. (3.8)
i=1

On the other hand, again by (3.7), we have diam A; > rfefori=1,...,N(r).
Since the sets A; are pairwise disjoint, it follows from (3.8) that N(r) < (¢/7)°.
Therefore,

N(F,r) < N(r) < (¢/7)*,

and

dimpgF < limsup S08\T) S
r—0  —logr

This completes the proof of the theorem. ([
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It is remarkable that the Hausdorff and box dimensions of the limit set ' do
not depend on the location of the intervals A,;,...; but only on their length.

Now we introduce the general notion of geometric construction modeled by
an arbitrary symbolic dynamics. Given an integer p € N, we consider the space of

sequences XF = {1,... ,p}¥ and we equip it with the distance
oo
d(w,w') =Y e i — i, (3.9)
k=1

where w = (i1iz---) and w’ = (i}i5 - - - ). With this distance X} becomes a compact
metric space. We also consider the shift map o: Z;f — Z;f defined by o (i1ig---) =
(i2i3 Ce )

Definition 3.1.2. A geometric construction in R™ consists of:
1. a compact subset ¥ C E;‘ such that 0~ '% O %, for some p € N;

2. a decreasing sequence of compact sets A;,...;, C R™ for each w € X, with
diameter diam A;,...;, \, 0 as n — oo, and such that whenever (i1 ---i,) #
(J1 -+~ jn) we have

int Allln Nint Ajl"'jn 7é . (310)

We say that the geometric construction is modeled by 3.

For example, to model repellers and hyperbolic sets, we can consider geo-
metric constructions modeled by topological Markov chains (see Chapter 4 for
details).

Definition 3.1.3. The limit set of a geometric construction modeled by X is the
compact set F' defined by (3.1), with the union taken over all i1, ... i, € {1,...,p}
such that (i1 ---4,) = (j1 - jn) for some sequence (j1j2---) € .

We point out that to determine or even to estimate the dimension of the
limit set F', sometimes it is not sufficient to know the geometric shape of the sets
A, ...i,, in strong contrast with what happens in Theorem 3.1.1. For example,
the dimension can be affected by certain number-theoretical properties. We shall
not make any detailed discussion but we give an example. Namely, consider a
geometric construction in R? modeled by ¥ such that the sets

Agy iy, = (fiy 0+ -0 f3,)([0,1] x [0,1])

are rectangles with sides of length a™ and 0™, obtained from the composition of
the functions

fl(x,y)Z(ax,by) and fg(:v,y):(ax—a+17by—b—|—1)7
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for some fixed constants a € (0,1) and b € (0,1/2) (see Figure 3.2). In particular,
the projection of A;,...;, on the horizontal axis is an interval with right endpoint
given by

n—1
a®+ Y jra”, (3.11)
k=0

where

o if iy =1,
=V 20 ifiy =2

Now we assume that a = (v/5 —1)/2. In this case we have a? +a = 1, and thus for
each n > 2 there is more than one vector (iy - - - 4,) for which we obtain the same
value in (3.11). This causes a larger concentration of the sets A;,...;, in certain
regions of the limit set F'. Therefore, to compute the Hausdorff dimension, when
we take an open cover of F' it may happen that it is possible to replace, in the
regions of larger concentration of the sets A, .., , several elements of the cover
by a single element. This may cause F' to have a smaller Hausdorff dimension
than expected, with respect to a certain “generic” value obtained by Falconer
n [51]. It was established by Neunhiuserer in [104] that indeed this happens
when a = (v/5 — 1)/2. See also [124] for former related results of Przytycki and
Urbanski. We note that the constant (\/5 —1)/2 is only an example among many
other possible values that lead to a similar phenomenon. Additional complications
can occur when f; and fs are replaced by functions that are not affine.

A22

Ay

A21

A12

Ay

A11

Figure 3.2: Number-theoretical properties and dimension theory
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3.2 Thermodynamic formalism and dimension theory

In [118] Pesin and Weiss extended the result of Moran in Theorem 3.1.1 to an ar-
bitrary symbolic dynamics, with the help of the thermodynamic formalism. Before
presenting their result we consider the thermodynamic formalism in the particular
case of symbolic dynamics. We also introduce the notion of Gibbs measure and
we illustrate the relation of dimension theory with the thermodynamic formalism,
taking advantage of the simplification given by symbolic dynamics.

3.2.1 Thermodynamic formalism for symbolic dynamics

One can easily show that in the case of symbolic dynamics the limit in Defini-
tion 2.3.1 when € — 0 is not needed.

Proposition 3.2.1. Given a compact set ¥ C Z; such that c='Y O % and a
continuous function p: X — R, the topological pressure of ¢ (with respect to o) is
given by

P(p) = Ps(p) = lim llog Z exp sup (ngoak), (3.12)

n— oo
n iq e i1:in —
Q1 ip k=0

where
Ciyeviy ={(1j2--) €X: (J1-+jn) = (i1 in)}. (3.13)

The existence of the limit in (3.12) follows from the fact that the sequence

n—1
an = log Z exp sup (Z po ak>
i1-vin k=0

is subadditive. This means that a,+m < an + an, for every m,n € N. One can
easily show that it is possible to replace the supremum in (3.12) by the infimum
of the same expression without changing the value of the limit. In particular, one
can take any value for the second sum in (3.12) between the infimum and the
supremum of S 7_ @ oo in G, ., .

Definition 3.2.2. Each set C;,...;, in (3.13) is called a cylinder set of length n, and
we denote its length by |Ci, ..., | = n.

By Definition 2.3.2, the topological entropy of ¢|X is given by h(c|X) = P(0),
that is,
1
h(o]X) = lim —log N(%,n),
n—oo N
where N (X, n) is the number of vectors (iy - - - i,,) such that (iy--in) = (41 Jjn)
for some sequence (j1j2---) € X.
We also need the notion of Gibbs measure.
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Definition 3.2.3. We say that a o-invariant probability measure y in ¥ is a Gibbs
measure for the function ¢: ¥ — R if there exist constants Dy, Do > 0 such that

1(Ci, i)
exp (— nP(g) + Yp_g plotw))

for every n € N and w € Cjy, .4, .

D, < < Do (314)

It is easy to show that any Gibbs measure is an equilibrium measure (see
Definition 2.3.4). The converse does not hold but, for example, for a topologically
mixing topological Markov chain (see Section 4.1 for the definitions), if ¢ is Holder
continuous, then its unique equilibrium measure is a Gibbs measure.

To illustrate the relation between dimension theory and the thermodynamic

formalism we consider numbers A1,...,A, € (0,1) and we define the function
p: X — R by

(p(ilig ce ) = ].Og )‘il . (315)
We have

1 n
P(sp) nlLIr;CElog Z exp <leog Aik)
k=1

i1in

lim_ %log S I

i1in k=1

n (3.16)
1 P
= lim —1 A
P
= log Z Al
i=1
Therefore, equation (3.2) is equivalent to the new equation
P(sp) =0 (3.17)

involving the topological pressure. Equation (3.17) was introduced by Bowen in [40]
(in his study of quasi-circles) and is usually called Bowen’s equation. It is also ap-
propriate to call it Bowen—Ruelle’s equation, taking into account the fundamental
role of the thermodynamic formalism developed by Ruelle, and of his article [134].
Equation (3.17) establishes the connection between the thermodynamic formalism
and dimension theory. Taking into consideration that the topological pressure and
the Hausdorff dimension may be defined in a similar manner (see (2.1)—(2.2) and
Section 7.2), namely, both can be obtained as Carathéodory dimension character-
istics (see [115] for details)—the relation between the two is in fact very natural.
It happens that equation (3.17) has a rather universal character: indeed, virtually
all known equations used to compute or to estimate the dimension of invariant
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sets of dynamical systems are particular cases of this equation or of appropriate
generalizations.

Before proceeding with the extension of the result of Moran to arbitrary sym-
bolic dynamics, we present an equivalent description of the topological pressure.
Given o € R and N € N, we set

|Cl—1

M(a, N 1nf Z exp | —a|C| —|—sup Z poo (3.18)
cee

where the infimum is taken over all finite covers € of ¥ by cylinder sets in the

collection

Theorem 3.2.4. Given a compact set 2 C E;‘ such that 0~ 'Y O ¥ and a continu-
ous function p: ¥ — R we have

P(cp):inf{oz: lim M(a,N)= O}.

N—o00

Proof. Clearly

Z exp <—ozN+ sup Z woao ) . (3.20)

Cirvin =0
On the other hand, given € > 0 there exists C' > 0 such that for every N € N,
N-1
> e < sup Y @0 a’“) < CelP@ITON
ipein 1IN k=0

Therefore, provided that @ > P(¢p) and ¢ is sufficiently small, it follows from (3.20)
that
M(a,N) < e=*NgeP@+aN _ ¢

as N — oo. Hence,
pi= inf{a : ]\}im M(a,N) = 0} < P(yp).
Now let o > p. There exist N € N and a finite cover € C Hy of X by cylinder
sets C1, ..., Cy, such that

|Cl-1
Zoxp —a|C|+sup Z pook | <1. (3.21)

cec

Let I,...,I; be the finite sequences such that

Ci=C; for i=1,...,q. (3.22)
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For each n € N we consider the cover C,, of ¥ formed by the cylinder sets C7,, ...,

with 4y,...,4, € {1,...,q}, and we write I';,..;, = Cr, .1, . Since
[Ty in | =1 n i |—1
sup D, podt<) s ), poot
Dievin o j=1Tijin =0
n Ty -1
<> sup Y pook,
=1 T k=0
it follows from (3.22) that
n |C|—-1
N(a,(‘,’n)SHZexp —a|C| + sup Z poo’ | < N(a,C)™.
k=1Cee ¢ j=o

Therefore, by (3.21),

N(a,Cs) < ZN(a,G)” < 00,

neN

where Coo = [UJ,,eny Cn- Now let M be the maximal length of the elements of C
(recall that € is a finite cover). For each n € N and w € ¥, there exists a cylinder
set C7 € C such that

welCr and n<|Crl<n+ M.

Let C* be the collection of all cylinder sets C; such that J is a finite sequence
consisting of the first n elements of some finite sequence I such that C7 € C. We
have

N(Oé, G*) < ]\/'(O[7 GOO)eMsuPW\ max{l,eaM} < 0.
Since
n—1
N(aae*) = Z eianoxp < sup Zw00k> ’
11 ln i1:in b—()

we obtain P(p) —a < 0, and thus p > P(¢p). O

3.2.2 Dimension of limit sets of geometric constructions

We present in this section the result of Pesin and Weiss in [118] that extends
Theorem 3.1.1 to arbitrary symbolic dynamics. We consider the general case of
geometric constructions whose sets A;,...; are balls (see Figure 3.3). The value of
the dimension is again given by Bowen’s equation in (3.17).
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AN
Q Aqo
Aqq

Figure 3.3: Geometric construction with balls

Theorem 3.2.5 (Dimension of the limit set). For a geometric construction modeled
by ¥ C %F such that the sets A;,..;, C R™ are balls of diameter [Tiei Ny, for
some numbers A, ..., A, € (0,1), we have

dimyF = dimgF = dimgF = s, (3.23)

where s is the unique real number satisfying P(sp) = 0 with the function ¢: 3 — R
as in (3.15).

Proof. Given t > s we have

n—1 n—1
SZonak thcpoak+(s—t)ninfg07
k=0 k=0
and thus,
P(sp) < P(ty) + (s —t) inf ¢. (3.24)
On the other hand,
n—1 n—1
thpoak < sngoak—&—(tfs)nsupcp,
k=0 k=0
and thus,
P(tp) < P(sp) + (s — t) sup . (3.25)
Putting together the inequalities in (3.24) and (3.25) we obtain
(s—t)supp < P(sp) — P(ty) < (s —t)inf . (3.26)

Since ¢ < 0 this implies that the function s — P(sy) is strictly decreasing. It also
follows from (3.26) that

lim P(sp) =400 and lim P(typ) = —cc.

S——00 t——+oc



3.2. Thermodynamic formalism and dimension theory 29

Therefore, there exists a unique real number s satisfying P(sp) = 0.

Now we establish (3.23). The argument can be considered an elaboration of
the proof of Theorem 3.1.1, although now using the thermodynamic formalism and
for an arbitrary symbolic dynamics. We start with the construction of a Moran
cover. Given w = (igig---) € ¥ and r € (0,1), let n = n(w,r) be the unique
integer such that (3.4) holds. We also consider the sets A(w,r) in (3.5). By (3.7)
we have

diam A(w,r) > r/e, (3.27)

where ¢ = 1/ ming—1 ., Ax. On the other hand, by (3.10) the sets int A(w,r) are
pairwise disjoint. Therefore, by (3.27) and elementary geometry, there exists a
constant C' > 0 (independent of r) such that for each x € R™ the ball B(z,r)
intersects at most a number C' of sets A(w,r). This is a crucial property of the
Moran cover.
Given &,r,0 > 0 there exists a countable cover U of the limit set F with
diam U < r such that
> (diam )™ < 6, (3.28)
Ueu

For each U € U we consider the family
Uy = {A(w,diam U) : A(w,diamU)NU # @ and w € T},
which is a cover of U. Then
V={V:Vely and U € U} (3.29)

is a cover of F' of diameter at most r, and by (3.7) and (3.28) we obtain

Z(diamv)dimHF+a < Z Z (diamv)dimHF+5

Vev UeUVeluy

<D D (diamp)timefee (3.30)

Ueuvely
< ) C(diam U)m e < Cf.

Uelu

Since r and 6 can be made arbitrarily small, using the notation in (3.18) we obtain

lim M(0,N) =0,

N—oc

and by Theorem 3.2.4,
P((dimg F +£)p) > 0.

Since t — P(ty) is strictly decreasing we obtain dimpyF + ¢ > s, and it follows
from the arbitrariness of ¢ that dimygF > s.
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To estimate the upper box dimension we consider again the Moran cover
constructed above. Let A; = A(w;,r) be the elements of the Moran cover for
some sequences w; € X. Since

diam A, i, = [] iy (3.31)
k=1
we have |
ogr
< - 1 3.32
n(w,r) < oge T 1 (3.32)

where ¢ = maxy—1,. p \y. Since diam A; < r for each j, we have

> card{j : n(w;,r) =m} > N(F,r). (3.33)

meN
Hence, there exists m = m(r) such that

N(F,r)

d{j : Ty = > 3.34
card{j : n{w;, r) = m} > —logr/loge+1 ( )

On the other hand, for each # > 0 there exists a sequence r, \, 0 such that
N(F,rp) > 0" dimsF (3.35)

for all sufficiently large n € N. Set m,, = m(r,) — 1. For each a < dimpF — 26 we
obtain

P Z (diamAil...imn)az Z (diamAiy--imn)a

i1y, 81 T (1)
@ N(F’ T‘TL)
Tn
- —logr,/loge+1

(3.36)

TnoH—G—dimBF

> >1
— —logr,/loge+1 —

for all sufficiently large n € N (we note that 1/ — logr > r? for all sufficiently
small r > 0). Furthermore, again by (3.31) we have

logr
n(w,r) > ———
(w,r) 2 logc'’
where ¢ = ming=1, ., M, and hence inf,ex; n(w,r) — oo as r — 0. This implies
that
minn(w;j,r) — oo as 1 —0,
J
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and hence m,, — co. Therefore, by (3.36) we obtain

1
Play) = nh_)nolC . log Z (diam Ay .5, )" > 0.

i1 in
We conclude that o < s, and hence
RBF — 20 S S.

It follows from the arbitrariness of  that dimgF < s. O

3.3 Nonstationary geometric constructions

It turns out that the classical topological pressure is not adapted well to all geo-
metric constructions. For example, consider again a geometric construction such
that all sets A, ...;, are balls, although now without any type of multiplicativity
assumption for the diameters. On the contrary, in Theorems 3.1.1 and 3.2.5 we
have

diam A, ., = [ A, (3.37)
k=1

for every set Ay, ...;.,. We call the geometric constructions for which (3.37) fails
nonstationary geometric constructions. It happens that the thermodynamic for-
malism is of no help in this situation. However, the nontrivial generalization given
by the so-called nonadditive thermodynamic formalism can still be used with suc-
cess. The main idea is to replace the sequence of functions

n—1

on = poo (3.38)
k=0

in (3.12) by an arbitrary sequence 1,,. We note that while the functions ¢,, satisfy
the identity
Ontm = Pn + Pmoa”,

the functions v, may have no similar property, and thus the expression nonad-
ditive. Due to technical problems related with the existence of the limit in (3.12)
when the sequence ¢, in (3.38) is replaced by an arbitrary sequence v,,, Barreira
used a different approach in [3] to introduce the notion of nonadditive topologi-
cal pressure. It is based on the theory of Carathéodory dimension characteristics
developed by Pesin (see [115] for references and full details).

3.3.1 Nonadditive thermodynamic formalism

We first introduce the notion of nonadditive topological pressure. Let (X, d) be a
compact metric space and let f: X — X be a continuous transformation. Given
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a finite open cover U of X, we denote by W,,(U) the collection of vectors U =
(Uo, ..., Up) with Uy, ..., U, € U, and we write m(U) = n. For each U € W,,(U)
we define the open set

X(U) = () £ U
k=0

Now we consider a sequence of continuous functions ® = {p,: X — R}, cn. For
each n € N we define

Y (P, U) = sup {|on(z) — @n(y)| : 2,y € X(U) for some U € W, (U)}.
We always assume that

’Yn(q)a U)
n

limsup lim sup =0 (3.39)

diam U—0 n—oo

we note that since X is compact it has finite covers with diameter as small as
te that si X i t it has finit ith di t 11
desired).

Example 3.3.1. In the additive case, that is, when the sequence ® is composed of
continuous functions obtained from a given function ¢ as in (3.38), condition (3.39)
is automatically satisfied. More precisely, given a continuous function ¢: X — R
we consider the sequence of functions ¢, = ZZ;& o fk. We have

on(@) = en@)] < lo(fFz) — o(f*y)l

and hence,
—1
’yn(q)7u) 1 k
ELAE A su T) — tx,y € X(U)) for Ue W, (U
- _nkZ:O p{le@) — eyl 2.y € fH(X(U)) (W} (3.40)
<sup{le(z) —¢(y)| : z,y € U for some U € U},
since f*(X(U)) C Uiyq for k = 0,...,n — 1. By the uniform continuity of ¢

in X, the last supremum goes to 0 as diamU — 0. Hence, in the additive case
condition (3.39) is automatically satisfied.

Given U € W,,(U), we set

H(U) = supy ) ¢n if X(U) £ o,
—00 otherwise.

Given Z C X and « € R, we define the function

M(Z 0, ®,U) = lim inf > exp(—am(U) + ¢(U)) (3.41)
Uel’
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where the infimum is taken over all finite or countable collections I' C |, ~.,, Wi (W)
such that (Jyp X(U) D Z. We also set -

Pz(®,U) =inf{le e R: M(Z, o, ®,U) = 0}.
The following result was established by Barreira in [3].

Theorem 3.3.2 (Nonadditive topological pressure). The following properties hold:

1. there exists the limit

Py(®) := dia]ll’ilI{g—'O Pz(®,U); (3.42)

2. if there exist constants ¢y, ca < 0 such that cyn < @, < con for every n € N,
and the topological entropy h(f|X) is finite, then there exists a unique number
s € R such that
Pz(s®) =0.

Proof. This is a simple modification of the proof of Proposition 2.8 in [38]. Let V
be a finite open cover of X with diameter smaller than the Lebesgue number of U.
Then each element V' € V is contained in some element U (V) € U. We write

U(V) =(UMW),....U(Va))
for each V.€ W,,(V), and we observe that if I' C | J,,cy Wi (V) is a cover of Z, then
{U(V):VeT}c W
keN

is also a cover of Z. Set

(P, U
~(U) = lim sup %

n—oc

Given € > 0, we have v,(®,U)/n < v(U) + ¢ for all sufficiently large n. Hence,
e(U(V)) < o(V) +n(y(U) +¢)
for each V. € W,,(V), and
M(Z,a,®,U) < M(Z,a —y(U) — &,P,V).

Therefore,
Pz(®,U) < Pz(®,V) +~(U) +¢,

and
Pz(®,U) — v(U) —e < liminf Pz(P,V).

diam V—0
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By condition (3.39) we have that v(U) — 0 as diam U — 0. Since ¢ is arbitrary,
we conclude that

limsup Pz(®,U) < liminf Pz(®,V)

diam U—0 diam V—0

and thus the number Pz (®) in (3.42) is well-defined.
For the second property we observe that by (3.41), for each s > 0 we have

M(Z, o — sc1,0,U) < M(Z,c, s®,U) < M(Z, v — s¢a,0,U),

and hence
Pz(O) + sc; < Pz(S(I)) < Pz(O) + sco. (343)

Similarly, we can show that for each s <0,
Pz(O) + sco < Pz(S(I)) < Pz(O) + scq. (344)

Since
Pz(0) < Px(0) = h(f|X) < oo,

it follows from (3.43) and (3.44) that the number Pz (s®) is finite for every s. On
the other hand, given ¢ > s we have

cat—s)n < (t—5)pn < cat —s)n,
and hence,
M(Z,a—(t—s)c1,s®,U) < M(Z, o, t®,U) < M(Z,«« — (t — 8)ca, sP,U).
Therefore,
Pz(s®,U) + (t — s)ce1 < Pz(t®,U) < Pz(sP,U) + (¢t — $)ca,

and
(t —s)ey < Pz(t®) — Pz(s®) < (t — s)co.

This shows that the function s — Pz (s®) is Lipschitz and strictly decreasing, with

lim Pz(t®) = —oc and lim Pz(sP) = +co.

t——+oo §— —00
In particular, there exists a unique s € R such that Pz(s®) = 0. ]

Definition 3.3.3. The number Pz (®) is called the nonadditive topological pressure
of @ in the set Z (with respect to f).
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We note that Z need not be compact nor f-invariant. The nonadditive topo-
logical pressure is a generalization of the notion of topological pressure (see Defini-
tion 2.3.1), and contains as a particular case the subadditive version introduced by
Falconer in [52]. In the additive case we recover the notion of topological pressure
introduced by Pesin and Pitskel’ in [116]. Moreover, the quantity Pz(0) coincides
with the notion of topological entropy for noncompact sets introduced in [116],
and can be shown to be equivalent to the notion of topological entropy introduced
earlier by Bowen in [37] (see [115] for details).

The following statement follows easily from the definitions (see [3] for details).

Theorem 3.3.4. The following properties hold:
1. if Z1 C Zo, then Py, (®) < Py, (®);
2. if Z =U,;e; Zi is a countable union of sets, then Pz(®) = sup;c; Pz, (®);
3. if on <y for all sufficiently large n, then Pz (®) < Pz (V).

A variational principle for the nonadditive topological pressure is also estab-
lished in [3], among other properties. We formulate it without proof.

Theorem 3.3.5 (Nonadditive variational principle). If there exists a continuous
function . X — R such that

On+1 —@no f — W uniformly,
then

Px(®) = sup {hu(f)+/xwdu}-

neM

3.3.2 Dimension of limit sets of nonstationary constructions

The following result gives a formula for the dimension of the limit sets of a class
of nonstationary geometric constructions, in terms of the nonadditive topological
pressure for the symbolic dynamics. It was obtained by Barreira in [3].

Theorem 3.3.6 (Dimension of the limit set). Consider a geometric construction
modeled by ¥ C E;‘ such that the sets A;, ..., are balls of diameter ri,..., < 1.
If there is a constant 6 € (0,1) such that

Ti1-ip 2 57’1'1...2'"71 and Til"‘in+m S Til"'inrinJrl"'im (345)
for every (i1iz---) € ¥ and n, m € N, then
dimyF = dimgF = dimgF = s, (3.46)

where s is the unique real number satisfying the identity Ps(s®) = 0, where ® is
the sequence of functions @, : X — R defined by

(pn(ilig < ) = logdlam Allln
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Proof. The argument is an elaboration of the proof of Theorem 3.2.5. We first
show that there exists the limit

1
= lim —1 . 3.47
Qs) = lim_— Ogi; iy (3.47)

for every s € R. It follows from the second inequality in (3.45) that

S S S
E Tigowvingm <= E Tiyoin E Ting1-intm -

i1 intm i1rin Ing1 lngm

— S
a, = log E Tiyeoei,,
i1in

Therefore, the sequence

is subadditive, that is,
Uptm < ap +ap, foreach n,meN,

and hence there exists the limit of a,/n when n — oco. Furthermore, given ¢ > s
we have

.1 .1 _
lim — log E iy, < lim — log E Fiyoi, S8
i1 in i1 in

where ¢ = maxy—;, ., 7% < 1. Hence,

Qt) < Q(s) + (£ — s)loge,

and @ is strictly decreasing. On the other hand, it follows from the first inequality
in (3.45) that 7;,...;, > 0", where § = min{d,71,...,7r,} < 1. Therefore

.....

1
> lim - Y 6 =1 log 0
Q(s) > lim — ogp + slogh,

i1 vin
and we obtain

lim Q(s) =+4oc and lim Q(s) = —oc.

S§— —00 s——+o0

This ensures that there exists a unique real number s satisfying Q(s) = 0.
Given t > 0, a € R, and a finite cover C of ¥ by cylinder sets, we define

Ni(o, C) = Z rite=olll]

Cree
where |I] is the length of the finite sequence I. We also set

pi(a) = lim iréf Ni(a, @), (3.48)

n—oo
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where the infimum is taken over all finite covers € C H,, of ¥ (see (3.19)). We
can easily verify that

P(t) := Ps(t®) = inf{a € R : py(cx) = 0}. (3.49)
The following is a nonadditive version of Theorem 3.2.4.

Lemma 3.3.7. We have P(t) = Q(t) for every t € R.

Proof of the lemma. If a > P(t), then for each sufficiently large m € N, there
exists a finite cover € C H,, of ¥ such that Ni(«,C) < 1. For each n € N we
consider the (finite) cover C,, of ¥ formed by the cylinder sets Cy, .7, such that

Cr, € Cfor j =1,...,n. By the second inequality in (3.45) and (3.22) we obtain

Ne(o, Cp) < H Z TIiktefa‘Iik‘ = Ny(a, C)". (3.50)
k=1Cy,, €€

It follows from (3.50) that

Ni(a,Coo) < ZNt(a,Gn) < 00
neN

Coe = | €.
neN
Now let M be the maximal length of the finite sequences I such that C; € C. As
in the proof of Theorem 3.2.4, given n € N let C* be the collection of all cylinder
sets C'y such that J is a finite sequence consisting of the first n elements of some
finite sequence I such that C; € €. We obtain r; < ;6™ and

where

Ni(a, C*) < Ny(a, 600)57”\/[ max{1, eo‘M}.

Therefore,
Ni(a,C") = Z Tiyoi, €7 < 00,
i1

and )
li —1 in i t< a.
Ji plog Dm0
This shows that P(t) > Q(¢).
On the other hand, if D,, is the cover of ¥ by the cylinder sets Cj,...;,,, it
follows from (3.48) that

pe(a) < liminf Ny(a, Dy,) = lim inf g Ty, €O
n—oc n—oo | ;
11 ln
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By (3.47), for each € > 0 there exists C > 0 such that

Z ril---int S Cen<Q(t)+6).

i10in

Therefore, taking ¢ sufficiently small so that o > Q(t)+¢ we obtain that p;(a) =0
whenever o > Q(t). It follows from (3.49) that P(t) < Q(t). This completes the
proof of the lemma. (|

By Lemma 3.3.7, if s is the unique real number satisfying Q(s) = 0 then
P(s) =0.

Now we establish the identities in (3.46). We start by constructing a Moran
cover. The construction is analogous to the one in the proof of Theorem 3.1.1.
Namely, for each w = (i142---) € ¥ and r € (0, 1), we consider the unique integer
n = n(w,r) such that

Tigeiy, < T < Ty, 4 (351)

(we note that r;,..; is strictly decreasing in n). Then the sets A(w,r) given
by (3.5) are pairwise disjoint for each given r. We denote them by Aj = A(wj,7)
for some sequences w; € X. Proceeding as in the proof of Theorem 3.2.5 (see
(3.29)—(3.30)) we show that paim, r+e(0) = 0 and hence,

P(dimpgF +¢) < 0= P(s).

Since the function ¢ — P(t) is decreasing, we have dimy F +& > s for every € > 0,
and thus dimg F' > s.

Now we consider the box dimension. It follows from (3.51) that for n = n(w,r)
we have

r <t , <! where ¢= max 7}
1 ln X s

! =1,...,p

and hence (3.32) holds. Proceeding as in the proof of Theorem 3.2.5 we show that
there exist m = m(r) and for each # > 0 a sequence r, \, 0 satisfying (3.34)
and (3.35) for all sufficiently large n € N. Set m,, = m(r,) — 1. For each o <
dimpF — 20 we obtain

D Z Tigvvipy, 2 Z Tiy iy,
i1, W1 ()
N(F,ry)
—logr,/loge+1
a+9—EBF

n

[0}

r
> >1
— —logr,/loge+1 —

for all sufficiently large n. This shows that

Q(a) >0 forevery a < dimgF — 26,
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and hence, -
Q(dimpF — 20) > 0= Q(s).

Since the function ¢ +— Q(#) is decreasing this implies that dimpF — 26 < s for
every 6 > 0, and hence dimpF' < s. This completes the proof of the theorem. [

The equation Ps(s®) = 0 is a nonadditive version of Bowen’s equation
in (3.17). We observe that Theorem 3.3.6 contains the results of Moran in [101]
and of Pesin and Weiss in [118]. In these two cases we have

Tiyeoin = H Ai, - (3.52)
k=1

For example, when ¥ = ¥ it follows from (3.52) that

n S p n
LR (Hm) —(Df) |
11ty k=1 =1

i1
and thus the equation Py (s®) = 0 is equivalent to equation (3.2). The value of the

dimensions in Theorem 3.3.6 is also independent of the location of the sets A;;...;

"



Chapter 4

Repellers and Hyperbolic Sets

We start in this chapter the study of the dimension of hyperbolic invariant sets of
conformal dynamical systems (both invertible and noninvertible). As we observed
in Section 3.1, one of the motivations for the study of geometric constructions is
precisely the study of the dimension of invariant sets of hyperbolic dynamics. We
show in this chapter that indeed a similar approach can be effected for repellers
and hyperbolic sets of conformal maps, using Markov partitions and essentially
following the arguments for geometric constructions in Chapter 3.

4.1 Dimension of repellers of conformal maps

We first consider the case of repellers, that is, invariant sets of a noninvertible
expanding dynamics.

Let f: M — M be a differentiable map of a smooth manifold. We consider a
compact f-invariant set J C M, that is, a compact set J C M such that f~1J = J.

Definition 4.1.1. We say that J is a repeller of f and that f is ezpanding on J if
there exist constants ¢ > 0 and 8 > 1 such that

e f" 0]l = cB™ ]| (4.1)
foreveryn e N,z € J,andv e T, M.

Let J be a repeller of the differentiable map f.

Definition 4.1.2. A finite cover of J by nonempty closed sets Ry, ..., R, is called
a Markov partition of J (with respect to f) if:

1. int R; = R; for each 4;
2. int R; Nint R; = @ whenever i # j;
3. f(R;) D R; whenever f(int R;) Nint R; # @.
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We note that in Definition 4.1.2 the interior of each set R; is computed with
respect to the induced topology on J. Any repeller has Markov partitions with
diameter

diam R := max{diam R; : i =1,...,p}

as small as desired (see [134]).

Now we explain how Markov partitions can be used to model repellers by
geometric constructions. Let Ry, ..., R, be the elements of a Markov partition of
a repeller J. We define a p X p matrix A = (a;;) with entries

1 if f(int R;) Nint R; # @,
Q35 = . . . § (42)
0 if f(int R;) NintR; = @.
We also consider the space of sequences Z; = {1,...,p}" and the shift map

o: X} — N (see Section 3.1 for the definition).
Definition 4.1.3. The restriction of o to the set
SH={(iviz-+) €5f 2 a;, =1 for every n € N}

fn41
is called a (one-sided) topological Markov chain with transition matriz A.

We recall that a transformation f is topologically mizing on a set J if given
open sets U and V with nonempty intersection with J there exists n € N such
that

fMuyNvnJd+#£o forevery m>n.

One can easily show that if f is topologically mixing on .J, then there exists k € N
such that A* has only positive entries (this means that after k steps one can make
a transition between any two symbols in {1,...,p}).

+ _© +
Ya o Xy

x| |x

7

J —— J
Figure 4.1: Symbolic coding of a repeller

Using (4.1), it is easy to show that one can define a coding map x: X4 — J
of the repeller J by

X(iliQ e ) = m f_kRikJrr (43)
k=0

The map yx is surjective and satisfies

xoo=fox (4.4)
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(i.e., the diagram in Figure 4.1 is commutative). In addition, x is Holder continu-
ous, with the distance in Z;‘ given by (3.9). In general the map x is not invertible
(although one can show that card x 'z < p? for every x € J). Nevertheless, the
identity in (4.4) still allows one to see x as a dictionary that transfers the symbolic
dynamics U\Ejg and often the results at this level to the dynamics of f on J and
its corresponding results. In particular, the coding map x allows one to see each
repeller as a geometric construction (see Section 3.1) defined by the sets

n—1
Aiyoiy = () " Riy (4.5)
k=0

Definition 4.1.4. We say that f is conformal on J if d,, f is a multiple of an isometry
for every = € J.

We give two examples of repellers of conformal maps.

Example 4.1.5. In [152], Takens introduced the class of geometric constructions
defined by:

1. p disjoint closed intervals Aq,..., A, C R;
2. a C' map f: U — R, where U is an open neighborhood of A = JI_, A;.

We require that f be topologically mixing and expanding on U, and that f(0A) C
OA and A; C f(A;) whenever 0A; NOf(A;) # @. The map f is conformal, since
it is defined in a subset of R. We define a p x p matrix A = (a;;) by

o 1 ifAiﬂf_lAj#®7
Yo 0 if A; ﬂfﬁlAj = .

We consider a geometric construction modeled by Ej, defined by the sets
n
Ny, = [ 774,
j=1

for (iyig---) € ¥F. The corresponding limit set is a repeller of f.

Example 4.1.6 (Hyperbolic Julia sets). Let S be the Riemann sphere, and let
R: S — S be a rational map of degree greater than 1. Since R is holomorphic,
it is conformal. We say that a periodic point z of R with R"z = z is repelling if
[(R™)'(2)| > 1. The Julia set J of R is the closure of the set of repelling periodic
points of R. It is well known that for any nonempty domain U intersecting J, we
have R™(U) D J for all sufficiently large n € N. This implies that R is topologically
mixing on J. We say that J is hyperbolic if R is expanding on J. Hence, each
hyperbolic Julia set is a repeller of a conformal map.
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Roughly speaking, the conformality of f on J allows one to show that even
if the sets A, ...;, are not balls they essentially behave as if they were. This allows
one to reproduce with some changes the proof of Theorem 3.2.5 to obtain a formula
for the dimension of repellers of conformal maps. Consider the function ¢: J — R
defined by

p(x) = —log||da f.

Theorem 4.1.7 (Dimension of repellers of conformal maps). If J is a repeller of a
C'*e transformation f, for some € > 0, such that f is conformal on J, then

dimgyJ = dimpJ = dimgJ = s, (4.6)
where s is the unique real number such that P(s¢) = 0.

Proof. The uniqueness of the number s in the theorem follows immediately from
the strict monotonicity of the function s — P(sp). When f is topologically mixing
on J, this function is analytic, and using (4.1) and the conformality of f on J we
obtain

d
—P(sp) = | pd
75 P (s9) /Jw i

1
- [t log]ldu s du(x) < - log 5 <0,

J n—-+oc N

(4.7)

where p is the unique equilibrium measure of sp (see [132] for details), and thus the
function s — P(syp) is strictly decreasing. In the general case (that is, when f is not
necessarily topologically mixing) we can proceed as in the proof of Theorem 3.2.5
to establish the strict monotonicity of the function s — P(syp).

The remaining arguments follow the proof of Theorem 3.2.5, with some ap-
propriate modifications. The main difference is that now the function ¢ is not
constant in each set R; although it still satisfies a bounded distortion property.
We first construct a Moran cover of the repeller. Let Ry, ..., R, be the elements
of a Markov partition of J. Given w = (i1iz---) € XF and r € (0,1), we consider
the unique integer n = n(w,r) such that

de(w)an_l <r< ||dx(w)fn_1||_1a (4.8)
and we set

n—1
Alw,r) = () f "R, .- (4.9)
k=0

We note that these sets are pairwise disjoint for each given r. Since f is of class
C17¢ the function z — log||d, f|| is Holder continuous with Holder exponent e.



4.1. Dimension of repellers of conformal maps 45

Therefore, for each n € N and z,y € A;,..;,, using (4.1) we obtain

[da f"| H g Sl

ldy fm] dekyfl\
|dff«yf|\
- (4.10)
< H (1+CullfFa — frylF)
k=0
n—1
<[ (+Calfra — fryllep=t—m),
k=0
for some constants C1,Cs > 0. Since
|z — fMy|| < max diam Ry =:d,
k=1,...,p
we conclude that
de ™ _
ldy f |l
(4.11)

(14 Cod®37) =: D < oc.

‘ﬂS i

<
Il
—

Now let h be the local inverse of f™ restricted to the set A(w, r), where n = n(w, r).
We obtain

diam A(w,r) = sup |z —y||
z,y€A(w,r)
< sup |[f"z— fy|- sup [|d.h].
z,yEA(w,r) zER;,

Since (dy f™)~! = dgn,h and f is conformal on .J, we have

1(de f™)7H | = Nl f™ 17
Hence, by (4.11),
diam A(w,r) < dD|d.f"| "t <r (4.12)

for every x € A(w,r), provided that d is sufficiently small, that is, provided that
the diameter of the Markov partition is sufficiently small. Furthermore, since each
set R; is the closure of its interior, there exists p > 0 such that R; contains a ball
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B; of radius p for i =1, ..., p. Therefore, for each z,y € B;, and the same inverse
map h,

hx — hy|| > ||z — y|| - inf ||d.h
I~ byl = o~y int [d.t]
> 2pD7 || du "7
for every w € A;,...;,. This shows that
each set A, ..; contains a ball of radius pD~!||d, f"| ! (4.13)

for some point w € A,;,..; . By (4.8) we conclude that there exists a constant
k € (0,1) (independent of w and ) such that each set A(w,r) contains a ball of
radius k7. Since the sets A(w,r) are pairwise disjoint it follows from elementary
geometry that there exists a constant C > 0 (independent of r) such that each
ball B(z,r) C R™ intersects at most a number C' of the sets A(w,r).

Now we establish (4.6). Given 6, 7,6 > 0 there exists a countable cover U of J
with diam U < r such that

> (diam U) im0 < g,
Uelu

In a similar manner to that in the proof of Theorem 3.2.5, for each U € U we
consider the family

Uy = {A(w,diamU) : A(w,diamU)NU # @ and w € T} }.

Then the family V in (3.29) is a cover of J, and proceeding as in (3.30) we show
that
> (diam V) < ¢, (4.14)
vev

Now, given @ € Rand N € N we consider the function M («, N) in (3.18). It follows
from (4.14) that
lim M(0,N)=0,

N—oc

and we can apply Theorem 3.2.4 (with ¥ = EX) to conclude that
P((dimgJ + 6)p) > 0.

Since the function ¢t — P(typ) is strictly decreasing we obtain dimgyJ + 6 > s, and
it follows from the arbitrariness of § that dimgJ > s.

Now we consider the upper box dimension. For each § > 0 there exists r >
0 as small as desired such that N(J,r) > r0~4msJ  Furthermore, it follows
from (4.8) that

I
n(w,r) < oeT

1
~ —logpg +
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(with 8 asin (4.1)). Proceeding as in (3.33) we conclude that there exists m = m(r)

such that -
,rts—dimB J

d | . = > :
card{j : n(w;,r) =m} = —logr/logf+1

Setting m = m(r) and using (4.8) we obtain

Py, R A >
: —1

i1 im—1 i1 im

sup  [|dp f T
TEA;

1 im—1

rts—dimBJ
e 20+a—dimpJ

>
—logr/logf+1 — "

for all sufficiently small r. Therefore, when o < dimpgJ — 26 we obtain

m—2
Z exp  sup (a Z po fk> >1 (4.15)
k=0

i1 i1 ERig iy

for all sufficiently small r. Furthermore, it follows from (4.8) that

I
n(w,r) > 08T

> e (4.16)

where
B =sup{||d.f| : z € J}.

We notice that 8’ > 1. Otherwise we would have ||d, f"v|| < ||v|| for every n € N,
x € J,and v € T, M, which contradicts (4.1). It follows from (4.16) that

minn(w;j,r) — oo as 1 —0,
J
and thus m(r) — oo as r — 0. Since 7 can be chosen as small as desired, it follows
from (4.15) that P(ap) > 0 and a < s whenever a < dimpJ — 24. This implies
that dimpJ — 2§ < s, and by the arbitrariness of § we obtain that dimgJ <s. [

Ruelle showed in [134] that dim g J = s (under the additional assumption that
f is topologically mixing on J). The equality between the Hausdorff dimension and
the lower and upper box dimensions is due to Falconer [53]. Theorem 4.1.7 was
extended independently to expanding maps of class C!' by Gatzouras and Peres
in [65] and by Barreira in [3], using different approaches.

It was also shown by Ruelle in [134] that if p is the unique equilibrium
measure of s (again assuming that f is topologically mixing on .J), then

dimpgJ = dimgp. (4.17)

His proof consists of showing that u is equivalent to the s-dimensional Hausdorff
measure on J (in fact with Radon—Nikodym derivative bounded and bounded
away from zero). More precisely, we have the following statement.
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Theorem 4.1.8 (Measure of maximal dimension). If J is a repeller of a C1*¢
transformation f, for some € > 0, such that f is conformal and topologically
mixing on J, then setting dimgJ = s:

1. the equilibrium measure p of sy is equivalent to the s-dimensional Hausdorff
measure m, with Radon—Nikodym derivative bounded and bounded away from
zero;

2. 0 <m(J,s) < oc;
3. dimpgp =dimgu = mgu = s.

Proof. Since f is of class C1*¢, the function sy is Holder continuous and thus p is
a Gibbs measure (see, for example, [38] for details). Hence, by (3.14), there exist
constants D1, Do > 0 such that

(Aiy-i)

I
Dy < "5 <Dy
l[da fr)

for every n € N and x € A;,...;,,, where the sets A;,...;, are obtained as in (4.5)
from a given Markov partition Ry, ..., R, of J.

Now let A(w,r) be the sets constructed in the proof of Theorem 4.1.7 for
each w € X% and r € (0,1), where A is the transition matrix obtained from the
Markov partition. It follows from (4.8) that for every w € % and r € (0,1) we

have A
0y < AW

n

e < Cy,

for some constants C1,Cy > 0 (independent of w and r). As in the proof of
Theorem 4.1.7 each ball B(z,r) C R™ intersects at most a number C' of the sets
A(w, ), for some constant C' independent of x and r. Therefore,

w(B(z,r)) < CCyr®. (4.18)

On the other hand, by (4.12) we have diam A(w, r) < r. Hence, there exists w € ¥
such that B(z,r) D A(w,r/2) (we note that the sets of the form A(w’,r/2) that
touch the boundary of B(x,r) are not sufficient to cover the ball), and thus

C
wB(z,7)) 2 w(Aw,r/2)) 2 5or°. (4.19)
This shows that u is equivalent to the s-dimensional Hausdorff measure in J, with
Radon—Nikodym derivative bounded and bounded away from zero. Since u(J) =1
the second statement follows immediately from the first.
For the last statement we note that by (4.18) and (4.19),
log p(B(x, 7))

lim ————+ =5
r—0 log r

for every x € J. Now we can apply Theorem 2.1.6 to obtain the desired statement.
|
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Theorem 4.1.8 motivates the following definition.

Definition 4.1.9. The equilibrium measure p of the function s is called the mea-
sure of maximal dimension in J.

4.2 Hyperbolic sets and Markov partitions

We recall some basic notions in this section. These include stable and unstable
invariant manifolds, product structure of hyperbolic sets, Markov partitions and
some properties of their boundaries, as well as the associated symbolic dynamics.
We also describe the product structure of Gibbs measures. These notions are used
in the study of the dimension of hyperbolic sets of conformal maps, and in several
other places in the book, and thus it is very convenient to have them collected in
a unified manner in a single place.

4.2.1 Basic notions and product structure

Let f: M — M be a diffeomorphism of a smooth manifold, and let A C M be a
compact f-invariant set, that is, a compact set A C M such that f~'A = A.

Definition 4.2.1. We say that A is a hyperbolic set of f if for every point z € A
there exists a decomposition of the tangent space

T,M = E*(z) ® E"(x) (4.20)
satisfying
dofE*(x) = E*(fa) and d,fE"(z) = B"(fa),
and there exist constants A € (0,1) and ¢ > 0 such that
[do f"|E*(2)[| <A™ and  [|do f 7" E* ()] < A"
for every z € A and n € N.

Given p > 0, for each x € M we consider the sets

Vi(x) = {y € B(w,p) : d(f"y, f"z) < p for every n > 0} (4.21)

and
Vi (x) ={y € B(x,p) : d(f"y, f"x) < p for every n < 0}, (4.22)

where d is the distance in M and B(z, p) C M is the open ball centered at = of
radius p. We recall the following classical result.

Theorem 4.2.2 (Hadamard-Perron theorem). If A is a hyperbolic set of a C!
diffeomorphism, then there exists p > 0 such that for each x € A the sets V()
and V,'(x) are C' manifolds containing = that satisfy

T,V (z) = E*(x) and T,V (x)= E"(x). (4.23)
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E*(x)

Figure 4.2: Local stable and unstable manifolds

We refer the reader to the book by Anosov [2, §4] for references and for a
detailed account of the origins of the Hadamard—Perron theorem.

Definition 4.2.3. The manifolds V;(z) and V*(x) are called respectively a local
stable manifold and a local unstable manifold at x (of size p).

It follows from (4.20) and (4.23) that these manifolds are transverse (see
Figure 4.2). Furthermore, under the assumptions of Theorem 4.2.2 one can show
that the sizes of V;(z) and V,!(z) are uniformly bounded away from zero, i.e.,
there exists v = v(p) > 0 such that

Vps(w) D B*(z,v) and Vp“(ac) D B“(z,7)

for every x € A, where B*(z,7y) and B“(z,7) are the open balls centered at x
of radius v with respect to the distances induced by d respectively on V(z) and
V34 (x). The continuous dependence of the spaces £°(z) and E*(x) in = € A and
the smoothness of the local stable and unstable manifolds guarantee that there
exists § = d(p) > 0 such that if d(z,y) < ¢ for two points z, y € A, then the
intersection V7(x) N V}*(y) contains exactly one point, although it may not be
in A.

Definition 4.2.4. A hyperbolic set A of a diffeomorphism f is said to be locally
mazimal if there exists an open neighborhood U of A such that

A=) fU

nez
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One can show that for a locally maximal hyperbolic set, provided that ¢ is
sufficiently small, the intersection V,’(x) N V,*(y) consists of a single point in A.
Thus, we can introduce the following definition.

Definition 4.2.5. Let A be a locally maximal hyperbolic set. For each § > 0 suffi-
ciently small, the function

[ ] {(z,y) e Ax A:d(z,y) <0} — A

defined by
[z, y] =V, (2) NV, (y)

(see Figure 4.3) is called a local product structure of A.

Figure 4.3: Local product structure

We also recall the notion of Markov partition of a locally maximal hyperbolic
set A.

Definition 4.2.6. A nonempty closed set R C A is called a rectangle if diam R < §
(with ¢ as in Definition 4.2.5), int R = R, and [z,y] € R whenever z, y € R.
A finite cover of A by rectangles Ry, ..., R, is called a Markov partition of A
(with respect to f) if:

1. int R; Nint R; = @ whenever ¢ # j;

2. if z € f(int R;) Nint R;, then

fH VA (fa)NRy) C Vi) N Ry and  f(V7(z) N R;) C Vy(fz)NR;.

We note that in Definition 4.2.6 the interior of each set R; is computed with
respect to the induced topology on A. Any hyperbolic set has Markov partitions
with diameter as small as desired (we refer to [38] for details and references).

In a similar manner to that for repellers in Section 4.1, given the rectangles
Ri,..., R, of a Markov partition of the locally maximal hyperbolic set A, we define
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a p X p matrix A = (a;;) with entries given by (4.2). We consider the space of
sequences ¥, = {1,...,p}” and we equip it with the distance

d(w,w’) =Y e Hlip — i}, (4.24)
keZ

where w = (--+i_1igt1--+) and w’ = (---i"_4i4i) - -+ ). With this distance ¥, be-
comes a compact metric space. We also consider the shift map o: ¥, — 3, defined
by (ow)pn = int1 for each w = (---i_1igé1---) € £, and n € Z.

Definition 4.2.7. The restriction of o to the set
Ya={(iqigir--) € ¥p:a;,,,i, =1 for every n € Z}

is called a (two-sided) topological Markov chain with transition matriz A.

It is easy to show that one can define a coding map x: ¥4 — A of the
hyperbolic set A by

X(-+viqigip---) = ﬂ [ R;, . (4.25)

ne”

The map yx is surjective and satisfies
xoo=fox

(i.e., the diagram in Figure 4.4 is commutative). In addition, x is Holder continu-
ous, with the distance in ¥ 4 given by (4.24). In general the map x is not invertible
(although one can show that card x 'z < p? for every x € A).

DY 3

lelx

A ——

Figure 4.4: Symbolic coding of a hyperbolic set

4.2.2 Boundaries of Markov partitions

Let A be a locally maximal hyperbolic set of a diffeomorphism f, and let R =
{R1,..., Ry} be a Markov partition of A. The boundary of R is the union of the
stable boundary

P
O*R=| J{z € OR; : V' (z) Nint R; # @},

i=1
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and of the unstable boundary

p
"R = | J{z € 0R; : V}(z) Nint R; # @}

=1

That is, OR = 9°R U 9*R. Moreover,
f(O*R) Cc °R and f1(O"R) C O“R.

We note that the sets 9°R, 9“R, and IR are nowhere dense, and hence they have
zero measure with respect to any ergodic f-invariant measure with full support.

The following statement shows that for a large class of measures the p-
neighborhood of the set OR is at most polynomial in p. This was established
by Barreira and Saussol in [17].

Theorem 4.2.8 (Boundaries of Markov partitions). Let A be a locally mazimal
hyperbolic set of a CY*¢ diffeomorphism f, for some € > 0, such that f is topolog-
ically mizing on A, and let p be the equilibrium measure of a Hélder continuous
function in A. For any Markov partition R of A there exist constants ¢ > 0 and
v > 0 such that if p > 0, then

p{z e A d(z,0R) < p}) < cp”.

Proof. For each n € N we consider the distance d,, in (2.11) and we denote by
B, (x,0) the open ball centered at = of radius § with respect to the distance d,,.

Lemma 4.2.9. For each sufficiently small r > 0, and each compact f-invariant
set K C A with K # A there exist constants ¢ > 0 and v > 0 such that for
every n € N,

p{zeAidy(z,K) <r}) <ce "™

Proof of the lemma. Under the assumptions in the theorem, there exists a unique
equilibrium measure ugx of the function ¢|K with respect to f|K. Clearly, we
have supp ux C K. On the other hand, by the Gibbs property of 1 we also have
supp ¢ = A, and hence px # p. Furthermore, by the uniqueness of the equilibrium
measure [,

Pre(9) = hyu (F) + /A pdpuk < Pa(e).

Now let E,, C K be any set such that

Kc | Baly.m). (4.26)
yEE,

Clearly, setting
Kp={z€eA:d,(z,K)<r}
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we have

K, C | Bu(y,2r).

yeE,

On the other hand, it is well known (see, for example, [84, Lemma 20.3.4]) that
there exists ¢ > 0 such that

1(Bn(y,2r)) < Cexp <nPA(<P) + i w(fky)>

k=0

for every n € N and y € A. Hence,

WEn) < p(Baly,2r)) <C Y exp (nPA(cp) + Zw(f’“zﬁ) :

yEE, yekE, k=0

Moreover (see Definition 2.3.1), we have

n—1

.1 .
Prc() = lim —loginf > exp Y o(f*y),
" yeE, k=0

where the infimum is taken over all sets E,, for which (4.26) holds. Therefore,

1

lim sup —log ji(Ky) < Pr (@) = Palep) < 0.

This completes the proof of the lemma. 1
Now we observe that

dp(z,y) < max{||d, f] : * € A}"d(x,y) (4.27)

for every n € N and z,y € A. For any compact set K C A such that f(K) C K #
A, it follows from Lemma 4.2.9 and (4.27) that there exist constants ¢ = ¢(f, K) >
0 and v = v(f, K) > 0 such that

u({e € A: da, K) < p}) < eff, K)p50), (4.28)
Using (4.28) with K = 0°R we obtain
p({z € A: d(z,0°R) < p}) < c(f, 8*R)p" "R, (4.29)

Similarly, using (4.28) with K = 9“R now with respect to f~! we obtain
p({z € A: d(z, 0"R) < p}) < e(f 1, 0"R)p "), (4.30)

since the equilibrium measures of a function ¢ with respect to f are the same as
the equilibrium measures of ¢ with respect to f 1. Furthermore,

{r € AN:d(z,0R) <p} C{zx e A:d(x,0°R) < p}U{z € A: d(z,0"R) < p},

and the desired statement follows immediately from (4.29) and (4.30). O



4.2. Hyperbolic sets and Markov partitions 55

It is well known that OR has zero measure with respect to any equilibrium
measure. This is a simple consequence of the fact that OR is a closed set with
dense complement. On the other hand, to estimate the measure of a neighborhood
of OR may be simpler when the boundary is piecewise regular (as in the case of
hyperbolic automorphisms of the torus T?), but Markov partitions may have a
very irregular boundary. In particular, it was proved by Bowen in [39] that IR is
never piecewise regular in the case of hyperbolic automorphisms of the torus T3.

4.2.3 Product structure of Gibbs measures

Before describing the product structure of Gibbs measures, we explain how the
symbolic dynamics can be decomposed into stable and unstable components. We
also explain how this decomposition is related to the local product structure of a
hyperbolic set (see Definition 4.2.5). We follow closely the appendix of [10].

Given a two-sided topological Markov chain o|¥ 4 with ¥4 C {1,...,p}%, we
denote respectively by ZX and X, the sets of right-sided and left-sided infinite
sequences on p symbols obtained from the sequences in X 4. More precisely, we
denote by Y7 the set of sequences (igi - - - ) such that

(ZOZI):(]OJI)

for some sequence (---j_1joji---) € Xa. Similarly, we denote by X7, the set of
sequences (- --i_1ig) such that

(. - 7;_17;0) = ( . 'j—ljo)

for some sequence (- -- j_1joj1---) € X 4. We note that ¥, is canonically identified
with Ej{f,,, where A? denotes the transpose of A, by the bijective map

EZ > ( . 'Z.,ll.()) — (’L'()Z.,1 o ) S Ezf
We also consider the one-sided topological Markov chains
ot Ej — Ej and o7 : X, — X,
defined respectively by
U+(i0i1 N ) = (ilig s ) and U_(- . -i_lio) = ( c i_gi_l). (431)
The following construction is described by Bowen in [38, Lemma 1.6]. We
choose a number p of points wy, ..., wp € ¥4 such that w; € 34 N C; for each i
(here C; is a cylinder set of length 1; see Definition 3.2.2). Set = (w1,...,wp).

We define the function rq: 34 — X4 by

’I“Q(' . 'i—liOil .. ) — ( . .j_2j_1i0i1i2 . ),
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where (- - j_1joj1 -+ ) = wi,. Furthermore, given a function ¢: ¥4 — R we define
a new function 6* = 60¢: ¥4 — R by

0" (w) = p(ra(w)) + Z [p(c"ra(w)) — p(o?ra(ow))] .

J
Now we introduce the concept of cohomology in dynamical systems.

Definition 4.2.10. Given a continuous transformation f: X — X of a topological
space X, two functions ¢1: X — R and ¢3: X — R are said to be cohomolo-
gous on X with respect to f, or simply cohomologous if there exists a continuous
function ¥: X — R such that

p1—p2=9¢—vof on X

One can easily show that the functions 8" and ¢ are cohomologous, and that
they have the same topological pressure (see Lemma 1.6 in [38]). In particular,
they have the same equilibrium measures.

Now let

IR D Ej and 7 X4 — X}

be the projections defined respectively by

7T+(- "i_lioil s ) = (ioil . ) and 7T_(' . -i_lioil N ) = ( . -i_lio). (432)

One can easily verify that
O (- i_qigip---) = 9“(...1"711'6@"1 )

whenever i; = 1’7 for every j > 0. Similarly, one can define a function 6° = 65
in X 4 such that

0° (- -i_1igir---) = 0" (- ZL1262/1 )
whenever ¢; = 2’7 for every j < 0. We thus have the following statement.

Proposition 4.2.11. Given a continuous function p: X4 — R, the following prop-
erties hold:

1. there exists a function ¢": ¥ — R such that 0% = ¢ o™ in L 4;
there ezists a function ¢*: ¥, — R such that 0° = p* o™ in Xy4;

the functions @, * on™, and p* o™~ are cohomologous;

Ll

we have
Ps,(p) = Py (¢") = Py~ (¢°)- (4.33)

A A
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Now let ¢: 34 — R be a Holder continuous function, and let v be its unique
equilibrium measure in ¥ 4. One can easily show that the functions ¢* and ¢* are
also Holder continuous (see [38]). Let v* be the equilibrium measure of ¢* in 37,
and let v° be the equilibrium measure of ¢° in ¥,. We also define a measure 7 v
in ZX by

(0)(B) = v((x+) ' B)

for every measurable subset B C ©7. Similarly, we define a measure 7, v in ¥
by
(m;v)(B) =v((n")"'B)

for every measurable subset B C ¥. We note that

+

v =rfv oin B,
since both are equilibrium measures for the function ¢*, and that
vi=m v in X,

since both are equilibrium measures for the function ¢®. This implies that

v (Cr ) =v(Cigei,) and v°(C; ;) = v(Cigoniy), (4.34)
where
Ci—:;"'in = 7T+(Oi0"‘in) and C;—nlo =T (Oi—n'“in)-
By Proposition 3.2 in [111] and (4.34) we have
u (Ot
u + u\ 1 v (C’L zn) 1 V(Cz »»-in)
(W) — PZX(SD )= nh_{gologm = nliﬁgclogﬁ

for every w* = (igiy ---) € ¥ (with uniform convergence), and

viI(Ci ) v(Ci_ . ig)
S(wT) = Py (¢*) = lim log———"""" = lim log ————"*
¢*(w) — Po (¢®) = lim gVS(C{,n...ﬁ) Jm g e )
for every w™ = (---i_1i9) € ¥ (with uniform convergence). In particular, this

implies that the functions ¢* and ° are independent of €.

The following statement shows that any equilibrium measure of a Holder
continuous function in a topological Markov chain has a product structure. This
follows immediately from the identities in (4.34).

Proposition 4.2.12. There exist constants K1, Ko > 0 such that for everyn, m € N
and (- -i_1igi1 -+ ) € X4 we have

K; < V(Oifm“‘in_) < Ko.
V"(O{E»--in)VS(Ci,m---i(,)
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Now let A be a locally maximal hyperbolic set of a diffeomorphism f, and
let Ryq,..., R, be the elements of a Markov partition of A. For each € A, we set

A'(x) =V () N R(z) and A*(x) =V (z) N R(z), (4.35)

where V() and V,;’(z) are the local unstable and stable manifolds at x (see (4.21)
and (4.22)), and where R(x) is a fixed element of the Markov partition that con-
tains z. For each w’ € ¥4 we have

x(W') € V() N R(x) whenever 7 W' =7 w

and
x(w') € VJ(z) N R(x) whenever atw’ = ntw,

where x = x(w) (here y is the coding map in (4.25)). Therefore, writing w =
(--+i_1d0%1 - -+ ), the set A¥(z) can be identified with the cylinder set

Cit = {(ojr--) € B4+ jo =0} C B, (4.36)
and the set A®(z) can be identified with the cylinder set
Ciy ={(--j-1jo) € Xy jo =0} C Xj. (4.37)

Now let ¥: A — R be a Hoélder continuous function, and let u be its equi-
librium measure in A. Then ¢ = 1 o x is a Hélder continuous function in 4.
Furthermore, ;1 = x.v, where v is the unique equilibrium measure of o, that is,

1w(B) =v(x~'B) for every measurable subset B C A.
Moreover, for each x € AN x(C;,), we define the measures
py = X+(V°[Cyy) in - A%(x),

and
N;ZX*(VH‘O%) in Au($)7

with v® and v* as above. The following statement is an immediate consequence of
Proposition 4.2.12.

Proposition 4.2.13. There exist constants K1, Ko > 0 such that for any x € A and
any Borel sets E C A®*(x) and F C A"(x) we have

Ky (E)us(F) < p([B, F]) < Kopl(E)is (F).

For p-almost every x € A, let v and v be respectively the conditional
measures of p in A*(z) and A*(xz). We note that

U u

vy =py and v =p (4.38)

for p-almost every = € A.
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4.3 Dimension of hyperbolic sets of conformal maps

We study in this section the dimension of hyperbolic sets of conformal diffeomor-
phisms. Let f: M — M be a diffeomorphism, and let A C M be a hyperbolic set
of f.

Definition 4.3.1. We say that f is conformal on A if the linear transformations
d. f|E*(z) and d, f|E*(x) are multiples of isometries for every x € A.

For example, if M is a surface and dim E*(z) = dim E*(z) = 1 for every
x € A, then f is conformal on A.

The following result is a version of Theorem 4.1.7 for hyperbolic sets. We
consider the functions ¢s: A — R and ¢, : A — R defined by

ps(z) = log|lds fIE*(2)]| and  @u(x) = —log||ds f|E*(2)]|. (4.39)

Theorem 4.3.2 (Dimension of hyperbolic sets of conformal maps). Let A be a
locally maximal hyperbolic set of a C'*¢ diffeomorphism, for some ¢ > 0, such
that f is conformal and topologically mixing on A. Then

dimg (V) (z) N A) = dimp (V () N A) = dimp(V; (z) N A) = t, (4.40)
and
dimpy (V) () N A) = dimpg (V' (z) N A) = EB(VPU(I) NA) =ty, (4.41)
where ts and t, are the unique real numbers such that
P(tsps) = Pltypy) =0. (4.42)

Furthermore, .
dimygA =dimpA = dimpA =t, + 1,,. (4.43)

Proof. Let Ry, ..., R, be the elements of a Markov partition of A with diameter at
most p, where p is the size of the local stable and unstable manifolds (we recall that
there exist Markov partitions with diameter as small as desired). Given z,y € A
in the same rectangle R;, we denote by H; ,: V'(z) — V;'(y) the holonomy map
along the stable manifolds, given by

Hy oy (2) = [2,9).

Analogously, we denote by H}, : V> (x) — V;(y) the holonomy map along the
unstable manifolds, given by

u

Hy () =y, 2]

We note that the maps H;  and H;, depend continuously on x and y. Fur-
thermore, by results of Hasselblatt in [71], since f is conformal on A the stable
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and unstable distributions are smooth, and thus the local product structure is a
Lipschitz homeomorphism with Lipschitz inverse. This implies that the holonomy
maps H; , and H}'  are Lipschitz.

Now we establish the identities in (4.40) and (4.41). We only consider V*(x)
since the arguments for Vps( x) are entirely analogous. Choose segments V; of local
unstable manifolds, for i = 1, ..., p, such that

Vin A=V (z;)NANR; (4.44)

for some point x; € R;. We notice that V; Nint R; = @ whenever j # 4. Since
the holonomy maps are Lipschitz, the numbers dimg (V; N A), dimg(V; N A), and
dimp(V; N A) are independent of x;. Furthermore, since f is topologically mixing
on A we have

dimp(V; N A) = dimp(V; N A), (4.45)
MB(VZ ﬂA) ZEB(‘/J ﬂA)

for every i and j. Set V = (JI_, V;. We define
Riy..i, ﬂ f*R;, and Vi, =VNRy..,

for every (---i_1igi1---) € X4 and n € N, where A is the transition matrix
obtained from the Markov partition as in (4.2).
We first obtain an upper estimate for the upper box dimension. Note that

fn‘/ig"'in C Vpu(fn(EiU) N Rin

and
Frasgai, - Vigei, VA) = Vi, MA.

tn

Furthermore, each point in V; N A has exactly one preimage under the holon-
omy map H? . Hence, if U is a cover of V; N A, then the collection of

"Xig Ty, in

sets [T (Hy,  pog, U) is a cover of Vj,...;, N A, and thus,

N(V;

10 in

NAr) < N(V;

in N A, K_I’I“Xio...in)
for every r > 0, where K > 1 is a Lipschitz constant for the holonomy map, and
Xio'--in = max{||dwf_"|E“(x)H X € Rio---in}-

Therefore,

NVAAT) < DY NV, NAT) < Y NVAAK TR 0,).

io-in i0-in
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Now take s > dimp(V NA). Then there exists o > 0 such that N(VNA,r) < r~*
for every r € (0, 7). Setting

Cn(S) = Z Xio...ins7
G in

we obtain
NV NAr) <r *K°c(s)

for every r < A\, Krg, where

)\n = min )‘io---in'
P9 i

By induction we obtain
NVNOA ) <r *Kc,(s)"

for every r < (A, K)™rg. Notice that A, K < 1 for all sufficiently large n. Therefore,

log N(V A7) <s+ mlog ey (s) mlogcp(s)
—logr - —logr — —log[(An K)™ro]’
. logea(s) log . (5
S ) mlogc, (s ogcn (s
dimp(V N A) < s+ lims _ g losen(s)
mp(VOA) < s limeup k)l ° log(mK)

Letting s \, dimg(V N A) we obtain
cn(dimp(V NA)) > 1.
On the other hand,

and 1
P(spy) = lim —loge,(s) > 0= P(tupu)-

n—oo N,
Since the function s — P(sg,) is strictly decreasing it follows that s < ¢, for
every s > dimp(V N A), and thus dimg(V N A) < ¢,,.

Now we consider the Hausdorff dimension. We proceed by contradiction.
Assume on the contrary that dimgy(V N A) < t,, and let s be a positive number
such that

dimg(VNA) < s <ty (4.46)

Then m(V N A, s) =0, and since V N A is compact, for each § > 0 there is a finite
cover U of VN A by open balls such that

> (diamU)* < 6°. (4.47)
Uelu
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For each n € N, let §,, be a positive number such that
pr(U) :=card{(ig - in) : UN Rjy..i,, # D} <p

whenever diamU < §,, (the existence of 4,, follows easily from the properties of
the Markov partition). We note that §,, — 0 as n — oc. It follows from (4.47)
with § = 4,, that diamU < &, and hence that p,(U) < p for every U € U. Set
N =n+m — 1, for some m € N such that A™ > 0 (recall that f is topologically
mixing on A). For each (igiy---) € ¥4 and n € N, we consider the cover U;,...;y
of V' composed of the projections along the stable leaves onto V of the sets fNU
with U € U such that U N Ry,...;, # @. We have

> (diamU)* <\, 7" > (diam U)*,

Ueuin...iN UEu,UﬁRiU...iTL#@

where
=min{|d,f " E"(x)| : x € Rig-.i, }-

—0°"*ln

Now assume that for every (igi1---) € ¥4 and n € N we have

Z (diamU)® > §,,°.
UWiy.-in

Then

Ppoy° > p Z (diamU)® > Z pn(U)(diam U)*
Uelu Uelu

=> > (diam U7)*

i0-in UEW, UNRy...ip, A9

>p Ny > (diam U7)*

io-in UEW, UNRyy...ip, 29 (4.48)

> p- ! Z Xigin Z (diam U)®

10N Ueuio,..iN

2p7m+15n5 Z Aio,..iNs-

i IN
We observe that by a property analogous to the bounded distortion in (4.11) there
is a constant C' > 0 (independent of n € N and (iq - - - i,,)) such that

071 < /\ann < C.

Ajgeeving
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Therefore, by (4.48),

. 1 ~

P(Sgpu) = ngnoo N Z )‘io"'in
ig-in

4.49)

. 1 s (

< lim N Z Aio"'in <0.

i0-in

Since the function s — P(sp,,) is strictly decreasing and P(t,p,) = 0, we have
that (4.49) contradicts (4.46). Hence, we must have

> (diamU)* <6,° (4.50)

UWig--in

for some finite sequence (ig---ix) and all sufficiently large n (recall that N =
n + m — 1). Now we restart the process using the cover Vi = U;,...;, to find
inductively finite covers V; of VNA for each I € N. By (4.50) we have diamV; < 4y,
and hence p, (U) < p for every U € V,. This implies that card V;41 < card V;, and
hence cardV; = 1 for some [ = [(n). Writing V;(,,y = {U,} we obtain

diam(VNA) <diamU, <4, -0 as n — oo,

which is impossible. This contradiction shows that dimg(V N A) > ¢,.
We have thus shown that
dimg(VNA) =dimg(VNA) =dimg(VNA) =t,.

By (4.44) and (4.45) this establishes (4.40). The identities in (4.41) follow from
similar arguments.

It remains to establish (4.43). Since f is conformal on A the local product
structure is a Lipschitz homeomorphism with Lipschitz inverse, and thus

dimg [V () N A, V) (z) N A] = dimg (V) () NA) x (V) (z) N A)),
dimp [V, (z) N A, V() N A] = dimp (V7 (2) N A) x (V'(z) N A)),  (4.51)
dimp[V; (z) N A, V' (z) N A] = dimp((V,;(z) N A) x (Vi (x) N A)).

Since the inequalities
dimg A +dimgB < dlmH(A X B)

and L L L
dlmB(A X B) < dimpA + dimgB
hold for any subsets A and B of R™, it follows from (4.40), (4.41), and (4.51) that
dimp [V, (z) N A,V (x) N A] = dimg [V (2) N A, V! (z) N A]
= dimp[V; (z) N A,V (z) N A] (4.52)
=15+ tu.
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On the other hand, since A is locally maximal we have
[Vps(ac) NA, Vp“(x) NAJCA

for every x € A, and we can choose points z1,...,xy € A such that
N
A= U (V) (@) NA, V) (zn) NA]L
n=1

The identities in (4.43) follow now immediately from (4.52). O
McCluskey and Manning showed in [100] that

dimpg (V) () NA) =ts and dimg (V) (z) NA) =t,

for every z € A. We note that [100] does not contain a proof of the identity
dimygA = ts + t,. The equality between the Hausdorff dimension and the lower
and upper box dimensions is due to Takens [152] in the case of C? diffeomorphisms
(see also [109]), and to Palis and Viana [110] in the general C! case. Barreira
[3] and Pesin [115] presented alternative proofs of Theorem 4.3.2 based on the
thermodynamic formalism. Our proof of Theorem 4.3.2 follows closely [3], which
in its turn is inspired in arguments in [152] (see also [109]). The proof of Pesin
in [115] uses essentially the same arguments as the proof of Theorem 4.1.7. With
the purpose of illustrating an alternative argument (which incidentally could also
be used to establish Theorem 4.1.7) we follow instead [3]. We observe that the
proof depends crucially on the fact that f is conformal on A. In fact, any local
product structure is always a Holder continuous homeomorphism with Holder
continuous inverse. But in general it is not more than Holder continuous for a
generic diffeomorphism in a certain open set, in view of work of Schmeling in [140]
(see also [144]). On the other hand, when f is conformal on A, any local product
structure is a Lipschitz homeomorphism with Lipschitz inverse. It is this property
that allows us to add the dimensions in the stable and unstable directions.

4.4 Dimension for nonconformal maps: brief notes

We already observed that the dimension theory of invariant sets of nonconformal
maps (both invertible and noninvertible) still lacks a satisfactory approach in its
most general version. Indeed, in most related works the authors make additional
assumptions essentially to avoid two main types of difficulties: the lack of a clear
separation between different Lyapunov directions, connected with a possible small
regularity of the associated distributions (which typically are only Hélder continu-
ous); and the existence of number-theoretical properties that may cause a variation
of the Hausdorff dimension with respect to a certain typical value (such as the one
in [51], see Theorem 4.4.2). Other authors have obtained results not for a concrete
invariant set, but instead for an invariant of a typical transformation, such as for
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example for Lebesgue almost all values in some parameter space (although usually
without knowing what happens for any specific value of the parameter). Moreover,
in the case of nonconformal transformations we are often only able to establish
estimates instead of giving a formula for the dimension of the invariant set. Thus,
sometimes the emphasis is on how to obtain sharp dimension estimates.

Nevertheless, there exist some partial results towards a nonconformal theory,
for certain classes of repellers and hyperbolic sets, starting essentially with the
seminal work of Douady and Oesterlé [48]. We formulate some of these results,
without proofs. Given a linear map L: R” — R", let

o1(L) > >0,(L) >0

be the singular values of L, that is, the eigenvalues of (L*L)/?, counted with their

multiplicities, where L* is the adjoint of L. Following [48], for each s € [0,n] we
set
wo(L) = 01(L) -+ 05 (L)o )41 (L)*~ 1

where |s] is the integer part of s. Using these numbers, Falconer [54] computed
the Hausdorff dimension of a class of repellers of nonconformal transformations
(building on his former work [52]). His main result can be reformulated as follows.

Theorem 4.4.1. Let J be a repeller of a C? transformation f which is topologically
mixing on J. If
(e /)" P (ldefll <1 for every € J,

then -
dimpJ = dimgJ < s,

where s is the unique real number such that P(®4) = 0 for the sequence ®5 formed
by the functions ¢, s: J — R, n € N given by

Pns(T) = IOgWS((dxfn)il)-

Under an additional geometric assumption, satisfied for example when J
contains a nondifferentiable arc, the number s in Theorem 4.4.1 is equal to dim g J
(see [54]). In another direction, Hu [77] computed the box dimension of a class of
repellers of nonconformal transformations that leave invariant a strong unstable
foliation. His formula for the box dimension is also expressed in terms of the
topological pressure. Related results were obtained earlier by Bedford in [26] (see
also [27]), for a class of self-similar sets that are graphs of continuous functions. In
many of the former works the maps are assumed to be piecewise affine, sometimes
with constant rates of expansion.

In another direction, Falconer [51] studied a class of limit sets of geometric
constructions obtained from the composition of affine transformations that are not
necessarily conformal. Consider affine transformations f;: R — R", i=1,...,p
given by f;(x) = A;x + b; for some linear contraction A; and some vector b; € R™.
Then there is a unique nonempty compact set J C R™ such that J = (J!_, f;(J)
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(see [78]), and for every nonempty compact set R C R™ such that f;(R) C R for
i=1,...,p we have

J= ﬂ U (fir o"'ofik)(R)'
k=1141--iy
Set
s:inf{de [0,7) :Z Z wa(Ai, 00 A;,) < oc}.
k=11,
We emphasize that the number s does not depend on the vectors by, ..., bp.

Theorem 4.4.2. We have dimpJ < s. In addition, if | A;]| < 1/2 fori=1,...,p,
then for Lebesgue almost every (b1,...,b,) € (R™)P we have

dimgJ = dimgJ = dimpJ = s.

The statement in Theorem 4.4.2 is due to Falconer [51] when ||A;| < 1/3 for
,--.,p, and to Solomyak [151] in the general case.

Related ideas were applied by Simon and Solomyak in [149] to compute the
Hausdorff dimension of a class of solenoids in R3, obtained from C't¢ transfor-
mations of the form

1=1

(#,y,2) = (¢(2,2) + a,9(y, 2) +b,((2)).

We recall that a solenoid is a hyperbolic set A = (>, f"T, where T' C R? is
diffeomorphic to a solid torus S x D for some closed disk D C R?, and f: T — T
is a diffeomorphism such that for each = € S' the section

Ap = f(T)N({z} x D)

is a disjoint union of a fixed number of sets homeomorphic to a closed disk. Assum-
ing that |0¢/dz|, |0¢/0y| < 1/2 and [¢’| > 1, it is shown in [149] how to compute
the Hausdorff dimension of the solenoid for Lebesgue almost every (a,b) € R2.
Again, the dimension is expressed implicitly in terms of the topological pressure.

Bothe [35] and then Simon [148] (also using his methods in [147] for nonin-
vertible transformations) studied earlier the dimension of solenoids (see [115, 145]
for a related discussion). In particular, it is shown in [35] that under certain con-
ditions on the diffeomorphism the map = — dimgA,, is constant (even though the
holonomies are typically not Lipschitz). More recently, Hasselblatt and Schmeling
conjectured in [74] (see also [73]) that, in spite of the difficulties due to the pos-
sible low regularity of the holonomies, the Hausdorff dimension of hyperbolic sets
can be computed by adding the dimensions of the stable and unstable sections.
They prove this conjecture for a class of solenoids, by showing that the Hausdorff
dimension of the sections is in fact independent of the section.



Chapter 5

Measures of Maximal
Dimension

We establish in this chapter the existence of ergodic measures of maximal dimen-
sion for hyperbolic sets of conformal diffeomorphisms. This is a dimensional version
of the existence of ergodic measures of maximal entropy. A crucial difference is
that while the entropy map is upper semicontinuous, the map v — dimg v is nei-
ther upper semicontinuous nor lower semicontinuous. Our approach is based on
the thermodynamic formalism. It turns out that for a generic diffeomorphism with
a hyperbolic set, there exists an ergodic measure of maximal Hausdorff dimension
in a particular two-parameter family of equilibrium measures. On the other hand,
generically there exists no measure of full dimension, in strong contrast with what
happens in the case of repellers (see Chapter 4).

5.1 Basic notions and basic properties

Let A be a locally maximal hyperbolic set of a C'*¢ diffecomorphism f, for some
€ > 0, such that f is conformal and topologically mixing on A.

In an analogous manner to the case of repellers (see (4.17)) one can ask
whether there exists an invariant measure y in A such that

dimpyA = dimpgp. (5.1)

It happens that, in strong contrast with the case of repellers, in general the answer
is negative. We show below (see the discussion after Definition 5.1.3) that there
exists an invariant measure p in A satisfying (5.1) if and only if the functions t5ps
and t, @, (see (4.39) and (4.42)) are cohomologous (see Definition 4.2.10), that is,
if there exists a continuous function ¢): A — R such that

tsps — tuPu =y —9of (5'2)
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By Livschitz’s theorem (see, for example, [84, Theorem 19.2.1]), this happens if

and only if
ts

o f" | E* (2)[I** || do f | E* (2) | =1

for every z € A and n € N such that f"z = z.
Instead, one can ask whether the supremum

0(f) :=sup{dimpv : v is an f-invariant probability measure in A} (5.3)

is attained. A related quantity was introduced by Denker and Urbariski in [46]
(with the supremum in (5.3) replaced by the supremum over all ergodic mea-
sures with positive entropy). This quantity has been intensively studied in one-
dimensional complex dynamics (see [155] for details).

Definition 5.1.1. Any invariant probability measure attaining the supremum in
(5.3) is called a measure of mazimal Hausdorff dimension or simply a measure of
mazximal dimension.

The measures of maximal dimension attain maximal complexity from the
point of view of dimension theory. In particular, each of them is a dimensional
counterpart of the measures of maximal entropy, which attain maximal complexity
from the point of view of entropy theory. We recall that under the assumptions of
Theorem 4.3.2 the entropy map p — h,(f) is upper semicontinuous, and thus there
exist measures of maximal entropy. The same does not happen with the Hausdorff
dimension since the dimension map p +— dimgp is never upper semicontinuous.
To verify that this is the case it is sufficient to consider the sequence of measures
(u + (n — 1)0)/n where dimpgp > 0 and 6 is an atomic measure. Nevertheless,
it was proved by Barreira and Wolf in [23] that the supremum in (5.3) is always
attained and that it is attained at an ergodic measure (see Theorem 5.2.1 below).
Before presenting the result we introduce some auxiliary material.

Since f is of class C1*¢, the stable and unstable distributions E* and E%
are Holder continuous (see, for example, [84, Section 19.1]). Hence, the functions
s and ¢, in (4.39) are also Holder continuous. Now let M be the family of f-
invariant probability Borel measures in A equipped with the weaks topology, and
let Mg C M be the subset of all ergodic measures. Then M is a compact metrizable
space. For each v € M we define

As(v) = / psdv and A, (v) = —/ ©u dv. (5.4)
A A
It was shown by Young in [165] (see Theorem 13.2.3 below) that
if veMg, then dimpgr=d(v), (5.5)

where

1) =10 (53055~ 5 )
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We also need several additional properties of the topological pressure which
we formulate without proof (we refer to [132] for details). Given e € (0, 1], let C*(A)
be the space of Hélder continuous functions ¢: A — R with Holder exponent ¢.

Theorem 5.1.2. The following properties hold:
1. the map ¢ — P(p) is analytic in C=(A);

2. each function ¢ € C°(A) has a unique equilibrium measure v, € M; further-
more v, is ergodic, and given v € C°(A) we have

d
EP(SD‘FWJ / P dvy; (5.6)

3. for each ¢, ¥ € C°(A) we have v, = vy, if and only if o — 1 is cohomologous
to a constant;

4. for each @, ¢ € C*(A) and t € R we have
2

—P t) >0 5.7
P+ 1) 2 0, (57)
with equality if and only if Y is cohomologous to a constant.

The approach in [23] to establish the existence of (ergodic) measures of max-
imal dimension is based on the study of the function @: R? — R defined by

Q(p,q) = P(ppu + qps).

Since p, and ,, are Holder continuous, by property 1 in Theorem 5.1.2 the func-
tion @ is analytic. Furthermore, by property 2, for each (p,q) € R? the function
Dy + qps has a unique equilibrium measure, say v, , € Mg. We use the notation

Au(p, q) = )‘u(Vp,q)v As(p,q) = /\S(prq)v h(p,q) = hvp,q (f)

Accordingly, we also think of A,, A, and h as functions in R2. Note that by
Theorem 2.3.3 we have

Qp,qa) = h(p,q) — pAulp,q) + qAs(p; q)- (5-8)
We now briefly describe how these functions relate to dimension theory. Note that
0= h(ty,0) — tuAy(ty,0) > Ay (f) — tudu(v)
with strict inequality if and only if v # 14, o, and that
0= h(0,ts) + teAs(0,t5) > By (f) + tAs(v)
with strict inequality if and only if v # v ;.. Therefore,

hy(f) _ h(tu,0) hy(f) h(0, t5)

ty = = and ts = =— . 5.9
VM Aa(1)  Aa(te,0) ey won s Wi R

Furthermore, the maxima in (5.9) are respectively uniquely attained at the mea-

sures v, 0 and Vg ¢, .
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Definition 5.1.3. A measure u in A is called a measure of full dimension if dimgA =
dimg p.

Together with (5.5) and (4.43), the uniqueness of the maxima in (5.9) implies
that there exists a measure p1 € Mg of full dimension if and only if 14, o = 1o 4,,
in which case pu = vy, 0 = vo,,. In view of (4.42) and Theorem 5.1.2 this occurs if
and only if identity (5.2) holds for some continuous function 1): A — R. We notice
that if there exists a measure of full dimension in Mg, then it is unique.

Example 5.1.4. We show that if f preserves volume, then there exists an ergodic
invariant measure of full dimension, and that in this case we have t,, = t5. A short
argument is the following. If f"z =2 € A and k € Z, then

1 =det dwfk"| = explkos (f"x) — ko, (f"x)] sin Z(E*(x), E*(x)).
Letting k — +oo we obtain

@s(.fnz) - qu(fnx) =0

whenever f"z = x € A. Therefore, by Livschitz’s theorem (see, for example, [84,
Theorem 19.2.1]), the function ¢s — ¢, is cohomologous to zero. This implies
that Q(¢,0) = Q(0,t) for every ¢ € R, and hence ¢, = ts. Therefore t,p, is
cohomologous to tsps, and vy, o = v, is the ergodic invariant measure of full
dimension.

In the case of hyperbolic polynomial automorphisms of C? it was shown by
Wolf in [164] that if there exists an ergodic invariant measure of full dimension,
then either the map is volume preserving, or ¢ and ¢, are both cohomologous to
a constant (in which case the ergodic invariant measure of full dimension coincides
with the measure of maximal entropy).

5.2 Existence of measures of maximal dimension

The existence of ergodic invariant measures of maximal dimension was established
by Barreira and Wolf in [23] for diffeomorphisms on surfaces with one-dimensional
stable and unstable distributions. Their approach extends without change to the
more general case of hyperbolic sets of conformal maps.

Theorem 5.2.1 (Measures of maximal dimension). Let A be a locally mazimal
hyperbolic set of a CY*¢ diffeomorphism f, for somee > 0, such that f is conformal
and topologically mizing on A. Then

5(f) = max{dimgpu : p € Mg}.

Proof. Since the maps v — A\, (v) and v +— As(v) defined by (5.4) are continuous
in M, and M is compact, we can set

A — min A, (M), AP = max \, (M),
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and .
AT =min A;(M), AT = max A\, (M).

We consider the intervals
Iu = ()\Zlin7 )\runax) and IS = ()\gﬂin7 )\;ﬂax).

Note that I, # @ if and only if ¢, is not cohomologous to a constant, and that
I, # @ if and only if ¢, is not cohomologous to a constant. We also consider the
functions

du(p,q) = h(p,q)/Mu(p,q) and  ds(p,q) = —h(p,q)/As(p,q). (5.10)
It follows from (5.6) that

%—f/\u and @:

= As- 11
o B4 (5.11)

Since @ is analytic, the functions A\, and Ag are also analytic. We conclude from
(5.8) that h is analytic, and it follows from (5.10) that the functions d,, and d; are
also analytic. Now we establish a few additional properties of these functions.

Lemma 5.2.2. The following properties hold:
1. if pu is not cohomologous to a constant and q € R, then:
(a) A\u(+,q) is strictly decreasing and {Ay(p,q) : p € R} = I;;
(b) h(-,0) is strictly decreasing in [0, 00);

(¢) dy(-,0) is strictly increasing in (—oo,t,] and is strictly decreasing in
[ty, 00).

2. if vy is not cohomologous to a constant and p € R, then:
(a) As(p,-) is strictly decreasing and {\s(p,q) : ¢ € R} = I;
(b) Rh(0,-) is strictly decreasing in [0, 00);
(c) ds(0,-) is strictly increasing in (—oo,ts] and is strictly decreasing in
[ts,00).
Proof of the lemma. Assume that ¢, is not cohomologous to a constant and fix
g € R. By (5.7) and (5.11) we have
Oy 78262
op  Op?

<0, (5.12)

and thus A, (-, q) is strictly decreasing. The continuity of the function A,(-,q)
implies that {\,(p,q) : p € R} is an open interval. We claim that

lim Ay(p,g) =A™ and  Lim A (p,q) = A, (5.13)
p—ocC p——00
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If the first identity did not hold, then there would exist ¥ € M and § > 0 such
that A, () + 6 < Au(p, q) for every p € R. Now we take p > 0 satisfying

pd > h(f) — qrs(v) + qXs(p, q)

(such a p always exists since the function A4(+, ¢) is bounded). We obtain

Qp,q) = h(p,q) — PAu(p, q) + qXs(p, q)
< h(f) — p(u(¥) +0) + gAs(p, q)
< hu(f) - p)\u(V) + q)\S(V)a

which contradicts Theorem 2.3.3. This establishes the first identity in (5.13).
A similar argument establishes the second identity and property la follows.
It follows from (5.8) that

h(p,0) = Q(p,0) + pAu(p,0).
Using (5.11) and (5.12) it is straightforward to verify that

oh O
a—p(n 0) = pa—p(p, 0). (5.14)

This establishes property 1b.
Finally, using (5.8), (5.12), and (5.14) we obtain

%(p 0) = PO/ 9p(p, 0)Au(p, 0) — h(p, 0)0Xu/Op(p, 0)
op Au(p, 0)?
Y Q(p,0)
== B0 (5.15)
_9%Q Q(p,0)
~ o "oy

On the other hand, it follows from Theorem 2.3.3 that the function Q(-,q) is
strictly decreasing. This implies that

Q(p,0) > Q(t,,0) =0 for p < ty,

and that
Q(P,0) < Q(ty,0) =0 for p > ty.

Property 1lc follows now immediately from (5.12) and (5.15).
The proofs of the statements for the stable part are entirely analogous. [

Using Lemma 5.2.2 we can introduce two curves that are crucial for our
approach.
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Lemma 5.2.3. The following properties hold:

1. for each a € I, there exists a unique function v, : R — R satisfying

Au(ula),q) =a  for every q€R,
and 7y, 1s analytic;

2. for each b € I, there exists a unique function vs: R — R satisfying

As(p,7s(p)) = b for every peR,

and s is analytic.

Proof of the lemma. We only prove the second statement. The proof of the first
statement is entirely analogous. Let b € I,. In particular Iy # @, and g is not
cohomologous to a constant. By statement 2a in Lemma 5.2.2 and (5.11), for each
p € R there exists a unique number ~,(p) € R such that

Z—f@, (D) = A (. 75(0)) = b.

Since @, is not cohomologous to a constant, we have 92Q/9¢*(p, q) > 0 for every
(p,q) € R2. Tt follows from the implicit function theorem that the map p — ~4(p)
is analytic. (I

We proceed with the proof of the theorem. Let (v,)nen be a sequence of
measures in Mg such that

lim dimgy, = sup{dimgv :v € Mg}. (5.16)

n—oo

Since M is compact in the weakx topology, we can also assume that (v,)nen
converges to some measure m € M. Since the entropy map M 3> v — h,(f) is
upper semicontinuous, it follows from (5.5) and from the continuity of the maps
v — A (V) and v — Ag(v) that

lim dimgv, < d(m). (5.17)

n—oc

By (5.16) and (5.17) we obtain
sup{dimpyv : v € Mg} < d(m). (5.18)
Therefore, in order to establish the existence of a measure p € Mg satisfying
dimgp = sup{dimpyv : v € Mg}, (5.19)
it is sufficient to show that there exists u € Mg such that

dimgp = d(m). (5.20)
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Clearly, any measure p € Mg satisfying (5.20) also satisfies (5.19). We note that
when m is ergodic, it follows from (5.5) that dimgm = d(m), and hence (5.19)
holds for ;4 = m. However, m may not be ergodic.

Set a = Ay(m) and b = A\;(m). By Lemma 5.2.3, when a € I, (respectively
b € I;) we can consider the curve v, (respectively 7;) associated to the number a
(respectively b). We first prove some auxiliary statements.
Lemma 5.2.4. If A\;(m) € I, then there exists p € [0, hp(f)/Au(m)] such that
Au(p,7s(p)) = Au(m).
Proof of the lemma. The assumption A\s;(m) € I, guarantees that the function 4
is well-defined. Since v, () is the equilibrium measure of pp, +v,(p)¢s we have

h(p,7s(p)) — PAu(p, 75 () + 75 (P)As (P, 7s(P))
2 hm(f) - p/\u(m) + Vs (p))‘s (m) (521)

for every p € R. Note that Ay, (p,7vs(p)) > 0. It is straightforward to verify that

h(p.7s(p)) hm(f)>(1 ~u(m) >< hm<f>), (5.22)

Ma(Dy75(P)  Au(m) = Au(p, 75 (p)) Au(m)

Let & = hy(f)/Au(m). Setting p = &, it follows from (5.22) that

h(k, 7s()) ) Au (K () 2 hm (f)/ Au(m).- (5.23)

Now assume that

A (B, s (K)) > Ay (m).

By (5.23) we obtain h(k,vs(k)) > hm(f). It follows from (5.5) and (5.23) that
dimpv,, 4, (x) > d(m). This contradicts (5.18), and thus we must have
Au(;75(K)) < Au(m). (5.24)

On the other hand, it follows from (5.5) and (5.18) that
(

h(0,75(0)) . h( ;75(0)) m(f) hm(f)
M0 (0)  ha(m) A(m) (5-25)

Setting p = 0 in (5.21) we obtain h(0,7s(0)) > hn,(f), and it follows from (5.25)
that

Au(0,75(0)) = Ay (m). (5.26)

By the continuity of the function p — A\, (p, vu.(p)) together with (5.24) and (5.26),
there exists p € [0, k] such that A, (p,vs(p)) = Au(m). This completes the proof of
the lemma. O

Lemma 5.2.5. Assume that neither ¢, nor s are cohomologous to a constant.
Then Ay (m) € I, if and only if As(m) € I.
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Proof of the lemma. Assume that Ag(m) € I;. By Lemma 5.2.4, there exists p
such that A, (p,7s(p)) = Au(m). Lemma 5.2.2 implies that A\, (p,vs(p)) € I, and
hence A, (m) € I,,. A similar argument together with the corresponding version of
Lemma 5.2.4 show that As(m) € Iy whenever A, (m) € I,,. O

We note that by Lemma 5.2.5 it is sufficient to consider the following four
cases:

1. As(m) € Iy and A, (m) € I;
2. As(m) € I and ¢, is cohomologous to a constant;
3. Au(m) € I, and ¢, is cohomologous to a constant;
4. A(m) & I, and Ay(m) & L.

We continue with an auxiliary statement.

Lemma 5.2.6. If p,q € R are such that A\, (p,q) = Au(m) and Xs(p,q) = As(m),
then m = vy, 4.

Proof of the lemma. We have

h(p,q) + /A (Ppu + qps) dvp.g = h(p,q) — pAu(m) + gAs(m)

> hm(f)+//\(p<pu+q<ps)dm-

Hence h(p,q) > hn(f), with equality if and only if v, ; = m. On the other hand,
combining (5.5) with (5.18) yields that h(p, q) < hpm(f). Therefore h(p, q) = hm(f)

and m = vp 4. O
Now we consider each of the above four cases.

Lemma 5.2.7. If A, (m) € I, and As(m) € I, then there exist p, ¢ € R such that
(p,75(P)) = (ula), q) and m = vp,q.

Proof of the lemma. The hypotheses guarantee that the curves v, and v, are well-
defined. Since A;(p,vs(p)) = As(m), it follows from Lemma 5.2.4 and the unique-
ness of v, that (p,vs(p)) = (7u(q), ) for some p, ¢ € R. In particular,

Au(pyq) = Au(m) and  As(p,q) = As(m).
It follows from Lemma 5.2.6 that m = v, 4. O

Lemma 5.2.8. If \;(m) € I, and ¢, is cohomologous to a constant, then there
exist p,q € R such that m = vp 4.
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Proof of the lemma. Since A\s;(m) € I, the curve v, is well-defined, and we have
As(D,vs(p)) = As(m) for every p. On the other hand, the cohomological assumption
ensures that A, (p,vs(p)) = Au(m). Setting ¢ = v5(p) we obtain

Au(p;q) = Au(m) and As(p,q) = As(m).
It follows from Lemma 5.2.6 that m = v, 4. O
An analogous argument establishes the following.

Lemma 5.2.9. If A, (m) € I, and ¢, is cohomologous to a constant, then there
exist p,q € R such that m = v, 4.

Finally we consider the fourth case.
Lemma 5.2.10. If A, (m) ¢ I, and M\s(m) ¢ I, then:
L. Au(m) = A" and A\ (m) = Amax;

2. there exists a measure v € Mg such that

)\u(V) = /\u(m)a )\S(V) = )‘s(m)7 and hv(f) = hm(f)

Proof of the lemma. We first establish property 1. When I, = Iy, = @ (that is,
when ¢, and g, are both cohomologous to constants) there is nothing to prove.
Now assume that

I.=2, I,#@, and A\ (m)=\"" (5.27)

Since v, is the measure of maximal entropy, we have h(0,0) > hy,(f). Hence,
it follows from A, (0,0) = AM% statement 2a in Lemma 5.2.2, and (5.5) that
dimpgro,o > d(m). But this contradicts (5.18), and hence (5.27) cannot occur.
Analogously we can show that it is impossible to have I, = @, I, # &, and
Ay (m) = Apax,

In order to complete the proof of property 1 it remains to consider the case
when [, # @ and I, # @. We then have

Au(m) € 0L, = { A AmY and A\ (m) € 9I, = {A™", \max),

Assume first that .
Au(m) = A7 and  Ag(m) = AP (5.28)

Since vg,o is the measure of maximal entropy, we have h(0,0) > hy,(f). On the
other hand, it follows from Lemma 5.2.2 that

Au(0,0) < Ay(m) and  Ag(0,0) > Ag(m).

By (5.5) we obtain dimgvg,0 > d(m). But this contradicts (5.18), and hence (5.28)
cannot occur. Assume now that

Au(m) = XM and A (m) = Amn, (5.29)
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We claim that
h(p,0) > hm(f) (5.30)

for every p > 0. Otherwise, if h(p,0) < by, (f) for some p > 0, then it would follow
from Lemma 5.2.2 that

h(p7 0) _p)‘u(p7 O) < hm(f) _p)‘u(m)-

But this is impossible since v o is the equilibrium measure of pyp,. We also claim
that
du(p;0) > hm(f)/Au(m) (5.31)

for all sufficiently large p (see (5.10) for the definition of the function d,,). Oth-
erwise, Lemma 5.2.2 would guarantee the existence of pg € R and 6 > 0 such
that

du(p,0) + 6 < hm(f)/Au(m)
for every p > pg. It would then follow from (5.13) that h.,,(f) > h(p,0) for all
sufficiently large p. But this contradicts (5.30), and hence (5.31) holds for all
sufficiently large p. It follows from (5.29)—(5.31) that

dim vy 0 = du(p, 0) + ds(p, 0) > ;LZ%(% _ Z((Z;’(g) > d(m)

for all sufficiently large p. This contradicts (5.18), and hence (5.29) cannot occur.
Analogously one can show that it is impossible to have

Au(m) = N2 and  Ag(m) = AP,

Therefore, property 1 holds.
To establish property 2 we consider an ergodic decomposition 7 of the mea-
sure m, i.e., a probability Borel measure in the metrizable space M with 7(Mg) = 1

such that
/ /(pdVdT(u):/godm (5.32)
MJA A

for every continuous function ¢: A — R (see also Definition 13.1.2 below). Setting
© = p, in (5.32) yields

/\umin = A(m) = / Au(v) dr(v).
M
Since A\, (v) > A for every v € M, there exists Ay C Mg with 7(A;) = 1 such
that A\, (v) = A™n for every v € Aj. Analogously, there exists Ay C Mg with
7(Az2) = 1 such that A\s;(v) = A for every v € Ay. We conclude from (5.5) and
(5.18) that hy,(f) < hp(f) for every v € A; N Ag. On the other hand, since

(A NA) =1 and hm(f):/ b (F) dr (v)

M

(see, for example, [45]), there exists A C A1 N Ay with 7(A) = 1 such that h,(f) =
hm(f) for every v € A. This completes the proof of the lemma. O
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By Lemmas 5.2.7-5.2.10, in each of the four cases there exists a measure
u € Mg satisfying (5.20), namely each measure v, , in Lemmas 5.2.7-5.2.9, and
each measure v in statement 2 in Lemma 5.2.10. This completes the proof of the
theorem. O

See [164] for a related result of Wolf in the particular case of polynomial
automorphisms of C2. It was shown by Rams in [127] that in general there exists
no unique ergodic invariant measure of maximal dimension, even in the case of
linear horseshoes (more precisely, it was shown in [127] that there exists a one-
parameter family of Bernoulli measures of maximal dimension). We refer to [23]
for further properties of the measures of maximal dimension.



Part 11

Multifractal Analysis:
Core Theory



Chapter 6

Multifractal Analysis of
Equilibrium Measures

The objective of this chapter is to present the multifractal analysis of repellers
and hyperbolic sets of conformal maps. Multifractal analysis is a subarea of the
dimension theory of dynamical systems. Briefly speaking, it studies the complexity
of the level sets of invariant local quantities obtained from a dynamical system.
For example, we can consider Birkhoff averages, Lyapunov exponents, pointwise
dimensions, and local entropies. These functions are usually only measurable and
thus their level sets are rarely manifolds. Therefore, to measure the complexity of
these sets it is appropriate to use quantities such as the topological entropy or the
Hausdorff dimension.

6.1 Dimension spectrum for repellers

Let v be a finite Borel measure in a metric space X, and let Y C X be the set
of points € X for which the pointwise dimension in (2.9) is well-defined. We
consider the level sets of the pointwise dimension, that is, the sets

Ka—{:ceY:limIOgV(BM—a} (6.1)
r—0 logr

for each o € [—o0, +00], where B(x,r) C X is the ball of radius r centered at x.
These sets are pairwise disjoint and we obtain a multifractal decomposition of X
given by

X=x\v)u |J FKa (6.2)

a€[—o00,+oc]

One way to measure the complexity of the sets K, is to compute their Hausdorff
dimension.
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Definition 6.1.1. The dimension spectrum of the measure v is the function
D=D,: {a€[-o0,+0]: Ko #2} =R

defined by
D(a) = dimpy K.

Now let J be a repeller of a C'*¢ transformation f, for some € > 0 (see
Section 4.1 for the definition). We always assume in this section that f is conformal
and topologically mixing on J. Consider a Hélder continuous function ¥: J — R
with P(¢)) = 0, where P denotes the topological pressure on J. We define a
function T: R — R by requiring that

P(=T(q)log|df|| + qv) = 0 (6.3)

for every q € R. To verify that the function 7" is well-defined, we first observe that
the statement in Theorem 5.1.2 also holds for repellers, simply with A replaced
by J (we refer to [132] for details). In particular, the map Q: R? — R defined by

Q(t,q) = P(=tlog|ldf| + q¢) (6.4)
is analytic. Furthermore, by (5.6),

0
e (t,q) = —/10g||df|\ dvt g,
ot 7

where v, , is the unique equilibrium measure of —tlog ||df|| + gi. Proceeding as
in (4.7) and using (4.1) we obtain

2Q

5t (t,q) < —logB <0 forevery t,q€R.

It follows from the implicit function theorem that T is well-defined and analytic.
See Figure 6.1 for a typical graph of the function 7.

The following result of Pesin and Weiss in [119] describes the dimension
spectrum D of a Gibbs measure in a repeller of a conformal map. See Figure 6.2
for a typical graph of the function D. Set

a(q) = —T'(q)

and let (o, @) be the range of the function a(q). We also denote by p the equilib-
rium measure of —(dimg.J)log ||df| (this is the measure of maximal dimension;
see Theorem 4.1.8), and by v, the equilibrium measure of the function

—T(q)log [ldf | + q¥.

Notice that u = vg.
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Figure 6.1: Typical graph of the function T

|

Figure 6.2: Typical graph of the function D (in fact, for a generic potential, the
spectrum D is zero at the endpoints of its domain; see Theorem 7.6.1)
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Theorem 6.1.2 (Multifractal analysis of equilibrium measures). Let .J be a repeller
of a CY*¢ transformation f, for some ¢ > 0, such that f is conformal and topolog-
ically mizing on J. If v is the equilibrium measure of a Hélder continuous function
Y: J — R with P(¢) =0, then:

. the set Ky (q) is f-invariant and dense for every q € R;

1 (q
2. ifv=p, then a = @ =dimgJ and D is a delta function;

3. if v# pu, then D: (o, @) — R is analytic and strictly convex;
4

. D is the Legendre transform of T, that is, for each q € R we have
D(alq)) = T(q) + qalq); (6.5)
5. for each g € R we have vy(Ky ) =1 and

. logv,(B(,1))
1 a : =T

= o (9) + ga(q)
for vg-almost every x € K-

Proof. Let Ry,..., R, be the elements of a Markov partition of J. Since v, is an
equilibrium measure of a Holder continuous function it is a Gibbs measure and
there exist constants D1, Dy > 0 such that

D1 < Vq(Ai1---in)
T ldef) @ exp (g g (fra)) T

for every n € N and € A,;,..;,. On the other hand, taking derivatives with
respect to ¢ in (6.3) we obtain

(6.6)

0="T"0) 3 (T(a).0) +

0Q

94 (T'(q),9),

and using (5.6),

0=-7(0) [ 10gdf | dvrioa + [ 6vrca

Since vr(q),q = Vg We obtain

q),9q

_ f,}wd’/q
g lldf || dvg’

For each ¢ € R set

Jg = {w ey}~ lim ZZ;é bx(e"w)) = a(q)} , (6.8)

n—oo log de(w)an
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where the transition matrix A is obtained from the Markov partition as in (4.2).
Given § > 0, for each w € J, there exists r(w) > 0 such that for r € (0,7(w)) we
have

ey (y(otw
log de(w)fn(w’r) H

Now we consider appropriate Pesin sets. Namely, given [ > 0 we define

alqg) — 6 < ) < a(q) + 0. (6.9)

Q={we J;:r(w)>1/l}. (6.10)
Clearly,
Ql C Ql+1 and Jq = U Ql. (6.11)
>0

Since v, is ergodic, it follows from (6.7) that v4(x(J;)) = 1, and thus there exists
lo > 0 such that v,(x(Q;)) > 0 for every | > lp. Now we construct a Moran cover of
x(@Qp) for I > ly. Given w = (iyig---) € @Q; and r € (0,1), we consider the unique
integer n = n(w,r) satisfying (4.8). Then the sets A(w,r) in (4.9) are pairwise
disjoint and form a cover of x(Q;). Proceeding as in the proof of Theorem 4.1.7
we show that there exists a constant C' > 0 (independent of r) such that each ball
B(z,r) C R™ intersects at most a number C of the sets A(w, 7).

Lemma 6.1.3. For vq-almost every x € x(Jy) we have d,, (x) > T(q) + qo(q).

Proof of the lemma. Let A; = A(w;,r), for j = 1,...,N(r), be the sets in the
Moran cover of x(Q;), where w; € @Q; for each j. Given r < 1/1 it follows from (6.6)
and (6.9) that

ve(Bla,r) NX(Q) < D0 ve(Alwy,m))

AjﬁB(wﬂ‘);éZ

<Dy Y lldypfr e
A;NB(z,r)#£2

n(w;,r)—1
X exp <q Z Z/J(fk(X(Wj)))>
k=0

<Dy Y [y, fre DT @ a0,
A;NB(z,r)#£2

Using (4.8) we conclude that there exists C' > 0 such that
ve(B(z,r) Nx(Qr)) < C'rT O Fal(@=0) (6.12)

for every x € J and r € (0,1/1). By the Borel density lemma (see, for example,
[59, Theorem 2.9.11]), for v,-almost every = € x(Q;) we have

o (B 0X(@)
r—0 l/q(B(CC,T)) '
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and thus there exists p(x) > 0 such that for every r € (0, p(x)),
ve(B(z, 7)) < 2v4(B(2,7) N X (Q1))-
Together with (6.12) this implies that for v,-almost every = € x(Q:),

log vy (B(, 7))

dy, (2) = lim inf ——- o
B
- o ng 1987 (B(@. ) N X(Q0)
r—0 logr

> T(q) + qla(q) —9).

By (6.11) we conclude that

dy, (x) =2 T(q) + q(alq) — 5)

for vg-almost every x € x(Jg). Since § is arbitrary this implies the desired result.
O

By Lemma 6.1.3 it follows from Theorem 2.1.5 that
dimpgx(Jy) > dimgv, > T(q) + galq). (6.13)

Lemma 6.1.4. For every x € x(J4) we have d,, (z) < T(q) + qo(q).

Proof of the lemma. We continue to consider the Moran cover constructed above.
It follows from (4.12) that B(z,2r) D A(w,r) for every x = x(w) with w € @; and
r € (0,1), provided that the diameter of the Markov partition is sufficiently small.
Hence, using (4.8), (6.6), and (6.9), for each = € x(Q;) and r < 1/l we obtain

ve(B(z,2r)) > ve(A(w, 7))

n(w,r)—1
> D|da f™ 77T @ exp (g > w<.f’“x>>
k=0

> Dy||dg fr@n)||~T@=ala(@)+9)

> DyT(@+a(a(a)+0)

for some constant D > 0 (independent of « and r). Therefore, for each z € x(Q;)
we have | B
d,,(z) = limsup log vg(B(z, 7))
r—0 logr

By (6.11) and the arbitrariness of ¢ we obtain the desired result. ]

< T(q) + qla(q) + 9).

By Lemma 6.1.4 it follows from Theorem 2.1.5 that

dimpx(Jy) <T(q) + galq).
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Together with (6.13) this implies that

dimpx(Jq) = T(q) + qo(q). (6.14)
Furthermore, by Lemmas 6.1.3 and 6.1.4, for vg-almost every = € x(.J;) we have
d, () = dy,(x) = T(q) + q(q). (6.15)

Now we establish a crucial property of the measure v that allows us to transfer
the results at the level of symbolic dynamics to results for the repeller. Since v
is the equilibrium measure of v it is a Gibbs measure and there exist constants
D1, Dy > 0 such that

D1 < V(Ai1---in)
T exp Yops, U(fra)

for every n € Nand z € A;,..;, .

< D, (6.16)

Lemma 6.1.5. There exists C > 0 such that for every x € J and r > 0 we have
v(B(xz,2r)) < Cv(B(x,r)).

Proof of the lemma. Given r > 0, we consider a Moran cover A, .., AN(LT) of
the ball B(x,2r) by sets A; = A(w;,7/2) as in (4.9) with w; € X for each j.
Proceeding as in the proof of Theorem 4.1.7 we can show that there exists N > 0
such that N(z,r) < N for every z € J and r > 0. It follows from (6.16) that

N(z,r) ~
v(B(z,2r)) < v(4j)
j=1
6.17
N(z,r) n(wj,r/2)—1 ( )
<Dy Y exp Y (W)
i=1 k=0

Since 1 is Hélder continuous, proceeding in a similar manner to that in (4.10)
and (4.11) we show that there exist constants Dy, Dy > 0 such that

Hk oCXP7/)(fk )
- Hk oeXp@[J fk )

for every n € N and x,y € A,,...;, . Furthermore, it follows easily from (4.11) and
the choice of n(w,r) in (4.8) that there exists x > 0 such that

(6.18)

In(w,r) —n(w,r)| <k

for every w,w’ € ¥} with x(w') € A(w,r) and r > 0. Together with (6.18) this
implies that there exist constants D, D} > 0 (independent of x and r) such that
n(w;,r/2)= k
"exp P(fFx(w)))
D’l S k=0

1202 exp( fox(wr))

<D, (6.19)
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for every j,l € {1,...,N(z,7)} and r > 0. Now we observe that by (4.12) there
exists [ such that A; C B(x,r). It follows from (6.17) and (6.19) that

n(wy,r/2)—1
v(B(z,2r)) < DoN(z,r)Dyexp Y o(f*x(wr))

< DyNDLD ' w(Ay)
< D21\7D2D1 YW(B(x,r)).
This completes the proof of the lemma. O

Lemma 6.1.6. We have x(J;) = Kq(q)-

Proof of the lemma. Let r € (0,1). Taking n = n(w,r) as in (4.8) and proceeding
as in the proof of Theorem 4.1.7 (see (4.12) and (4.13)), we show that there exists
k > 0 (independent of r) such that for each z = x(w) € J there exists y € A(w, )
for which

B(y,kr) C A(w,r) C B(z,2r). (6.20)
On the other hand, since diam A(w,r) < r we have B(z,r) C B(y, 2r). Therefore,
by Lemma 6.1.5 and (6.20) we have

V(A(w,r)) <v(B(x,2r)) < Cv(B(z,r))
< Cu(B(y,2r)) < C"**u(B(y,r2™"))
< C"P(B(y, kr)) < C"FPy(A ( 7))

provided that n € N is chosen so that 27" < k. This implies that if either of the

two limits ) A ) B
i Jc8v(Aw,r) o logv(B(ar) (6.21)
r—0 logr r—0 logr

exists, then the other one also exists and has the same value. On the other hand,
by (6.16) and (4.8), if the first limit in (6.21) exists, then

n(w,r)—1 k
L loer(Aw.r) SRS ()
r—0 logr r—0 logr
n(w,r)—1
S u(et)

T_>0 *IOg ||dx(w fn “r H .
Therefore, by (6.8), w € J, if and only if

log v(A(w, 7))

lim —> )
lim log r a(q),

and thus, by (6.21), w € J, if and only if 2 € K. In other words we have
Ka@g) = x(Jq)- O
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By Lemma 6.1.6, the last two statements in Theorem 6.1.2 follow immediately
from (6.14) and (6.15).

For the third statement in the theorem recall that we have already shown
that T'(¢q) and thus also that a(g) are analytic functions. We continue with an
auxiliary statement.

Lemma 6.1.7. We have T'(q) < 0 and T"(q) > 0 for every q € R. Furthermore,
T"(q) > 0 for every q € R if and only if v is not the equilibrium measure of
—(dimp J) log || df |-

Proof of the lemma. By (6.7) we have

deJqu

T = og [l dvy:

(6.22)

In view of (4.1) we obtain

/log | df || dvg > log 3 > 0.
J

Furthermore,
0= P() > by (1) + [ v,

and

/ Yy < —hy, (f) < 0.
J

It follows from (6.22) that T'(¢q) < 0 for every ¢ € R. On the other hand, using
the function @ in (6.4) we obtain
T — 29/
0Q /ot

and thus,

T'(q)%0%Q/0t? + 2T'(q)0%Q /g0t + 9*>Q/Dq?

T(g) =~ aQ /ot ’

(6.23)

where all partial derivatives are computed at the point (T(q),q). Now we use
the formula for the second derivative of the topological pressure given by Ruelle
in [132]. Namely,

O?P(p + t1p1 + tapa)
Ot10ty

= By(p1, 02), (6.24)

t1=t2=0

where By, is the bilinear form in C*(J) given by

oo

Botoren =Y ( [erteao v, [, [aan), (629

k=0
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where v, is the equilibrium measure of ¢. It is also shown in [132] that B, (¢, ) >
0, and that B, (¥, %) > 0 if and only if ¢ is not cohomologous to a constant. It
follows from (6.25) that

82

&2 (T(a),4) = By, o |df] og | df).
82

B (T(@).0) = B, (6.0,

0%Q
0qot

(T(q),a) = — By, (1, log ||df ),

where
g = —T(q)log ||ldf | + q¥.

Therefore, by (6.23) we obtain

By, (v —T'(q) log ||df ||, ¥ — T"(q) log ||df))
[y log lldf || dvq

This shows that 7”(q) > 0. Furthermore, 7"(¢q) > 0 if and only if the function
¥ —T'(q)log||df|| is not cohomologous to a constant.

When u = log||df|| is cohomologous to a constant we have T"(q) > 0 for
every ¢ € R if and only if ¥ is not cohomologous to a constant, and thus if and
only if ¥ is not cohomologous to —su, where s = dimpgJ.

Now we assume that u is not cohomologous to a constant. When % is coho-
mologous to —su we have v = u = 1, and by (6.22),

_ _[del/o o de)dI/
- J;udvg N Jyudv

T"(q) =

7'(0)

Since

0=PWFﬁwﬂ+wa

we obtain

) )
J;udv Jyudp’

T'(0) =

and it follows from

0= P(—su) =h,(f) — s/ wdp

J

that 7'(0) = —s. Therefore, ¢ — T"(0)u = ¢ + su is cohomologous to a constant,
and T”(0) = 0. Conversely, assume that 7" (g) = 0 for some ¢ € R. Then ¢—T"(q)u
is cohomologous to a constant, say ¢ € R. Integrating with respect to the measure

v, we obtain
/ Ydy, — T’(q)/ udy, = c,
J J
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and it follows from (6.22) that ¢ = 0. That is, ¢ and T’(¢)u are cohomologous,
and hence

P(T'(q)u) = P(w) = 0.

This implies that T(q) = —s, and 4 is cohomologous to —su.
We have thus shown that T"(¢q) > 0 for every ¢ € R if and only if 4 is not
cohomologous to —su, that is, if and only if v # pu. O

It follows from (6.5) that
D'(elq))e () = T"(q) + alq) + g0’ (q) = o’ (q),
and hence, D'(a(q)) = ¢q. Taking derivatives we obtain
D"(a(q))a’(q) = 1,
and by Lemma 6.1.7, we conclude that

1
D" (a(q)) = T <0 forevery geR (6.26)

if and only if v is not the equilibrium measure of —(dimg.J) log ||df]|. This estab-
lishes the strict convexity of the function D in statement 3 in the theorem. The
analyticity of D can be obtained directly from the formula D’(a(q)) = ¢ by invert-
ing the analytic function g — a(q) (recall that o/(¢) = —T"(¢) < 0 and thus « is
strictly decreasing). This establishes the analyticity of D’ and thus also of D.

For the second statement in the theorem we note that if v = u, then by
Theorem 4.1.8 there exist constants D1, Dy > 0 such that

v(B(x,r))

pdimpg J

D, < < Dy

for every = € J and every sufficiently small » > 0. Therefore,

lim log v(B(z,T))

:(ﬁHH{J
r—0 log r

for every z € J. In particular, « = @ = dimg.J and D is a delta function.
Finally, the first statement in the theorem follows easily from the fact that
at the level of symbolic dynamics the limit in (6.8) only depends on the future.
More precisely, it follows from (4.4) that
xoo® = fFox
for every k € N, where x is the coding map in (4.3). We thus obtain
n—1 n—1
> k=0 P(x(o"w)) _ > k=0 P(fFx)
“logldyw 7" —logld.
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where = x(w). Therefore, if z € K, then y = x(v') € K, for every ' in the
set
K ={w' €} : 0" =w for some n € N}.

We note that K is dense in ZX (recall that A™ > 0 for some m € N, since f is
topologically mixing on J), and the same happens with x(K). Since x(K) C K,
we conclude that K, is dense. This completes the proof of the theorem. (I

Statement 1 in Theorem 6.1.2 was observed by Barreira and Schmeling in [21].
In [142], Schmeling showed that the domain of D coincides with [a, @], i.e., that
K, # @ if and only if « € [, @] (see Theorem 7.4.1). One can also show that

wadT f’l/)dT
a= inf ——LYT o @ sup — T
reMe [, log||df|| dr remp J;log|df| dr

where Mg is the family of all ergodic f-invariant probability Borel measures
in J (see Theorem 7.4.1). Furthermore, the maximum of the function D is equal
to dimpy J (see Figure 6.2).

Theorem 6.1.2 reveals an enormous complexity of multifractal decomposi-
tions. In particular, it shows that the decomposition in (6.2) is composed of an
uncountable number of pairwise disjoint invariant sets, each of them dense and
with positive Hausdorff dimension. We will see in Section 8.1 that the set X \' Y
in (6.2) is also very complex: even though it has zero measure with respect to
any finite invariant measure (this is a simple consequence of Birkhoff’s ergodic
theorem), we will see that it has full Hausdorff dimension (see Section 8.5).

In [4], Barreira and Gelfert considered repellers of nonconformal transforma-
tions satisfying a certain cone condition, and obtained a version of multifractal
analysis for the topological entropy of the level sets of the Lyapunov exponents.
We note that due to the nonconformality, one cannot use Birkhoff’s ergodic the-
orem neither Gibbs measures. Related works are due to Feng and Lau [62] and
Feng [60, 61], with a study of products of nonnegative matrices and their ther-
modynamic properties, and to Barreira and Radu [12], with lower bounds for the
dimension spectra for a class of repellers of nonconformal transformations.

We mention briefly a few directions of research concerning nonuniformly hy-
perbolic systems and countable topological Markov chains. For finite topological
Markov chains the dimension and entropy spectra of an equilibrium measure of a
Hélder continuous function (see Section 7.1) has bounded domain and is analytic.
In strong contrast, in the case of nonuniformly hyperbolic systems and count-
able topological Markov chains the spectrum may have unbounded domain and
need not be analytic. In [123], Pollicott and Weiss presented a multifractal anal-
ysis of the Lyapunov exponent for the Gauss map and the Manneville-Pomeau
transformation. Related results were obtained by Yuri in [166]. In [97, 98, 99],
Mauldin and Urbariski developed the theory of infinite conformal iterated func-
tion systems, studying in particular the Hausdorff dimension of the limit set (see
also [69]). Related results were obtained by Nakaishi in [103]. In [88], Kessebdhmer
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and Stratmann established a detailed multifractal analysis for Stern—-Brocot inter-
vals, continued fractions, and certain Diophantine growth rates, building on their
former work [87]. In [79], Iommi obtained a detailed multifractal analysis for count-
able topological Markov chains, using the so-called Gurevich pressure introduced
by Sarig in [135] (building on former work of Gurevich [66] on the notion of topolog-
ical entropy for countable Markov chains). In [5], Barreira and Iommi considered
the case of suspension flows over a countable topological Markov chain, build-
ing also on work of Savchenko [139] on the notion of topological entropy. In [80],
Tommi and Skorulski studied the multifractal analysis of conformal measures for
the exponential family z — Ae* with A € (0,1/e) (we note that in this setting the
Julia set is not compact and that the dynamics is not Markov on the Julia set).
They use a construction described by Urbanski and Zdunik in [157].

6.2 Dimension spectrum for hyperbolic sets

Now let f be a C1*¢ diffeomorphism, for some ¢ > 0, and let A be a locally
maximal hyperbolic of f. We always assume in this section that f is conformal
and topologically mixing on A (see Definition 4.3.1).

Consider a Holder continuous function ¢: A — R with P(¢) = 0, where
P denotes the topological pressure on A. We define functions 7T5: A — R and
Ty: A — R by requiring that

P(Ts(q) log [|df |E°|| + q¢) = 0

and
P(=Tu(q)log ||df [E"|| + q¥) = 0

for every ¢ € R. Proceeding in a similar manner to that in Section 6.1 we can
easily verify that the functions Ts and T, are well-defined and analytic. We set

T(q) = Ts(q) + Tulg) and a(q) = =T"(q).

We also denote by (a, @) the range of a(q).

Consider a Markov partition of A and the associated transition matrix A with
entries given by (4.2). Given ¢ € R we construct a measure v, in each rectangle of
the Markov partition as follows. By Proposition 4.2.11 there exist functions

Yo Xy — R and gy vh—-R
such that ¢y o7~ and ¢y o 7w+ are cohomologous respectively to the functions
(Ts(q) log [|df | E*[| + qp) o x  and  (— Tu(q)log |[df|E"|| +qv) o x,

where x is the coding map in (4.25), and where 7~ and T are the projections
defined by (4.32). Moreover, let u5 be the equilibrium measure of ¢ in ¥ (with
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respect to o7), and let g be the equilibrium measure of ¢} in ZX (with respect
to oT). Given x € A we consider a rectangle R(z) of the Markov partition con-
taining x. We have R(x) = x(C;,) where x = x(---ig---). We also consider the
measures

Vg = Xx(1g|Cip) i A%(),

and
Ve = (WECE) i A (a),

with A®(z) and A%(x) as in (4.35). Finally, we define a measure v, in the rectangle
R(z) = [A%(z), A" (z)] by

_ .8 u
Vq—VqXVq.

The following result of Pesin and Weiss in [120] (see also [115] for a related
discussion) describes the dimension spectrum D of the equilibrium measure of the
function .

Theorem 6.2.1 (Multifractal analysis of equilibrium measures). Let A be a locally
mazimal hyperbolic set of a C'T¢ diffeomorphism f, for some € > 0, such that f
is conformal and topologically mixing on A. If v is the equilibrium measure of a
Hélder continuous function : A — R with P(¢) = 0, then:

1. if dimgv = dimgA, then a =@ = dimgA and D is a delta function;
2. if dimpyv # dimgA, then D: (a, @) — R is analytic and strictly convex;

3. D is the Legendre transform of T', that is, for each g € R we have

D(a(q)) = T(q) + qa(q);

4. for each g € R we have vy(Kq(q)) =1 and

. logry(B(z,7))
My = ogr  — L(9)+aa(q)
for vg-almost every x € K-

Proof. With some appropriate modifications the proof follows closely the argu-
ments in the proof of Theorem 6.1.2 in the case of repellers. Let Ry, ..., R, be the
elements of a Markov partition of A. By Proposition 4.2.11 there exist functions
P3,d*: ¥, — R and ¥, s": Ejg — R such that:

1. Yoy, ¢¥*orm, and ¥* o™ are cohomologous;
2. log||df "!|E*|| o x and d® o 7~ are cohomologous;

3. log ||df|E"|| o x and d“ o 7" are cohomologous.
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Given w € ¥4 and r € (0,1), we consider the unique integers n = n(w,r) and
m = m(w, ) such that

ldof =" E*(@)[|7! < < ||do f~ V1B (@) 7 (6.27)

and
o f7 [ E*(2) |7 < 7 < |ldo f7" B (2)] 7, (6.28)

where z = x(w). For each ¢ € R, let J, be the set of points w € ¥ 4 such that

n(wr) 1 4 m(wr) 1w
hm< G @7) GG )>—a(q),

. n(w,r)=1 ;4 _ m(w,r)=1 4,
r—0 k(:o) ds(ckw™) k:(O =g (ckwt)

where w™ = 7w and w™ = 7w (see (4.32) for the definition of 7~ and 7).
By (4.33), we have

PEZ(*TS(Q)ds + qu)s) = sz(—Tu(Q)du + Q¢u) =

Therefore,
0=-Ti0) [ dduy+ [ v a
A 4
and
0= Tife) [ avauy | o
=% =%
We thus obtain
Js- 0% dug
as(q) == *TQ(Q) = *%
fz; d* dug

and
sz V" dpug

.fg; d* dpuy .

Since the measures pg and g are ergodic, by Birkhoff’s ergodic theorem for 13-

a(q) == —T,(q) = —

almost every w™ € ¥, we have

S o (0Fw ™)

lim — = as(q),
n— 00 Z;é ds(akw—) S( )
and for ig-almost every wt e ZX we have
m—=1 s _k .+
hm _Zk:o w (U w ) — au(q)

mece L (ghw)



96 Chapter 6. Multifractal Analysis of Equilibrium Measures

Therefore, given § > 0 and w € ¥4 there exists r(w) > 0 such that for r € (0,7(w))
we have

i wr(oher)

as(q) =6 < —=1T < as(q) + 6, (6.29)
WD s (ohw)
and o)1
m(w,r)— u( k, 4+
au(q) — 0 < — =20 T)_lw (") o(q) + 6, (6.30)
heo | d(otw?)
where again w™ = 7w and wt = 7Tw. Now we consider appropriate Pesin sets.

Namely, given [ > 0 we consider the sets @; in (6.10). Clearly, (6.11) holds.

Now we observe that since p, and py are equilibrium measures of Holder
continuous functions they are Gibbs measures. That is, there exist constants
D1,D2 > 0 such that for every n,mm € N and w = (+--i_qigi;---) € X4 we
have

MS(Ciin---iU)

Dl < n—1 n—1
exp (=Tu(0) Y2 d*(0hw™) + 0 g ¥ (0Fw))

< Ds (6.31)

and

Hq (Ci—g---im )

Dl S m—1 m—1
exp (- Tula) Tjy du(obet) + g Dy v (ohe))

< Ds. (6.32)

Repeating arguments in the proof of Lemma 6.1.3 we show that
dys(y) = Ts(q) + qlas(q) — )
for vj-almost every y € A*(z) N x(Q), and

d,u(2) > Tu(q) + q(au(q) —9)

a

for v'-almost every z € A" (x)Nx(Q1) (see (4.35) for the definition of the sets A*(z)
and A“(z)). It follows from (6.11) and the arbitrariness of § that

d,:(y) > Ts(q) + qas(q)
for v;-almost every y € A*(x) N x(J,), and

dyu(2) = Tu(a) + qau(q)

S

for vi-almost every z € A"(z) N x(Jy). Since v, = v

sition 4.2.13 that

x v it follows from Propo-

1 B
d (z) = liminf 28%a(B@: 1)
q r—0 logr (633)

2 dy (@) +d, (2) 2 T(q) + q(q)
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for vg4-almost every = € x(J;). By Theorem 2.1.5 and (6.33) we obtain
dimgx(Jq) > T(q) + ga(q). (6.34)

On the other hand, it follows from the choice of n and m in (6.27) and (6.28)
that there exists a constant K > 0 such that for every z = x(w) € A and r € (0,1)

we have
m(w,r)

Aw,r) == U f*R;, C B(z,Kr). (6.35)
j=—n(wr)
It follows from (6.31) and (6.32) that for every = x(w) with w € Q,, and r < 1/1,
setting n = n(w,r) and m = m(w,r) we have

vg(B(z, K1) > vg(Aw, 7)) = pg(Cp.oi g (Cf i)

10 in

n—1 n—1
> D exp (—Ts(q) Yo d(Fw)+q ) ws(okw)>
k=0 k=0

X exp <—Tu(q) Z_: d“(d*wh) + ¢ Z_: zb“(o’“uﬁ))
k=0 =0

n—1
- e T ooy 1) 4370
k=0

m—1
X exp <—Tu(q) log||d, f™[E* ()] +q ) w(ﬂ%)) :
k=0

Therefore, by (6.27), (6.28), (6.29), and (6.30) we obtain
_ B
dy, (x) = limsup logv(B(,7))
r—0 logr
_1 d, —n(w,r) Es
o () s — 221 T E @)
r—0 logr
—1 d, m(w,r) Ev
o7 () s 1S E @)
r—0 logr
e ey ¥ ()
+ lim sup k=—(n{wr)=1)
r—0 logr
< Ti(q) + Tulq) + a(as(q) + 26)

for every x € x(Q;). It follows from (6.11) and the arbitrariness of ¢ that

dy,(z) < T(q) + qe(q). (6.36)
By Theorem 2.1.5 it follows from (6.36) that
dimp x(J) < T'(q) + qa(q).
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Together with (6.34) this implies that
dimpx(Jq) = T(g) + goa)- (6.37)

We want to show that x(.J;) = K(q). For this we first establish a version of
Lemma 6.1.5 for the measure v.

Lemma 6.2.2. Given v > 1, there exists K > 0 such that for every y € R(x) and
every sufficiently small r > 0 we have

v(B(y,yr)) < Kv(B(y,r)).

Proof of the lemma. For v-almost every y € A, let v, and v, be respectively the
conditional measures of v in A%(x) and A%(z) (see Section 4.2.3). Modifying in a
straightforward manner the arguments in the proof of Lemma 6.1.5, we show that
there exists C' > 0 such that for every y € A and every sufficiently small r > 0 we
have

u;‘(B"(yﬂr)) < Cy;‘(B“(y,r)) and VZ(BS(y,Qr)) < Cu;(BS(ym))7 (6.38)

where B*(y,r) and B*(y,r) are the open balls centered at y of radius r with respect
to the distances induced respectively on the local unstable and stable manifolds
V¥(y) and V*(y). Now we observe that given v > 1 there exists x > 1 such that

AN B(y,vyr) € [ANB*(y,xr), AN B*(y, xr)] (6.39)

and
[ANB*(y,r/k), AN B"(y,r/k)] C AN B(y,r) (6.40)

for every y € A and every sufficiently small » > 0. It follows from (6.39) and
Proposition 4.2.13 that for some constant ¢ > 0 (independent of y and r) we have

v(B(y,r)) < cvy (B (y, kr))vy (B*(y, £r)).
Applying (6.38) a number n of times such that k27" < 1/k, we obtain
v(B(y,r)) < C*"vy (B (y, r/k))vy (B (y, 7/K)).

It follows from (6.40) and Proposition 4.2.13 that for some constant ¢ > 0 (inde-
pendent of y and r) we have

v(B(y, 7)) < eC*"v(B(y,r)),
and the desired inequality holds with K = C?". O

Lemma 6.2.3. We have x(J;) = Kq(q)-
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Proof of the lemma. Let r € (0,1). Taking n = n(w,r) and m = m(w,r) as
n (6.27) and (6.28), and proceeding in a similar manner to that in the proof
of Theorem 4.1.7, we show that there exists £ > 0 (independent of r) such that
for each = x(w) € A there exists y € A(w,r) (see (6.35) for the definition) for
which

B(y, kr) C A(w,r) C B(z, Kr).

On the other hand, since diam A(w,r) < dr for some constant d > 0 (independent
of w and r), we have B(x,r) C B(y,dr) for some constant d > 0 (independent of =
and r). Using Lemma 6.2.2, we can repeat arguments in the proof of Lemma 6.1.6
to show that if either of the two limits

lim log v(A(w,r)) and  lim logv(B(z,7))

6.41
r—0 log r r—0 IOg r ( )

exists, then the other one also exists and has the same value. On the other hand,
since v is the equilibrium measure of ¢ and P(¢) = 0, if the first limit exists then

oA ) S g YU)
= r—0 lOg’]" B r—0 IOgr .

It follows from (6.27) and (6.28) that = x(w) € x(Jy) if and only if

n(w,r)—1 _ m(w,r)—1
o = lim k(:o) Y(f k$)+ k:(() : b(fFa)
r—0 logr logr
D v ) ST et
r=0 \ —log||dz f~@|Es(z)]| ~ —log ||y fm(@ )| E(z)]|

That is, z € x(J,) if and only if the second limit in (6.41) is equal to K O

a(q)-

The two last statements in Theorem 6.2.1 follow readily from Lemma 6.2.3
together with (6.33), (6.36), and (6.37). The two first statements in the theo-
rem can be obtained by modifying arguments in the proof of Theorem 6.1.2. In
particular, we can show that

T"(q) = Ty (q) + T,/ (q) > 0.
If dimpyv # dimpg A, then by the discussion after Definition 5.1.3 the functions
Vs = tslog ||df[E®|| and ¢, = —t, log||df |E"||

are not cohomologous. In particular, either 1 is not cohomologous to ¥y or ¥
is not cohomologous to ¥, (or to both). Repeating arguments in the proof of
Lemma 6.1.7 we show that either T/ (¢) > 0 for every ¢ € R or T)/(q) > 0 for
every q € R. Therefore, if dimpgv # dimgyA then T”(q) > 0 for every ¢ € R, and
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it follows from (6.26) that the function D is strictly convex. The analyticity of D
can be obtained as in the proof of Theorem 6.1.2.

Finally, when dimgr = dimg A, again by the discussion after Definition 5.1.3,
v is simultaneously the equilibrium measure of ¥5 and v,. Therefore, there exist
constants Dy, Dy > 0 such that

v(A(w,r))
D < <D
Uy frr@n) B ()| |[dg fron) [ Bu(e)]| -t = 2

for every © = x(w) € A and r € (0,1). Hence, by (6.27) and (6.28) we obtain

i OBVA@)
r—0 logr
for every w € ¥ 4. It follows from Theorem 4.3.2 and the equality between the
limits in (6.41) that
d,(z) =ts +t, = dimgA

for every z € A, and thus a =@ = dimgA. O

Statement 3 in Theorem 6.2.1 was first established by Simpelaere in [150]. In
the case of hyperbolic flows appropriate versions of Theorem 6.2.1 were obtained
by Pesin and Sadovskaya in [117] and by Barreira and Saussol in [14] (in the case
of entropy spectra; see Section 7.1), using the symbolic dynamics developed by
Bowen [36] and Ratner [129].



Chapter 7

General Concept of Multifractal
Analysis

The concept of multifractal analysis, that was studied for repellers and hyperbolic
sets in the former chapter, can be extended to other classes of dynamical systems
and other invariant local quantities, besides the pointwise dimension considered
in (6.1). With the purpose of unifying the theory, in [9] Barreira, Pesin and Schmel-
ing proposed a general concept of multifractal analysis that we describe in this
chapter. In particular, this provides many spectra that can be seen as potential
multifractal moduli, in the sense that they may contain nontrivial information
about the dynamical system. In particular, we describe in detail the multifractal
analysis of the so-called u-dimension, which allows us to unify and generalize the
results in Chapter 6.

7.1 General concept and basic notions

Consider a function g: Y — [—o0, +00] in a subset Y of the space X. The level
sets

Ki={zeY : :g(z)=0a}
are pairwise disjoint, and in a similar manner to that in (6.2) we obtain a multi-
fractal decomposition of X given by

[0

X=x\vyu J K. (7.1)
a€[—o00,+ 0]
Now let GG be a function defined in the set of subsets of X.

Definition 7.1.1. The multifractal spectrum F: [—o00,4+0c] — R of the pair (g, G)
is defined by
F(e) = G(KY).
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When X is a smooth manifold and g is differentiable, each level set K9 is a
hypersurface for all values of o that are not critical values of g. But in the theory
of multifractal analysis we are mostly interested in studying the level sets of func-
tions that are not differentiable, which naturally occur in ergodic theory. In fact,
functions such as Birkhoff averages, Lyapunov exponents, pointwise dimensions,
and local entropies are typically only measurable.

Now we describe some of the functions ¢ and G that naturally occur in the
theory of dynamical systems. Let X be a compact metric space and let f: X — X
be a continuous function. We define functions Gp and Gg by

GD(Z) = dimHZ and GE(Z) = h(f|Z)7

obtained from the Hausdorff dimension and the topological entropy (here we are
using the notion of topological entropy for arbitrary subsets of a compact space,
introduced by Bowen in [37]; see Section 7.2).

Definition 7.1.2. We call the multifractal spectra generated by Gp and Gg re-
spectively dimension spectra and entropy spectra.

Let o be a finite Borel measure in X, and let Y C X be the set of points
x € X for which the pointwise dimension

. logp(B(z,1))

is well-defined. We obtain two multifractal spectra
DD = j)D,y and ®E = ®E,,u

generated respectively by the pairs (¢p, Gp) and (9p, Gg). The spectrum Dp = D
was already considered in Sections 6.1 and 6.2. We observe that for C'*¢ diffeo-
morphisms and hyperbolic invariant measures, Theorem 14.3.4 below ensures that
w(X\Y)=0.

Now let f: X — X be a measurable transformation preserving a probability
measure i in X. Given a partition £ of X into measurable subsets, for each n € N
we define a new partition of X by &, = \/Z;é f7F¢. Let Y C X be the set of
points x € X for which the local entropy

9(#) = g5,u(r) = T~ log (e ()

is well-defined, where &, (x) denotes the element of &, containing x (which is well-
defined for p-almost every = € X). We obtain two multifractal spectra

(C,D = ED,,u and 8E = g'E,,u

generated respectively by the pairs (gr, Gp) and (9, Gg). It follows readily from
Shannon-McMillan—Breiman’s theorem (see, for example, [84]) that u(X\Y) = 0.
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Moreover, if £ is a generating partition and p is ergodic, then gg(x) = h,(f) for
p-almost every x € X.

For repellers and hyperbolic sets of C1*¢ conformal maps, Pesin and Weiss
obtained in [119, 120] a multifractal analysis of the spectrum Dp (see Theo-
rems 6.1.2 and 6.2.1). Barreira, Pesin and Schmeling, building on results in [119],
obtained in [9] a multifractal analysis of the spectrum Eg for repellers of C1+¢
expanding maps that are not necessarily conformal. In [153], Takens and Verbit-
ski obtained a multifractal analysis of the spectrum £g for expansive homeomor-
phisms with specification and equilibrium measures of a certain class of continuous
functions (we note that these systems need not have Markov partitions).

We note that the spectra Dp and € are of different nature from the spectra
DEg and €p. Namely, the first two relate local quantities—the pointwise dimension
and the local entropy—with global quantities that are naturally associated to
them—respectively the Hausdorff dimension and the topological entropy. This is
not the case of the spectra D and €p that put together quite different local and
global quantities. Because of this we refer to them as mized spectra. We describe
their multifractal properties in Section 9.4.

We can also consider multifractal spectra defined by the Lyapunov exponents.
Here we mention only a particular case, that essentially corresponds to considering
only the top Lyapunov exponent. This particular case is well-adapted to the study
of conformal dynamics. Let X be a smooth manifold and let f: X — X be a C!
map. Consider the set Y C X of points z € X for which the limit

1
= lim — log|d,f"
gr(z) = lim - log|dsf"]|

exists. We obtain two multifractal spectra Lp and Lg generated respectively by
the pairs (9z,Gp) and (g9r,Gg). By Theorem 14.2.3 below (or by Kingman’s
subadditive ergodic theorem), if u is an f-invariant probability Borel measure
in X, then (X \'Y) = 0. When the Lyapunov exponent takes more than one
value at each point the study of the associated multifractal spectra becomes much
more complicated.

7.2 The notion of u-dimension

We first recall the notion of topological pressure for arbitrary subsets of a compact
metric space. It was introduced by Pesin and Pitskel in [116] as a Carathéodory
characteristic. We note that the level sets of the pointwise dimension and of the
local entropy are often noncompact. In fact, in some appropriate sense this is the
generic situation. For example, under the hypotheses of Theorem 6.1.2 the level
sets K, are all noncompact if and only if v is not the measure of maximal dimen-
sion p in Theorem 4.1.8, that is, if and only if the function v is not cohomologous
to —(dimgJ)log||df| (see also Theorem 8.4.2).
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Let f: X — X be a continuous transformation of a compact metric space,
and let U be a finite open cover of X. Using the notation in Section 3.3.1, we say
that the collection I' C |J,,~1 Wn (W) covers the set Z C X provided that

U x>z
Uerl

Consider a continuous function ¢: X — R. Given U € W,,(U) we define

supxuy XS o fF i X(U) £ 2
2(U) = {—oc ’ itX(U) =0 (7:2)

For each Z € X and o € R we set

M(Z7 «, gﬁ,u) = lim llrlf Z CXp(iam(U) + QO(U))v
Uell

where the infimum is taken over all finite or countable collections I" C |, ~.,, Wi (U)
covering Z. Denoting by diam U the diameter of the cover U, one can easily show
that

Pz(yp) := diarlirﬁl_}g inf{a e R: M(Z,,p,U) = 0}

is well-defined.

Definition 7.2.1. The number Pz () is called the topological pressure of ¢ in the
set Z C X (with respect to f).

We emphasize that Z need not be compact nor f-invariant. When Z = X the
number Px (¢) coincides with the topological pressure for compact sets introduced
by Ruelle in [131] in the case of expansive maps, and by Walters in [161] in the
general case. When ¢ = 0, the number

h(f|Z) := Pz(0) = diarlnir”llll—@ inf {a eR: nh_}rxgo 1111fUz€:FCXp( am(U)) = 0} ,
(7.3)
where the infimum in T' is taken over all finite or countable collections I' C
Ugsn Wi(U) covering Z, is called the topological entropy of f in the set Z (with
respect to f). It was introduced by Pesin and Pitskel in [116], and coincides with
the notion of topological entropy for noncompact sets introduced earlier by Bowen
in [37]. Again we emphasize that the set Z need not be compact nor f-invariant.
When Z = X we recover the notion of topological entropy in Definition 2.3.2.
Now we recall a related notion introduced by Barreira and Schmeling in [21].
Let f be a continuous transformation of a compact metric space X, and let U be
a finite open cover of X. Let also u: X — R be a positive continuous function.
Given U € W,,(U) we define u(U) as in (7.2). For each Z C X and o € R we set

N(Z,a,u,U) = nh_)n;o 1¥f Uzgr exp(—au(U)), (7.4)
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where the infimum is taken over all finite or countable collections I' C |, ~.,, Wi (W)
covering Z. Set -

dim,  Z = inf{a € R: N(Z, o, u,U) = 0}. (7.5)
We can easily show that

dim,Z := lim dim,yZ
diam U—0

is well-defined.

Definition 7.2.2. The number dim,, 7 is called the u-dimension of the set Z (with
respect to f).

The following result gives a relation between the u-dimension and the topo-
logical pressure. It follows easily from the definitions.

Proposition 7.2.3. We have dim,Z = a, where « s the unique real number such
that Pz (—au) = 0.

Furthermore, given a probability Borel measure p in X, we set
dim,, o p = inf{dim, y Z: p(Z) = 1}.
One can easily show that the number

di = 1 di
PR et e
is well-defined, and we call it the u-dimension of p.
We are particularly interested in the following examples.

Example 7.2.4. If u = 1, then dim, Z = h(f|Z) for every set Z C X, and dim,u =
h,(f) for every probability measure p in X.

Example 7.2.5. Let X be a repeller of a C1*¢ conformal expanding map f, for
some ¢ > 0 (see Section 4.1). If u = log ||df||, then dim,Z = dimpy Z for every set
Z C X, and dim,u = dimgu for every probability measure i in X. Indeed, since
f is of class C'*¢, it follows from the bounded distortion property that there exist
constants c¢1, co > 0 such that

¢1(diam X (U))* < exp(—au(U)) < ex(diam X (U))* (7.6)

for every U € U, Wn(U) and a € R. The two identities follow immediately
from (7.6) and Theorem 4.1.7.

We also introduce local quantities that are generalizations of the lower and
upper pointwise dimensions.
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Definition 7.2.6. The lower and upper u-pointwise dimensions of y at the point
r € X are defined by

. o log u(X (U))
= 1 finf —-—222 277
@) = o TR R~ )
and
d 1 X(U
dualw) = Tim T supsup _%Ug»

where the infimum and supremum are taken over all vectors U € W,,(U) such that
x € X(U).

The following statement was formulated by Barreira and Schmeling in [21].

Proposition 7.2.7. If pu is an ergodic f-invariant probability Borel measure in X,

then )
_ ho(f
. — 1. — . — H
dimp diam U—0 4@ W) dia111111:11,[1—>0 Ay (W) Jx udp

(7.7)

for p-almost every x € X.

Proof. The proof follows similar arguments to those of Pesin in [115, Proposi-
tion 11.1]. Given z € X, n € N, and § > 0 we consider the sets

B(z,n,d) = {yeX:d(fi:U,fiy) <(5f0ri:07...,n—1}7

where d is the distance in X. Now let U be a finite open cover of X and let 6(U)
be its Lebesgue number. One can easily verify that for every x € X and U €
U,>1 Wa (W) such that z € X(U) we have

B(z,m(U),§(U)/2) ¢ X(U) C B(z,m(U),2diamU). (7.8)
We recall the local entropy formula established by Brin and Katok in [43].
Lemma 7.2.8. Let u be an f-invariant probability Borel measure in X. For -

almost every x € X we have

1
hyu(z) : = lim lim sup —— log u(B(z, n, §))
0—0 n—ooo n (7 9)
) .
= lim lim inf —— log p(B(x, n, J)).
n

§—0 n—oo

Furthermore, the function x — h,(x) is p-integrable, is f-invariant u-almost ev-
erywhere, and satisfies

half) = /X () dps(z). (7.10)



7.2. The notion of u-dimension 107

When p is ergodic, it follows from Lemma 7.2.8 and (7.8) that
: e 1
half) =, Jim | Tim infinf - = log (X (U))
) (7.11)
= lim limsupsup—— logu(X(U)),
n

diamU—0 n 500 U

where the infimum and supremum are taken over all vectors U € W,,(U) such that
x € X(U).

On the other hand, since u is continuous and X is compact, given € > 0 there
exists § > 0 such that

lu(z) —u(y)| <e whenever d(x,y) <.

This implies that if diamU < §, then for p-almost every z € X we have

n—1
1
liminfinf sup -— u(fky)—/ udp| <e
n—oo U yeX(U)nkZ:O X
and
1 n—1
limsupsup sup — u(fky)f/ udp| <e,
n—oo U yeX(U)nZ X

k=0

where the infimum and supremum in U are taken over all U € W,,(U) such that
x € X (U). Since ¢ is arbitrary we obtain

1 n—1
du— i lim inf inf 1 k
Jowan = i it su 532 u()
n—1

1
= lim limsupsup sup — Y u(fFy),
diamU—0 5 00 U yeX (U) n k:Z:O ( )

that is,

U
/ udp = lim  liminfinf M
X diamU—0 n—oo U n

u(0) (7.12)

= lim limsupsup
diamU—0 pns00 U

It follows from (7.11) and (7.12) that

. S _ hu(f)
dia11111111,(1—>0 dyulz, W) = diarll}}%tl—m Ay (2, 1) = Jxudp

The first identity in (7.7) can be obtained with a simple modification of the argu-
ments in the proofs of Theorems 2.1.5 and 2.1.6. O
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7.3 Multifractal analysis of u-dimension

We present in this section a complete multifractal analysis of the spectra generated
by the u-dimension, for a one-sided or two-sided topological Markov chain o|3 (see
Definitions 4.1.3 and 4.2.7), that is, such that either ¥ C E;‘ or ¥ C ¥,. Let p
be a probability Borel measure in ¥ and let u: ¥ — R™ be a continuous function.
For each x € ¥ we write

= limin —M
dyu(@) = liminf —=0s s

and

Emu(w) = hTILn_)Sng _%

where Cy,(x) is the cylinder set of length n that contains z, and where

n—1

(Spu)(z) = u(o®z). (7.13)

E
Il
=)

We can easily show that if u is Holder continuous, then

d, . (z)= dﬂyu(:v,U) and dy, . (z) = a%u((E,U)

Lpu

for every x € ¥ and every open cover U of 3 by cylinder sets (not necessarily all
with the same length). For every a € R, we consider the set

K,={zex: d, ,(z)= dyu(z) = a}.

Whenever K, # @ and z € K,, we denote the common value « of d, , () and
d,u(7) by d,, (7), and we call it the u-pointwise dimension of j at z.

Definition 7.3.1. The u-dimension spectrum (for the u-pointwise dimensions) of
the measure p is the function

Dy=Dyu:{aeR: K, #2} >R

defined by
D) = dim, K,

Now let ¢ be a continuous function in Y. For each ¢ € R, we consider the
function

g = —Tul(q)u+ g, (7.14)

where T, (q) is the unique real number such that P(yp,) = 0 (here P denotes the
topological pressure in X; see Proposition 3.2.1). Proceeding as in Section 6.1 we
can show that if the functions u and ¢ are Hélder continuous, then Tp,: R — R is
analytic. We then set

au(q) = =T, (q)
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and we denote by (a,,, @) the range of the function «,. We also denote by v, and
m,, respectively the equilibrium measures of ¢, and —(dim, X)u with respect to o
(see Definition 3.2.3).

The following statement contains a complete multifractal analysis of the spec-
trum D, for topological Markov chains. It was formulated by Barreira and Schmel-
ing in [21].

Theorem 7.3.2. Given a one-sided or two-sided topologically mizing topological
Markov chain o|X, let u and ¢ be Hélder continuous functions in 3, such that u
is positive and P(p) = 0, and let p be the equilibrium measure of ¢ with respect
to o. Then the following properties hold:

1. the set K, (q) is o-invariant and dense for every q € R;

2. for p-almost every x € ¥ we have

sedn _ hy(o)
Jpuwdp  [sudy’

du7u(z) = E#y"(‘r) =

3. the function T,,: R — R is analytic, and satisfies T),(q) < 0 and T!/(q) > 0
for every q € R; moreover, T, (0) = dim, % and T,,(1) = 0;

4. if p=my, then o, = &, = dim, Y and D, is a delta function;

5. if u # my, then the functions D, : (a,, @) — R and T, are analytic and
strictly convex;

6. D, is the Legendre transform of T, that is, for each q¢ € R we have

j)u(O‘u(Q)) = Tu(q) + qau(q):,

moreover,
J; 5 P dvg )

—= 1
fzudyq’ (7.15)

au(q) =

7. for each g € R we have vy(K,, () =1 and

L logr(Cula)

A T Gy @) Tald)

for vg-almost every x € K, (q); moreover,

duq,u(z) S TU(Q) + qau(q)

for every x € K, (q), and Dy(ay(q)) = dimyv, for each g € R.
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Proof. For one-sided shifts statement 1 follows immediately from the o-invariance
of K,, (q)- For two-sided shifts we note that ¢~ !|3 is a topological Markov chain
with transition matrix equal to the transpose of the transition matrix of ¢|%, and
thus 0 ~1|2 is also topologically mixing. Since
Kouq) =207 (1Ko, (),

where 7: {1,...,p}2 — {1,...,p}" is the canonical projection, we conclude that
the set K, (q) is dense.

Since p is ergodic, statement 2 follows immediately from Proposition 7.2.7.

The proof of statements 3—7 can essentially be obtained by repeating argu-
ments in the proof of Theorem 6.1.2, simply replacing J and ¥ by log ||df|| and u,
and thus the details are omitted. For statement 7 note that by Proposition 7.2.3
we have Py (—su) = 0, where s = dim,, 3, and since m,, is the equilibrium measure
of the function —su there exist constants c¢1, ¢ > 0 such that

c1 exp[—s(Snu)(x)] < my(Cn(r)) < cz expl—s(Snu)(z)]
for every n € N and = € X. Therefore, if 4 = m,, then

. log mu(cn(x)) .
dﬂyu(fﬂ) = nh_)H;C 7T(x) = dlmuE
for every x € X. This implies that

¥ if a =dim,X,
o ifa#dim,3,

and thus,
Dy(a) = dim, > %f o= d%muZ,
0 if a # dim,, X.
This completes the proof of the theorem. (I

We note that the measure m,, is in fact the unique o-invariant probability
Borel measure in 3 with

dim,m, = dim,X. (7.16)

It is also the unique ergodic o-invariant probability Borel measure in ¥ satisfy-
ing (7.16).

Definition 7.3.3. The measure m,, is called the measure of mazimal w-dimension.
For each ¢ € R, the measure v, is called the full measure for the spectrum D,, at
the point oy, (q).
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7.4 Domain of the spectra

The statements in the remaining sections of this chapter were established by
Schmeling in [142] for the dimension and entropy spectra. Following [21] we re-
formulate them for the u-dimension. We continue to denote by (c,, @, ) the range
of o, that is,

a, = lim a,(q) and @, = lim au(q).

“ q—+00 q——00

Theorem 7.4.1. The following properties hold:

1. we have

dv

a, = inf d, ,(r) = inf _fz L4
zex” M vEME fz u dv

and f

_ — pdv
Oy, =supdy,(z) = sup — I ;
reY . ) vEME fE u dv

2. for each a € R, we have K, = & if and only if a & |a,,, @)
Proof. We first prove an auxiliary statement.

Lemma 7.4.2. We have

d d
inf —'[E(p ’ =a, and sup 7[2@ - = . (7.17)
veEME fzudl/ veEME -[Z u dv

Proof of the lemma. We only prove the first identity. The proof of the second one
is entirely analogous. In view of Theorem 7.3.2 it remains to prove that

We first observe that

Tu(q) = inf ho(@) +afsedv _ th(0)+qusoduq,

VEME Jsudv Js udy,
that is,
. . f pdv . [s, pdvq
Tu(q) = inf (d = =d e 7.18
(@) VM5 ( Ay qu udv O qu udy, (7.18)

Indeed, since P(pq) = 0 it follows from Theorem 2.3.3 that

OZhl,(a)—Tu(q)/udu+q/Ecpdy

=
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for every v € Mg, with equality if and only if v = v,. Therefore,

hy(0) +q [ @ dv
Jsudv ’

with equality if and only if v = v,. This establishes (7.18).
Given € > 0 and ¢ < 0 such that a,(¢) — a, < ¢, it follows from (7.15)
and (7.18) that

Tu(q) >

Js e dvg
1— >(g—1)2=r g -
(I-qa, = (¢—1) Juwdv, (1—q)e
) fchdyq
:d =0 C (1 —
1mHl/q—|—quuqu (1—q)e

=Tu(q) — (1 —q)e

d
= inf (dimHV—&—qu(p V>(1q)s

vEME -[E Udl/
[ @ dv
> _q inf - (1
=4 vgle[E fZ u dv ( )E
Dividing by —¢ and letting ¢ — —oo we obtain the first identity in (7.17). O

We proceed with the proof of the theorem. In view of Theorem 7.3.2, to
obtain the first identity in statement 1 we prove that

a, < inf d, ,(2).

Let us assume that this was not the case. Then there would exist § > 0, x € %,
and an increasing sequence ny = ng(z) of natural numbers such that

Selin)
S uloiz)

Now let v be an accumulation point of the sequence of measures

— 0.

nE—1

Vg = nilk Z 5ajac7

=0

where J,, is the probability delta measure at p, that is, d,({p}) = 1. We have

foedn _ SPaelon
Judvy dSoitgu(odz) ST

and hence,

dv
B .fz Y <a,
Js udv
which contradicts Lemma 7.4.2. This establishes the first identity.
Statement 2 is an immediate consequence of the first statement. ([

-4,
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7.5 Existence of spectra with prescribed data

Now we establish the existence of u-dimension spectra for any prescribed data at
the endpoints of the domain of the spectrum. We note that

where
B = {(z1,y1,22,52) € R*: y1 < 21 < dim, ¥ and y» < dim, ¥ < 25}

Given 6 € (0,1], we denote by C?(X) the space of Hélder continuous functions
@: 3 — R with Holder exponent 6, equipped with the norm

llelle = supf{lp(z)| : x € B} + sup {W cx,y € X and x #£ y} . (7.19)

We note that C?(X) is a Baire space with the induced topology.
The following statement was obtained by Schmeling in [142].

Theorem 7.5.1. Given a one-sided or two-sided topologically mizing topological
Markov chain o|%, let u be a positive Holder continuous function in ¥. For each
(z1,91,22,y2) € intB there exists a Holder continuous function ¢: ¥ — R such
that the spectrum D, of the equilibrium measure of ¢ satisfies

(gu7 ‘Du(gu)7 a’um ‘Du(au)) = (xla Y1,72, y2)
Proof. We start with an auxiliary result.

Lemma 7.5.2. Given numbers d; < dim,X, i = 1,2, there exist disjoint closed
o-invariant sets S; C % with dim,S; = d;, and numbers \;, i = 1,2 such that for

every x € S; we have
n—1

1 .
m = I} = )\
nh_)rrgo - Z u(o?z) = N
j=0
Proof of the lemma. We construct inductively topological Markov chains o|S; ,,
that approximate the sets o|S;. Set
Ay = / wdmy, hy="hny,,(0), A=minu, and X =max{u,1}.
b

Fix e > 0 such that
¢ < min(dim,Y — d;)A, for i=1,2.
For each m € N we consider the sets

1
u(ajw) — Ay| < Le for every n >m p ,

n

A" =(qxeX:

3=
o
Il
)
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where
L=1/min{4(d; +1):i=1,2},

and
H;":{mez:

1
hy + = logm, (Cp(z))| < e for every n > m} .
n
We also write I'7* = A7* N H", and we define
k =min{m € N:m,(I'"") > 1/2}.

By Birkhoft’s ergodic theorem and Shannon—McMillan—Breiman’s theorem, the
number & is finite. Set

{ {4(1{ + MgX(di + 1)J Y {(dimulE—H(c)f)%\u _ EJ ’K} 7

n = max

where || denotes the integer part, K = |ullge*/(1 — €2), and M is the smallest
positive integer such that A > 0 (recall that o|¥ is topologically mixing).
Given m > n we set

Cr = {C(x): 2 €T}
For each C € €, we have m, (C) < e~™"+me and

carde, > M)

max m,, (C)

Since € < (dim,X — dy) Ay, by the choice of n there exists a subset € ; C €, with
card C1 1 = |exp[n(Aydi + d1e/4)]| + 1.

Now we consider the set S; 1 of points € ¥ with the property that there exists
Il < n+ M such that

Cn(al+<j(”+M):c) €€y, forevery jeN.
We note that oS ;1 is a topological Markov chain. Since AM > 0 we have S; 1 # &,

1 1
liminf - logcard{Cy () : # € 1,1} > liminf - log | (card @y )R/ (n )] -1

> )\udl +€/2,

and

1
lim sup z log card{Cy(x) : z € S11}
k—oc
1
< lim sup - log |(card €y 1) Lk/ (n+M)] L/ (n+M)] +1

k—oc

< Audy + 3¢/2,
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where A is assumed to be a p X p matrix. Hence,
Adi +e/2 < h(o|S11) < Aydy + 3¢/2. (7.20)
On the other hand, for each x € S1,; we have

=
lim sup % Z
j=0

k—o0

L(n+M)/k]+1

|
—

n

1 . _
< limsu (o7 120 3) + M
m Sup ; TS ( )
K M
<A+ L <Ay + (L+ 1),
St Let g +(L+1)e
and
=
. . - ]
hkrgg.}f k Zu(a x)
=0
L(n+M)/k]+1 ;1 ol
o j+l(n+M) 5\
thrggclf Z W M2 {u(aﬂ x) + M
=0 7=0
K M
>\, — Le — — >y — (L4 1)e.

n+M n+M
It follows from (7.20) and these estimates that

dq +€/4 < dimuSl,l < dy + 2e.

Now we construct a topological Markov chain 0|Sz1 with Sg1 C X\ S1,1. Since
e < (dim,X — d2) Ay, by the choice of n there exists a subset Ca1 C €,, with

card 6211 = LCXp[n(AudQ + d2€/4)” +1

We note that there is a cylinder set Ccxof length n with empty intersection
with S1,1. Let m = 8n/e. We consider the set S of points z € ¥ with the
property that there exists | < m 4+ M such that for each j € N the cylinder
set Cpyyn (a1 T MF7 M) 1) i of the form Cpy g - - - CpmC, where C,, ; € Cq ;1 for i =
1,...,m, and where C;Cy is the cylinder set C;No~1€1/Cy. Clearly, S;.1NS2; = @
and 0]S2,1 is a topological Markov chain.

It follows from estimates similar to those for S; ; that

Auds + 36/8 < h(0'|8271) < Ayds + 136/8 (721)

Furthermore, for each z € Sz 1 we have

,_.

1< 9
lim sup — u(o?z) <A+ (L+< e

Jj=0
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and
1 9
iminf — Je) > N\, — Z
hkrr_l)g.}f v Zu(o x) > Ay <L+ 8) €
7=0
It follows from (7.21) and these estimates that
do + 6/8 < dimuSQ)l < ds + 176/8.

Now let us assume that for a sufficiently small § > 0 and each I < r we
have constructed topological Markov chains ¢|S1; and o|Sa2; with the following
properties for i = 1, 2:

1. 81 CSiy—qforl=2,...,r;

2. forl=1,...,r we have
1)
/\udi + W S h(U|Si,l) S /\udi + P
3. for [ =1,...,r there exists A\;; € R such that for every z € S;; we have
k—
1 )
hmsu E;J <)\zl+21
and
1
hm 1nf Z ;J u(o?z) > Ny — o
4. for Il =1,...,r we have
1)
d; +2l+1 <d1H1uS” < d; +T

In particular, setting § = € we can assume that \;; = A,,.

Now we repeat the construction of Sy ; in X replacing ¥ by S;,, and setting
e = 6/2". The role of the measure of maximal dimension m,, is now played by the
measure of maximal dimension p1 , in S7 .. We obtain in this manner a topological
Markov chain o|S1 »41 which satisfies properties 1-4 for { = r+1. Similarly, we can
construct a topological Markov chain ¢]S2 ;11 replacing ¥ by Sa . and proceeding
as above.

We thus obtain topological Markov chains ¢|S;, for i = 1,2 and r € N that
satisfy properties 1-4. In particular, for each i the sets .S; , form a nested sequence.
Furthermore, for ¢ = 1, 2 the sequence \; , converges to some number A; as r — oc.
Set

Si=()Sir i=12

reN
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For each x € S; we have

>
|
—

u(odw) = \;,

ol

lim
k—oo

<.
Il
o

and
reN

Moreover, S1NSy = &, since S7,1MNS21 = &. On the other hand, any accumulation
point p; of the sequence of measures (u;r)ren is concentrated on the set S;. By
the upper semicontinuity of the Kolmogorov—Sinai entropy we obtain

dim,,S; > dim,, p; > liminf dim,, i , = lim inf dim,,S; ,» = d;.
r—00 r—00

This completes the proof of the lemma. O

It follows from Lemma 7.5.2 that h(o|S;) = A\;d; for i =1,2.
Now we construct a function ¢: ¥ — R with maximum in S; and minimum
in SS9, such that for the u-dimension spectrum of its equilibrium measure we have

Dula,) =di and Dy(@,) = da.

Given real numbers z; > zp we consider the set F(z1, 22) of functions ¢ € C?(%)
such that ¢|S; = z; for i = 1,2, and

@l(B\ (S1US2)) € (22,21).

Lemma 7.5.3. If di = dim,S1 < —2z1 < dimy,Y and —zy > dim,>, then there
exists a function pg € F(z1, z2) such that P(pou) = 0.

Proof of the lemma. Let Uy, D S; and Us, D Sp be two nested sequences of
open sets converging respectively to S; and Ss. For each n € N we consider two
functions @1, and @2, in ¥ such that

Z1 if x ¢ Ugyn,
§017n(fE) = 4 22 ifxe SQ,
€ (z2,21) otherwise,

and
z1 if x € 51,
Yan(T) = ¢ 29 it & Uy p,
€ (22,21) otherwise.

We note that these functions exist because the sets S; are closed, and that they
are in the closure of F(z1, z2). Denoting by P, ,,, ¢ = 1,2 the topological pressure
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of ¢; nu, we obtain

Py, = max {h#(o’)—k/ wl,nudu}
®

HEME

> hy, +/ Pl dMy,
)

2 hu + Z2Aumu(U2,n) + Zl>\u(1 - mu(U2,n))

Since dim,, Sz < dim, X, we have m,(S2) = 0. Therefore, m, (Us ,,) — 0 as n — occ.
Hence, by the assumptions in the lemma we obtain

liminf Py ,, > hy + 212, > 0. (7.22)

n—oo

On the other hand,

Py _JQ%,[’;{ ulo) + /«pz nudu}

= max {:Ieléjlv}[(] {h# <p2 nud,u} ,:Ieléjlv)[i {h#(a) + /Z ©2.nU du}}

gmax{ /(pg ndmy,, h(o]St) + mgiV:E( / gogmudu},
=

s
where
My = {u e Mg : ,U,(Sl) = 0} and My = {u € Mg : /,L(SQ) = 0}
Furthermore,
hy +/ Yo.ntdmy, < hy + 220 + 21 00mu (Ur,0),
b))
and

h(o]S1) + max / ponudp < diA + 210 + max {zop(Uy )} min w.
HEM:2 Jv neMo2

Since z1, z2 < 0, this implies that

limsup P, < max{hy + 22Xy, (d1 + z1)\1} < 0. (7.23)

n—oo

Finally, since the topological pressure is a continuous function in C?(¥) and
F(21,22) is a connected set, it follows from (7.22) and (7.23) that there exists
a function g € F(z1, z2) such that P(pou) = 0. O
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Given a transformation f: X — X, we denote by V;(z) the set of accumu-
lation points of the sequence of measures

1 n—1
SO LI
Jj=0

We need the following result of Bowen in [37].

Lemma 7.5.4. Let f: X — X be a continuous transformation of a compact metric
space. If
Vi ={z e X :h,(f) <t for some p € Vi(z)},

then h(f|Y:) <t.
A simple consequence of Lemma 7.5.4 is the following.

Lemma 7.5.5. If S C X is a compact o-invariant set, then the set R of points
x € ¥ such that V,(x) contains a o-invariant probability measure in S satisfies
h(o|R) = h(o]S).

Proof of the lemma. Since S is compact we have S C R, and h(c]S) < h(o|R).
On the other hand, h,(c) < h(c|S) for every o-invariant probability measure p
in S, and thus

Rc{zeX:hy(o) <h(c|S) for some p € V,(x)}.
It follows from Lemma 7.5.4 that h(o|R) < h(o]S). O

Let d;, S;, and z;, i = 1,2 be as in Lemmas 7.5.2 and 7.5.3. Let also g €
F(21,22) be as in Lemma 7.5.3.

Lemma 7.5.6. For the spectrum D, of the equilibrium measure of pou we have

Quou = =21, Opgu = —22, Dula,,,) =di, and Dy(Qpyu) = da.
Proof of the lemma. Set a = a,, ,, and @ = Qyp,,. We show that if 2 € K, (re-
spectively z € Kg), then V,(z) contains a o-invariant probability measure in S;
(respectively S). Since for each x € S; the set V., (x) contains a o-invariant prob-
ability measure in S;, the desired statement follows from Lemma 7.5.5 because
dim,,S; = d;, and

ud
W S (7.24)
Js;

dy(z) =
for each = € S;, where p € V, () and v is the equilibrium measure of the function
wou. Identity (7.24) follows from Theorem 7.3.2 together with the fact that ¢g|S; =
zi for i =1,2.
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Fix z € ¥ and assume that V, () contains no o-invariant probability measure
in S7. Then

n—1
lim sup — Jg)=:w < 2z, and limsu
P> wolo’x) ! p

n—oc . n—oc
j=0

Angz)

where A(n,z) = card G(n) and

Gn)={0<j<n—1:¢y(c?2)>w}.

We obtain
: Z?;ol Wo(ojx)u(gjw)
lim sup - ‘
T dj=o w(oiz)
<G () 7O oI zju(ele) + 3, n) PO oI u(clz
< i sup TGt P DUTD) + T g1y ol (o)
n—oc ijo U(O']I)
A .
<z — (21 — w)limsup <1 _ (71750)> minu _ .
noee n maxu
and thus x ¢ K,. The proof for & is entirely analogous. 0
Now let g be as in Lemma 7.5.3 with z; = —x1, 20 = —x9, d; = y1, and

ds = 2. The statement in the theorem follows immediately from Lemma 7.5.6. [

7.6 Nondegeneracy of the spectra

The following result of Schmeling in [142] shows that a typical u-dimension spec-
trum D,, is nondegenerate, that is, D,, is zero at the endpoints of its domain.

Theorem 7.6.1. For each 0 € (0,1], there is a residual set R C C?(X) such that
a, < a, and

Du(a,) = Dulau) =0
for the spectrum D,, of the equilibrium measure of each function in R.
Proof. We start with an auxiliary result. Set
M(p) ={z € L:p(r)=maxy} and M(p) ={z c ¥ : ¢(z) = ming}.

Lemma 7.6.2. Let ¢ be a Hdlder continuous function in 3 and let € = Dy be
the entropy spectrum of its equilibrium measure. If M(p) and M(p) are compact
o-invariant sets, then

E(ay) = WoM(p)) and E(@r) = h(o|M(yp)).
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Proof of the lemma. Since

n—1

1 ) 1n—1 ‘
sup lim sup — p(o?z) <maxp = — p(oly
sup Jim su ng (o72) ng (o7y)

for every point y € M(y), we have M(p) C K, . Similarly, M(¢) C Kg,. This
implies that -
&lay) < h(a|M(p)) and  E(@) < h(a|M(p))-

For the reverse inequalities, we observe that

n—1
1 .
if and only if limsup — E p(o’z) = max .

x e D

oy

But this is only possible if V,(x), that is, the set of accumulation points of the
sequence of measures
1 n—1
E Z 6ajwa
§=0

contains a o-invariant probability measure in M(¢). It follows from Lemma 7.5.4
that €(a;) = h(c|M(y)). The argument for &(av;) is entirely analogous. O

For each o € R set
D, ={ze¥:d,(z)=a} and DI ={ze¥:d,(z)=a}.
Lemma 7.6.3. We have:
L dim, D, v < Dulau(q)) for each q = 0;
2. dimuD:u(q) < Dulay(q)) for each g < 0.
Proof of the lemma. Fix ¢ > 0. Given € > 0, set

s = Dy(au(q)) + & =Tu(q) + qau(q) +&.

By Theorem 7.3.2, if z € D;u(q) then
ity plol) 1
S0 PO <o) (7.25)
Zj:o u(o’x)

for some sequence ny = ng(x) € N such that ny " oo as k — oo. Therefore,
proceeding as in the construction of Moran covers (see the proof of Theorem 4.1.7),
we show that there exists a constant M > 0 such that for each n € N we can find
a finite set

C= {CCl, . ,ZZ?[} C D;u(q)

and integers k1, ..., k; € N such that:
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1. m; =ng,(x;) >nfori=1,...,1;

2. the cylinder sets Cy,, (z;), i = 1,...,1 cover D_ (@)

3. each point in D (@ intersects at most a number M of these cylinder sets.

Since v, is the equilibrium measure of —T,,(¢)u + gy, it follows from (7.25) that

l 1 —
> exp(—5(Spm,u) (1)) 2{: II exp[—(Tw(q) + qou(q) + e)u(o?z;)]
i=1 i=1 j=0

1 771,7;—1

Y I epl-Tul@)u(o’=:) + gp(o” ;)]

i=1 j=0

IA

IN

1
€3 vy(Con(22) < M,
i=1
for some constants Cq, Co > 0, provided that n is sufficiently large (so that ¢/k; < ¢
for i =1,...,1). This implies that
ND;, g
(see (7.4)), where U is the cover of ¥ by cylinder sets of length 1. We obtain

s,u, W) < M

dim,D_ < s=Du(au(q)) +¢,

and the arbitrariness of € yields the first statement. A similar argument establishes
the second statement. (I

Given S C ¥ and m € N we set Cy,(S) = J,cg Cm () and
Un(S) = {z € = : 0"z € C,y(8) for every k € N}.
For each x € ¥ we also consider the set
A(S,m,z) = card{0 < k <m:o"z € S}.

Lemma 7.6.4. For any o-invariant set S C X and any m € N we have

hrn1 h <0 {z ex: lgninf W > a}) = h(o|Un(9)).

Proof of the lemma. Since S is o-invariant we have U,,(S) # @. Moreover, Cy, (.S)
is a finite union of cylinder sets, and its characteristic function 1 is Holder con-
tinuous. It is easy to verify that for the function u = 1 we have

KQZ{xEE:IM1éEEE&£EQ

Jim AR oy pn
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and

A
D, = {x € Y : limsup —(Um(S)7N7x)
N—oo N

> —a+ P(@/J)} :
We thus obtain a; = P(¢)) — 1, @ = P(¢), and for each a € (0,1),

Un(S) C Kq, C U Dy =Dy 1,
ac(a,,a;,+1—a)
A(C(5), N,
z{:vEE:liminf(O(S)z)za}.
N—oc N

Together with Lemma 7.6.3 this yields the desired statement. O

We proceed with the proof of the theorem. The following statement considers
the particular case of the entropy spectrum.

Lemma 7.6.5. For each § € (0,1], there is a residual set © C C%(X) such that
the entropy spectrum & = D1 of the equilibrium measure of each function in © is
nondegenerate.

Proof of the lemma. We find a residual set © ¢ C?(X) such that any function
@ € O satisfies o
h(eM(p)) = h(M(p)) = 0. (7.26)

The result follows then from Lemma 7.6.2. We first find an open and dense subset
05 ¢ CY(%) for each e > 0. Given ¢ > 0,7 € N, and ¢ € C(X), there is a periodic
point xq of period ng such that

€ 1 !
M,— - < — J < M,,
- no;‘/’(g%) ¥

where
n—1

M, := sup limsup — Z ool ).
z€Y n—oc TN =0

We consider the set

TLofl

C = Cny(Sre) = | Cno(0720),
j=0

where S, is the orbit of xy. We observe that U := U, (Sz,) = Sz,, and hence
h(c|U) = 0. Now we consider a function close to ¢, defined by

Sa) — w(x) ifxeC,
@) {gp(m)—s ifegC.
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Clearly, ¢ € C?(X) and | p—@|s < e. We show that h(c|M(¢)) < e. For each x € %
and n € N we have

n—1

Y s = | Y s+ Y e

j=0 ocizeC ocixgC

IN
S|

Z plodx) + Z o(o?z) — (n — A(C,yn,z))e

ocizeC ocixgC

< lrgga(aj:c) <1A(O’n’$)>a

n

A(C)n, x)) .

since

Therefore,

n—1

1 .
M(p) C <z € X:limsup — Z(p(ojx) = Mg

n—oo N

j=0
A(C 1
C{er:limsupM21——}.
n—oo n r

By Lemma 7.6.4 there exists € > 0 such that

n—oc T

e>h (o—| {x €X: limsupA(C’Tn’x) >1- 1}) > h(a|M(p)).

Now set
D5 (p) ={v € C°(D) : |g — vllo <}

We observe that the above estimates hold with &' = 2e for every ¥ € Q5(y).
Therefore, for each € > 0 the set

oi= |J i) (7.27)

peC?(T)
is open and dense in C?(X). Furthermore,

h(a|M(p)) < 2¢  for every ¢ € ©5.
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Repeating the above procedure we construct a set ©5 C C?(X) with the property
that
h(o]M(p)) < 2¢  for every ¢ € 5.

Set -
o= U ®©/ " neym.
N=0n>N
Clearly, O is a residual subset of C?(X), and (7.26) holds for every ¢ € ©. This
completes the proof of the lemma. O

We have seen in the proof of Lemma 7.5.6 that the boundary values of the
spectrum D,, of the equilibrium measure of pu coincide with those of the entropy
spectrum € = D; of the equilibrium measure of ¢. The desired statement follows
from the observation that since w is positive, the transformation ¢ — ¢u is a
homeomorphism in the space C?(¥), and thus it transforms residual subsets into
residual subsets. (I



Chapter 8

Dimension of Irregular Sets

In Chapters 6 and 7 we described the main components of multifractal analysis
for several multifractal spectra and several classes of dynamical systems. These
spectra are obtained from multifractal decompositions such as the one in (7.1). In
particular, we possess very detailed information from the ergodic, topological, and
dimensional points of view about the level sets K¢ in each multifractal decomposi-
tion. On the other hand, we gave no nontrivial information about the irregular set
in these decompositions, that is, the set X \ Y in (7.1). Furthermore, the irregular
set is typically very small from the point of view of ergodic theory. Namely, for
many “natural” multifractal decompositions it has zero measure with respect to
any finite invariant measure. Nevertheless, it may be very large from the topolog-
ical and dimensional points of view. This is the main theme of this chapter, where
we also describe a general approach to the study of the u-dimension of irregular
sets.

8.1 Introduction

We start by considering a model case. Birkhoff’s ergodic theorem says that if
S: X — X is a measurable transformation preserving a finite measure p in X,
then for each measurable function ¢ € L'(X, 1) the limit

n—1

1 k
ps(w) = lim —% (S
k=0
exists for p-almost every = € X. Furthermore, if u is ergodic then

1
ps(r) = m/}(@du (8.1)

for p-almost every x € X. Of course this does not mean that identity (8.1) holds
for every x € X for which ¢g(x) is well-defined. For each o € R we consider the
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level set of Birkhoff averages

n—1
Ko(p) = {weX:HILH;O:LZgD(Skx):a}7 (8.2)

k=0

i.e., the set of points z € X such that ¢g(z) is well-defined and is equal to . We
also consider the set

n—1 n—1
1 1
K(p) = X : liminf — Fr) < li — ) b :
(p) {xe imin ;cp(S x) < imsup ng(S z)} (8.3)

n—oo 1 n— o0 5—0
We obtain the multifractal decomposition

X=K@u [J K.

a€[—oc,+o0]

By Birkhoft’s ergodic theorem, the irregular set K () in (8.3) has zero measure
with respect to any S-invariant finite measure in X. Therefore, at least from
the point of view of ergodic theory, the set K(¢) can be discarded. However, we
will see that, remarkably, from the point of view of dimension theory this set is
as large as the whole space. We note that if ¢7 and ¢s are cohomologous, then
K(p1) = K(p2). In particular, if the function ¢ is cohomologous to a constant
then K(¢) = @.

The following result of Barreira and Schmeling in [21] shows that if ¢ is not
cohomologous to a constant then K(p) is as large as the whole space from the
points of view of the topological entropy and of the Hausdorff dimension. We recall
that h(f|Z) denotes the topological entropy of f in the set Z C X (see (7.3)).

Theorem 8.1.1 (Irregular sets). Let X be a repeller of a C1T¢ transformation f,
for some € > 0, such that f is conformal and topologically mizing on X, and let
¢: X — R be a Hélder continuous function. Then the following properties are
equivalent:

1. K(p) # ;
2. K(p) is dense in X;
3.  1s not cohomologous to a constant;

4.
W(fIK(¢) = h(FIX) and dimpK (@) = dimg X. (8.4)

Theorem 8.1.1 is a simple consequence of Theorem 8.5.3. Under the hypothe-
ses of Theorem 8.1.1, we can also show (see Theorem 8.5.1) that if ¢;: X — R,
fori=1,...,p, are Holder continuous functions none of them cohomologous to a
constant, then

h(fIE (p1) N--- N K(pp)) = h(fIX)
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and
dimg(K(p1) N N K(pp)) = dimpgX.

For topological Markov chains, the first identity in (8.4) was extended by Fan,
Feng and Wu in [57] to arbitrary continuous functions. We note that in the case of
topological Markov chains the two identities in (8.4) are in fact equivalent. This is
an immediate consequence of the particular distance in (3.9). For repellers of C**+¢
conformal transformations, the second identity in (8.4) was extended by Feng, Lau
and Wu in [63] to arbitrary continuous functions. See also Theorem 8.6.1 for an
appropriate version of Theorem 8.1.1 in the case of hyperbolic sets.

In order to highlight the main ideas involved in the proof of Theorem 8.1.1
we give a sketch in the particular case when |/df|| is constant in X.

Sketch of the proof of Theorem 8.1.1. Let ¢: X — R be a Holder continuous func-
tion which is not cohomologous to a constant. By Theorem 6.1.2; given § > 0 there
exist ergodic f-invariant probability measures p1 # p2 in X such that

/X @ duy # /X @ dua, (8.5)

min{dimgp, dimgps} > dimyg X — 6. (8.6)

and

For this it is sufficient to take equilibrium measures p; and po of two functions
q1e and o with ¢1 # ¢o sufficiently close to 0. Indeed, since ||df]| is constant
in X, it follows from (6.7) that for the dimension spectrum D of the equilibrium
measure of ¢ we have

_ / _ f(pqu
a(Q) =-T (Q) = —m7

where v, is the equilibrium measure of gy. Furthermore, since ¢ is not cohomol-
ogous to a constant, it follows from Lemma 6.1.7 that o/(q) < 0 for every ¢ € R.
Therefore, we can choose g1 # g2 such that the measures p17 = vy, and pg = vg,
satisfy (8.5) (we note that this is the same as «(q1) # a(gz2)). Since vy is the mea-
sure of maximal dimension, to obtain (8.6) we simply consider ¢; and g» sufficiently
close to 0.

The proof of Theorem 8.1.1 starts with the juxtaposition of cylinder sets (at
the level of symbolic dynamics, given by some Markov partition of X) that are
alternatively typical with respect to pu; and pe. We say that a point z € X is
typical with respect to p; if:

1.

n—1
.1
i LY () = [ du 1)
k=0 -

dy, (x) = dimpg ;. (8.8)
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By Birkhoff’s ergodic theorem and Shannon—McMillan—Breiman’s theorem the
identities in (8.7) and (8.8) hold for p;-almost every = € X. We repeat the juxta-
position process indefinitely, with cylinder sets of sufficiently large (and increasing)
length, centered at points whose images under the coding map are alternatively
typical with respect to p1 and ps. We obtain in this manner a set I of sequences
in the symbolic dynamics which is contained in K (y), as a consequence of (8.5).
The next step is the construction of a probability measure u in I, essentially
given by an alternate infinite product of the measures p; and ps (roughly speaking,
we use the measure p; when we are on a piece of sequence obtained from a cylinder
set centered at a point which is typical with respect p;). We note that p is never
invariant since it is concentrated on the set K (). Using (8.6) we can show that

oo log (B )

> dimp X — 26
r—0 logr

for every x € x(I), where x is the coding map of the repeller (see (4.3)). Since the
measure g is concentrated on K (), this implies that

dimy K (p) > dimpyg X — 26.
It follows from the arbitrariness of § that dimy K (¢) = dimpy X. O

Now let K = {J, K(¢) with the union taken over all Holder continuous
functions ¢: X — R. Under the hypotheses of Theorem 8.1.1 we have

h(f|IK) = h(f|X) and dimpgK = dimpgX. (8.9)

The first identity in (8.9) was established earlier by Pesin and Pitskel in [116] for
the Bernoulli shift with two symbols, i.e., when A = (1 1) is the transition matrix.
We note that their methods are different from those in [21].

8.2 Irregular sets and distinguishing measures

We now describe a general approach proposed by Barreira and Schmeling in [21]
to obtain sharp estimates from below for the u-dimension of irregular sets (see
Section 7.2 for the notion of u-dimension). Let o|X be a one-sided or two-sided
topological Markov chain, where o is the shift map in ¥. We consider sequences
of functions F; = {fin: ¥ = R}pen fori=1,...,m.

Definition 8.2.1. The irregular set F(F1,...,F,) C ¥ specified by the sequences
Fy, ..., F,, is defined by

{z € ¥: liminf fi () < limsup frn(x) for k=1,.. .,m} . (8.10)

n—oo
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For example, if m = 1 and

n—1

> (podh)

k=0

SN

fl,n:

for each n € N, then F(F}) coincides with the set K () in (8.3).

We will show, under mild additional assumptions, that any irregular set car-
ries full topological entropy and full Hausdorff dimension. Our approach is based
on the notion of a distinguishing collection of measures introduced in [21].

Definition 8.2.2. A collection of measures p1, ..., 1 is said to be distinguishing
for the sequences Fi,..., F,, if for each i = 1,...,m there exist distinct integers
J1=7j1(i), ja = j2(i) € [1, k] and numbers a; ;, # a; j, such that

»J2

lim f;n(z) =a,;, for u;-almost every xz € X,

n—oo
and

lim f;n(z) =a,;, for p;,-almost every = € X.

n—oo

We note that we can always assume that k& < 2m in Definition 8.2.2. For

an example of a distinguishing collection of measures, let ;1 and po be distinct
ergodic o-invariant probability measures in . Then there exists a continuous

function g: ¥ — R such that
Jodm# [ gdue.
b b

By Birkhoft’s ergodic theorem, the measures p; and po form a distinguishing
collection for the sequence {S,g/n}nen, where S, g is defined by (7.13).

Now we consider arbitrary subshifts ¢|X (which are obtained from a com-
pact o-invariant set X), and not only topological Markov chains. Let Zyx; be the
family of cylinder sets in . We denote by CC’ the cylinder set obtained from the
juxtaposition of C, C’ € Zy, in this order. That is,

cc'=cno €,

where |C| is the length of the cylinder set C. We denote by Cy(x) € Zx the
cylinder set of length n containing the point = € X.

Definition 8.2.3. We say that a subshift o|X has the specification property if there
exists m € N such that for every Cy, Cy € Zy, there exists a cylinder set C € Zx;
of length m such that C1CCs € Zy.

With the help of distinguishing collections of measures we can obtain sharp
lower bounds for the u-dimension of irregular sets. We now formulate the main
result in this direction established by Barreira and Schmeling in [21].
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Theorem 8.2.4. If o|X is a one-sided or two-sided subshift with the specification
property, pi, ..., U s a distinguishing collection of ergodic o-invariant measures
for Iy, ..., Fy, and u is a positive Holder continuous function in X, then

dim,F(Fy, ..., Fpn) > min{dimy 1, . . ., dimg g}
Proof. We first establish some auxiliary results.

Lemma 8.2.5. If 1 and ps are probability measures in X, and u is a positive
Hélder continuous function in X, then for every § > 0 we have

pi{xeXx:d, ,(xr)>dim,u —3d}) >0. (8.11)

H2,u
Proof of the lemma. If (8.11) did not hold, then the set
Is={zxeX:d, ,(z) <dim,u — 5} (8.12)

would have full pq-measure. For each z € T's, let {nk(z)}ren be an increasing
sequence of positive integers such that
log 112 (Cry () (%))

< dimgpq — §/2

for every k € N. We observe that given two cylinder sets either they are disjoint,
or one of them is contained in the other. Hence, for each L > 0 there is a finite or
countable cover {Cy,, (z;): i € N} of I's formed by disjoint cylinder sets, for some
points z; € T's and some integers m; € {ng(x;): k € N} such that m; > L for
every ¢ € N. We obtain

p2(ls) = ZM(CW (@)
> Zcxp[f(dimuul —6/2)Sm,u(z;)]

> cz sup  exp[—(dimypy — 0/2)Sm,u(z)],

i—=1 TECm, (i)

where ¢ > 0 is a constant depending only on the Hoélder exponent of u. Since
11(T's) =1 we obtain

dimypq — /2 > dim, T's > dim,, .
This contradiction yields the desired result. (I

Lemma 8.2.6. Let p; and uo be probability measures in ¥, and let u be a positive
Hélder continuous function in X. If uy is an ergodic o-invariant measure, then

m{zeX:d,, ,(x)>dim,u}) =1

1o, U
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Proof of the lemma. We note that for each § > 0, the set I's in (8.12) is o-invariant.
By Lemma 8.2.5 we have p; (X \ IT's) = 1 for every 6 > 0, and hence the set

((E\Ts) ={z e X:d,, ,(x) > dim,u}
6>0

has also full p;-measure. O

We proceed with the proof of Theorem 8.2.4. For the sake of clarity we first
present the proof when m = 1. The general case is discussed at the end.

Let m = 1. We write f,, = fi,, for each n € N, and without loss of generality
we may assume that p; and po form a distinguishing collection of measures for
F = {fn}nen with dimy,pq > dim,pe. We also write a1; = a; for j = 1,2.
We may always assume that a; # 0 for j = 1,2. Otherwise we can consider the
sequence of functions F 4+ a = {f,, + a}nen, where a is a nonzero constant, since
F(F +a)=3F(F).

Choose § > 0 such that

|a1 — a2| > 457 (813)

1 if sis odd,
Ps =

and for each s € N set

2 if s is even.

For each ¢ € N let f{ C X be the set of points € ¥ such that for every n > /¢
and ¢ = 1,2 we have
log 11i(Ch (x))

‘fn($) — al‘ <¢d and — T((E) > dlmuul — 4. (814)

For each ¢ € N, let also fg C X be the set of points z € 3 such that for every
n > ¢ we have
log 112(Ch (x))

|fn(z) —as] <6 and — TSl > dimy, g — 9. (8.15)

Clearly, ff“ D ff for each £ € Nand ¢ =1, 2.
Now fix € € (0,1), and for each s € N set

fs = min ({E e N: Ups(fﬁs) >1-— E/28+1} U {fsfl}) ;

where o = co. We note that 5 > ¢5_1. It follows from Lemma 8.2.6 and Propo-
sition 7.2.7 that {5 < oo for every s € N.

Moreover, for j = 1,2, since p; is o-invariant, the set of points z € ¥ such
that

lim f,(z) = lim f,(c™z) = aj
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for every m € N has full p1;-measure. We consider the number

Dn,m(w) = max {‘fn+m(y)/fm(x)‘7 ‘fm(w)/fn-i-m(zﬂ S U_nw}-

By Lusin’s Theorem, for each j = 1,2 and § > 0 there exists an integer r;(n,d) > n
such that Dy, ;(7) < 1+ 6 for every m > r;(n,d) and every z in a set Y,(¢) of
ftj-measure at least 1 — 6.

We define inductively increasing sequences of positive integers {ns}sen and
{ms}sen by m1 = ny = {1, and for each s > 2 by

ms = 1p, (ns—1 +m,/2°) + Loy (8.16)
and
Ng = Ng_1 +m+mg + 1. (8.17)
Setting
s _ b N s+1
[y =T Nt (e/277), (8.18)
we have
pp, (T5) > 1—¢/2°. (8.19)

For each s € N, we also consider the family of cylinder sets
¢, ={Cm,(z): €T} (8.20)
Moreover, we set ©1 = €1, and
D, ={CCC€Zs: CeD,_1,C € and C € Zy is minimal}, (8.21)

where the minimality refers to the order < in Zx defined as follows: if the cylinder
sets C, C' € Zyx, are distinct, then C < C" if |C| < |C'|, or if |C] = |C’| but C is
smaller than C’ in the lexicographical order.

We show that for each s > 2 and CCC € ®, with C € ®,_; and C € ¢,
we have |C] < ng_1 and |C| < m. This is clear for s = 2 since n1 = my. Using
(8.16)—(8.17) and induction on s > 2, we obtain

ICOC| < ng—1+m+mg < ng,

and hence, |C’| < m for each C'C'C' € D41 with C' € D, and C’ € €.

Now set
A= U c (8.22)

s>21CeD

We define a measure p in A by u(C) = pu1(C) if C € D1, by
u(CCC) = u(C)pp, (C) (8.23)

if CCC € D, for some s > 1, and arbitrarily for backward cylinder sets, i.e.,
cylinder sets with coordinates fixed in the past. We extend u to the whole ¥ by
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wu(A) = u(ANA) for each measurable subset A C X. For each s € Nand C € D,_1,

it follows from (8.19) that

w|l U enTlzuo(1-.),

28
CemD,

and hence,

M(A)zﬁ(k;)m

s=1
for all sufficiently small e.
Now let z € C € ©;. We have mg < |C| < ng, and

olCl=msg e Ffﬁs for each s e N.

By (8.14) and (8.15), we obtain
\f\c‘(z) —ap,| < | fm. (U‘Cl_msx) — Qp,
+ 1= fiey @)/ fn, (1“7 2) | X [ay,
< Di¢j=m,m, (T) X \fms(o"cl_msz) — Qp,

+ (Dic)=mem, () = 1) X ap,|.
This implies that for all sufficiently large s, if z € C' € ©; then
|f‘c‘(x) — aps\ < 26.
It follows from (8.13) and (8.24) that

F(F) D A.
Lemma 8.2.7. If x € A, then
lim inf ,M > dimy e — 396.
n—oc Spu(x)

x fio)(@)/ fm, (o117 2)

(8.24)

(8.25)

Proof of the lemma. Let x € A. For each ¢ € N, we choose an integer s, such that

|C4| < g < |C%TL|, where
Dy,+1 2 C*H C Cylz) C C €Dy,

We first assume that
|CP| < q < |CP | +m A+ Ly, 41
We have (m + £,,41)/|C*| — 0 as ¢ — oo, and hence
Squ(x) S\qu\-i-m-i-ésqﬂu(ﬂf)
S‘c-cq‘u(:t) B S‘c-cq‘u(:t)

m+Ls, 41 maxu

<1
=4t |C3a| min u

(8.26)
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as ¢ — oo. Therefore, there exists ¢; € N such that

logu(Cy(x))  log pu(C>)

Squ(z) N Squ(r)
o logp(Coe)  Sicraju(e) (8.27)
~ Sjesaulz) - Squ(z)
> dimy o — 20

for every ¢ > ¢1. In particular,

log pu(C*9)

— > dimy, o — 20 8.28
S‘CSQ‘U(.T) - H2 ( )

for every ¢ > ¢1. When (8.26) does not hold, we have

1(Cy(w)) = p(C*py,, (C) < w(C)pap,, 1, (C),

where C,(z) = C*¢CC and the cylinder C contains an element of ¢s,+1. Moreover,
\C| <m and |C| > {5 41. This implies that

|C%| +|C| < g < |C%| +m+|C],

and B
S|ceaju(r) + S‘é‘u(a"_‘m:c)

Squ(x)

— 1

as ¢ — oo. It follows from the definition of Fﬁ‘;i (see (8.18)) and (8.28) that
there exists g > g1 such that

logu(Cy(a))

(— log pu(C®) — log Hpsg i1 (5))

Squ(z) ~ Squ(z)

S\ceqju(x)(dimy pe — 20) + S‘é‘u(oq_@w)(dimuug —9)
>
> Syu(x) (8.29)

S|csaju(r) + S‘é‘u(aq_‘é‘w)

dim,, po — 26

> S.u() (dimypip — 26)
> dimy o — 36

for every ¢ > ¢o. The desired statement follows now immediately from (8.27)
and (8.29). O

Lemma 8.2.8. We have

dim, A > dim,, (u|A) > dim, e — 30. (8.30)
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Proof of the lemma. Set a = dimy,us — 36. We may assume that o > 0 since
otherwise there is nothing to prove. By Lemma 8.2.7, given € € (0,«), for each
x € A there exists n(x) € N such that if n > n(z), then

#(Ca(x)) < expl—(a — £)Spu(a)]. (8.31)
Given m € N, we set
Am ={z € A:n(z) <m}.

Clearly,
A, C Ay, for mip>mo, and A= U A,

meN

Take m € N with p(A,,) > p(A)/2, and let Z C A be an arbitrary set of full
(u|A)-measure. Consider any collection of cylinder sets (Ck, (z;))ier such that

U Cr.(ai) > 20 A,
iel

Without loss of generality we can also assume that Cy, (x;) N A, # @ for every
1 € 1. Hence, there exists some point y; € Cy, (z;)NA,, for each i € I. Furthermore,
due to the particular distances in (3.9) in the case of one-sided shifts, and in (4.24)
in the case of two-sided shifts, there exists N € N such that Cy, (z;) C Ck,—n(v:)
for every i € I. Therefore, whenever k; — N > m for every ¢ € I; it follows
from (8.31) that

Zcxp (a0 — €) Sk, u(x;)) >Zcxp (v — €)Sk,—n(y:) — (@ — )N sup u]

el el

> exp[—(a — €) N sup u] Zu(ckﬁzv(yi))
> exp|—(a — &) N sup u)u(Anm,)
> exp|[—(a — )N sup u]/2.

We thus obtain
N(ZNAp,a—¢e,u,U) > exp[(a — )N supul/2

(see (7.4)), where U is the cover of ¥ by cylinder sets of length 1. This implies
that dim,(Z N A,,) > a — ¢, and it follows from the arbitrariness of e that

dim, Z > dim,(Z NA,) > «

We obtain dim, (u|A) > «, and thus also (8.30). O
By (8.25), it follows from Lemma 8.2.8 and the arbitrariness of § that

dim, F(F) > dimy, ua.
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Since dim,uq > dim, s, this completes the proof of the theorem when m = 1.
Now we briefly discuss how to deal with the case when m > 1. For each s € N
set ps = s (mod k) 4+ 1. Without loss of generality, we may assume that

dimy g, 5y > dimg i, ) for every 1 <1i<m,

and that
dim,p; > dimypy  for every 1<j <k.

For each / €e Nand i = 1,...,m, let ff i) C 3 be the set of points z € ¥ such
that for every n > ¢ and ¢ = k, j1(i) we have

log puy(Cn () _ .
‘fl,n(x) — ai)jl (1)‘ < 5 and — T(x) > dlmu,ujl (1) — 5

For each / € N and i = 1,...,m, let also f‘fﬁ(i) C X be the set of points x € ¥

3

such that for every n > £ and t = k, j2(¢) we have

~ log pu (Cn(x))

\fin(x) — ai,jQ(i)‘ <0 and Spu(x)

We then construct a set A C ¥ in a similar manner to that when m = 1, by
juxtaposing alternatively cylinder sets whose centers are in the sets

iy Tigeys P20@)0 D2502)0 - o5 T (m) > and T om)

that are obtained as in (8.18) (although not necessarily in this order; compare
with (8.20) and (8.21)). The remaining arguments are analogous. O

We remark that in the case of two-sided subshifts the cylinder sets used in
the construction of the set A in (8.22) are forward cylinder sets, that is, they are
completely determined by a finite number of symbols in the future. Moreover, for
the purpose of the proof of Theorem 8.2.4, the noninvariant measure y constructed
in (8.23) can be defined arbitrarily for backward cylinder sets, essentially since we
only require the statement in Lemma 8.2.7 when n — +00. We can also consider
“two-sided” irregular sets, for which there exist no limits both when n — +oc and
when n — —oo, and establish a similar statement to the one in Theorem 8.2.4
(see [21] for details).

8.3 Existence of distinguishing measures

In order to effectively use Theorem 8.2.4, we need to find distinguishing collections
of measures. The following statement solves this problem for topological Markov
chains. We recall that m, and v, denote respectively the measure of maximal
u-dimension and the full measure at a,(q) (see Definition 7.3.3).
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Theorem 8.3.1 (Existence of distinguishing measures [21]). Let 0|3 be a one-sided
or two-sided topologically mizing topological Markov chain, and let p1,. .., 0m,g,u
be Hélder continuous functions in X with g, uw > 0. If for every i = 1,...,m the
function @; is not cohomologous to a;g, where c; is the unique real number such
that P(a;g9) = P(p;), then for every e > 0 there exist ergodic o-invariant measures
Uiy -yl tn 2 Such that:

1. p1,..., um are full measures for the spectrum Dy, ;
2. U1y ..y i, My 18 a distinguishing collection of measures for the sequences
of functions {Sn<P1/Sng}n€Na B {SnQOm/Sng}neN;
3. min{dimy 1, ..., dimg, gy} > dim, X — €.
Proof. For each i =1,...,m, we have
S0 ; dm
lim — ni(2) _ 7f2 Pi i my-almost every = € X.

Since ; is not cohomologous to «;g, we can show that for each o > 0 the set of

points g € [—a, a] such that
/(pidl/q :ai/ gdyg
» »
is finite. Otherwise, by the analytic dependence of .[2 @i dvg and fz gdvg on ¢, we

would have
/ i dp = ai/ gdu (8.32)
2 3

for the equilibrium measure x4 of every function in a C?(X)-open neighborhood of
some ¢, (see (7.14)). Here C? () is the space of Hélder continuous functions in %
with Holder exponent 6 € (0, 1], equipped with the norm in (7.19). In fact this
implies that (8.32) holds for every equilibrium measure p. But this is impossible
because ¢; is not cohomologous to «;g. Therefore, by Theorem 7.3.2, given € > 0
there exists a full measure p; for the spectrum D, such that dim,p; > dim, ¥ —¢,

and
Sni (CU) . fz i dmy

lim — for p;-almost every x € 3.
The collection of measures u1, ..., 4y, has the desired properties. (I

8.4 Topological Markov chains

We consider in this section the particular case of topological Markov chains, and
we combine the results in the former sections to show that a large class of irregular
sets has full u-dimension. Given sequences of functions F; = {f; ,: ¥ — R},en
for i =1,...,m, we consider the irregular set in (8.10).
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Theorem 8.4.1 ([21]). Let o|¥ be a one-sided or two-sided topologically mizing
topological Markov chain, and let 1, ..., om,g,u be Hélder continuous functions
in X with g,u > 0. The following properties are equivalent:

1. ; is mot cohomologous to ;g for any i = 1,...,m, where «; is the unique
real number such that P(a;g) = P(p;);

dimug({SnWI/sng}neNa ceey {Sn(pm/sng}neN) = dim,X.

Proof. The statement follows readily from Theorems 8.2.4 and 8.3.1. |

By using Markov partitions the statement in Theorem 8.4.1 can also be
established for repellers and hyperbolic sets (see Sections 8.5 and 8.6).

We note that a priori it could happen that the cohomology assumptions in
Theorem 8.4.1 were almost never satisfied, but it turns out that precisely the
opposite happens. We formulate a rigorous result in the particular case when g is
constant. Let C'(X) be the space of continuous functions in ¥, equipped with the
supremum norm.

Theorem 8.4.2 ([21]). If o|X is a topologically mizing topological Markov chain,
then the following properties hold:

1. the family of Hélder continuous functions in ¥ which are not cohomologous
to 0 contains a dense subset of C(X);

2. for each 6 € (0,1), the family of functions in C?(X) which are not cohomol-
ogous to 0 contains an open and dense subset of C?(X).

Proof. Let L be the family of nonconstant linear combinations of characteristic
functions of cylinder sets (of arbitrary length). Clearly, L is a C(X)-dense family
composed of Hélder continuous functions.

Lemma 8.4.3. If o|X is a topologically mizing topological Markov chain, then the
following properties hold:

1. the family L contains a C(X)-dense subset of functions which are not coho-
mologous to 0;

2. for each 6 € (0,1), the family L N CY(X) contains a C°(X)-dense subset of
functions which are not cohomologous to 0.

Proof of the lemma. Let g € L. By Livschitz’s theorem (see, for example, [84,
Theorem 19.2.1]), if there exist n € N and periodic points z, y € 3 with o™z =
and o™y = y such that S, g(z) # Sng(y), then g is not cohomologous to 0. Given
d > 0, we can find a function h € L which is d-close to g (with respect to the
supremum norm) simply by changing slightly the value of g in a sufficiently small
cylinder set containing the orbit of only one of the points z and y, such that
Sph(x) # Sph(y). Again by Livschitz’s theorem, h is not cohomologous to 0.
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We conclude that in any C'(X)-open neighborhood of a function in I there exist
functions in L which are not cohomologous to 0. Furthermore, if g € C?(%) is
not cohomologous to 0, then any sufficiently small C?(X)-open neighborhood of
g contains only functions which are not cohomologous to 0. This completes the
proof of the lemma. (|

The statement in the theorem is an immediate consequence of the lemma. [

8.5 Repellers

We show in this section how to use Markov partitions and Theorem 8.4.1 to
obtain corresponding results in the case of repellers. See Section 8.6 for the case
of hyperbolic sets.

Theorem 8.5.1 ([21]). Let J be a repeller of a C**= transformation f, for some
e > 0, such that f is conformal and topologically mizing on J. If @1,...,¢m,g
are Hélder continuous functions in J with g > 0, then the following properties are
equivalent:

1. ¢; is not cohomologous to a;g for every i =1,...,m, where a; is the unique
real number such that P(a;g) = P(p;);
2.
R(f1F({Sne1/Sng}nens - -, {Sn®m/Sng}nen)) = h(f]J), (8.33)
and

dlmng({Sn(pl/Sng}nEN7 ey {Snﬁom/sng}neN) - dlmHJ

Proof. Set
F = g({sn(pl/sng}neN7 s {Sn(pm/sng}neN)-

Repeating arguments in the proof of Theorem 6.1.2 (see Lemma 6.1.6) we find that
F coincides with the image under the coding map x (see (4.3)) of the corresponding
irregular set ' C X, for the symbolic dynamics o|% associated to some Markov
partition R.

In the case of the topological entropy, identity (8.33) can be obtained as
follows. We start with an auxiliary result.

Lemma 8.5.2. If R is a Markov partition of J, then h(f|OR) < h(f|J).

Proof of the lemma. The partition R is a generating partition, and hence the di-
ameter of the image under y of cylinder sets tends (uniformly) to zero as the
length of the cylinder sets tends to infinity. Therefore, there exist n € N and
C € \j_o f7FR such that C N OR = @. Since f(OR) C OR, the coding of the
boundary in the symbolic dynamics does not contain at least the cylinder set
corresponding to C. This implies that h(f|OR) < h(f]J). O
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Since the topological entropy of a set coincides with the topological entropy
of its invariant hull, it follows from Lemma 8.5.2 that

h(fI | F7moR) < h(f17).

n=1

Since the coding map x is a homeomorphism on the set J\ o~ f"OR,if AC D
is such that h(o|A) = h(o|X), then

h(fIx(A)) = h(f]J) = h(o]%).

Identity (8.33) is now an immediate consequence of Theorem 8.4.1.

Now we consider the Hausdorff dimension. For each sufficiently small r > 0,
let U, be the associated Moran cover of J. We recall that the cover is composed
of images under x of cylinder sets, such that given x € X and a sufficiently small
r > 0 the number of elements in U, that intersect the ball B(z,r) is bounded from
above by a constant x > 0 independent of z and 7.

We equip ¥ with the unique distance such that each cylinder set C of length n
has diameter sup,eo(||dy () f™[ 7). Setting u = log ||df|| o x, the Hausdorff dimen-
sion associated to this distance coincides with the u-dimension in . Now let U be
a cover of F by open balls. For each B € U of radius r there are at most  cylinder
sets (not necessarily all with the same length) such that their images under x are
the elements of the Moran cover U, that intersect B. Collecting the cylinder sets
for every B € U, we obtain a family V of cylinder sets in ¥ which form a cover
of F. Furthermore,

Z(diam U) < Z(diamC)s < ksup ||df]® Z(diam U)°.

Uelu ceVv Uelu

This implies that dim,F" = dimygF. Furthermore, repeating this argument with
F replaced by J we conclude that dim,> = dimg.J. By Theorem 8.4.1, we have
dim, ¥’ = dim, Y, and hence dimygJF = dimgJ. O

In particular, Theorem 8.5.1 indicates that the boundaries of Markov parti-
tions have no influence in the study of the topological entropy and the Hausdorff
dimension of irregular sets of repellers.

Now we describe several irregular sets which carry full topological entropy
and full Hausdorff dimension. Let

1 1
B = {z € X : liminf — S, ¢g(z) < limsup ﬁSng(:c) for some g € C(J)} ,

n—oo M, n—00

where C'(J) is the space of continuous functions in J. We also set By = x(B).
Note that

1 1
BrD {x € J:liminf =S, g(x) < limsup — S, g(x) for some g € C(J)} .
n n

n—oo n—o00
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We define the irregular set for the Lyapunov exponents of f by
| . 1
L= {x € J :liminf —log ||dy f"| < limsup — log |dwf”|} .
n—oc 7 n—ooc N

Given a probability measure in ¥ we set

n—00 n n—oo n

and given a probability measure p in J, we define the irreqular set for the local
entropies of u by
Hy(w) = x(H(p o x)),

and the irreqular set for the pointwise dimensions of p by

D(p)={zeJ:d,(z) < d,(7)}.

Finally, we denote by up and mg respectively the measures of maximal dimension
and maximal entropy.

Theorem 8.5.3 ([21]). If J is a repeller of a C'*¢ transformation f, for some
€ > 0, such that f is conformal and topologically mixing on J, then the following
properties hold:

2. mp # mg if and only if h(f|Ly) = h(f|J) and dimpyLy = dimpJ.

If, in addition, p is the equilibrium measure of a Hélder continuous function in J,
then:

3. w# mp if and only if h(f|D(p)) = h(f|J) and dimpD(p) = dimp J;
4. pw# meg if and only if h(f|H;(w)) = h(f|J) and dimgH(u) = dimpJ;

5. the three measures u, mp, and mg are distinct if and only if

h(fID(p) N Hyp () N Ly) = h(f]T)

and
dimpg (D(p) NHyp(p) NLy) = dimpJ.

Proof. Let p be the equilibrium measure of a Hilder continuous function ¢ in J
with P(y) = 0. All the identities follow from Theorem 8.5.1 taking respectively
for each statement the sequences of functions:

1. {Sng/n}nen, where g is any Holder continuous function which is not coho-
mologous to 0, since

Br D x(B(9)) = x(F({Sng/n}nen));
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[\)

- {Snlogdf[/n}nen;
- {Snep/ S log |ldf [} nen;
4. {Snp/n}nen;
5. {Snw/Snloglldf |}nen, {Snp/ninen, and {Syloga/n}nen.
This completes the proof of the theorem. (|

w

8.6 Hyperbolic sets

We describe in this section several irregular subsets of hyperbolic sets which carry
full topological entropy and full Hausdorff dimension. Given a hyperbolic set A
of a diffeomorphism f, we denote by Mp the set of f-invariant probability Borel
measures in A of full dimension (see Definition 5.1.3). We note that Mp may be
empty (see the discussion after Definition 5.1.3). We continue to denote by mpg
the measure of maximal entropy.

Theorem 8.6.1 ([21]). If A is a locally mazimal hyperbolic set of a C1T¢ diffeomor-
phism f, for some € > 0, such that f is conformal and topologically mixing on A,
then the following properties hold:

1. h(f|Bs) = h(f|A) and dimpB; = dimpyA;
2. log||df|E™| is not cohomologous to 0 if and only if

h(fILs) = h(f|A) and dimpgl; = dimgA;

3. log ||df| E®| is not cohomologous to 0 if and only if

h(f|£¢f71) = h(ﬂA) and dimHLf—l = dlmHA

If, in addition, u is the equilibrium measure of a Holder continuous function in A,
then:

4. u & Mp if and only if

B(fID (1) = h(fIA) for dimpD(s) = dimpA;

5. u# mg if and only if
RUFI3E () = h(FIA) for dimp3Cy(u) = dimprA;

6. u £ mg and p & Mp if and only if

R(fID(u)NHyp(w) =h(fIA) and dimg(D(p) N Hp(p)) = dimpgA.
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Proof. The case of hyperbolic sets can be reduced to the case of repellers in the
following manner. By Proposition 4.2.11, if g is a continuous function in a two-
sided topological Markov chain ¥ 4, then there exists a cohomologous function g
such that

g+(---i_1i0i1---)=g+(---i/_1i6i'1---)

whenever i, = i} for every k > 0. Let ZX be the one-sided topological Markov
chain with the same transition matrix A. Then the irregular set B (g4 ) with respect
to Y7 coincides with B(g). This establishes the first three statements.

For statement 4 we decompose A into local stable and unstable manifolds.
For p-almost every x € A we can define conditional measures v and v} in the lo-
cal stable and unstable manifolds at x. These coincide u-almost everywhere with
the measures us and ul constructed in Section 4.2.3 (see (4.38)). By Proposi-
tion 4.2.13, there exists a constant x > 0 such that

RT(A) < (5 % pi)(A) < ru(A)

for every measurable set A in a small rectangle. Furthermore, the measures u
and pY are equilibrium measures of some Hélder continuous functions ¢35 and ¢
(see Section 4.2.3). Since p & Mp, the measures pf and pl cannot be both equiv-
alent respectively to the measures of maximal dimension in the local stable and
unstable manifolds at x. Without loss of generality we assume that ul is not
equivalent to the measure of maximal dimension in the local unstable manifold.

Let D%(u) be the set of points in V*(x) for which the pointwise dimension
of p¥ does not exist, and set g = log|/df|E"||. We note that D¥(u) is the im-
age under the coding map x (see (4.25)) of the set of points y € ¥4 such that
(Snel/Sng)(y) does not converge. Proceeding as in the proof of Theorem 8.5.3, it
follows from Theorem 8.5.1 that

h(fID5 () = h(fIF({ S/ Sngtnen)) = h(fIV*(x) N A),

and
dimg Dy (p) = dimgF({Snpy/Sngtnen) = dimg (V*(x) NA).

Now let mj, , be the measure of maximal dimension in V*(x). This is the equi-
librium measure of ¢*log ||df | E*|| (see (4.42)). One can easily verify that D} (u) C
D(p) for every y € V*(x) in a set Gp,, of full mf, -measure. Therefore, thc set
Uyecp . Dy (n) is contained in D(u), and has full stable and unstable dimensions.
We thus obtain the second identity in statement 4.

For the first identity in statement 4, let mj , be the measure of maximal
entropy in V*(z), and let G, be a set of full m% ,-measure such that Dy (u) C
D(p) for every y € Gg ;. The set

U Duw

YEGEx
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has full topological entropy with respect to f, and hence,
A(FID()) = h(f1B) = h(fIA)
This completes the proof of statement 4.
The proofs of the remaining statements are analogous. O

Shereshevsky proved earlier in [146] that for a generic C? surface diffeomor-
phism with a locally maximal hyperbolic set A, and an equilibrium measure u of
a Hblder continuous C°-generic function,

0B uBE.r) MBI

dimgY =<z € A : liminf
r—0 logr r—0 logr

This statement can easily be recovered from Theorem 8.6.1 (see [21] for details).



Chapter 9

Variational Principles in
Multifractal Analysis

Following the general concept of multifractal analysis introduced in Section 7.1,
one can consider several multifractal spectra. In particular, we showed in Chap-
ters 6 and 7 that the spectra Dp and €g are analytic in several contexts. Further-
more, they coincide with the Legendre transform of certain functions defined in
terms of the topological pressure, and this allows us to show that they are always
convex (in fact, in a certain sense, they are “generically” strictly convex; see The-
orem 8.4.2). A priori it is unclear whether it is possible to effect a similar analysis
in the case of the mixed multifractal spectra Dg and €p which combine local
and global characteristics of distinct nature. This is precisely the main theme of
this chapter. In particular, we show that the mixed spectra are analytic in several
contexts. The analyticity follows from a conditional variational principle for the
u-dimension which is also established in this chapter, and which is important in
its own right. On the other hand, we show that there are many nonconvex mixed
spectra.

9.1 Conditional variational principle

Let f be a continuous transformation in the compact metric space X. We denote
by C(X) the space of continuous functions ¢: X — R. Given ¢, ¢ € C(X) with
1 > 0, we set

Ko = Ko(p,)) = {xeX:nILn;O i:ig —a}, (9.1)
where
n—1 n—1

on(@) =Y @(ffe) and pu(x) =Y o(fFe).

k=0 k=0



148 Chapter 9. Variational Principles in Multifractal Analysis

Moreover, given a positive function u € C(X) we continue to denote by dim,Z
the u-dimension of the set Z C X (see Definition 7.2.2). For example, if u = 1,
then dim, Z coincides with the topological entropy h(f|Z).

Definition 9.1.1. The function ¥, = F, (, ) defined by
Fula) = dim, Ky (0, 1)

is called the u-dimension spectrum of the pair (p, ).

We denote by D(X) ¢ C(X) the family of continuous functions with a unique
equilibrium measure, and we denote by P the topological pressure in X. We collect
in the following statement a few properties of the pressure.

Theorem 9.1.2. If the Kolmogorov-Sinai entropy is upper semicontinuous, that is,
if the map p— h,,(f) is upper semicontinuous, then the following properties hold:

1. each function ¢ € C(X) has an equilibrium measure;

2. giwen ¢ € C(X), the function ¢ — P(p + qu) is differentiable at ¢ = 0 for
every ¢ € C(X) if and only if ¢ € D(X); furthermore, the unique equilibrium
measure fi, is ergodic, and given ¥ € C(X) we have

d
d—qP(<p + qv)

— /X Y dpg; (9.2)

3. if ¢, ¥ € C(X) are such that span{p, v} C D(X), then the function q —
P(o + qv) is of class C' in R;

4. the family D(X) is dense in C(X).

We refer to [132, 86] for details (in particular, see [86, Theorem 4.2.11] for
statement 3 and [132, Theorem 6.14] for statement 4).

For example, when f is a one-sided or two-sided topological Markov chain,
or an expansive homeomorphism, then the entropy is upper semicontinuous (see,
for example, [86, Theorem 4.5.6]). Furthermore, if f is a one-sided or two-sided
topologically mixing topological Markov chain, or an expansive homeomorphism
with the specification property, and ¢ € Cy(X) (see Definition 9.1.3), then ¢ has
a unique equilibrium measure, that is, Cy(X) C D(X) (see [84] for details).

Definition 9.1.3. We denote by C¢(X) C C(X) the family of continuous functions
@: X — R for which there exist constants € > 0 and x > 0 such that

n—1 n—1
> e(ffa) = e(ffy)| <k
k=0 =0

whenever d(f*x, f¥y) < ¢ for every k=0, ..., n — 1.
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On the other hand, there exist many transformations without the specifica-
tion property for which the entropy is upper semicontinuous. For example, all 3-
shifts are expansive, and thus their entropy map is upper semicontinuous (see [86]
for details), but it was shown by Schmeling in [141] that for § in a residual set
of full Lebesgue measure (although the complement has full Hausdorff dimension)
the corresponding (-shift does not have the specification property. On the other
hand, it follows from work of Walters in [162] that for every G-shift the family of
Lipschitz functions is contained in D(X).

Now we present a conditional variational principle for the multifractal spec-
trum F,, obtained by Barreira and Saussol in [16]. We denote by M the family
of f-invariant probability Borel measures in the compact metric space X, and by
Mg C M the subset of all ergodic measures. Let also

g:g(%w:inf{%:ueflw}, (9.3)
X
and
a:a(%w):sup{{Xi;lZ:,ueM}. (9.4)
Jx

Theorem 9.1.4. Assume that the Kolmogorov—Sinai entropy is upper semicontin-
wous. If v, ¥, u € C(X) with v¥,u > 0 are such that span{p,,u} C D(X), then
the following properties hold:

1. if a & [a, @], then K, = &;
2. ifa € (a,@), then K, # & and

_ hu(f) Jxedp .
Fula) _max{fxud,u tpu €M and T odn —a}, (9.5)

3. the function Fy is continuous in (o, @);
inf P(qp — qarp — Fu(a)u) = 0;
geR

5. if A(p,q) is the unique real number such that
P(gp —p¥ — A(p, q)u) =0,

then
Fu(a) = inf Aqa, q). (9.6)
geR

Proof. We start with some preparatory lemmas.
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Lemma 9.1.5. If o € R, then

inf P(qp — gap — Fy(a)u) > 0.
qgeR

Proof of the lemma. By Proposition 7.2.3, the number F,(«) coincides with the
unique root 6 of the equation Px_(—du) = 0, where Py, is the topological pressure
in the set K, (see Definition 7.2.1). Given § > 0 and 7 € N, we consider the set

Lsr ={z € X : |pn(x) — aton(z)| < dn for every n > 7}.

Since ¥ > 0 we can easily show that

Koc (U Lo

6>071€eN

Now let U be an open cover of X with sufficiently small diameter so that if n € N
is sufficiently large, U € U;,, Wi(U), and 2 € X (U), then

p(U) = emu)(2)| < 0m(U) and  [¢(U) = ) (2)] < dm(U).

This implies that if U € Uy, Wr(U) and X (U) N L, # &, then
lp(U) = app(U)] < (2 + |af)dm(U),

and we obtain

Prs  (=Fula)u, W) < Pr; (g9 — qarp = Fu(a)u, U) + (2 + |a])dlql.
Letting diam U — 0 yields

Pps. (=Fu(a)u) < P(gp — qap — Fu(a)u) + (2+ |af)d]ql,

and hence,

0< Py s, (Fula)u) = sugPLJYT(—"J"u(oz)u)
TE

< P(gp — qap — Fu(a)u) + (2 + |)d]ql.
Since § is arbitrary, we obtain

inf P(qp — gap) — Fy(a)u) > 0.
q€R

This completes the proof of the lemma. 1

We denote by ( = (4., the unique equilibrium measure of gy — gop — du,
which is well-defined in our setting (see Theorem 9.1.2).

Lemma 9.1.6. For each § € R and « € (a, @) there exists ¢ = q(J, ) such that
fx (PdC/fxdij = .
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Proof of the lemma. Given § € R and « € (@, @), we define a function S: R — R
by

d
S@i= [ wdc—a [ wic = Plap - gav - su). (0.7
X X dq
By the upper semicontinuity of the entropy and Theorem 9.1.2, the function
q — P(qp — qatp — du)

is of class C', and thus S is continuous.
Now we prove that S(q) > 0 for all sufficiently large ¢ > 0. Since ¢ is an
equilibrium measure, if ¢ > 0 then

() = + [ Plag — g =50 +6 [ wdc—ne(s)
— s UXW‘“/XW“ O(Jx udC — [y udp) + hu(f) —hc(f)}

pneM q
> sup U (pdu_a/ b+ 5(fodC—qudu)+hH(f)_hc(f)}

peM X b q

+ (@ — a)inf .

Since the functions 1, u and the entropies are bounded, and (& — «) inf ¢ > 0, we
conclude that S(gq) > 0 for all sufficiently large ¢ > 0. A similar argument shows
that S(g) < 0 for all sufficiently small ¢ < 0. The desired result follows from the
continuity of S. O

Lemma 9.1.7. Given « € (a, @), if 6 € R is such that
P(gp — qa) — du) > 0 for every q € R, (9.8)
then there exists € Mg such that

/gpdu// Ydpu =« and dim,p > 0.
x p's

Proof of the lemma. Let ¢ = q(, ) be as in Lemma 9.1.6. We continue to write
¢ = o5 By (9.8) we have

he($) = [ wic=ne(n)+a [ pdc—aa [ wac—s [ wac=o

It follows from Proposition 7.2.7 that 6 < h¢(f)/ [y ud¢ = dim,¢. O
Lemma 9.1.8. If a € (o, @), then K, # & and

. [x pdu
Fu(a :sup{dlmuu cp € Mg and X =a,. 9.9
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Proof of the lemma. By Lemma 9.1.5 we can apply Lemma 9.1.7 with § = F, ()

to obtain
Ixedn _ a}

Fu(a) < sup {dimuu :pu € Mg and

Now let u € Mg be a measure such that

/deu//xwdu:a-

Birkhoff’s ergodic theorem implies that pu(K,) = 1, and it follows from Proposi-
tion 7.2.7 that

This completes the proof of the lemma. O

Lemma 9.1.9. If o € (o, @), then
inf P(qp — gayp — Fy(a)u) = 0.
geR

Proof of the lemma. Since u is positive, it follows from Lemma 9.1.5 and the
continuity of the topological pressure (in the supremum norm) that there exists
§* > Fy(a) such that

inf P(qo — ) =0
inf (qp — qap u)

On the other hand, by Lemma 9.1.7 there exists u € Mg such that

/godu// Ydp=ca and dim,p > .
X X

It follows from Lemma 9.1.8 that F,(«) > 6*. O
We now establish the continuity of the spectrum.
Lemma 9.1.10. The function F, is continuous in (a, @).

Proof of the lemma. We first show that F, is upper semicontinuous. Given a €
(o, @), let a, € (@, @) be any sequence converging to a. By Lemma 9.1.6, for each
n € N there exists ¢, € R such that

/sodun:an/ b,
X X

where pin = (g, an,F.(an)- By Lemma 9.1.9, the function

q— P(q(P - qanw - 3:’u(O‘n)u)
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attains its infimum at ¢ = ¢, (and the infimum is equal to zero). Since p,, is an
equilibrium measure, we have

By (F) = Fulan) /X wdpi,

Now let 8 = limsup,,_, ., Fu(a,). Taking a subsequence, if necessary, we may as-
sume that F,(«,,) converges to 8, and that the sequence of measures p,, converges
weakly to some measure . Since the entropy is upper semicontinuous, we obtain

h,(f) > limsup hy,, (f) = limsup F, (o) /Y udg. (9.10)

n—oo n—oo

Since p, — p and a,, — «a, we have
/ wdu*a/ Ydp =0,
X X

Plgp — qatb — Fu@)u) > hy(f) — Fula) /X w dp

and hence,

for every ¢ € R. Taking the infimum over ¢, it follows from Lemma 9.1.9 that

F.(a) [ udi h(1).

Since u > 0, we conclude from (9.10) that F, is upper semicontinuous.
Now we show that F, is lower semicontinuous. Let o, € (o, @). We consider
the functions

Xg = q¥ — qosp — Fu(aw)u and  F(q) = Px(xq)-

By Lemma 9.1.5 we have F(q) > 0 for every ¢ € R. On the other hand, by
Theorem 9.1.2 the function F is of class C' and

5@ = F'@) = [ dug—a. [ v, (9.11)

where p, is the equilibrium measure of x,. We note that S is increasing, by the

convexity of the topological pressure. By Lemma 9.1.6, there exists ¢. = ¢.(a.) €

R such that S(g«) = 0. Furthermore, it is shown in the proof of Lemma 9.1.6 that

S(q) > 0 for all sufficiently large ¢ > 0, and that S(g) < 0 for all sufficiently

small ¢ < 0. Therefore, we can always choose g, so that S(g) > 0 for every ¢ > g..
Let € > 0. Since S is continuous, there exists § € (0,¢) such that

sup{|S(q)| : ¢ € (g — 6, ¢« + )} < einfu.
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Since pq is the equilibrium measure of x, and F(q) > 0, it follows from Proposi-
tion 7.2.7 that

: _ ) gy F(@) —aS(g)
dimy, p1g = _fXUd,uq Fulaw) + _fXUdMq
> Fy(a.) — —qufgL (812)
X q

> Fuax) = (] +€)e.

For every sufficiently small a@ > a, it follows from the continuity of S and the
choice of g, that there exists ¢ = q(«) € (g«, ¢« + J) such that

a:a*—&-S(q)//Xzbduq, (9.13)

and hence, by (9.11),
/ pdpg :a/ Y dpg. (9.14)
X X

By Lemma 9.1.8 and (9.12) we conclude that
Fule) > dimypg > Fulas) — (Jg« +€)e. (9.15)

Since ¢ is arbitrary, this establishes the right lower semicontinuity of JF,.

The left lower semicontinuity of &, can be established in a similar manner.
If necessary, we first rechoose g. so that S(q) < 0 for every q < g¢.. For every
sufficiently small o < v, there exists ¢ = ¢(«) € (g« —9, ¢+) with @ as in (9.13), and
hence (9.14) holds. By Lemma 9.1.8 and (9.12), we conclude that (9.15) holds, and
the arbitrariness of € implies that &, is left lower semicontinuous. This completes
the proof of the lemma. O

Now we proceed with the proof of Theorem 9.1.4. Setting 6 = F,(a) in
Lemma 9.1.6 we conclude that for ¢ = ¢(9, &) the equilibrium measure { = (4.0,
satisfies

Plgp — qotb — Fu(@)u) = he(f) — Fula) / wd,

X

and hence,

Fula) = thifd)c

This shows that in (9.9) we can replace the supremum by the maximum.

Now let 1 € M be a measure such that [, ¢du/ [, ¢ dp = o (we note that
1 is not necessarily ergodic). To complete the proof of statement 2 it is sufficient
to show that

= dim,(.

Fola) > %. (9.16)
X
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We first observe that
P(qp — qarp — Fy(a)u)
= hu(f) +Q/ pdp — qa/ Y dp — S"u(a)/ udp
X X

X

= ()~ Fula) [ udn

X

Taking the infimum over ¢ € R, it follows from Lemma 9.1.9 that

0> h,(f)— ?u(oz)/ wdj,

X

and hence (9.16) holds. This establishes statement 2. Statement 1 is an immediate
consequence of statement 2.

The continuity of F, is established in Lemma 9.1.10. Statement 4 is the
content of Lemma 9.1.9. Statement 5 is an immediate consequence of statement 4.
This completes the proof of the theorem. O

For a repeller of a C'*¢ conformal expanding map f, when u = log ||df|| (that
is, in the case of the Hausdorff dimension) the identity in (9.5) was established by
Feng, Lau and Wu in [63] for arbitrary continuous functions.

Definition 9.1.11. Identity (9.5) is called a conditional variational principle for the
u-dimension spectrum F,.

Identity (9.6) shows that the spectrum F, is given by a formula that may
remind a Legendre transform of the topological pressure. However, in general the
spectrum is not convex (see Proposition 9.2.2).

Taking v = 1 in Theorem 9.1.4 we obtain a conditional variational principle
for the entropy spectrum.

Theorem 9.1.12 ([16]). Assume that the Kolmogorov-Sinai entropy is upper semi-
continuous. If ¢, ¥ € C(X) with b > 0 are such that span{p, v} C D(X), and
a € (o, @), then

h(f|Ka):max{hH(f):,u€M and%:a}. (9.17)

When ¢ = 1, identity (9.17) (with the maximum replaced by the supremum)
was established by Takens and Verbitski in [154], under the assumptions that f is
a continuous transformation with the specification property, and ¢ is an arbitrary
continuous function (which thus may have more than one equilibrium measure).
We note that they use a different approach. In [121] the authors discuss a problem
with the proof in [154] but they also give the appropriate correction.

In [18], Barreira and Saussol obtained conditional variational principles for
hyperbolic flows.
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9.2 Topological Markov chains

Now we consider the particular case of one-sided and two-sided topological Markov
chains (see Definitions 4.1.3 and 4.2.7).

Theorem 9.2.1 ([16]). If o|X is a topologically mizing topological Markov chain,
and p, 1, u € Cy(X) with ¥, u > 0, then the following properties hold:

1. if a & [a, @], then Ko = &;
2. if a € (a, @), then Ko # @ and

d
() :ueMand'fZ(pu—a}.
Jswdp Js¥dp

Fula) = max{ (9.18)

Proof. Tt is well known that for topologically mixing topological Markov chains
and functions in C; (X)) the assumptions in Theorem 9.1.4 are satisfied. The desired
statement is thus an immediate consequence of that theorem. O

In the case of the full shift and for ¢ = u = 1, the identity in (9.18) was first
established by Olivier [105, 106], for the more general class of g-measures. This
class, introduced by Keane in [85], is composed of equilibrium measures of a class
of continuous functions that need not be Hélder continuous. It is known that any
Gibbs measure is a g-measure (see [106] for details).

Now we provide an explicit example for which the spectrum F, is not convex.
This strongly contrasts with what happens with the multifractal spectra studied
in Chapters 6 and 7, which are always Legendre transforms of the topological
pressure, and which thus are always convex.

Proposition 9.2.2 ([16]). Let o|X5 be the full shift on two symbols. There exist
Hélder continuous functions v, 1, and u in Z;’ such that the spectrum F, is not
convex.

Proof. We have 37 = {1,2}. Set ¢(z172...) = @4, with ¢ = 0 and g = 1,
v =1, and u(z1x2 ...) = uy,, for some positive numbers u; and ug. Writing

Bu = p({(r122...) € X5 21 = 1}),

it follows from Theorem 9.2.1 that

_ hy(o) . B }

Tule) _%‘{mu “B) By T
1

T —a(vi —v) v max {hyu(0) : B = a}.
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Now let ¢ be the partition of ¥ into cylinder sets of length 1. For each p € M
with 8, = o we have

n—1

o1 &

hu(o) = %IégﬁHu <k\/0(7 5) < H,(8)
=—aloga — (1 —a)log(l — a),

with equality if 4 is the Bernoulli measure in ¥ with 3, = a. Therefore,

aloga+ (1 —a)log(l — )
a(uy — ug) — ug

Sru(a) =

For example, taking u; = 1 and ug = 100 the function &, is not convex. (I

See Figure 9.1 for the graph of a nonconvex spectrum F,, as constructed in
the proof of Proposition 9.2.2.

Figure 9.1: A nonconvex u-dimension spectrum

We also show that for topological Markov chains the multifractal spectrum &,
is analytic, thus substantially improving statement 3 in Theorem 9.1.4.

Theorem 9.2.3 ([16]). If o|X is a topologically mizing topological Markov chain,
and @, ¥, and uw are Hélder continuous functions in X with ¥,u > 0, then the
following properties hold:

1. if ¢ is cohomologous to some multiple of 1, then a = @;

2. if ¢ is not cohomologous to any multiple of ¥, then the function F, is analytic
in the nonempty interval (o, @).

Proof. We assume first that there exist 3 € R and a continuous function x: ¥ — R
such that ¢ — B = y oo — x. Then

oog" —
@—"—ﬁ:uﬁo as n — 00,

Un Un
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where ) .
@n:Zgooak and d)nzzwoak.
k=0 k=0
By Birkhoff’s ergodic theorem, if € M is ergodic, then
Jsedn _ 5
Js¥dp ’

and hence, @« = @ = (. This establishes the first property.
We continue with an auxiliary lemma.

Lemma 9.2.4. If ¢ — (v is not cohomologous to a constant for every 0 € R, then
the spectrum F,, is analytic in the nonempty interval (o, @).

Proof of the lemma. For o € (o, @) we set
By Theorem 9.1.4, the number F, () coincides with the unique § € R such that

;rel]%F(@ §,a) = 0.
It is well known that in the present context the topological pressure is analytic
in the space of Holder continuous functions (with a given Holder exponent), and
thus F is analytic in all variables. In addition, due to the cohomology assumption
the function g — F(q, d, «) is strictly convex. Hence, if there exists ¢ € R such
that the derivative OF/dq vanishes, then the minimum is attained at ¢. But

oF

8_1,]((]75’ Oé) = S(q)7

with S(¢) as in (9.7). By Lemma 9.1.6, there exists ¢ = ¢(d,) € R such that
S(q) = 0 (we note that such a ¢ is necessarily unique, by the strict convexity of
qg+— F(q,0,a)). The u-dimension F,(«) is then given by the unique root § = §(«)
of the system of equations

F(q(d,),d,a) = g—j(q(& a),0,a) = 0.

We want to apply the implicit function theorem in order to obtain the regu-
larity of the functions g(a) = ¢(d(), @) and d(a). Writing

_ F(q,0,a)
G(Qa57a)_ ( 8F/8q(q76,0é) I
it is sufficient to show that

K@G 8G>} OF 0°F 0?F OF
det =

dq’ 35 )] 8q 95dq 9g® 5
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does not vanish when 6 = §(«) and ¢ = ¢(6(a), ). Since OF/9q = 0 at ¢(d, @), it
is sufficient to show that 82F/9q? and OF/dJ are nonzero. We observe that

/ (p—at)de, ., =0
)

when ¢ = ¢(6(a), @) and § = 6(«). Since ¢ — ) is not cohomologous to a constant,
OF/dq? does not vanish (see [132]). Finally,

OF .
% *Ludcq7a15 < —infu < 0.
This shows that §(«) and ¢(«) are analytic. O

By Lemma 9.2.4, to prove the second statement in the theorem it remains to
consider the case when there exist 3, ¢ € R with ¢ # 0, and a continuous function
x: 2 — R such that

o —PY=c+xoo—x, (9.19)

but ¢ is not cohomologous to 3’1 for every 3 € R. We can easily verify that
r € Ko(p,1) if and only if 2 € K /(o—g) (¢, 1). Furthermore, it follows from (9.19)

that
¥n _cn+xoo”*x_

Un Un Un

Since ¥ > 0 and ¢ # 0, we conclude that 5 # « for every a € R such that
Ko(p,v) # @. This shows that the function o — ¢/(a — ) is real analytic
in (a,@).

Furthermore, we observe that ¥ cannot be cohomologous to a constant, say
v € R. Otherwise the function ¢ would be cohomologous to S + ¢ = (8 + ¢/v)¢
(since ¥ > 0, the constant v would be positive), which contradicts the hypothesis
that ¢ is not cohomologous to 3’1 for every §’ € R. Therefore, we can apply
Lemma 9.2.4 to the pair of functions (1, 1) to conclude that the spectrum F, (4 1)
is analytic in the nonempty interval (3, 3), where

ﬁ:inf{/zwd,u:,uej\/[} and B:sup{/zwdu:,uej\/[}.

Since ¢ > 0, we have 3 > 0.
Since Fy, (4,4) 18 the composition of the analytic functions F, (1) and o
¢/(a — (), we conclude that it is also analytic. Furthermore,

(a,@) = (B+c¢/B,B+c/B) whenc>0,
T (B+c¢/B,B+c/B) whenc<O0.

This completes the proof of the theorem. ([l



160 Chapter 9. Variational Principles in Multifractal Analysis

9.3 Dimension of irregular sets

Let 0]|X be a subshift, obtained from a compact o-invariant set X.. Given functions
p, ¥ € C(X) with ¢ > 0, we obtain the multifractal decomposition

S= | Kalev)Ul(e ),

a€la,a]

where K, (¢, ), a, and @ are defined by (9.1), (9.3), and (9.4) (with X = ¥), and

where

o) = {o € 8 it 215 <timanp 2207

Definition 9.3.1. The set I(p, 1)) is called the irregular set for the pair (p,1)).

By Birkhofl’s ergodic theorem, I(p, ) has zero measure with respect to any
finite invariant measure.

The following result of Barreira and Saussol [16] shows that from the point
of view of dimension theory the irregular set (i, ) is as large as the whole space.
The proof uses the techniques developed in [21] (see Chapter 8).

Theorem 9.3.2. Let o|X be a subshift with the specification property. If v, 1, u €
C (%) with ¥, u > 0 are such that span{p, ¥, u} C D(X), and o < @, then

dim, I (¢, %) = dim, X.

Proof. By Theorem 9.1.4, the function ¥, is continuous in (a,@). Now we show
that &, is continuous where it attains its maximum even if this occurs at o €
{a,a}. Let m, be the measure of maximal dimension, that is, the equilibrium
measure of —dim, Y - u. Clearly, F,(«) < dim,m,, for every a. Furthermore, we

can easily verify that if
Q= / deu// P dmy,
b b

then ¥F,(a) = dim,,m,. Therefore, when a € {a, @} we can use a similar argument
to that in the proof of Lemma 9.1.10 to establish the continuity at a.

We also need the following statement, which is an immediate consequence of
Theorem 8.2.4.

Lemma 9.3.3. If o|X is a subshift with the specification property, and pu1, ps € Mg
are such that

Ssedm |, [ odus

Jsdp T g dps’

then
dim, I (¢, 1) > min{dim, py, dim, us}.
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The continuity of ¥, at the point a = fz wdm,/ fz 1 dm,, guarantees that
for each € > 0 there exists an equilibrium measure p € Mg such that

Sy pdp
Jsvdu

By Lemma 9.3.3, we conclude that

#a and dimg,p > dim,> — €.

dim, I (¢, v) > min{dimy u,, dim,p} > dim, % — &.

The arbitrariness of € implies the desired result. ([

Using the techniques described in Chapter 8, when o|X. is a subshift with the
specification property, we can show that if the functions ¢;, 1;, u € C(X) with
i, u > 0 are such that span{y;, ¥;,u} C D(X) and a(p;, ¥;) < a@(p;, ;) fori =1,

..., k, then
k

dim, () I(es, ;) = dim,, X.
i=1
In the particular case of topologically mixing topological Markov chains and Holder
continuous functions, the statement in Theorem 9.3.2 was obtained by Barreira
and Schmeling in [21].

9.4 Repellers and mixed spectra

Now we consider the case of repellers. Using Markov partitions we establish a
conditional variational principle for the u-dimension, as well as the analyticity of
the spectrum F,. We also obtain versions of the remaining results in the former
sections. We continue to denote by M the family of f-invariant probability Borel
measures, and by Mg C M the subset of all ergodic measures.

Theorem 9.4.1 ([16]). Let J be a repeller of a C**¢ transformation f, for some
e > 0, such that f is conformal and topologically mizing on J, and let ¢, 1, and u
be Holder continuous functions in J with ¢¥,u > 0. If ¢ is not cohomologous to
any multiple of 1, then:

1. the function F, is analytic in (o, @);

2. if a € (o, @), then

t €M and

hy(f) Jyedn _ a} = ;gﬂgA(qa7q),

Jywdp [yvdn

where A(p, q) is the unique real number such that

P(qp —p — A(p, q)u) = 0;

. (a) = max {
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3. for every a € (a, @) we have

inf P(qp — qarp — Fy(a)u) = 0;
qeR

4. dim,I(p,v) = dim,J.

Proof. Let Ry, ..., R, be the elements of a Markov partition of J, and let x: ¥ — J
be the associated coding map. The following result is due to Schmeling [143].

Lemma 9.4.2. We have dimyo, B = dim, x(B) for every set B C X.
Proof of the lemma. Clearly,

dim,,x(B) < dimye, B for every set B C X.

For the reverse inequality, let U be a finite open cover of J, and consider a collection
I' € Upen Wa(U) covering x(B). For each U € T, let C;(U) C X, i =1,...,N(U)
be the cylinder sets of length m(U) such that x(C;(U)) intersects x(U). Since f
is conformal on J, we have M := supycp N(U) < co. The set

V={C(U):UeTandi=1,...,N(U)}

is a cover of B, and

Z exp {— awilgg S‘c‘u(x(x))} <M Z exp[—au(U)]. (9.20)
cev Uer

Note that due to the uniform continuity of u in J (and thus of wo x in X), we can
replace the supremum in (7.2) by the infimum (see (3.40)). Therefore, it follows
from (9.20) that dimye, B < dim,x(B). O

The statement in the theorem is now a simple consequence of Theorems 9.1.4,
9.2.1, 9.2.3, and 9.3.2, together with Lemma 9.4.2 (in a similar manner to that in
the proof of Theorem 6.1.2; see Lemma 6.1.6). O

Let J be a repeller of f. Given a Holder continuous function ¢: J — R, we

consider the sets [ p
pap
D=3-—— = . c M} ,
{ I og [dff[dp "

@—{—/jcpdu:ueM}, 2—{/Jlog||df|du:,u€3\/[}.

Using Theorem 9.4.1 we can obtain conditional variational principles for each
of the multifractal spectra introduced in Section 7.1.

Theorem 9.4.3 ([16]). Let J be a repeller of a C*+¢ transformation f, for some ¢ >
0, such that f is conformal and topologically mizing on J. If v is the equilibrium
measure of a Hélder continuous function ¢ in J with P(p) =0, then:
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1. the set ® is an interval or a point, it coincides with the domains of the
functions Dp,, and Dg,,, and if a € int D then

o Lywdn a}
I

S, pdu };

— = q
[, log || df || dp

Dp(a) = max{dimH,u s € Mg and

Dpy(a) = max{h#(f) cpu € Mp and —

2. the set € is an interval or a point, it coincides with the domains of the
functions Ep,, and €k, and if a € int € then

Eppla) = max{dimgu i€ Mg and — / pdu = a} ,
J

Er.(a) :max{hu(f) t € Mg and —/(pd,u:a};
J

3. the set £ is an interval or a point, it coincides with the domains of the
functions Lp and Lg, and if a € int £ then

Lpla) = max{dimHu : € Mg and / log ||df || du = a} ,
7

Le(a) = max{h#(f) i€ Mg and /IlongfH dyp = a} .

Proof. Set ¢ = log ||df||. We have

dy,(z) = lim (@) h,(z) = lim (@)

n—o0 N wn(m) ’ n—oo n

Az) = lim M,

n—oo n
whenever the corresponding limits exist. Therefore, by Theorem 9.4.1:
1. setting u = log | df|| (see Example 7.2.5) we obtain each of the first identities

in statements 1, 2, and 3 in the theorem, considering respectively the pairs
of functions (¢, —), (¢, —1), and (¢, 1);

2. setting u = 1 (see Example 7.2.4) we obtain each of the second identities in
statements 1, 2, and 3 in the theorem, considering respectively the pairs of

functions (¢, —v), (¢, —1), and (¥, 1).

This completes the proof of the theorem. O
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We remark that the conformality of f on .J is essential to all but the spec-
trum €g . Indeed, we can formulate the following stronger statement for this
spectrum.

Theorem 9.4.4 ([16]). Let J be a repeller of a C**¢ transformation f, for some
e > 0, such that f is topologically mizing on J. If v is the equilibrium measure of
a Hélder continuous function ¢ in J with P(g) =0, then

Er.u(a) :max{hu(f) € Mg and —/(pd,u:a}.
J

Proof. Considering the functions u = 1 and ¢ = —1, the statement is an immediate
consequence of Theorem 9.2.1 and Lemma 9.4.2. (I

For a repeller of a conformal map, let mp and mg be respectively the mea-
sures of maximal dimension and maximal entropy. The following is an immediate
consequence of statement 2 in Theorem 9.2.3.

Theorem 9.4.5 ([16]). If J is a repeller of a C1T¢ transformation f, for some e > 0,
such that f is conformal and topologically mizing on J, and v is the equilibrium
measure of a Hélder continuous function in J, then:

1. if v # mp, then the functions Dp, and D, are analytic;
2. if v # mg, then the functions Ep, and g, are analytic;

3. if mp # mg, then the functions Lp and Lg are analytic.
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Multifractal Analysis:
Further Developments



Chapter 10

Multidimensional Spectra and
Number Theory

In the theory of dynamical systems we are sometimes interested in more than
one local quantity at the same time. Examples include Lyapunov exponents, local
entropy, and pointwise dimension. However, the theory of multifractal analysis
described in the former chapters only considers separately each of these local
quantities. This led Barreira, Saussol and Schmeling to develop in [20] a multi-
dimensional version of the theory of multifractal analysis. For example, we can
consider intersections of level sets of Birkhoff averages of different functions, and
describe their multifractal properties, including their “size” in terms of topological
entropy and of Hausdorff dimension. It turns out that the corresponding multi-
dimensional multifractal spectra exhibit several nontrivial phenomena that are
absent in the one-dimensional case. A unifying element continues to be the use of
the thermodynamic formalism.

10.1 Conditional variational principle

As an illustration we first formulate a rigorous statement in the case of topological
Markov chains.

Let M be the family of o-invariant probability Borel measures in a topolog-
ical Markov chain ¥. Given continuous functions p,%: ¥ — R, we consider the
intersections of the level sets of Birkhoff averages

Kap = Ka(p) N K1), (10.1)

where

n—1
1
Kalp) = ¥ lim — Fr) =
(%) {IG nlfécng p(o"x) a},

k=0
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and .
Kg(y) = {z €3 nlLH;C % Zd)(akx) = ,6} .
k=0

We also consider the set

D:{(/Zgodu7/2¢du>eR2:ueM}.

The following result is a conditional variational principle for the sets K, g in (10.1).
It was established by Barreira, Saussol and Schmeling in [20].

Theorem 10.1.1. Let 0|3 be a topologically mizing topological Markov chain, and
let ¢ and v be Hélder continuous functions in X. Then for each (o, 8) € int D we
have Ko g # @, and

b(ons) =sup { (o) s e M and ([ i, [ i) = (0.0}
=inf {P(p(¢ —a) +q(t) — B)) : (p,q) € R*}.

Theorem 10.1.1 is a particular case of Theorem 10.1.4 below. The first iden-
tity in (10.2) was established independently by Fan, Feng and Wu [57], also for
arbitrary continuous functions ¢ and . We will show that the second identity
in (10.2) can be applied with success to several problems in number theory (see
Section 10.7).

The following result was also established in [20].

(10.2)

Theorem 10.1.2. If o|% is a topologically mizing topological Markov chain, and ¢
and v are Hélder continuous functions in X, then the following properties hold:

L. lf (auﬁ) g@, then K‘LB = @y
2. if for every (p, q) € R? the function pp+qy is not cohomologous to a constant,

then ® = int®;
3. the function (a, B) — h(o|Kq g) is analytic in int D ;

4. there is an ergodic equilibrium measure (1o g € M with

/wdu:a and /wdu:ﬂ,
2 X

tos(Kap) =1 and hy, ;(0) = h(o|Kap).

such that

Theorem 10.1.2 is also a consequence of Theorem 10.1.4 below. In partic-
ular, statement 2 gives a condition which guarantees that the identities in The-
orem 10.1.1 are valid for a dense set of pairs (o, 3) € ©. We note that this is
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automatic in the case of one-dimensional spectra, since then © is an interval (see
Chapters 6, 7, and 9).

Now let f be a continuous transformation in the compact metric space X.
We continue to denote by C(X) the space of continuous functions ¢: X — R.
Given d € N, consider a pair of vectors (®, ¥) € C(X)? x C(X)?, and write

(I):(Qﬁl,-.-,@d) and \P:(wla"Wq/}d)'

We always assume in this chapter that ¢¥; > 0 for ¢ = 1, ..., d. Given a =
(a1,...,0q) € R? we set
- ()
Ko, =K.(®,9)= m{:ceX: lim %’n( ) —ozi}, (10.3)
n—00 Yi n T

=1

where for each i,
n—1 n—1
pin() =Y @i(ffz) and in(z) =Y i(fFx).
k=0 k=0

We continue to denote by M the family of f-invariant probability Borel measures
in X, and we define a function P = P(g g): M — R? by

~(Jxerdu Jx wadp
P(u) = (fxzm du""’fxwddu>' (10.4)

Since M is compact and connected, and P is continuous, the image P(M) is also
compact and connected.
Let u € C(X) be a positive function.

Definition 10.1.3. The function ¥, = ¥, (¢ v) defined by
Fu(a) = dim, K, (P, V) (10.5)

is called the u-dimension spectrum of the pair (®, ).

Now we formulate a conditional variational principle for the spectrum F,,
that was established by Barreira, Saussol and Schmeling in [20]. Given a vector
a=(ai,...,aq) € R we write

d
ax® = (a1p1,...,0q004) € C(X)? and (o, @) = Zaicpi e C(X).
i=1

Theorem 10.1.4 (Multidimensional conditional variational principle). Assume that
the Kolmogorov-Sinai entropy of f is upper semicontinuous, and that

Span{@lawla .. ~7‘Pda7/)d7u} - D(X)

If a & P(M), then K, = @. Furthermore, if a € int P(M), then K, # & and the
following properties hold:
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hu(f)
Jx wdn

Fola) = max{ L e M and P(p) = a} ; (10.6)

2. we have
Fu(er) = inf{Tu(q) : ¢ € R},

where Ty, (q) is the unique real number such that

P((q,® —ax¥) —Ty(q)u) = 0;

3. there exists an ergodic equilibrium measure p, € M with P(uy) = a and
1o (Ko) =1 such that

M) g (0. (10.7)

di uMla — 77 ;  —
im, it T udia

Proof. We begin with some preparatory lemmas. Let |g|| = |p| + - - + |qa| be the
norm of a vector ¢ € R%.

Lemma 10.1.5. If o € P(M), then
inf P({(¢g,® — ax*¥)—F,(a)u) > 0.

qeRY

Proof of the lemma. We first assume that F,(«) = 0. By the definition of P, there

exists pu € M such that
/ @du:/ axWdpy.
X X
We obtain

Pl axw) > 1)+ (o [ (@ axw)du) =nu() >0

Now we imitate the argument in the proof of Lemma 9.1.5, using the notion of
topological pressure in Section 7.2. Assume that F,(a) > 0. By Proposition 7.2.3,
the number F,(«) is equal to the unique root ¢ of the equation Pk, (—du) = 0.
Given § > 0 and 7 € N, we consider the sets

Lsr ={z € X :[|®,(z) — a¥,(z)| < dn for every n > 7},

where

n—1 n—1
O, =Y ®off and W,=)» Vo fk

k=0 k=0
Since all components of U are positive, we can easily show that

Ko () U Lo

6>0T1€eN
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Now let U be a finite open cover of X with sufficiently small diameter such that
if n € N is sufficiently large, U € Uy, Wk(U), and z € X (U), then

[2(U) = @y (2)]| < dm(U)  and || ¥(U) = Wy (z)]| < om(U),

where
2(U) = (¢1(U),...,9a(U)) and ¥(U) = (¢1(U),...,¢a(U)).
This implies that if U € Uy, Wi(U) and X (U) N Ly # 9, then
[2(U) = a®(U)[| < (2 + [a])dm(U).

Therefore,

Pr; (=Fu(@)u,U) < P, ((q,® —ax V) — Fy(a)u,U) + (24 |a])d|q].
Letting diam U — 0 yields

Pr, (=Fu(@)u) < P({g,® —ax W) = Fy(a)u) + (2 + |a|)dlq,

and hence,
0< Ry, L. (Fula)u) = ilég Pr; (=Fu(a)u)
< P({q,® —a* V) — Fy(a)u) + (2 + [a])d]q|-
The arbitrariness of § implies the desired result. O

Lemma 10.1.6. If « € int P(M), then

inf P({(¢g,® — a*x¥)—F,(a)u) =0,

geRd

and there exists an ergodic equilibrium measure p, € M with P(uy) = a and
ta(Ka) =1 such that dimy e = Foy().

Proof of the lemma. Let
r=inf{|ja — G| : B € RT\ P(M)} > 0.
We claim that the infimum over ¢ € R? of the function
F(q) = P({¢;® — ax V) — Fy(a)u)

is attained inside the ball of radius

_dim, X -supu + F(0)
n r min; inf 1;

R
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centered at zero. Take ¢ € R? such that ||g|| > R. We show that F(q) > F(0). Let
a € (0,1) and 3 € R such that 3; = a; + arsgng;. Clearly, 3 € P(M), and hence
there exists p € M such that

/<I>d,u:/ G W du.
X X

We obtain
Flg) > hu(f) + <L/@a*mm§9am/umi
X
2< 06—« *\I/d,u>dimuX~supu
> qHar rmn dlnf ¥; — dim, X - supu

.....

> adim, X - supu + F(0) — dim, X - supu.

We obtain the claim letting a — 1.

Since F is of class C! its minimum is attained at a point ¢ = ¢(a) with
llg(c)|] < R such that VF(q(«)) = 0. Let uo be the equilibrium measure of the
function

(q(a),® — a*x ¥) — F,(a)u.

Then
/X(<I> —a*xVU)du, = VF(q(a)) =0,

and hence P(4) = a. Furthermore,

ﬂwwﬂ%mf%@/uww

X

By Lemma 10.1.5, we have F(g(«)) > 0, and thus,

mef) g o

d. UMt
img p fXUdua

On the other hand, since u, is ergodic and

/@dua:/a*ﬁ/dum
X X

it follows from Birkhoff’s ergodic theorem that p,(K,) = 1. Therefore,
Fula) > dimy puq,

and hence dim, pq = Fy (). This completes the proof of the lemma. O
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We proceed with the proof of the theorem. Let o € R? with K, # @, and
take z € K. The sequence of measures

1 n—1
Hn = E Z 6}"’%
k=0

has an accumulation point, say p, which is invariant. Moreover, for i = 1, ..., d
we have _fX i ditn/ fx ¥; dpt, — a; when n — oo. This implies that

/X%du//xwidu=ai

fori=1, ..., d, and hence o € P(M). This proves the first statement.
Now let a € int P(M). For each p € M with P(u) = «, it follows from
Lemma 10.1.6 that

0= inf P({q,® —ax*xT)—TF,(a)u) > h,(f) — Fula) /Yud,u.

q€ERd

Therefore,
m0)/ [ wdn <. 0).

On the other hand, again by Lemma 10.1.6 there exists an ergodic measure i,
such that pe(Ka) =1, P(a) = «, and

hyue ()

Fu(a) = dimypy = I udp
Jx o

(using ergodicity and Proposition 7.2.7). This establishes the identities in (10.6)
and (10.7). Statement 2 is an immediate consequence of Lemma 10.1.6. This com-
pletes the proof of the theorem. O

When 1 = --- =14 = 1 and u = 1 the identity in (10.6) (with the maxi-
mum replaced by the supremum) was established by Takens and Verbitski in [154]
under the assumptions that f is a continuous transformation with the specifica-
tion property, and ¢1,...,¢@q are arbitrary continuous functions (see also [121]).
See [81] for related results.

We refer to [20] for the study of irregular sets of multidimensional spectra.

10.2 Geometry of the domains
Theorem 10.1.4 gives very detailed information about the multifractal spectrum

inside int P(M). Therefore, it is important to discuss the properties of this set, and
in particular to give conditions under which it is nonempty.
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For each ¢, o € R?%, we consider the function Sga: R — R defined by
Sqa(t) = PX(t<q7 D —ax \IJ>)

For example, when f|X is a topological Markov chain, and the components of
® — o x U are Holder continuous, the function Sy, has the following interpretation.
Let

n—1
Ew(B)=h <f| {x €X: lim % D g, — ax W)(fFa) = ﬁ}) .
k=0
Using (9.2) we obtain

ﬂqa(t) = 7S;a(t) = 7/ <q7 Q- ax \I/> d“t(q,cb—a*\I/)a
X

and by Theorem 7.3.2,

Sqa (/Bqa (t)) = Sqa (t) + tﬁqa (t)

for every t € R. In other words, S, is the Legendre transform of €.
The following statement gives a characterization of the points in the set
int P(0M) which is optimal in a certain sense.

Theorem 10.2.1 ([20]). Assume that f|X has finite topological entropy, and that
®, W € C(X)% For each a € P(M) we have:

1. if Sya is constant for no q € R, then a € int P(M);
2. if Sy is constant for some q € R, then o & int P(M).

Proof. Replacing if necessary ® by ® — a x ¥, we may assume without loss of
generality that o = 0. Note that this corresponds to a translation of the set P(M)
by the vector —a.

Now we establish the first statement. Since « = 0 € P(M), there exists a
measure mo € M with [ ®dmg = 0. Moreover, the map m — [, ®dm is affine
in the convex set M, and hence

M((I))::{/bedm:mejv[}

is also convex. We show that it has nonempty interior. If int M(®) = &, then
M(®) is contained in some hyperplane, and hence there exists ¢ € R? such that
(q, [x ®dm) = 0 for every m € M. This implies that for any real number ¢ we
have

P(t(q,8)) = sup <hm(f) vt f

meM X

= sup hm(f) = P(0),
meM

(q,®) dm)
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which contradicts the hypotheses in the theorem. Therefore, int M(®) # &, and
there exist measures my, ..., mg € M such that the vectors

/‘bdml,/ @dmg,...,/ D dmy (10.8)
Jx X X

form a basis of R?. Consider the set
A:{pERd:piEOforizl, e d, andp1+---+pd§1}.
For each p € A let
d
pp = pimy + - -+ pgma + <1Zpi> mo € M.
i=1
We define a map 8: A — R? by

.[X 1 dpy fx Pd dﬂp)
fxwldup, ,fxwddp“p

B(p) = (
Since [y ® dmo = 0 we have

9 <fx @i dup>

Ip; f X Vi dpy

:fx @idmj — [ pidmo
p=0 Jx i dpp
(Jx vidmj — [ ¥idmo) [y @i duy
([ dﬂp)Q

p=0

p=0

_Jxpidm;
fX wi dmO.

Therefore, the map 3 is of class C!, and its derivative at p = 0 is given by

fx%al dma .fx%al dmg

Jx %1 dmo [« %1 dmg
doB = : ) :

Jx pa dma o Jx padmg

[« %a dmo [ x %a dmo

Denoting by M = (M;;) the d x d matrix with entries M;; = [} ¢; dm;, we obtain

-1

d
detdos = | || / ¢;dmg | det M.
j=1/X

Since the vectors in (10.8) are linearly independent, the matrix M is invertible,
and thus [ is a local diffeomorphism at 0. Hence, there exist open sets U C A
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and D = B(U) such that 0 € U, and 3 is a diffeomorphism from U onto D. In
particular, we have 0 € D, and

a=0 € int B(A) C int P(M).

Now we prove the second statement. We continue to assume that o = 0.
There exists ¢ € R? such that P(t(q, ®)) = P(0) for every t € R. We show that

{s¢: s €e R} nP(M) = {0},

which immediately implies the statement in the theorem. Let s # 0. If sq¢ € P(M),
then there exists p € M such that

/q)du:sq*/ W dy.
X X

P(0) = P(t{sq,8)) > hu(f) + 1 <sq, X du> > t]sql? inf inf i,

IRRRE}

For each t > 0 we obtain

But this is impossible when ¢ is sufficiently large. Therefore, a = 0 ¢ int P(M).
This completes the proof of the theorem. (I

A noteworthy consequence of Theorem 10.2.1 is that if the topological pres-
sure is strictly convex, that is, if for any ¢ € R? and o € P(M) the function Sqa is
strictly convex, then P(M) = int P(M).

We note that if f|X is a subshift with the specification property, and ;,
P € Cp(X) for i = 1, ..., d (see Definition 9.1.3), then for each a € P(M) the
following properties are equivalent:

1. the function g — P({(g,® — a * ¥)) is strictly convex;
2. the function Sy, is constant for no ¢ € R%;

3. the functions ¢; — a;v;, i =1, ..., d are linearly independent as cohomology
classes.

For each g € $?¢° 1 := {x ¢ R?? . ||z|| = 1} we set

L(q) = 9 {P(pr(g.@.0))) : t € R},
where A denotes the boundary of the set A.
Theorem 10.2.2 ([20]). If f|X is a subshift with the specification property, and ¢;,
;€ Cp(X) fori=1,...,d, then
a2 c |J T().
q€S2d71

If, in addition, the functions 1, @1, ..., @4, Y1, --., Yq are linearly independent
as cohomology classes, then P(M) = int P(M).
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Proof. The second statement follows immediately from Theorem 10.2.1. Now let

Eaa(p) = — (/bedm/x‘lfdu),

ﬁ:{(%%) :(a76)6882d(M)}.

We show that €44(M) = int E94(M). The proof consists of three claims.
Claim. We have dP(M) C P.

Let (o, ) € int E94(M). This means that («, ) + & € E24(M) for all suf-
ficiently small ¢ € R??, and thus, by Theorem 10.1.4, there exists an ergodic
measure . € M with P(u.) = («, 8) + . Hence, for all sufficiently small § € R?
the d-neighborhood of (a1 /81, ...,aq/B4) is contained in P(M). This establishes
the claim.

Claim. The set E2q(M) is convex.

Since the function €s4 is linear, the claim follows immediately from the con-
vexity of M.

Claim. For each (a,3) € 9€9q(M) there exists a vector ¢ € S2?~! such that
(o, B),q) € OW,, where

and

Wq=—{/x<q7(<1>,‘11)>du:u€M}-

Since €24(M) is a convex set each of its boundary points has a supporting
plane. Let («, 8) € 0€24(M), and denote by @ the orthogonal projection of €44(M)
onto the normal to the supporting plane at («, 5). The point («, 8) is mapped by Q
to a boundary point of the interval Q(€24(M)). The orthogonal projection of a
point (a, 3) onto a line in the direction of a normal vector ¢ € S??~! is given by
((«r, B), ). This establishes the claim since W, is the image of €o4(M) under this
projection.

Now we are ready to prove the theorem. Let (a, ) € R?? be such that

(a1/Br. ..., ca/Ba) € P.
This means that (a, 8) € 9€24(M). Therefore, there exists ¢ € S?¢~1 such that
(e, B), q) € OW,. This completes the proof. O
10.3 Regularity of the multifractal spectra

Now we give conditions to obtain the analyticity of the spectrum, as an application
of Theorems 10.1.4 and 10.2.1.
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Theorem 10.3.1 ([20]). Assume that:
1. the Kolmogorov—Sinai entropy of [ is upper semicontinuous;
2. the topological pressure of f is analytic.

If « € int P(M) is such that the second derivative of ¢ — P({(q,® —a*¥)) is a
positive definite bilinear form for each q € R%, then F, is analytic in some open
neighborhood of a.

Proof. Let « € int P(M) and consider the function
Q0.q,0) = P({q,® — ax V) — u).

Proceeding as in the proof of Lemma 10.1.6, we show that there exist q(a) € R?
and an ergodic equilibrium measure u, such that ¢ — Q(F,(a), ¢, ) attains a
minimum at ¢ = ¢(«), and thus

oQ
8—q(f7"u(a),q(a),a) = /X(@ —a*xU)du, =0.

By Lemma 10.1.6 we have
Q(Fula),q(a), ) = 0.

Consider the system of equations

Q6. q.0)=0 and ‘Z—f(aq,w:o

We want to apply the implicit function theorem to establish the uniqueness of the
solution (4, q) = (Fu (), q(a)) of this system, and to obtain its regularity in . In
particular, this will establish the regularity of the spectrum. Let

oQ oQ >
G(q,d,a) = d,q,a), —(6,q,), ..., d,q,a) | . 10.9
(@.0.0) = (Q.0.0. 52 60,0 .. 52 (0. 000) (10.9)
It is sufficient to show that the matrix
0Q 229 . 92Q
9 950p 000494
Q 029 . 9%Q
(8/88,8/dp,...,0/0qa)'G = | 7 oror - OpOu (10.10)
00 0% . 0°Q
g4 0qq0p 9949qa
is invertible at (g(a), Fy (), ). For each i = 1,...,d we have

oQ
dq;

(Fula), q(@),a) =0,
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and 0
at (q(

Fu (). This shows that the first column of the matrix in (10.10) is zero
Fu(@), «), with the exception of the first term which is

),

0
e a(e).0) = = [ udiysa <0

where p1g.5. is the unique equilibrium measure of the function (g, ® — a* ¥) — Ju.
Therefore, it is sufficient to show that the right lower d x d matrix, say H, is
invertible. The second derivative of the topological pressure at g(a) is a bilinear
symmetric form B: R? x R? — R, and we have

0%Q
Fula), q(a),a) = Bles,e;
where e1, ..., eq is the canonical basis of R?. By hypothesis B is positive definite.

If H was not invertible, then some nontrivial linear combination of its columns
would be equal to zero, and thus there would exist A € R\ {0} such that

d
Z ez,e] =0

fori=1,...,d. Setting g = 2?21 Aie; we obtain

d d
g) = Z)\l Z)\jB(ei,ej) =0
i=1 Jj=1

Since g # 0 this contradicts the positive definiteness of B. Thus H is invertible.
By the implicit function theorem, the functions §(a) and ¢(«) are as regular as
the analytic function G in (10.9). This completes the proof of the theorem. O

10.4 New phenomena in multidimensional spectra

When d = 1, the connectedness of P(M) implies that only one of the following two
exclusive alternatives can occur:

1. The spectrum is degenerate: in this case P(M) = {a} for some a € R. Fur-
thermore, K, = X, and K, = @ for every a # a.

2. The spectrum is nondegenerate: in this case P(M) = [a,a] for some real
numbers ¢ < @. In particular, P(M) has nonempty interior, and P(M) =
int P(M).

When d > 1, that is, for multidimensional multifractal spectra, several new phe-
nomena can occur. Namely:

1. P(M) may not be convex;
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2. int P(M) may have more than one connected component;
3. P(M) may have empty interior, but still be uncountable.

See Examples 10.4.1 and 10.4.2 for explicit constructions.

When d = 1 the existence of a cohomology relation between the functions ¢
and ¢ immediately implies that the domain of the spectrum F, consists of a single
point. This is not the case for multidimensional spectra, as the following example
illustrates.

Example 10.4.1. Consider a topological Markov chain f|X and set d = 2. Let

@, ¥ € C§(X) be such that ¢, 9, and 1 are linearly independent as cohomology

classes. We assume that [, ¢ dp = 0 for some measure 1 € M, and that ¢ > 0.
Setting

pr=¢, p2=¢, Yr1=1 and ¢Ps=1
we obtain 0 € P(M) (since [, ¢ du =0), and

(@1*0'7/}1)*(4102*0'1/12):0.

On the other hand, it is easy to verify that ¢1 — @191 and ¥ — agwy are lin-
early independent as cohomology classes whenever a = (a1, a3) # 0, and hence
P* = P(M) \ {0} is nonempty, by Theorem 10.2.1. Moreover, it follows from
Theorem 10.2.1 that P* C int P(M). Since P(M) is closed, we conclude that
P(M) = int P(M). This shows that even though there exists a cohomology re-
lation, the set P(M) is uncountable. Furthermore, it has nonempty interior.

The first drawing in Figure 10.1 is an explicit example of a set P(M) when
f is the Bernoulli shift on three symbols. Namely, we took the functions

p=x1—x2 and o =x1+ x2+ 2x3,

where y; is the characteristic function of the cylinder set C; of length 1. Observe
that in this particular case int P(M) has two connected components. Furthermore,
the set P(M) is not convex, but each connected component of int P(M) is still
convex.

The second drawing in Figure 10.1 is also obtained from the Bernoulli shift
on three symbols, now with the functions

p1 = —4x1 +4x2+8x3 and o= —6x1 — 3x2 + 5xs,

1 = 2x1 + 9x2 +2xs and Yo = 6x1 + x2 + 2x3.

Again the set int P(M) has two connected components, but one of them is not
convex. ]

Now we illustrate that P(M) may have empty interior, but still be uncount-
able.
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Q2 Q2

(&3] [65]

Figure 10.1: Two examples of the set P(M) for which the interior has two connected
components, due to the presence of a cohomology relation. The curves represent

the boundary of P(M).

Example 10.4.2. Consider the Bernoulli shift on two symbols and set d = 2. In a
similar manner to that in Example 10.4.1 we define functions

@1 =a1x1 +bixe, @2=asx1+baxe, and P =1 =u=1.

We assume that a1bs — byas = 1. The case when a1by — byjas # 1 can be treated
in a similar manner. Observe that

bap1 — b1z =x1 and a1p2 — azpr = Xa.
Since x1 + x2 = 1 we obtain (see (8.2))

K(al,ag) = KbQOCI_bIQQ (Xl) = Kll]aQ_aQOCI (X2)7
where we must have
bQOél - bloég + ajg — ag; = 1. (1011)
It follows from Theorem 10.1.4 and (10.11) that

h(f1K (a1,02)) =sup{hu(f) : p(C1) = bacs — b1z}
= — (szLl - blozg) log(b2a1 — bloéz)

— (a102 — azan) log(aras — asay).

Furthermore, the domain of the spectrum (a1, az) — h(f|K(q,,qa,)) is a segment
contained in the straight line defined by (10.11). O

We remark that in some sense the situation described in Example 10.4.2
should be considered degenerate. Indeed, Theorem 10.2.1 implies that the degen-
eracy in Example 10.4.2, with the domain of the spectrum contained in a straight
line, is due to the presence of cohomology relations. When this happens we can
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replace the 2d components of the vectors ® and ¥ by a maximal set of functions
that are independent as cohomology classes, without changing the level sets (up
to a change of variables), and in such a way that the domain of the spectrum with
respect to the new functions has nonempty interior.

10.5 Topological Markov chains

We show in this section that for topological Markov chains the spectrum &, is
often analytic and nondegenerate, that is, F,(a) = 0 for every a € 9P(M).

Theorem 10.5.1 ([20]). Let f|X be a topologically mizing topological Markov chain.
If the functions (®,¥) and u are Hdélder continuous, then the spectrum F, is
analytic in int P(M).

Proof. We consider the functions
G=®—axV¥ and F(q) = P({q,G)).

Ruelle’s formula for the second derivative of the topological pressure (see (6.24)
and (6.25)) shows that for every p € R? we have

dyF(p,p) = /Y<p, G)*dug+2) /X<p7 G) - (p,Go f")dug >0,
“ n=1

where (14 is the unique equilibrium measure of the function (g, G).

We prove that diF(p, p) > 0 whenever p # 0. Assume on the contrary that
diF(pm) is zero. Then the function (p, G) must be cohomologous to a constant,
say c. Since o € P(M) there exists a measure 1 € M such that fXGd,u = 0.
This implies that ¢ = 0. Since (p, G) is cohomologous to zero we conclude that
t — P(t(p, G)) is a constant function. By Theorem 10.2.1 this never happens when
o € int P(M), and thus d2F(p,p) > 0. The analyticity of the spectrum follows now
immediately from Theorem 10.3.1. (I

The following result shows that typically the spectrum F, is nondegenerate.
We continue to denote by C?(X) the space of Hélder continuous functions ¢: X —
R with Holder exponent 6, equipped with the norm in (7.19).

Theorem 10.5.2 ([20]). Let f|X be a topologically mizing topological Markov chain.
There ezists a residual subset © C C%(X)4 x C?(X)¢ such that if (®,¥) € © and
u € CX) with u > 0, then:

1. P(M) = int P(M);
2. Fy(a) =0 for every a € IP(M).

Proof. We need an auxiliary statement.
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Lemma 10.5.3. The set of vectors (o1, ...,¢4) € C?(X)? such that 1, ..., pq are

linearly independent as cohomology classes is residual in C?(X)%.
Proof of the lemma. Consider d distinct periodic points z, ..., x4 respectively
with periods ni, ..., ng, and set

1 TLifl

Sij = o Z o (fFz:).

! k=0
By Livschitz’s theorem (see, for example, [84, Theorem 19.2.1]), if the d x d ma-
trix S with entries S;; has rank d, then the functions @1, ..., ¢q are linearly
independent as cohomology classes. The desired statement follows now from the
fact that the condition rank S = d is generic. (|

Set

w=min{u(z) :z € X} and u=max{u(z):z € X}.
It follows from the definition of N(Z, a,u,U) in (7.5) that

N(Z,ou,1,U) < N(Z,a,u,U) < N(Z,au,1,U).

Therefore, . )
dlmiu 7 < dimyy 7 < dimy y Z7
u u
and hence
h(f1Z)/a < dim,Z < h(f|Z)/u. (10.12)

This shows that F1(«) = 0 if and only if F,(«) = 0. Hence, it is sufficient to prove
that the topological entropy vanishes at the boundary of P(M).

We first reduce the problem to a one-dimensional problem. Set Hy = C?(X).
For each ¢, € R% and (D, V) € Hy x Hy we consider the function

Xou = (¢, P — ax T).

It is shown in the proof of Lemma 7.6.5 (see (7.27)) that there exists an open and
dense subset ©° ¢ C?(X) such that if y € ©%, then

h <f {xeX:nILr%C;ix(f"w) € {@5}}) <e, (10.13)
k=0

ﬁ:inf{/xxd,u:,ueiv[} and B:sup{/xxd,u:uej\/[}.

Therefore, for each fixed ¢, @ € R? the set

where

O, = {(®,¥) € Hg x Hy : xow € O}
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is open and dense in Hy x Hy.

It follows from Lemma 10.5.3 that by changing O, slightly while still leaving
it open and dense we may assume that there is no cohomology relation between
the functions ¢; — a0, @ = 1,...,d. This implies that the vector (g, «) has an
open neighborhood U (g, ) C R% x R? with the property that there is an open and
dense subset ©F, C Hy x Hg without cohomology relations such that (®,¥) €
05/, for every (¢',a’) € U(g,a). Now we choose a sequence (¢, n) such that
U2, U(gn, an) = R? x R, and we set

n=1
o= ﬁ G eLm . (10.14)
m=1n=1

By construction the set © is residual, and for each (®,¥) € © there are no
cohomology relations (see Theorem 10.2.1 and the discussion after this theorem).
This establishes the first statement in the theorem.

By Theorem 10.2.2, for each (®,¥) € © the boundary points of P(M) are
contained in (J ¢ g2a-1 I'(g). By construction of the set © (see (10.13) and (10.14))
the spectrum JF vanishes at these points (and by (10.12) the same happens for F,).
This completes the proof of the theorem. |

When d = 1 the statement in Theorem 10.5.2 was established by Schmeling
in [142] (see Theorem 7.6.1). We note that when d > 1 the set 9P(M) may be
uncountable (see Examples 10.4.1 and 10.4.2), and by property 1 in Theorem 10.5.2
this is the generic situation.

10.6 Finer structure of the spectrum

Now we have a closer look at the finer structure of the level sets K, in (10.3).
In particular, we show that the u-dimension of K, is entirely carried by a certain
level set of another set of functions, which is strictly inside K.

Let f|X be a topologically mixing topological Markov chain. Given functions
(@, ) € C%X)4 x C(X)?, we define P(u) and F, () as in (10.4) and (10.5). For
each (p,q) € R? x R%, we consider the unique real number T'(p, q) such that

and we denote by p, 4 the equilibrium measure of the function
(p,®) + (g, ¥) = T(p, q)u.
Set
B(p,q) == VT (p,q) and ~(p,q) :=VT(p,q).
For each (8,7) € R4 x R?, we consider the set Kp ~ of points € X such that
b o 0i(f) S ti(f4)

= =B; and lim =h=0"00 T
n—oc 3o u(frx)

oo 3ok g u(fFe)
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foreveryi =1, ..., d, where 8 = ($1,...,084) and vy = (71, ...,74). Now we estab-
lish the relation between the d-dimensional spectrum F, and the 2d-dimensional

spectrum
Hu(B,7) = dim, Kg .

Theorem 10.6.1 ([20]). Let f|X be a topologically mizing topological Markov chain.
If the functions (P, ¥) and u are Hélder continuous, then the following properties
hold:

L 1p,q(K5(p,0),4(pa)) = 1 and

Hu(B(p: ), v(p,q)) = dimypup 4
=T(p,q) — (p, B, q)) — (¢, 7(p,q));

2. if a € int P(M), then there exists v € R? such that

Fula) = Hy(axv,7).

Proof. Applying Theorem 10.1.4 with ¥ = (1,...,1), we obtain

/‘p,q(Kﬁ(pyq)y'y(P,q)) =1 and H.(B(p,q),7(p,q)) = dimypp 4.

Furthermore,
O dpy, W dpy,,
B(p,q) = S 2na g and y(p,q) = Ly W ditpa S
qu Hp,q qu Hp,q
We obtain
Mo (f)
dimy, pup, 4 = _Hpa\d
7 .[X wdpip,q
_ B fx(<p7 (I)> + <q, \Ij> - T(p7 q)u) d:up,q
Jx wdptp,q

=T(p,q) — (p,B(p,q)) — (¢, 7(p,q))-

This completes the proof of the first statement in the theorem.
Now we establish the second statement. For each a € int P(M), let p, be the
measure in Theorem 10.1.4. For pq-almost every x € X there exist the limits

lim M: (O[)_M

n—oc Y u(frx) [y udpa

and > (f*z) JxVd
. Z:O \IJ T o _Jx /j“a
i ST u(fFr) v(e) = Ty udpa’
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and B(a) = a * y(«). Therefore,
Ha(Kpe)2(@) = ta(Kay@) (@) = 1.
This implies that
dimy Kosvy(a),y(a) = dimy i = dimy, K.
On the other hand,
Kosyn C Ko for every € R% (10.15)

and thus
dimy, Koy, y < dim, K.

We conclude that
dim, K, = sup{dim, Kpur - : v € R} = dimy, K iy (a),5(a)-
This completes the proof of the theorem. (I

We observe that H, is the Legendre transform of the function 7.

By (10.15), the second statement in Theorem 10.6.1 says that the u-dimension
of the set K, is entirely carried by some subset K., , of K. In particular, the
spectrum F,, can be obtained from the spectrum H, by

Fu(a) = max{H,(a*v,7) : v € R%}

for each o € int P(M). This conclusion is particularly remarkable since the inclu-
sion | J oy Kawyy C Ko may be proper, and since the u-dimension of an uncountable
union |J , Iy may be strictly larger than sup,, dim,,/,.

10.7 Applications to number theory

The multifractal analysis of multidimensional spectra has several applications to
number theory. These were described by Barreira, Saussol and Schmeling in [19].
Instead of formulating general statements we describe explicit examples that il-
lustrate well the nature of the results.

Given m € N, for each x € [0, 1] we denote by = 0.z122 - - - the base-m rep-
resentation of x. Note that the representation is unique except for countably many
points. Since countable sets have zero Hausdorff dimension, the nonuniqueness of
the representation does not affect the study of the dimensional properties.

For each k € {0,...,m — 1}, z € [0,1], and n € N we define

Tr(z,n) = card{i € {1,...,n} : z; = k}.
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When the limit
Ti(z) = lim 7s(z,m)
n—oo n
exists we call it the frequency of the number k in the base-m representation of z.
A classical result of Borel in [33] says that for Lebesgue-almost every x € [0, 1] we
have

Te(x)=1/m for k=0,....,m—1. (10.16)

Furthermore, for m = 2, Hardy and Littlewood showed in [70] that for Lebesgue-
almost every x € [0,1], kK = 0, 1, and all sufficiently large n € N we have

Tr(z,m) 1‘ logn
T <y =
n 2 n

Of course, these remarkable results do not imply that the set of numbers in [0, 1]
for which (10.16) fails to hold is empty. In particular, consider the set

Fu(ag,...,am—1) ={z€[0,1] : () = ay for k =0,...,m — 1},

with a; € [0, 1] for each 4, and ag + -+ + am—_1 = 1. It was shown by Eggleston
in [50] that

—_

dimpy Fop(ao, ..., am-1) = — Y _ ax log,, ay. (10.17)
k=0

This statement can also be obtained as a application of Theorem 10.6.1 (see Propo-
sition 10.7.3 below). A former result concerning the dimension of these sets is due
to Besicovitch [28]. For m = 2 he showed that if @ € (0,1/2), then

log 2

1 1—a)log(l —
dimpg {:ce[(),l]:limsupﬁ(x’n) <o¢}—a oga+ (1 - a)log( 04).
Identity (10.17) follows from Theorem 6.1.2 when m = 2, from Theorem 10.1.1
when m = 3, and from Theorem 10.1.4 when m > 4 (see Theorem 10.7.2 and
Proposition 10.7.3). This provides a new proof of Eggleston’s result

Now we consider sets of more complicated nature. Let m = 3 and define
F={x€]0,1]: m1(z) = 5mo(x)}. (10.18)
We emphasize that the frequency of the number 2 is arbitrary. The following result
is a consequence of work of Barreira, Saussol and Schmeling in [19].
Proposition 10.7.1. If F is given by (10.18), then

log(1 + 6/5°/6)

10.19
log 3 ( )
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In order to explain how this result is obtained, and its relation to the multi-
fractal analysis of multidimensional spectra, we first observe that

F= |J Fi(aba,1-6a) (10.20)
a€0,1/6]
We show that the constant in (10.19) is a lower bound for dimg F'. It follows from
(10.17) and (10.20) that, since F' O F3(«, 5, 1 — 6« for every « € [0,1/6],
alog o+ 5alog(5ar) + (1 — 6a) log(1 — 6a)

dimpy F > _ . 10.21
HRHE = ey log 3 (1021)

The maximum in (10.21) is attained at o = 1/(5°/¢ 4- 6), and it is easy to verify
that it is equal to the constant in (10.19). This establishes a lower bound for the
Hausdorff dimension.

The corresponding upper bound is more delicate, essentially because the
union in (10.20) is composed of an uncountable number of pairwise disjoint sets.
Consider the map g.,: [0,1] — [0, 1] defined by g,x = ma (mod 1). We observe
that if 0.x122--- is a base-m representation of x € [0, 1], then g,,x = 0.zqz5---.
Now consider a function ¢: [0,1] — R such that

©(0.z122 -+ ) = Agyoom,

for some constants a,...;, € R for 41, ..., i,, € {0,...,m — 1}, and some fixed
k € N. The function ¢ is called a k-locally constant function. It follows easily
from (3.12) that if ¢ is a 1-locally constant function, then

n m—1
1
P(g) = lim —log > [[expai, =log }_ expay. (10.22)
k=0

i1-vip j=1

Taking ¢; = 1 for i = 1, ..., d in Theorem 10.1.4, for each @ = (a1, ..., aq) € R?
the set K, in (10.3) is given by

Ko=4q2€][0,1]: lim Z(pi(gmjx):ai fori=1,...,d
Jj=0

Let also M be the family of g,,-invariant probability Borel measures in [0, 1]. For

each u € M set
1 1
o= ([ v [ o).

Theorem 10.7.2 ([19]). Let ¢;: [0,1] — R be 1-locally constant functions for i =
1,...,d. If a = (a1,...,aq) € int QM), then

m—1 d
dimyg K, = inf {logm Z CXqui((pik —«a;):(q1,---,q4) € ]Rd} ,
k=0 i=1

where i, = pi([k/m, (k+1)/m)).
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Proof. By (10.22) we have

d m—1 d
P <Z ar(pr — ak¢k)> =log > exp Y aqilpir —
k=0 =1

k=1
Applying Theorem 10.1.4 we obtain the desired statement. (Il
A first consequence of Theorem 10.7.2 is the result of Eggleston in [50].

Proposition 10.7.3. For each (o, ...,m 1) € (0,1)™ with Y7 a; = 1 the
identity in (10.17) holds.

Proof. Set d = m and p; = X[i/m,(i+1)/m) for i =1,...,d. For each ap,...,am—1
as in the proposition, we have K, = Fy,,(«o,. .., @m—1), and by Theorem 10.7.2,

m—1
. . — d . .
dimg Fr, (ag, ..., am—1) = inf log,, E 1~ Xim G
qER k=0

Computing the gradient of the logarithm we obtain

d
logm <log Z edhtt — 1:21 Qiai—1>

1 et eqd
= — — g, . —Og—1 | -
logm 22101 edrt ’ Zk o e

This is the zero vector provided that

,_-

m—
et edd
- = €Qk+1

(&%) ad 1

k=0
which implies that there exists ¢ > 0 such that e?% = ay_1c for every k. Therefore,

m—1 m—1

1
dimy F,,, = log,, Z apc — —— Z log(ac)ay
k=0 logm k=0
1 m—1
= — 1
logm kgo O 208 Ok
which is the desired result. O

To establish (10.19) we need the following result.
Proposition 10.7.4. For each k # ¢ and 8 > 0 we have

log(m — 2+ (84 1)/8%/15+1)
logm '

dimg{z € [0,1] : 7p(x) = fre(x)} =
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Proof. Set d =1 and
©1 = X[k/m,(k+1)/m) — BX[t/m,(t+1)/m)-
Since 0 € int Q(M) = (-, 1), it follows from Theorem 10.7.2 that

) . B . log(e? 4+ e P14 m —2)
dimg{z € [0,1] : 74 (z) = Bre(2)} = ;Ielnfg Tog )

It is easy to verify that the infimum is attained at ¢ = log8/(1 + ), and a
straightforward computation yields the desired result. (I

By Propositions 10.7.3 and 10.7.4, for each k # ¢ and 8 > 0 we have

m—1
dimpg {:c € [0,1]: ::((i)) = 6} =max{ — Z aj log,, o ¢ Z—]z -
j=0

Therefore, there exists a set

Tg(x)

F(ag, ..., am_1) C {a: ep0,1]: @) _ ﬂ}

with

dimg Fr (ag, . . . yam—1) = dimp {CE €[0,1]: :]Z((;C)) = ﬁ} .

In particular, letting m = 3, k =1, £ = 0, and 8 = 5 we conclude from (10.20)
that the inequality in (10.21) is in fact an identity, and we establish (10.19).



Chapter 11

Multifractal Rigidity

We consider in this chapter the phenomenon of multifractal rigidity. Roughly
speaking, it states that if two dynamical systems are topologically equivalent
and some of their multifractal spectra coincide, then the original data must be
equivalent (in some sense to be made precise). This leads to a “multifractal clas-
sification” of hyperbolic maps (either invertible or noninvertible) in terms of the
multifractal spectra. Furthermore, the theory of multifractal analysis has a privi-
leged relation with the experimental study of dynamical systems. In particular, the
so-called multifractal spectra, that are obtained from the study of the complexity
of the level sets, can be determined experimentally with arbitrary precision. On
the other hand, we may be able to recover information about a dynamical sys-
tem from the information contained in its multifractal spectra. Unfortunately, in
general, when we use a single spectrum there is no multifractal rigidity even for
topological Markov chains on three symbols.

11.1 Multifractal classification of dynamical systems

We illustrate the multifractal rigidity phenomenon with a model class of repellers.
Let f and g be piecewise linear expanding maps of the interval [0, 1] with repellers
given by

Jy= ﬂ ST (AfUBy) and J, = ﬂ 9 "(AgU By),
n=0 n=0
where Ay, By, A, and By are closed intervals in [0, 1] such that
f(Af) = f(Bf) = 9(Ag) = g(Bg) = [0,1] and A;N By =A,NBy = 2.

See Figure 11.1. Both repellers can be coded by the Bernoulli shift on two symbols.
We also consider Bernoulli measures ¢ and p, (on two symbols) that are invariant
respectively under f and g.
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The following result of Barreira, Pesin and Schmeling in [9] gives a multi-
fractal classification in terms of the spectrum D (see Definition 6.1.1).

A

Figure 11.1: Piecewise linear expanding map f

Theorem 11.1.1 (Multifractal rigidity). If D,, = D, and the spectrum is not a
delta function, then there exists a homeomorphism x: J; — J, such that f' = ¢g’'ox

and piy = g 0 X.

Proof. Set ¢1 = f'|A; and ¢o = f'|By. The Bernoulli measure py = p(f, f2),
B1 + B2 =1 is the equilibrium measure of the function ¢: J; — R defined by

Y|Ap =log 1 and ¢|B; = log fa.

As in (6.3), we define a function T: R — R by requiring that

P(=T(q)log|dfl| + q) = 0 (11.1)

for every g € R. Proceeding as in (3.16) we show that identity (11.1) can be written
in the form
T Dy T~ 1, (11.2)

By statement 4 in Theorem 6.1.2, the spectrum D,,, is the Legendre transform
of T'. By the uniqueness of the Legendre transform, the spectrum D, uniquely
determines T'(q) for every ¢ € R, and hence, it is sufficient to show that equa-
tion (11.2) uniquely determines the numbers 1, (2, ¢1, and ¢2 up to a permutation
of the indices 1 and 2.
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Set a(q) = =T"(q) and ax = limg_ 1o (q). We can easily verify that

ay =— lim (T(q)/q).
q—Foc
Since the spectrum D, is not a delta function, the function 7" is strictly convex,
and a; < dimgJy < a—. Therefore, raising both sides of (11.2) to the power 1/¢
and letting ¢ — +o00, we obtain

max{f1c1“t, fac2®t} = min{B1c1%, face® } = 1.

We assume that f1¢14+ = 1 (the case when (3¢t = 1 can be treated in a similar
manner). Since oy < a_, we must have faco® = 1.

Setting ¢ = 0 in equation (11.2) we obtain ¢;7° + ¢a~° = 1, where s =
dimp Jy. Furthermore, setting z =c¢1 %, a =ay/s < 1l,andb=a_/s > 1, we can
show that 2% + (1 — x)” = 1. We can easily verify that this equation has a unique
solution z € (0,1), which uniquely determines the numbers ¢; and cq, and hence,
also the numbers §; and (. O

See [10] for a version of Theorem 11.1.1 in the case of hyperbolic sets.

11.2 Entropy spectrum and topological Markov chains

We consider in this section the entropy spectrum € = €g of an invariant measure
(see Section 7.1), and we study in a systematic manner its multifractal rigidity
properties in the case of topological Markov chains. We follow closely Barreira and
Saraiva in [13]. In a certain sense, the entropy spectrum is the simplest possible
spectrum. In particular, it contains no information about distances, in strong
contrast with the dimension spectrum D.

11.2.1 Equivalence classes of functions

Given a Holder continuous function ¢, we would like to recover as much informa-
tion as possible about the function from the entropy spectrum of its equilibrium
measure. Clearly, one cannot expect to recover completely the function ¢. For
example, for each ¢ € R the functions ¢ and ¢ + ¢ have the same equilibrium
measure. We consider instead certain equivalence classes of functions.

Let o|Y7 be a topological Markov chain. We denote by Aut(X7%) the family
of automorphisms of E} that is, the homeomorphisms 7: Ejg — Ejg such that
Too = oo7. We show that if two functions are related by an automorphism, then
the entropy spectra of their equilibrium measures coincide. Let M be the family
of o-invariant probability Borel measures in ¥}.

Proposition 11.2.1. Let 0|ZX be a topologically mizing topological Markov chain,
and let 1,p2: X — R be Hélder continuous functions. If go = p1 o 7 for some
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automorphism T € Aut(X7), then

Plgpr) = Plgp2)  for every q € R, (11.3)

and thus the entropy spectra of the equilibrium measures of 1 and @2 coincide.

Proof. Given v € M, we define a new measure in £} by v.(C) = v(7(C)) for each
measurable set C' € ¥, Clearly, v, € M. We can easily verify that

hV(Ua 5) = hVT (Uu 7_715)7

and thus h, (o) = h,,_ (c). We also have

/ <p2d1/T:/ ((ploT)d(VOT):/ 1 dv,
YA =4 YA

A A A

and hence, for every ¢ € R,

holo) + q/ o1 dv = hy, (o) +q/ o s
=t s+

A A

By the variational principle of the topological pressure, we conclude that iden-
tity (11.3) holds for every g € R.
In order to show that the entropy spectra coincide we notice that

Ti(q) := Plgp1) — qP(p1) = P(qp2) — qP(p2) =: Ta(q). (11.4)

By statement 6 in Theorem 7.3.2, the entropy spectra & = Dy of the equilibrium
measures of 1 and o are determined respectively by the functions 77 and T%.
Thus, it follows from (11.4) that the spectra are equal. O

By Proposition 11.2.1, we can only discuss the multifractal rigidity problem
of recovering ¢ from its spectrum € up to an equivalence relation.

Definition 11.2.2. We say that two functions ¢1, p2: Ejg — R are equivalent if
©1 — @2 o T is cohomologous to a constant for some 7 € Aut(Ez).

We note that in each equivalence class any two functions have the same
entropy spectrum.

11.2.2 Locally constant functions

A function ¢: ¥} — R is said to be k-locally constant if it is constant in cylinder
sets of length k. We denote by L the family of k-locally constant functions. We
say that an equivalence class of functions (see Definition 11.2.2) is an equivalence
class of Ly, if it contains a k-locally constant function.

In fact, it is sufficient to consider 2-locally constant functions.
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Proposition 11.2.3. If ¢: ZX — R is a k-locally constant function, then there exist
a topological Markov chain %3, and a homeomorphism : EZ — X% such that

roo=com and pom '€ Ls. (11.5)

Proof. Fix a bijection v between {1,...,p}*~! and {1,...,p*"!}. Given a p x p
matrix A = (a;;), we define a p* 1 x pF~! matrix B = (b;;) with entries

5 if a,y—l(i)L,y—l(i)LJrl =1forl= 1,...,/6—27
bii — a,y—l(j)w—l(j)Hl =1 fOl“lZL...,k—Q,
“ and 7 (i) =7 (§)mo1 for m=2,... k—1,

0, otherwise.
We also define a map 7 in ¥ by

7T(040061 .. ) = (’Y(OZO e OZk—Q)’Y(Otl . Olkfl) R )

We can easily show that 7(X}) = £5. Indeed, for each a = (a1an---) € T} we

have br(a),r(a);.; = 1, since
A1 (1 () )iy (m(@)i)isr = Goipy qoipy = 1 for 1=1,... k=2,
Ay =1 (m(@)ig )iy (w(@)ig)ior = Gaipiairn = 1 for I=1,...,k =2,
and
Y (@) m = Qigmo1 =7 H(w(Q)ig1)mo1 for m=2,...k—1.

Furthermore, 7: ¥ — X} is a homeomorphism since it maps cylinder sets in X7
onto cylinder sets in ZE, and we can easily verify that the identity in (11.5) holds.
Since m maps cylinder sets of length k£ onto cylinder sets of length 2, and ¢ € Ly,
we conclude that o7~ ! € L. O

For functions in Ly there is an explicit expression for the topological pressure.
Given : ZX — R in Lo, we define the p X p matrix

A(p) = (as; exp(¢|Ci)); -, - (11.6)
The following property is well known.

Proposition 11.2.4. If ¢ € Lo, then P(p) = logpa(,), where pa(, is the spectral
radius of the matriz A(p).

By Proposition 11.2.4, if ¢ € Ly and P(p) = 0, then the matrix A(y) has
spectral radius equal to 1.
Now we study the relations between the matrices A(p) and A(¢)) of two

equivalent functions in L. For a permutation «y of {1, ..., p} such that A (i)y () = 1
whenever a;; = 1, we define an automorphism 7: ZX — ZX by
T((ai)ien) = (v(i))ien, (11.7)

and we call it a permutation automorphism.
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Theorem 11.2.5 ([13]). Let ¢,1: X — R be functions in Ly. Then:
1. ¢ — v is cohomologous to a constant if and only if
A(p) = e“D T A(Y)D (11.8)
for some positive diagonal matriz D and some constant ¢ € R;
2. ¢ =1 o7 for some permutation automorphism T if and only if
Alp) = PTHA@W)P (11.9)
for some permutation matriz P such that A= P~1AP.
Proof. We begin with an auxiliary result.
Lemma 11.2.6. If p, ¢ € Lo, and
p—Y=uococ—u+tc (11.10)
for some continuous function u and some constant ¢ € R, then u € L.

Proof of the lemma. We proceed by contradiction. If u was not in L;, then there
would exist sequences a = (a2 ---) and o = (104 -+ ) with as # o such that
u(a) # u(a/). Now take By with ag,o, = 1, and consider the sequences

B = (Boarag--+) and B = (Boparasy---)

in Cgya, - Since @, € Ly we have

which is equivalent to
u(a) —u(@) = u(B) — u(f).

Similarly, for each n € N we obtain sequences 3™, 3™ € Cj5. .. 5,0, such that

u(B™) —u(B™) = u(a) — u(a’) #0.

Since d(B™, (™) — 0 when n — oo, we obtain a contradiction (recall that u is
continuous). This shows that u € L;. O

We proceed with the proof of the theorem. Assume that ¢, € Ly are such
that ¢ — 1 is cohomologous to a constant, say ¢ € R. By Lemma 11.2.6, there is
a continuous function v € Ly satisfying (11.10), and we obtain

¢|Cij — Y|Ciy = u|Cj —u|C; + c.
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This implies that (11.8) holds for the diagonal matrix
D = diag(exp(u|C;))i_;. (11.11)

On the other hand, we can easily verify that if (11.8) is satisfied for some posi-
tive diagonal matrix D and some constant ¢, then (11.10) holds with u specified
by (11.11).

Now we assume that ¢ = % o 7 for some permutation automorphism 7.
Then ¢|Cyj = ¥|Ci)4(;), and the matrices A(p) and A(v)) are conjugated by the
permutation matrix

P = (5m(j))zj:1v (11.12)

where do5 = 1 if o = 3, and d,5 = 0 otherwise. We show that A = P~1AP. Set
B = P~ 'AP. Since P! coincides with the transpose of P, we have

p p P P
bij =YY (P iatapPsi = Y ar()8as0p() = Gr(ir()»
a=1p=1 a=1p=1

where a;; and b;; are respectively the entries of A and B. If a;; = 1, then there
exists w = (ij---) € X7F. The sequence 7(w) = (v(i)y(j)---) is in ¥, and thus
a(i)y(j) = 1. On the other hand, if a ;) (;) = 1, then there exists

W' = (v(1)y(5) ) € B

Since T is a bijection, there exists w € L% with 7(w) = w’. Clearly, w = (ij---),
and thus a;; = 1. Therefore, a,(;)(;) = 1 if and only if a;; = 1. This shows that
bi; = a;; for each ¢ and j, and hence B = A.

On the other hand, we can easily verify that if (11.9) is satisfied for some
permutation matrix P such that A = P~'AP, then ¢ = 1)o7 for some permutation
automorphism 7 specified by the entries of P as in (11.12). O

11.2.3 Multifractal rigidity for locally constant functions

The following result of Barreira and Saraiva in [13] shows that for a full topological
Markov chain o|3;}, the entropy spectrum of an equivalence class of L; completely
determines this class. This is the strongest possible multifractal rigidity.

Theorem 11.2.7. Let o|3;} be the full topological Markov chain on n symbols, and
let € be the entropy spectrum of an equivalence class of Li. Then & completely
determines the equivalence class.

Proof. Let ¢ € L1, and write
plCi=loga; for i=1,...,n. (11.13)

Without loss of generality, we assume that a; > ;41 fori=1,...,n—1, and that
P(p) =0.
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We show how to determine the equivalence class of ¢ from the function
T(q) = P(qy). By statement 6 in Theorem 7.3.2, this is equivalent to determining
the equivalence class of ¢ from €. We have

!
P(gp) = lim —log > exp [q sup Smw(iv)},

i1 im i1eim

where )
Sme(a) =) p(d*z)
k=0
Since
sup  Smp(z) = log(ay, -~ o, ),
Cil""im
we obtain
1
T(g)= lim —1 iy )d
(q) mE?IlOCm ng (al anl)
tetm (11.14)
1
= lim —log(aj +---+af)™ =log(af + - +a7).
m—oc M
In order to determine the constants aq,...,a, from the function 7', we use the

following result.

Lemma 11.2.8 (see, for example, [158]). Assume that the polynomial
p(z) =2" +ap 12" ' 4+ +ag (11.15)
has roots aj, j =1,...,n. Setting B, = Z;;l oz? for each k € N, we have
Bk + an—10k—1+ -+ aofr—n =0 for k>n,

and
B+ an_10k—1+ -+ an_py161 = —kan_y, for 1<k <n.

By (11.14), we have 0, = expT(k) for k = 1,...,n, with ai,...,q, as
in (11.13). It follows from Lemma 11.2.8 that

—Qn-1 = P,

—20y, o = 62 + anflﬁla
—3ay,_3 = 63 + an7262 + an73613

—nag = Bn + an-18n-1+ -+ a151.

These identities allow us to determine the coefficients ay, ..., a,_1 of the polyno-
mial p in (11.15) from the function T'. To determine ¢ and hence its equivalence
class we only need to compute the roots aq, ..., a, of the polynomial. ([l
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Now we consider 2-locally constant functions in topological Markov chains on
two symbols, and we show that there is also a strong multifractal rigidity, although
not as strong as for 1-locally constant functions in Theorem 11.2.7. We start with
the full topological Markov chain.

Theorem 11.2.9 ([13]). Let o|2] be the full topological Markov chain on two sym-
bols, and let € be the entropy spectrum of an equivalence class of La. Then the
equivalence class is completely determined by €, except when

T(q) =log(a? + (1 —a)?)

for some o € (0,1/2), in which case there exist three equivalence classes repre-
sented by functions ;, i = 1,2,3 with matrices A(yp;) given by

l-a 11—« 11—« « « 11—«
( « « )’ ( « 1@)7 <1a « ) (11.16)

Proof. We first notice that there exists ¢ € L in the equivalence class of functions
determining the spectrum & such that P(y) = 0, and

¢|C11 =logar,  ¢|Ciz =logaia,  ¢|Ca1 =0,  ¢|Ch =logans,

with a1 > «@g99. Indeed, consider a function ¢ € Lo with P(¢) = 0. We define
u € Ly by u|Cy = —¢|C21 and u|Cy = 0, and we set

Y=¢p+uooc—u.
Clearly, ¥ € La, P(v) =0, and

)|Co1 = p|Co1 + u|Cy — u|Cy = 0.

_ (o o1z
A = (4 o).
We continue with an auxiliary result.

Lemma 11.2.10. Let ¢ € Ly be a function with ¢|C;; = Bi; for i,j € {1,2}. Then

We have (see (11.6))

lim ¥ dp, = max ¢ dv = max{Bi1, 3(B12 + B21), Bz}, (11.17)

q——+0o0o Z;r veM Z;

where (14 is the equilibrium measure of qi.

Proof of the lemma. We first show that

lim / wduqzsup/ Y dv. (11.18)
o5 =3

g—+oo vVEM
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Let v € M. By the variational principle of the topological pressure,

hy, (o) + /2+ @ dug > hy(o) + /+ q dv.

¥

Since h, (o) <log?2 for every v € M, dividing by ¢ and letting ¢ — +00 we obtain

lim / Vdpg > / Y dv.
q—+oc

Since pg, € M for every ¢ € R, we obtain (11.18).

Now we show that the supremum in (11 18) is in fact a maximum, and
that it is equal to the right-hand side of (11.17). Let v € M. We have v(C;) =
v(Ci1) + v(Ci2) as well as

v(C1) = v(o'Cy) = v(C11) + v(Ca1).
Therefore, v(C12) = v(Ca1), and

Ydv =v(Ci1)Bi1 + v(Ci2) (B2 + B21) + v(Caz) fae.

phy
We consider the function p: R? — R defined by
p(x,y,2) = 2B +y(Biz + B21) + 2022,
and the compact set
B={(z,y,2) €R*:24+2y+z=1and z,y, 2 > 0}.

Clearly,

sup Ydv = max{p(z,y,2) : (x,y,2) € B}. (11.19)
veM Z;r

Furthermore, the maximum in (11.19) is attained at one of the vertices of B, that
is, at (1,0,0), (0,1/2,0) or (0,0, 1). Thus,

max{p(z,y,z) : (x,y,2) € B} = max{f1, 5(Br2 + fB21), Baz}.

Now let (i1 -+ i) € M be the delta measure supported on the periodic point
(41 -+ igiy---ig---). Setting

vi =6(1), v =3(6(12)+5(21)), ws=25(2),

we have
/del B, /Z/JdVQ = (12 + B21), /wdlﬂ Ba.

This shows that the supremum in (11.19) is in fact a maximum. O
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Denoting by p(q) the spectral radius of the matrix
q q
_ (%1 Qa2
it follows from Proposition 11.2.4 that T'(q) = log p(q). By (7.15) we have
T'(q) = / ¢ diqge.
Z+

2

Set
c¢= lim T'(q) and c= lim T'(q). (11.21)

q—+00 q——00

It follows from Lemma 11.2.10 that
1 1
¢ = max{log a11, 3 logaia} and ¢= min{§ log 12, log aaa }.
Furthermore, since pq is the Bernoulli measure (1/2,1/2), we have

1
T'(0) = Z(logau + log a1z + log aigz). (11.22)

Now we consider three cases:
1. )
IOg [e5)) < 5 IOg 12 < IOg 11, (1123)

in which case ¢ = log a1 and ¢ = log ais;

1
3 log 12 < log e < log a1, (11.24)

in which case ¢ = log a1 and 2¢ = log ar19;

1
log cies < log gy < 3 log 12, (11.25)
in which case 2¢ = log a12 and ¢ = log aio.

In the three cases, two of the numbers o1, @12, and ags are determined by ¢
and ¢, although we are not able to say which ones. In order to determine the
third number we note that the matrix A(yp) is positive, and thus it has a positive
real eigenvalue which is greater than the absolute value of the other one. Since
the spectral radius of A(y) is exp P(¢) = 1 (by Proposition 11.2.4), this maximal
eigenvalue is exactly 1, and we can easily verify that the matrix A(y) must be, in
each case,

e (1—e)(1—eo) e e 11— e
2¢ —e= .
1 ec ’ 1 1-2) 1 et
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In Case 1 we have e€ < 1. Indeed, if e > 1, then the trace of A(y) is greater
than 2, and thus its spectral radius is greater than 1. Furthermore, if e¢ = 1, then
a2 = 0, which is impossible. We also have e < 1, since otherwise a5 < 0 which
again is impossible. It follows from (11.23) that

e < (1—e) (1 —ef) <e*

3

which is equivalent to

e 1 1—e0)2 +4(1—e¢) 2
et —1+/( 26)+( e)gngkle .
_eQ

(11.26)

In Case 2 we have e® < 1. Indeed, similarly, if €© > 1, then the trace of A(y)
is greater than 2, and thus its spectral radius is greater than 1. Furthermore, if
e® = 1, then ass would be undefined. Since ¢ < ¢ we also have e¢ < 1. It follows
from (11.24) that

€2c

e£ <1 — _ < €S,

1—e°

which is equivalent to

e2c

l—ef<e’<1— (11.27)

1—ec

In Case 3, proceeding as in Case 2, we show that e¢ < 1. Furthermore, we
also have e® < 1, since otherwise o1; would be negative, which is impossible. It

follows from (11.25) that
%
€ <e®

ec <1~ <
1—ec

3

which is equivalent to

€€ —1++/(1—e9)2+4(1 — e
2

<ef<1— et (11.28)

We can easily verify that for e¢ > 1/2 the numbers

€€ — 1+ /(1 —e9)2 +4(1 — e9) ) e

5 , T and 1—e°
— ec

are smaller than e¢. Since € is smaller than or equal to some of these numbers, we
conclude that for e¢ > 1/2 we would have e < €€, which is impossible. Therefore,
we must have e¢ < 1/2. Note that for e< € [0,1/2],

e 141 e9)2 +4(1 et 2
SV T ey

with equalities when e¢ = 1/2.
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The three inequalities in (11.26), (11.27), and (11.28) can be satisfied simul-
taneously only if -
e“=1-¢e" (11.29)

When this happens, we are in a situation in which it is impossible to completely
recover the equivalence class. Moreover, we have three equivalence classes repre-
sented by the functions ¢;, i = 1,2, 3 with matrices A(yp;) given by

1—e2 e<(1—ef) 1—e¢ g% e (1 —e9)?
1 e ’ 1 1—e2)’ 1 e< '

When e€ = 1/2 the three matrices coincide, and thus we obtain a single equivalence
class. When e€ # 1/2 the functions are cohomologous to the ones represented by
the matrices in (11.16) with o = e€. Now we show that the three functions are not
equivalent although they have the same entropy spectrum.

Lemma 11.2.11. Let o|X] be the full topological Markov chain on two symbols,
and let p1,p92,03 € Lo be the functions with matrices as in (11.16) for some
a € (0,1/2). Then the equilibrium measures of p1, w2, and w3 have the same
entropy spectrum, but the functions are not equivalent.

Proof of the lemma. Computing the spectral radius of the matrices A(gp;) we
obtain
P(qpi) =log(a? + (1 —a)?), i=1,2,3.

This shows that the entropy spectra of the three functions coincide.

Now we show that the functions are not equivalent. Note that any auto-
morphism 7 € Aut(X3) transforms fixed points of ¢” into fixed points of ™.
In particular, if v; = (11--+) and 2 = (22--+), then {7(71),7(72)} = {Mm,72}
Therefore, if two functions 11, 1e € Lo with P(1)1) = P(1)2) are equivalent, then

1)1 (v2)} = {Ya(m1), ¥2(72)}

Since the functions ¢;, ¢ = 1,2,3 have the same topological pressure P(qy;) for
each ¢ € R, and the sets {¢;(11), vi(12)}, i = 1,2, 3 are distinct, we conclude that
©1, 2, and 3 are not equivalent. (I

Now we assume that (11.29) does not occur, i.e., that €€ # 1 — e<. There are
two possibilities: when

_ e2c
1—e° c<1— 11.
ef <ef < e (11.30)
we are in Case 1 or Case 2 (see (11.23) and (11.24)), and when
c_ ] 1—e)2 +4(1 — ec _
VA Gt 5 R Gt 0 P (11.31)

2

we are in Case 1 or Case 3 (see (11.23) and (11.25)). Using the parameter 77(0)
we determine in which case we are, and thus we identify a single equivalence class.
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Assume first that (11.30) holds. By (11.22), in Case 1 we have
70 = %ec(1 — °)(1 — €9), (11.32)

and in Case 2 we have

, - e’
AT (0) _ ep2e (1 _ ) . (11.33)

If only one of these identities holds, then we identify in which case we are, and thus
also the equivalence class. Otherwise, when both identities in (11.32) and (11.33)
are satisfied we must have

e’

1—ec

ef=1-¢e or e=1- (11.34)
The first identity was already analyzed and corresponds to the situation when we
obtain three equivalence classes. When the second identity in (11.34) holds, the
equivalence classes in Case 1 and Case 2 coincide, and contain the function with

matrix i
_ _e€ 2¢c
11—~ e .
1 es

Therefore, when (11.30) holds, since e # 1 — e we identify a single equivalence
class of Lo that generates the spectrum.
Similarly, when (11.31) holds, in Case 1 we have

AT (0) e“e(1 — ) (1 — €9), (11.35)

and in Case 3 we have

4T’ (0) 2 e*
=e“e“1— . 11.
e e“‘e < . ec> (11.36)

If only one of these identities holds, then we identify a single equivalence class.
Otherwise, when both identities in (11.35) and (11.36) are satisfied we must have
%

ec=1—¢e¢ or ef=1-— —.
1—e€

When the second identity holds, the equivalence classes in Case 1 and Case 3
coincide, and contain the function with matrix

<€c 626 >
2c .
11—

Therefore, when (11.31) holds, since €€ # 1 — e we identify a single equivalence
class of Ly that generates the spectrum. This concludes the proof of the theorem.
|
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Now we consider the topological Markov chains 0|ZX with transition matrix
A=(1})or A=(91).
10 11

Theorem 11.2.12 ([13]). Let o|S7 be the topological Markov chain with transition
matric A= (13) or A= (91), and let € be the entropy spectrum of an equivalence
class of La. Then & completely determines the equivalence class.

Proof. We only consider the case when A = (1) since the other one is entirely

similar. Let ¢ € Ls be a function in the equivalence class generating the spectrum &
such that P(¢) = 0, and

p|C11 =logair, ¢|Ci2 =logana, ¢[Co =0

(proceeding as in the proof of Theorem 11.2.9 we can easily verify that there exists
a function ¢ with these properties). Let ¢ and ¢ be as in (11.21). Proceeding as in
the proof of Lema 11.2.10, we show that

1 1
¢ = max{log a1y, 3 logaa} and ¢ = min{logayy, 3 log a12}.

We can verify that there are two possibilities for the matrix A(p), namely

eE 629 e< 625
(1 0 ) and (1 0 ) . (11.37)

Since P(y) = 0, the function ¢ is represented by a matrix with spectral radius 1,
and thus 1 is an eigenvalue of the matrices in (11.37). Therefore, in Case 1 we
have

€ +e¥=1, (11.38)

and in Case 2 we have
e* £ et =1. (11.39)

In order that the identities (11.38) and (11.39) are satisfied simultaneously, the
number e must be 0, (—1 +/5)/2 or 1. But it cannot be 0, and also cannot be
1 since e would then be 0. Thus, we must have e¢ = (—1 + /5)/2. We can easily
verify that for this value the two matrices in (11.37) are equal.

To determine the equivalence class we only need to verify which of the iden-
tities in (11.38) and (11.39) is satisfied. When (11.38) holds, the equivalence class
is represented by the first matrix in (11.37). Otherwise, when (11.39) holds, the
equivalence class is represented by the second matrix in (11.37). When both iden-
tities hold, as we observed, the two matrices in (11.37) are equal, and thus we
obtain a single equivalence class. Therefore, each entropy spectrum determined by
an equivalence class of Ly is determined by a single equivalence class. O
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11.2.4 Failure of multifractal rigidity

Following [13] we give an explicit example of a topological Markov chain on three
symbols for which there is no multifractal rigidity, even more in some generic sense.
Let ¢ € Lo be a function with P(¢) = 0. By Proposition 11.2.4 we have

T(q) = P(qp) =10g pa(qy)-

On the other hand, given a square matrix A = (a;;) we consider its characteristic
polynomial
pa(z,q) = det(21d —AW),

where A9 = (aj;). We note that T' can be computed from p4,. This follows
from the identity

Pa(e)(z,0) = det(z1d —A(p)\?) = det(z1d — A(gy))

(see (11.20)). Therefore, the entropy spectrum & can also be computed from the
characteristic polynomial p 4(,). However, we show that in general the knowledge
of p(,) is not sufficient to determine the equivalence class of . More precisely, we
exhibit functions in distinct equivalence classes that have the same characteristic
polynomial, and thus the same entropy spectrum.

Theorem 11.2.13 ([13]). Let o|S7 be the topological Markov chain with transition
matrix

)

0
A=|1
1

—_ O =

1

1

0

and let @, € Lo be functions satisfying P(¢) = P(v) = 0, with matrices
0 a2 o3 0 o2 a3

Alg) =11 0 o3 and A(W) =11 0 3 g0 |

1

Q12
1 32 0 &0423 0

«13

where a1a > 13 > Qozze and Q3aze F aqaaiey. Then ¢ and Y have the same
characteristic polynomial, and thus the same entropy spectrum, but are not equiv-
alent.

Proof. We can easily verify that pa(,) = pacy) = p, where

3

p(z,q) = 2° — (afy + afs + (a23032)?) 2 + (120023)7 + (130032) .

In order to show that the functions ¢ and @ are not equivalent we first
observe that Aut(X7) & S3, where S3 is the permutation group of three elements
(see Example 2.19 in [41]). Furthermore, to each permutation 7 of {1,2,3} there
corresponds a permutation automorphism in Aut(X7%) (see (11.7)). Therefore, the
automorphisms of ZX are precisely the permutation automorphisms.
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We proceed by contradiction. Assume that ¢ and v are equivalent, that
is, there exist 7 € Aut(X) obtained from a permutation v as in (11.7), and a
continuous function u: ZX — R such that

poT=1+uooc —u. (11.40)

Since ¢, € Lo, the function po7 is also in Ls. By Lemma 11.2.6 we have u € L1,
and thus u|C; = logd; for some constants d; > 0, i = 1,2,3. We can easily verify
that identity (11.40) can be written in matrix form as

d d
0 Qy(1)y(2) Ay (1)7(3) dg d—;am dzd—éilg
Genm O aene | = te 0 Folag | (1141)
Ay@)v(1) Xy (3)7(2) d_i’ d_g g_ga 0

We note that

Qy(1)7(2) Xy (2)y(1) = Q125
)'y(l) = (13, (1142)

Qi (2)~(3) Ay (3)y(2) = (¥23C¥32.

)
=
)
«
o
)
w

The matrix in the left-hand side of (11.41) can also be written in the form
P71A(p)P where P is the permutation matrix in (11.12). Since the set of entries
of PA(p)P~1! is the same as the set of entries of A(p), we can easily verify that
the identities in (11.42) together with the hypothesis a1a > @13 > agzass imply
that P is the identity matrix (and thus 7 is the identity automorphism). Indeed,
if y(1) = 2, then agy(2)0y(2)2 = @12. Since aggaze < ai2 it cannot be v(2) = 3.
Therefore, v(2) = 1 and v(3) = 3. But then, from the second identity in (11.42),
we should have assass = a3, which contradicts the hypotheses in the theorem.
We can show in a similar manner that (1) = 3 yields a contradiction. Indeed, if
7(1) = 3, then from the first identity in (11.42) we would have as.(2)ay(2)3 = a12.
It follows from the hypotheses in the theorem that it cannot be y(2) = 2, and thus
we must have 7(2) = 1 and v(3) = 2. But then the second identity in (11.42) gives
a3oia3 = 13, which again contradicts the hypotheses in the theorem. Therefore,
we must have (1) = 1, and the first identity in (11.42) gives oy (2)@y(2)1 = Q12.
If v(2) = 3, then we obtain a3 = aj2, which is forbidden by the hypotheses in
the theorem. Therefore, we must have v(2) = 2 and (3) = 3. This shows that
v =1d, and thus 7 is the identity automorphism.
Hence, equation (11.41) reduces to

di d

0 Q12 (13 (? do Q12 4 ds 13
— a2 dz 13

1 0 Q23 = i 0 ds oz 32

1 Q39 0 ds ﬁﬂ0123 0

di d2 a13

This implies that di = d2 = d3, and hence v is constant. Therefore, 1 = ¢. On
the other hand, since ajzaizs # a120ia3 we must have ¢ # . This contradiction
shows that the functions ¢ and ¢ cannot be equivalent. (I
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We note that it could happen that using only the information given by
the function T" we could obtain more equivalence classes than the two in The-
orem 11.2.13. However, it is shown in [13] that T' contains sufficient information
to obtain exactly the two equivalence classes.



Chapter 12

Hyperbolic Sets: Past and
Future

We give a complete description of the dimension spectra of Birkhoff averages in a
hyperbolic set of a conformal diffeomorphism, considering simultaneously Birkhoff
averages into the past and into the future, i.e., both for negative and positive
time. We emphasize that the description of these spectra is not a consequence of
the results in Chapter 6. The main difficulty is that although the local product
structure provided by the intersection of local stable and unstable manifolds is
a Lipschitz homeomorphism with Lipschitz inverse, the level sets of Birkhoff av-
erages are never compact. This causes their box dimension to be strictly larger
than their Hausdorff dimension, and thus a product of level sets may have a Haus-
dorff dimension that a priori need not be the sum of the dimensions of the level
sets. Instead, we construct explicitly noninvariant measures concentrated on each
product of level sets having the appropriate pointwise dimension.

12.1 A model case: the Smale horseshoe

We briefly explain in this section why the results are nontrivial, even in the par-
ticular case of the linear Smale horseshoe. This is the product A = C x C of two
standard middle-third Cantor sets. Let f: A — A be the dynamics in the horse-
shoe, here assumed to be expanding in the vertical direction and contracting in
the horizontal direction. Given continuous functions ¢,1: A — R we consider the
level sets of Birkhoff averages given for each «, 8 € R by

1 n—1 1nfl
Kuop = {:c eAN: nh—{go " Zcp(fk:c) = o and nh_}ngo . Zzﬁ(f*kz) = ,6} )

k=0 k=0
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We define the dimension spectrum by
D(a, B) = dimpy Kop.

We want to explain why we cannot obtain a description of the spectrum D from
the results in Chapter 6. Let P and @) be the orthogonal projections respectively
onto the horizontal and vertical axes. It follows from the exponential behavior of f
along the stable and unstable manifolds that (see Theorem 12.2.2)

n—1
P(Kup) x C = {m cA: nh_}rrgc%zw(ffk:c) :6},

k=0
and »
C x Q(K, ):{xEA: lim %Zgo(ka):a}.
k=0
Therefore,
Kap = [P(Kap) x C]N[C x Q(Kap)] = P(Kap) x Q(Kap), (12.1)

and each level set K is a product of level sets of Birkhoff averages. We could try
to obtain a description of the spectrum D from the results in Chapter 6 applied
to P(Kap) and Q(K,g). The problem is that in general the Hausdorff dimension
of a product A x B need not be the sum of the Hausdorff dimensions of A and B,
unless, for example, dimyA = dimgA or dimygB = dimpB. Even more, we can
show that if the functions ¢ and v are not cohomologous to constants, then

dimpy P(Ka.p) < dimpP(Kap) and dimpQ(Ka.p) < dimpQ(Kap)

for all o, 3, except for one value of o and one value of 8. So, even though it follows
immediately from (12.1) that

D(a, B8) > dimpy P(Kop) + dimp Q(Kag), (12.2)

a priori this inequality could be strict. The main objective of this chapter is to
show that (12.2) is in fact an identity for every a and [ (see Section 12.4). We
follow closely Barreira and Valls in [22].

12.2 Dimension spectra

We consider in this section the dimension spectra of Birkhoff averages on a locally
maximal hyperbolic set A of a diffeomorphism f. We assume that f is conformal
on A.

We continue to denote by C¢(A) the space of Holder continuous functions
©: A — R with a given Holder exponent € € (0,1]. Fix k € N. We consider two
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pairs of functions (®*,¥*) and (®~,¥~) in H(A) := C*(A)* x C°(A)*, and we
write
®F = (¢F,....px) and WE = (P, ).

We always assume that wii >0fori=1,..., s (for simplicity we write ¥F > 0).
For each o = (a1, ..., ) € R we consider the level sets

a o er (fFa) }
}(+:: Al Shk=076 A T i (s
. ﬂ{e noo S0 (fRa)

and

_ = > ho e (fRa) }
K, = A lim k=070 0 T2 —
: O{E e S o (f k)

Definition 12.2.1. We define the dimension spectrum D: R* x R® — R by
D(a, B) = dimy (K N Kg).

We first consider separately the level sets K1 and K. Given p > 0, for
each x € A we consider the local stable and unstable manifolds V*(x) = V;(z)
and V*(z) = V!(z) (see (4.21) and (4.22)). We also consider the global stable and
unstable manifolds at z € A defined respectively by

Wez) = |J fve(me) and W) = | £V ).

neN neN
We recall the numbers ¢4 and ¢, defined by (4.42).

Theorem 12.2.2. Let A be a locally mazimal hyperbolic set of a C'T¢ diffeomor-
phism f, for some € > 0, such that f is conformal on A. Given pairs of functions
(®F,Ut) € H(A) with U* > 0, for each a € R* and 2+ € KF we have

ANWS(zT)c KF, AnW"(@ ) C K, (12.3)

and

dimg K} = dimg (KX NV*(a™)) +t,,
dimy K, = dimy (K, NV(27)) + ty.

Proof. Let a,b: A — R be continuous functions with b > 0. It follows from the
exponential behavior of f along the unstable manifolds and the uniform continuity
of @ and b in A that for each z € A and d > 0, given n € N sufficiently large we
have

a(f™y) —a(f™x)] <6 and [b(f™y) = b(f"x)| <6
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for every y € V*(z) and m > n. Therefore,

Yo alffy)  Yiga(ftr)
Yo b(fFy)  ilo b(fFe)
< Zimolalty) —alffo)l | iy alffe) Yl a(fMe)
B Z;cn:() b(fky) Zk 0 f y) Z;cn:() b(ka) (124)
<nsup\b|—|—(mfn—|—1)5 nsupb+ (m —n+1)d
- (m+1)infd (m + 1)2(inf b)?
. K n d sup |a|

infb  (infd)?

+ (m+1)sup \a|

as m — o0o. Now assume that there exists 8 € R such that

1 Zigalfta)
e S b )

Letting 6 — 0 in (12.4) we obtain

. Dot
m—mzko( Y)

This implies that A N V*(z) ¢ K} for every x € K. Furthermore, since the
set K is f-invariant we conclude that

= 3.

=p forevery yeV3(x).

AN FVE(fr) © K

for every z € K} and n € N. Therefore, A N W#(z) C KJ. Similar arguments
establish the second inclusion in (12.3).

Since f is conformal on A, by results of Hasselblatt in [71] the local prod-
uct structure (see Definition 4.2.5) is a Lipschitz homeomorphism with Lipschitz
inverse. This implies that for each z € K the set

AN U Ve(y)

yeKINVu(x)

is taken onto the product (K NV*(x)) x (AN V*(x)) by a Lipschitz map with
Lipschitz inverse. In view of (4.40) and (4.41) we obtain

dimp K = dimg (KI NV*(2)) + ts.

Similar arguments establish the corresponding identity for K. This completes
the proof of the theorem. O
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12.3 Existence of full measures

We denote by M the family of f-invariant probability Borel measures in A, and
we define functions P*: M — R* by

+ +
Py = [Jagrdnavidn)
(k) (m% du’ """ [ ok du

Theorem 12.3.1 ([22]). Let A be a locally maximal hyperbolic set of a C1¢ diffeo-
morphism f, for some € > 0, such that f is conformal and topologically miz-
ing on A. Given pairs of functions (®*,U*) € H(A) with ¥ > 0, if a €
int PT(M) and B € int P~ (M), then there exists a probability measure v in A
with v(KE N Kg) =1, such that

logv(B(x,r))

lim = dimHK;' + dlmHK[; —dimgA (125)
r—0 IOg T
for v-almost every x € A, and
1 B
tim sup 22X BE) g e 4 dimpK; — dimgA (12.6)
r—0 logr

for everyx € K NKj.

Proof. Consider a Markov partition of A, and let o|¥4 be the associated two-
sided topological Markov chain. We also consider the coding map x: X4 — A
obtained from the Markov partition, and the maps ¢¥,0~, 7", and 7~ defined
by (4.31) and (4.32). The following statement is an immediate consequence of
Proposition 4.2.11.

Lemma 12.3.2. For each i = 1,...,k there exist Holder continuous functions ¢},
t,odv ZX — R and @7, ¥, d°: ¥, — R, and continuous functions g;t, h
pT: Y4 — R such that

7

ofox=¢ont +g5 —gioo,
w;roxzw?ow++hj'fh?'oa,
log ||df|[E"|[ox =d"on® +pT —pT oo,

and

w; OX=¢jom +g; —g; o0,
Yy ox=1vjom  +h; —h; oo,
logldf ~!|E*[lox =d*on™ +p —p oo
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Now we initiate the process of construction of the measure v. Set
dt = dimHK;r —ts and d” = dimHKE — ty.
By (4.43) we have
d* +d~ = dimpg K] + dimg K — dimpgA. (12.7)
We also write
" = (Y, 0x), U =(¥F,... ¥,

D = (pf,...,0%), W= (Y],...,¥).

Given vectors ¢= € R*, we define Holder continuous functions a*: ZX — R and
b*: ¥, — R by

a“ = (qg",®" — ax V") —drad",

_ _ (12.8)
b* = {q ,®° — B U®) —d d°,

where (-, -) is the standard inner product in R”, and where

Qv x ((plw- '7(101*6) = (0114,01,- "704#@()0:1)-

Since f is topologically mixing on A (and hence the same happens with f1),
there exist a unique equilibrium measure u* of a* in ZX (with respect to o),
and a unique equilibrium measure p® of b* in ¥, (with respect to o~). We note
that p* and p® are Gibbs measures. Since « € int PT(M) and 8 € int P~ (M), the
following statement is an immediate consequence of Theorem 10.1.4.

Lemma 12.3.3. There exist vectors g= € R* such that the corresponding measures
ut and p® satisfy

P, (a") = P,-(b°) =0, (12.9)
and
/ @“du“:a*/ Ut du®, / fIJSd,uS:,@*/ W dus.
=4 =4 L i

Take = € A, and let R(z) C A be a rectangle of the Markov partition con-
taining z. We define measures v* and v* in R(x) by

1 1

“ and VSZIU,SOT('_OX_7

v =ptontox”
using in (12.8) the vectors ¢ in Lemma 12.3.3. Finally, we consider the measure
v =" xv®in R(z). Since pu* and u® are Gibbs measures, we have (see (4.36)
and (4.37))

v(R(x)) = p*(C}h)p*(C;,) > 0.

io
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Lemma 12.3.4. Given v > 1, there exists K > 0 such that for every x € A and
every sufficiently small r > 0 we have

v(B(z,yr)) < Kv(B(z,1)).

Proof of the lemma. Consider the Hélder continuous functions a, b: A — R de-
fined by

a=(q", ®" —ax V") —d"log|df|E"],

b= (¢, & —BxV")+d log|df|E|.
We note that v* is the equilibrium measure of a with respect to f, and that v*®

is the equilibrium measure of b with respect to f~!. Repeating arguments in the
proof of Lemma 6.1.5 we obtain the desired statement. (|

We proceed with the proof of the theorem.
Lemma 12.3.5. We have

lim inf log v(B(z, 1))

> dimHKj[ + dlmHKE — dimgA
r—0 logr

for v-almost every x € A.

Proof of the lemma. Using the variational principle of the topological pressure for
the functions in (12.8) it follows from Lemma 12.3.3 that

+ —
M —=dt and M =d . (12_10)
fg; dr dp fz; d® dp®

By Shannon—McMillan—Breiman’s theorem and Birkhoff’s ergodic theorem, it fol-
lows from (12.10) that given § > 0, for p“-almost every w* € C;; and p®-almost
every w— € C; there exists [(w) € N such that for every n, m > l(w) we have

logu (CF i)
drt —§ < — foin <dt+56,
Y h—odt((oT)kwt)
and
log p*(C;” i)
d —6< — m 07 _ < d+4.
Sy d (o )

For each w € ¥ 4 and each sufficiently small r > 0, let n = n(w,r) and m = m(w, r)
be the unique integers such that

n+1
—Zd" ) >logr, Zd" ) <logr, (12.11)
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and
m m—+1
=3 d*((o)rw ) > logr, Z d*(( ) < logr, (12.12)
k=0
where wt = 7w and w™ = 7~ w. In a similar manner to that in the proof of

Theorem 6.2.1, there exists a constant p > 1 (independent of z = x(w) € A
and r > 0) such that

B(y,r/p)NAC x(C;_,,..i,,) C Bz, pr) (12.13)

for some point y € x(Ci_,,..i,), where w = (---i_1ipi1 - -- ). Furthermore, by
Lemma 12.3.4 there exists a constant ¢ > 0 (independent of x and r) such that

v(B(y,2pr)) < cv(B(y,r/p))-

Since B(z,r) C B(y, 2pr), it follows from (12.13) that

v(B(z,r)) < v(B(y,2pr)) < cv(B(y,r/p))
< ev(X(Ci_,piy)) = ™ (CF L I (Cr )

—d" +9) Zn:d“(((ﬁ)kw)]
k=0

X exp [(—d_ +9) Z ds((o_)kw_)]
k=0

< cexp[(logr + sup [d*|)(d" — &) + (logr + sup |d®|)(d~ — 4],

< cexp

and hence ) B
liminf 28YBE) o g - o
r—0 logr

for v-almost every point € A. In view of (12.7), the arbitrariness of ¢ implies
the desired result. (I

Now let Apg C X4 be the set of points w € ¥4 such that fori=1,...,x we
have

b Zheo @@ ) LS (o) )

n—oe 3o i ((0)Fw) n=o0 3 ko ¥ ((07)kw™)

Lemma 12.3.6. The inequality in (12.6) holds for every x € x(Aqg).

— ;.

Proof of the lemma. Given 6 > 0 and w € A,g, there exists r(w) € N such that
for every n > r(w) we have

(o é(@" S wy(etet)| < amewln el 21
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and .
H<q D (@ - B \IJS)((U)kw)>H < énsup |(g, T (12.15)
k=0
Since p* and p® are Gibbs measures, in view of (12.9) there exists a constant
D > 0 such that for every w™ € C{:, w™ € ,and n, m € N we have

wor
s (Ch.i) - D
exp Y _p_oa*((cF)kw™)

D'«

and B
HS(Ci,m---iU)

exp > gl b*((07)kw)
Combining these inequalities with (12.14)-(12.15) we obtain

D' < < D.

p(CH . )>D exp [—dJr Z d“((c™)*w™) = dnsup gt U™ ||, (12.16)
k=0
and
p(C; ) > D exp [d Z d*((o7)*w™) — dmsup (g, v*)] (12.17)
k=0

Given w € Ayg, we take r > 0 sufficiently small such that n(w,r) > r(w) and
m(w,r) > r(w) (the hyperbolicity of f on A guarantees that this is always possi-
ble). Combining (12.16)(12.17) with (12.11)—(12.12) we obtain

v(B(,pr)) = v(x(Ci_,,.i,)) = 1 (Cif s I (Cy” i)
> D~ 2pdt+d” exp(—dn sup |<q+, \I/“>| — dmsup ‘(q_, \I/5>|)
for all sufficiently small » > 0. Note that by (12.11)—(12.12) we have
—ninfd" >logr and — minfd® > logr.

Therefore, for every z = x(w) with w € Ayg we obtain

+ Ju - s
limsupw sup | (g™, >’+SUP’<Q ; >‘>

r—0 logr

<d"+d”
sd+d 49 < inf dv inf d*
Since § is arbitrary, for every x € x(Aqg) we have

B
lim sup logv(B(z,r)) (z,7))

<dbt+d .
r—0 logr

In view of (12.7) this establishes the desired statement. O
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Lemma 12.3.7. We have x(Aop) = Kf N K.
Proof of the lemma. It follows from Lemma 12.3.2 that
o (fF(x@))) = ¥ (x(o*w))
= pi(n* (0"w)) + g (o*w) — g (6" w)
= @i ((o1)w?) + g (0"w) — g (" w),

with similar identities for the functions v, ¢; , and v; . Therefore,

Yoo (FFOw)) _ Yisg et (D) ) + g (@) — g7 (0"w)

7 12.18
Sroo Ul (FF @) Trsg vi((o)hwt) + A (w) — hi (07w) -
and
Shop e (M) | Singeillon)'e) 00 () —ai("e) o
Yhoor (FHO@) i v ((07)kw) + by () =y (07w)
Now we observe that
n—1
> (o) rw™) > ninfyf — 2sup |,
k=0
and .
Z V(07 )*w™) > ninfeh; — 2sup b7 |.
k=0
Since w;t >0 fori=1,...,k, it follows from these inequalities that the limits
BOND 25 () RPN v/ o i (D),
n=o S v (R (x(w))) n=o S g v (R (W)
exist if and only if the limits
St S el )

i Sonso Yi((oF)kwt) e Sonso (o7 )rw)
exist. In this case we have

Zk osoz P (ffw) PO (CABNTAD)

lim =

o0 Yo ¥r (fE(x())) 'H"’ZZ o V(o) hw)

3

and

Zk O‘Pz( ( ( ) Zk 0%(( )k‘*)_)
Mozz&w B(x(w)) nwzzw« “Yrwo)’

In particular, w € Aqg if and only if x(w) € KF N Kj. This shows that x(Aap) =
Kifn K[; 0

) _
)
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Combining the above lemmas we readily obtain the statement in the theorem.
O

We note that the measure v constructed in the proof of Theorem 12.3.1 is
not invariant.

12.4 Formula for the spectrum

We can use the former results to obtain a formula for the spectrum D.

Theorem 12.4.1 ([22]). Let A be a locally mazimal hyperbolic set of a C1*¢ diffeo-
morphism f, for some € > 0, such that f is conformal and topologically mizing
on A. Given pairs of functions (®*,¥*) € H(A) with UF > 0, if a € int P+ (M)
and B € int P~ (M), then the set KI N Ky is dense in A, and

D(a,f) = dimy K + dimpg K3 — dimpA. (12.20)

Proof. Tt follows easily from the construction of the functions &%, %, ®* and ¥*
that the sets KT and K are dense in A (we note that by Theorem 12.3.1 they
are nonempty). Namely, by Lemma 12.3.2 (see also (12.18) and (12.19)) the ratios
of Birkhoff averages of these functions only depend on the symbolic past (in the
case of K) or on the symbolic future (in the case of K ;). The fact that the set

KinK 5 is dense in A is thus an immediate consequence of the identities

U (0F) kwt =% and U (07)kw= =3,
keN keN

valid for every wt € ¥ and w™ € X7,
Now let v be the measure constructed in Theorem 12.3.1. By Theorem 2.1.5,
it follows from (12.5) that

dimpgv = dimHK;r + dimHKg — dimgA.
Since v(Kf N K, ) = 1, we obtain
dimg (Kf N Ky ) > dimpy = dimpg K + dimg K5 — dimpgA.

For the reverse inequality, we note that by Theorem 2.1.5 it follows from (12.6)
that

dimH(K;' n KE) < dimHK: + dlmHK[; — dimgA.

This completes the proof of the theorem. O



220 Chapter 12. Hyperbolic Sets: Past and Future

12.5 Conditional variational principle

We also obtain a conditional variational principle for the spectrum D.

Theorem 12.5.1 ([22]). Let A be a locally maximal hyperbolic set of a C1¢ diffeo-
morphism f, for some € > 0, such that f is conformal and topologically mizing
on A. Given pairs of functions (®*,U*) € H(A) with V* > 0, the following
properties hold:

1. if « € int PT(M) and B € int P~ (M), then

= hy(f) . -
D(e, B) —max{fA og [ B dn " e M and P*(u) = a}
hy(f) B }
tax : M and P — :
o {fAlongﬂEquu me (n)=pB¢;

2. the spectrum D is analytic in int P+ (M) x int P~ (M).

Proof. In view of Theorem 12.4.1 (see (12.20)), the statements are immediate
consequences of Theorems 10.1.4 and 10.3.1. ]
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Chapter 13

Pointwise Dimension for
Hyperbolic Dynamics

Sometimes a given global invariant can be built with the help of a local quantity.
For example, the Kolmogorov—Sinai entropy and the Hausdorff dimension, which
are quantities of global nature, can be built (in a rigorous mathematical sense)
respectively with the help of the local entropy and the pointwise dimension. In
the case of the entropy this is due to Shannon—McMillan-Breiman’s theorem: the
Kolmogorov—Sinai entropy is obtained integrating the local entropy. In this chapter
we are mostly interested in the Hausdorfl dimension of an invariant measure.
In particular, for repellers and hyperbolic sets of conformal maps we establish
explicit formulas for the pointwise dimension of an arbitrary invariant measure in
terms of the local entropy and the Lyapunov exponents. This allows us to show
that the Hausdorff dimension of a (nonergodic) invariant measure is equal to the
essential supremum of the Hausdorfl dimensions of the measures in an ergodic
decomposition.

13.1 Repellers of conformal maps

13.1.1 Formula for the pointwise dimension

Let J be a repeller of a C'*¢ transformation f, for some ¢ > 0, such that f is
conformal on J. Let also p be an f-invariant probability measure in J.
By Birkhoft’s ergodic theorem, for p-almost every = € J there exists the limit

n—1

1 1
Mz) = lim —logl|ld,f"|| = lim — k), 13.1
(z) = lim —logdsf"| ngrgonkzﬂw(f z) (13.1)

where ¢(x) = log||d, f||. We note that the function z — A(z) is f-invariant p-
almost everywhere.
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For p-almost every x € J, let h,(x) be the local entropy of u at the point x
(see Lemma 7.2.8). Let also R = {Ri,...,R;} be any partition of J. Given
10, -« ,0n € {1,..., k} we define the rectangle

Rigein ={z € J: flx €R;, for j=0,...,n}. (13.2)

By Shannon—McMillan—Breiman’s theorem, for u-almost every =z € J we have

1
hy(z) = lim ——log u(Rn(z)), (13.3)
n—oc n
where R, (z) is any rectangle R;,...;, containing x. For definiteness, we assume from
the beginning that for each  we make a particular choice of rectangles R, (x) for
all n € N. Let X be a fixed full y-measure f-invariant set of points x € J such
that:

1. the number A(x) in (13.1) is well-defined;
2. the number h,(z) in (7.9) is well-defined and satisfies (13.3).

The following is a local formula for the pointwise dimension of invariant
measures that are not necessarily ergodic. It was obtained by Barreira and Wolf
in [24].

Theorem 13.1.1. Let .J be a repeller of a C1T¢ transformation f, for some e > 0,
such that f is conformal on J, and let pu be an f-invariant probability measure
in J. Then for u-almost every x € J we have

4,(0) = ) = 2.

Proof. Fix 6 > 0. For each x € X there exists p(z) € N such that if n > p(z), then
1
AMz)—d< - log |ds || < A(z) + 9, (13.4)

and
—hu(z) =0 < %log w(Rn(x)) < —h,(z) + 0. (13.5)

For each £ € N, let
Qr={z e X :px) <(}.
We note that | J,cy Q¢ = X. Furthermore, for each z € X there exists r(z) > 0
such that for every r € (0,7(x)) there exists a unique integer n = n(x,r) > p(x)
such that
ldef™|~' >r and ||daf" ™" <7 (13.6)

We write R(x,r) = Ry(z,r(x) for each x € X and 7 € (0,7(z)).
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We first obtain an upper bound for the pointwise dimension. Since f is confor-
mal on J, there exists k > 0 (independent of = and r) such that B(z, kr) D R(z,r)
for each z € X and r € (0,r(x)). Hence,

p(B(x, k1)) = p(R(x, 1)) = expl(=hy(x) = o)n].

By (13.4) and (13.6) we obtain

(Bl r)) > exp | (hala) +8) 3 |
and thus,
- hu(xz)+ 6
W <30 5

The arbitrariness of § implies that d,,(z) < h,(z)/A(z) for every x € X, and hence
for p-almost every = € J.

Now we obtain a lower bound for the pointwise dimension. Given x € X we
define

I(z) ={y e X :|h,(y) — hu(z)| <& and [Ay) — A(z)| < 5} (13.7)

Note that T'(z) is f-invariant. The sets I'(x) cover X, and we can choose points
yi € X, i € N such that setting I'; = T'(y;) we have u(T';) > 0 for each ¢, and
N(UieN ry) =1

Fix i, £ € N. We construct a Moran cover of I'; N Q; by sets of the form
R(z,7)NT;NQy. For each x € T';NQ and r > 0, we denote by R’'(x,r) the largest
rectangle containing x (among those in (13.2)) with the property that

R'(z,7) = R(y,r) for some y€ R'(x,7)NT;NQy,
and that
R(z,r) C R'(x,r) forevery z¢€ R'(z,r)NT;NQ,.

We note that two sets R'(x,r) and R'(y,r) either coincide or intersect at most
along their boundaries.

The Borel density lemma (see, for example, [59, Theorem 2.9.11]) tells us
that for p-almost every x € I'; N @y we have

lim w(B(z,r) NT; N Q) _1
r=0  p(B(z,7)) ’

(13.8)

and thus there exists 7(x) > 0 such that for each r € (0,7(x)),

w(B(z,r)) < 2u(B(z,r) NT; N Q). (13.9)
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Since f is conformal on J, there exist a constant X > 0 (independent of z and )
and points z1, ..., zp € ['; N Q, with & < K such that

k
B(z,r)NT;NQ¢ C U R'(zj,7).

Jj=1

By (13.5) and (13.9) we obtain

By the definition of I'; and (13.6) we conclude that

k
logr + max ¢
p(B(z,r)) < Qj;exp [(hﬂ(yz) - 25)W}
< 2K exp {(h#(m) 35)10gr+maxs0} ,

Az) 426
where ¢ = log||df|, and thus,

hy(z) — 38

3 Az) +26

,u(x) >

The arbitrariness of § implies that
d,(x) > hy () /\x) (13.10)

for u-almost every x € T'; N Q. Letting £ — oo we conclude that (13.10) holds for
p-almost every x € T';. Finally, since J,¢ T'i has full g-measure, (13.10) holds for
p-almost every x € J. |

Theorem 13.1.1 can be used to describe how the Hausdorff dimension of an
invariant measure behaves under an ergodic decomposition. We first recall the
notion of ergodic decomposition. Let M be the family of f-invariant probability
Borel measures in a compact metric space X, and let Mg C M be the subset of
all ergodic measures.

Definition 13.1.2. A probability Borel measure 7 in M (with the weaks* topology)
is an ergodic decomposition of a measure pu € M if 7(Mpg) = 1, and

[oan= [ ([ o) ari

for every continuous function ¢: X — R.
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We establish a lower bound for the dimension of an invariant measure.

Proposition 13.1.3. Let f: X — X be a Borel measurable transformation pre-
serving a probability measure p in X. For any ergodic decomposition T of u we
have

dimpgp > esssup{dimpyv : v € Mg}, (13.11)

with the essential supremum taken with respect to T.

Proof. Tf u(X \ Z) =0, then v(X \ Z) = 0 for T-almost every v € M. Hence,
dimy Z > dimgv for T-almost every v € M,

and we obtain
dimpy Z > esssup{dimgyv : v € Mg}.

Taking the infimum over all sets Z with u(X \ Z) = 0 we obtain the desired
statement. 0

Example 13.1.4. We note that inequality (13.11) may be strict. A simple example
is given by a rational rotation of the circle. In this case each measure supported on
a periodic orbit has zero Hausdorff dimension, and thus when p is the Lebesgue
measure we have a strict inequality in (13.11).

We observe that when the number of ergodic components is finite or even
infinite countable it is straightforward to verify that (13.11) becomes an identity,
that is,

dimpgp = esssup{dimpyv : v € Mg}. (13.12)

Indeed, assume that X = (J,,cny (0} X, for some pairwise disjoint f-invariant sets
X, n € NU {0} such that f|X,, is ergodic with respect to u for each n € N, and
1(Xo) = 0 (that is, up to a zero measure set the number of ergodic components
is countable). Then it is simple to show that

dimpgp = sup{dimpg (p| X,) : n € N}.

In particular, (13.12) holds in the context of smooth ergodic theory (see [8]).
Namely, let u be a finite hyperbolic measure (see Definition 14.3.1) invariant under
a C17¢ diffeomorphism of a compact manifold. Pesin showed in [113] that if yu is
absolutely continuous with respect to the volume, then up to a zero measure set
the number of ergodic components is countable, and thus (13.12) holds.
Combining Theorem 13.1.1 with (2.6), and using the p-almost everywhere
f-invariance of the functions h, and A, we obtain the following formulas for the
Hausdorff dimension of an invariant measure (that is not necessarily ergodic).

Corollary 13.1.5. If .J is a repeller of a C'*¢ transformation f, for some e > 0,
such that f is conformal on J, and p is an f-invariant probability measure in J,
then

dimHu:esssup{}i\”(—(w)) tx € J}.
x
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If, in addition, p is ergodic, then

hu(f)

T, Tog 147 du (13.13)

d,(r) = d,(r) = dimpp =

for p-almost every x € J.

Identity (13.13) was first established by Pesin in [115]. We emphasize that
when g is not ergodic, in general (13.13) may not hold. Examples can be read-
ily obtained from the fact that given invariant probability measures pi, o and
constants c1, ca > 0 with ¢; 4+ co = 1, the measure u = ¢y 1 + couo satisfies

dim gy p = max{dimgu;, dimgpus}, (13.14)
and

hu(f) = cihu, (f) + cahy, (f). (13.15)

13.1.2 Dimension along ergodic decompositions

The following statement gives a formula for the Hausdorff dimension of an invariant
measure in terms of an ergodic decomposition. We recall that Mg is the set of all
ergodic f-invariant probability measures in J.

Theorem 13.1.6 ([24]). Let J be a repeller of a C1*¢ transformation f, for some
e > 0, such that f is conformal on J, and let p be an f-invariant probability
measure in J. For any ergodic decomposition T of u we have

dimpgp = esssup{dimpyv : v € Mg}, (13.16)

with the essential supremum taken with respect to 7.

Proof. By Proposition 13.1.3 we have
dimpyp > esssup{dimpyv : v € Mg}.

Now we establish the opposite inequality. By Corollary 13.1.5 we have

h
dimHu:esssup{ ;(E;U)) tw € X}. (13.17)
Fix 6 > 0. As in the proof of Theorem 13.1.1, choose points y; € X, i € N such
that the f-invariant sets T'; = T'(y;) (see (13.7)) satisfy u(T;) > 0 for each 4, and

w(U;enT'i) = 1. Given i € N, we consider the normalized restriction p; of pu to I';.
It follows from (7.10) and (13.7) that

0 = o [ ) due) = ) . (13.18)

n(Ts) r;
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Set
Mi:{VEM:V(J\Fi):O}7

where M is the family of all f-invariant probability measures in .J. Since I'; is
f-invariant, there is a one-to-one correspondence between the ergodic f-invariant
probability measures in I'; and the measures in M; "M g. Therefore, it is straight-
forward to verify that 7(M; N Mpg) > 0, and that the normalization 7; of 7|M; is
an ergodic decomposition of u;. Since

By (fIT3) = / ho(f) dri(v)

M;

(see, for example, [45]), there exists a set A; C M; N Mg of positive 7;-measure,
and thus also of positive 7-measure, such that

hy(f) > hy, (fIT) —6  for every v e A;.
By (13.18), for every v € A; and x € I'; we have
ho(f) >y (FIT3) = 6 = hyu(yi) — 26 > hy(x) — 36,

and

Av) = / wdv < Ay;) + 0 < Ax) + 26.

r;
Therefore, for every v € A; we have

hy(z) < hy(f) + 36
AMz) = Av)—20

< dimgv + C(9),

where ¢ — C(0) is a function (independent of ¢ and v) that tends to zero as § — 0.
Since 7(A;) > 0, it follows from (13.17) and Corollary 13.1.5 that

dimpyp < esssup{dimpgv : v € Mg} + C(4).
Letting § — 0 we obtain the desired result. O

In the case of the entropy it is well known that (see, for example, [45])

ha(f) = /M ho(f) dr(v) (13.19)

for any ergodic decomposition 7 of u. Identities (13.16) and (13.19) are gener-
alizations respectively of (13.14) and (13.15) for an arbitrary number (possibly
uncountable) of ergodic invariant probability measures.
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13.2 Hyperbolic sets of conformal maps

Now we consider hyperbolic sets of conformal maps, and we derive formulas for
the pointwise dimension and the Hausdorff dimension of an invariant measure
that is not necessarily ergodic. These formulas are versions of those for repellers
in Section 13.1.

13.2.1 Formula for the pointwise dimension

Let A be a locally maximal hyperbolic set of a C''*¢ diffeomorphism f, for some
e > 0, such that f is conformal on A. Let also p be an f-invariant probability
measure in A.

Since f is conformal on A, it follows from Birkhoff’s ergodic theorem that
for p-almost every x € A there exist the limits

n—1
1 1
As(2) = lim = log ||d, f™|E® = lim — s(fEx), 13.20
(z) = lim - log||dof"|E*(2)l| = lim — gzow (f"x) (13.20)
and
1 1 n—1
Au(z) = Tim —log |d, f"[E" ()| = lim — ;:O: ou(fFa), (13.21)

with ¢s and ¢, as in (4.39). The numbers A\;(z) and A, (z) are respectively the
negative and positive values of the Lyapunov exponent at x.

Let R = {Ry,...,Ri} be any partition of A. Given i_,,,...,i, € {1,...,k}
we define the rectangle

R ={zeA: fl(z) eR; for j=—m,...,n}.

b mein

By Shannon—McMillan—Breiman’s theorem, for u-almost every x € A we have

hy(z) = lim —

n,m—oo N+ 1Mm

log (R, m (), (13.22)

for any choice of rectangles Ry, n,(z) = R; ..., containing z. For definiteness,
we assume from the beginning that for each x we make a particular choice of
rectangles Ry, () for all n, m € N. Let X be a fixed full p-measure f-invariant
set of points x € A such that:

1. the numbers As(z) and A, (z) in (13.20)—(13.21) are well-defined;
2. the number h,(z) in (7.9) is well-defined and satisfies (13.22).

Now we consider invariant measures that are not necessarily ergodic, and fol-
lowing Barreira and Wolf in [24] we establish an explicit formula for the pointwise
dimension at a point z in terms of the values A\;(z) and A, (z) of the Lyapunov
exponent, and the local entropy h,(z).
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Theorem 13.2.1. Let A be a locally mazimal hyperbolic set of a C'T¢ diffeomor-
phism f, for some e > 0, such that f is conformal on A, and let p be an f-invariant
probability measure in A. Then for p-almost every x € A we have

1,0 =4, =m0 (555 )

Proof. The proof is an elaboration of the proof of Theorem 13.1.1. Fix § > 0. For
each = € X there exists p(z) € N such that if n, m > p(x), then

A(@)— 6 < %log do f71 B ()] < As(2) + 0, (13.23)
Ma(z) =6 < %log o f™ | B (2)]] < Ma(@) + 5, (13.24)
—hy(x) =0 < " log tW(Ry,m () < —hy(x) + 6. (13.25)

For each £ € N, let
Qr={zre X :px) <t}

Clearly, |Jyeny Qe = X. Furthermore, for each € X there exists r(x) > 0 such
that for every r € (0,r(x)) there exist unique integers n = n(z,r) > p(z) and
m = m(z,r) > p(x) such that

lde f™ B (@)] =7 and  [|da f" B ()] <7, (13.26)

ldo fYIE" (@)I 7 27 and [ldof"THE (@) 71 <7 (13.27)

We write
R(‘Ta T) = Rn(wﬂ‘),m(wﬂ‘)(‘r)'

Combining (13.23) with (13.26), and (13.24) with (13.27), for all sufficiently small &
we obtain

m(As(z) —0) <logr —minps and logr < m(As(z) + 9), (13.28)
and
—logr + miny, < n(A.(z)+46) and n(A,(z) —0d) < —logr. (13.29)

We first obtain an upper bound for the pointwise dimension. Since f is confor-
mal on A, there exists k > 0 (independent of z and r) such that B(z, xr) D R(z,r).
Hence,
w(B(z, k1)) = p(R(z, 7)) > exp[(=hy(x) = 6)(n +m)].

Therefore,

(B ) = exp () +) (555 -~ s )|
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and hence,

d,(z) < (hy(x) +6) ()\u(;cl) —5 A(2) +5> .

The arbitrariness of § implies that

(@) < hyu() <Aul(x) N Al(x)>

for every € X, and hence for p-almost every x € A.
Now we obtain a lower bound for the pointwise dimension. Given = € X we
define

S

F(‘T) = {y €EX: |)‘s(y) - )‘s(x)| < 5, p‘u(y) - )‘u(x)| < (S,
and [y (y) — hu(2)] < 5}'

Note that T'(z) is f-invariant. The sets I'(x) cover X, and we can choose points
y; € X, i € N such that setting T'; = I'(y;) we have u(T';) > 0 for each 7, and

iU D) = 1.

Now we proceed in a similar manner to that in the proof of Theorem 13.1.1 to
construct a cover of I'; NQy by sets R'(x,7) of the form R(z,r)NT; NQy. It follows
from the Borel density lemma (see (13.8)) that for p-almost every z € T'; N Qy
there exists a constant 7#(x) > 0 such that for each r € (0,7(z)),

w(B(z,r)) < 2u(B(z,r) NT; N Q).

Since f is conformal on A, there exist a constant K > 0 (independent of = and )
and points z1, ..., zx € [; N Q, with & < K such that

k
B(z,r)NT;NQ, C U R'(zj,7).

j=1
Using (13.25) we obtain
w(B(x,r)) < 2u(B(z,r) NT; N Q)

k
<2 Z M(R/(Cl"j7 T))
=1

k
<2) expl(—hu(z;) +0)(n(zy, r) + mla;, 7).
j=1
By (13.28)—(13.29) and the definition of I'; we conclude that

k i i
w(B(z,r)) < QZCXp {(h#(yi) —26) (loiz(xjr)nf;pu - 10§Z(xj?lin(;ps)]

< 2K exp [(hu(w)—?)é) (logr—mlngou logr—mlngps>} 7

M) +26  A(x) — 20
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and hence,

1 1
d, (2) > (h() — 30) (Am +26 o) - 25> |

The arbitrariness of § implies that

d,(z) > hy(x) (%(I) - ﬁ) (13.30)

for p-almost every x € T'; N Q. Letting £ — oo we conclude that (13.30) holds for
p-almost every = € T';. Finally, since J;. I'; has full py-measure, (13.30) holds for
p-almost every x € A. O

We note that the existence of the pointwise dimension is known in much
greater generality. Namely, for any finite hyperbolic measure y invariant under a
C1+¢ diffeomorphism, it was shown by Barreira, Pesin and Schmeling in [11] that

d,(r) = d,, () for p-almost every

(see Chapter 14 for details). We note that Theorem 13.2.1 can also be obtained
from work of Ledrappier and Young in [93] and work of Barreira, Pesin and Schmel-
ing in [11]. However, while these papers require the machinery of smooth ergodic
theory, we provide a direct short proof in the case of uniformly hyperbolic dynam-
ics.

Combining Theorem 13.2.1 with (2.6) we obtain a formula for the Hausdorff
dimension of an invariant measure.

Corollary 13.2.2. If A is a locally maximal hyperbolic set of a C'7¢ diffeomor-
phism f, for some € > 0, such that f is conformal on A, and p is an f-invariant
probability measure in A, then

1 1
dimg ¢ = esssup {h#(:c) <)\u($) — m) NS A} . (13.31)

When p is ergodic, Theorem 13.2.1 (or Corollary 13.2.2) can be used to
recover Young’s formula in [165] for dimgp in the uniformly hyperbolic case of
diffeomorphisms on surfaces (see also Chapter 14). Let

Ael) = /A M(@) du(z) and Ay(u) = /A M) dps(z).

Theorem 13.2.3. If A is a locally mazimal hyperbolic set of a C'*¢ diffeomor-
phism f, for some € > 0, such that f is conformal on A, and p is an ergodic
f-invariant probability measure in A, then

dimprps = () (Al(ﬂ) - Aim) .
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Proof. Since the functions h,, As, and A, in the right-hand side of (13.31) are
f-invariant p-almost everywhere and p is ergodic, we have

hu(z) = hu(f), As(@) = As(p),  and Au(z) = Au(p)

for p-almost every = € A. Therefore, the desired statement is an immediate con-
sequence of Corollary 13.2.2. O

Theorem 13.2.3 was first established by Pesin in [115, Theorem 24.2].

13.2.2 Dimension along ergodic decompositions

Using Theorem 13.2.1 we describe how the dimension of an invariant measure in
a hyperbolic set behaves with respect to an ergodic decomposition.

Theorem 13.2.4 ([24]). Let A be a locally mazimal hyperbolic set of a C1T¢ dif-
feomorphism f, for some € > 0, such that f is conformal on A, and let p be an
f-invariant probability measure in A. For any ergodic decomposition T of u we
have

dimpgp = esssup{dimpgv : v € Mg},

with the essential supremum taken with respect to 7.

Proof. The proof is a simple modification of the proof of Theorem 13.1.6. By
Corollary 13.2.2 we have

dimpn = esssup { (o) ({05 3 ) oA ) (13.32)

Fix § > 0. As in the proof of Theorem 13.2.1, we consider the sets T'; = T'(y;),
1 € N. Fix i and consider the normalized restriction u; of u to I';. Proceeding as
in the proof of Theorem 13.1.6, we show that there exists a set A; € M; N Mg
of positive r;-measure (where 7; is the normalization of 7|M;) such that for every
v € A; and z € I'; we have

ho(f) > by, (FIT3) — 6 > hy(ys) — 26 > hy(z) — 36,

Furthermore,
As(v) = / wsdv > As(yi) — 6 > As(x) — 26,

Iy
and
(V) = —/ Cudv < A (yi) + 6 < Ay(x) + 26.

r;
We conclude that

hy(z) (%(I) - ﬁ) < (ho(f) +39) (Au(u)l 25 As(u)1+ 25)
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for every v € A;. Since 7(A4;) > 0, it follows from (13.32) that
dimpyp < esssup{dimpyv : v € Mg} + C(9),

where ¢ — C(0) is a function (independent of ¢ and v) that tends to zero as § — 0.
By Proposition 13.1.3, the arbitrariness of ¢ implies the desired result. O

The following is an immediate consequence of Theorem 13.2.4.

Corollary 13.2.5. If A is a locally mazimal hyperbolic set of a C**¢ diffeomor-
phism f, for some € > 0, such that f is conformal on A, then

sup{dimpyv : v € M} = sup{dimpv : v € Mg}.



Chapter 14

Product Structure of
Hyperbolic Measures

We describe in this chapter the almost product structure of the hyperbolic invari-
ant measures, that is, the invariant measures with nonzero Lyapunov exponents
almost everywhere. We note that the existence of a hyperbolic measure ensures the
presence of nonuniform hyperbolicity almost everywhere, which together with the
nontrivial recurrence given by the invariant measure causes a very complicated
behavior of the system. It turns out that, to some extent, the almost product
structure of a hyperbolic measure imitates the local product structure defined by
the local stable and unstable manifolds, but its study is much more delicate. We
also describe the relation between the product structure of hyperbolic invariant
measures and the dimension theory of dynamical systems.

14.1 Nonuniform hyperbolicity

The concept of nonuniform hyperbolicity originated in seminal work of Pesin in
[112, 113, 114] (see also [6, 7, 8, 95, 159] and the references therein).
Let f: M — M be a diffeomorphism.

Definition 14.1.1. The trajectory {f"x : n € Z} of a point z € M is called
nonuniformly hyperbolic if there exist decompositions

TgngM = Efn, ® Efn,, n€L,
a constant A € (0,1), and for each sufficiently small p > 0 a positive function C,
defined in the trajectory of x such that if k € Z, then:
1. C,(fFz) < er*IC,(x);
2. dy fYEy = E}, and d, f*E} = EY

fha
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3. ifve E;kw and m > 0, then
dpa f0ll < Cp(FF2)A™ ™ ||];
4. ifv € E%x and m < 0, then
ld e f™oll < Cp(FFa)N™ e ™ o]

5. L(EY,, B,) > Cp(fra)~"

fk'll)7

The expression “nonuniform” refers to the estimates in conditions 3 and 4,
that may differ from the “uniform” estimate A\ by a small exponential term. It is
immediate that any trajectory in a hyperbolic set is nonuniformly hyperbolic.

Among the most important properties due to nonuniform hyperbolicity is the
existence of invariant stable and unstable manifolds (with an appropriate version
of Theorem 4.2.2), and their absolute continuity established by Pesin in [112].
The theory also describes the ergodic properties of dynamical systems with an
invariant measure absolutely continuous with respect to the volume [113], and the
Pesin entropy formula expresses the Kolmogorov—Sinai entropy in terms of the
Lyapunov exponents [113] (see also [92]). Combining the nonuniform hyperbolicity
with the nontrivial recurrence due to the existence of a finite invariant measure,
the work of Katok in [83] revealed a very rich and complicated orbit structure.

Now we state the result concerning the existence of invariant stable and
unstable manifolds, established by Pesin in [112].

Theorem 14.1.2 (Existence of invariant manifolds). If { "z : n € Z} is a nonuni-
formly hyperbolic trajectory of a C'*¢ diffeomorphism, for some ¢ > 0, then for
each sufficiently small p > 0 there exist manifolds V*(x) and V*(x) containing x,
and a function D, defined in the trajectory of x such that:

1. T,V3(x) = ES and T, V"(z) = EY;
2. D,(f*x) < e2FID,(2) for every k € Z;
3. ifyeVe(x), m>0, and k € Z, then

d(f™ Pz, [ ry) < D, (frr)Nmermd(fra, fry); (14.1)

4. ify e V¥(x), m <0, and k € 7, then

A", ) < D, (Fra)Amlermd( o, fry).

Definition 14.1.3. The manifolds V*(x) and V*(x) are called respectively local
stable manifold and local unstable manifold at x.
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Contrarily to what happens in the case of hyperbolic sets, for nonuniformly
hyperbolic trajectories the sizes of these manifolds may not be bounded from below
along the orbit (although they decrease at most with a small exponential speed
provided that p is sufficiently small).

The proof of Theorem 14.1.2 in [112] is an elaboration of the classical work
of Perron. In [133], Ruelle obtained a proof of Theorem 14.1.2 based on the study
of perturbations of products of matrices in the Multiplicative ergodic theorem (see
Theorem 14.2.3 below). Another proof of Theorem 14.1.2 was given by Pugh and
Shub in [126] with an elaboration of the classical work of Hadamard. In [125],
Pugh constructed a C' diffeomorphism in a manifold of dimension 4, that is not
of class C'7¢ for any € > 0 and for which there exists no manifold tangent to E?
such that the inequality (14.1) holds in some open neighborhood of . Therefore,
the hypothesis ¢ > 0 is crucial in Theorem 14.1.2. See [6, 58, 126] for detailed
expositions.

14.2 Dynamical systems with nonzero Lyapunov
exponents

The concept of nonuniform hyperbolicity is closely related to the study of Lya-
punov exponents. These numbers measure the asymptotic exponential rates of
contraction and expansion in the neighborhood of a given trajectory.

Let f: M — M be a diffeomorphism.

Definition 14.2.1. Given z € M and v € T, M, we define the (forward) Lyapunov
exponent of (z,v) by

1
x(z,v) = limsup — log ||d f "],

n—-+oo N
with the convention that log0 = —oc.

By the abstract theory of Lyapunov exponents (see [6] for a detailed exposi-
tion), for each x € M there exist a positive integer p(z) < dim M, numbers

X1(x) < - < Xp(a) (), (14.2)
and linear subspaces
{0} = Eo(x) C Er(z) C--- C Epy(z) =T M
such that if i = 1, ..., p(x), then
Ei(x) = {v e oM : x(z,v) < xi(2)},

and x(z,v) = x;(x) for every v € E;(z) \ Ei—1(x).
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Definition 14.2.2. Given z € M and v € T, M, we define the (backward) Lyapunov
exponent of (z,v) by

1
X (@,0) = limsup — log |[d, f]].
n——oc |1
Similarly, by the abstract theory of Lyapunov exponents, for each z € M
there exist a positive integer p~ (z) < dim M, numbers

(@) > > (@)
and linear subspaces

T.M = Ef(:v) DD Epi(x) (1') D E;— (1)4_1(55) = {0}

such that if i =1, ..., p~ (), then

E - (x)={veT,M: x (z,v) <x; (2)},
and x~ (x,v) = x; (v) for every v € E; (z) \ E (7).

A priori the structures for positive and negative time could be unrelated. The
following result of Oseledets in [108] shows that under mild additional assumptions
quite the contrary happens in a set of full measure with respect to any finite
invariant measure.

Theorem 14.2.3 (Multiplicative ergodic theorem). Let f: M — M be a C' diffeo-
morphism, and let i be an f-invariant finite measure in M such that log™ ||df|| and

log™ ||df ~'|| are u-integrable. Then for u-almost every x € M there exist subspaces
H;(z) CToM for j=1, ..., p(x) such that:

1. ifi=1, ..., p(x), then E;y(x) = 69;:1 H;(z), and

o1 ol —
i log vl = ()

for every v € E;(x)\{0}, with uniform convergence in {v € H;(x) : ||v|| = 1};

2. for each i # j we have

lim_~ log |/ (Hi(f), Hy (7"))] = 0.

n—=oc

We note that if M is compact, then the functions log™ ||df|| and log™ ||df ~|
are p-integrable for any finite measure p in M. The statement in Theorem 14.2.3
also holds in the more general case of linear cocycles over a measurable trans-
formation. See [6] for a detailed exposition and for a proof of the Multiplicative
ergodic theorem.
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Let f: M — M be a C! diffeomorphism in a compact manifold, and let
be an f-invariant finite measure in M. We say that f is nonuniformly hyperbolic
with respect to p if the set A C M of points whose trajectories are nonuniformly
hyperbolic has measure p(A) > 0. In this case the constants A and p in the defini-
tion of nonuniformly hyperbolic trajectory are replaced by measurable functions
A(z) and p(z). Tt follows from Theorem 14.2.3 that the following two conditions
are equivalent:

1. f is nonuniformly hyperbolic with respect to u;
2. x(x,v) # 0 for each v € T,, M and each x in a set of u-positive measure.

In other words, the nonuniformly hyperbolic diffeomorphisms with respect to a
given measure are precisely those with all Lyapunov exponents nonzero in a set of
positive measure.

Let M be a compact manifold. It was shown by Katok in [82] when dim M = 2
and by Dolgopyat and Pesin in [47] when dim M > 3 that there exists a C*
diffeomorphism f such that:

1. f preserves the Riemannian volume m in M;
2. f has nonzero Lyapunov exponents m-almost everywhere;
3. f is a Bernoulli diffeomorphism.

When dim M > 5, Brin constructed in [42] a C°° Bernoulli diffeomorphism which
preserves the Riemannian volume and has all but one Lyapunov exponent nonzero.
In another direction, Bochi showed in [32] that when dim M = 2 there exists a
residual set D of C! area preserving diffeomorphisms such each f € D is either
an Anosov diffeomorphism or has all Lyapunov exponents zero. This result was
announced by Mané but his proof was never published.

14.3 Product structure of hyperbolic measures

Let f: M — M be a diffeomorphism.

Definition 14.3.1. We say that an f-invariant measure p in M is hyperbolic (with
respect to f) if all Lyapunov exponents are nonzero p-almost everywhere, that
is, if
1
lim sup — log ||d,. f"v|| # 0
n—-+oo N

for every v € T, M and every z in a full y-measure set.

Let p be a hyperbolic f-invariant measure. By Theorem 14.1.2, for py-almost
every x € M there exist local stable and unstable invariant manifolds V*(x)
and V*%(x) at z. In a certain sense these manifolds reproduce the local product
structure that is present in the case of locally maximal hyperbolic sets. But a
priori it is unclear whether the hyperbolic measure p imitates or not the local
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product structure determined by the invariant manifolds. This problem became
known among the specialists as the Eckmann-Ruelle conjecture, claiming that
locally a hyperbolic measure indeed imitates the local product structure deter-
mined by the local stable and unstable invariant manifolds. For example, one can
show that any Gibbs measures (see Definition 3.2.3) has a product structure (see
Proposition 4.2.12). Even though Eckmann and Ruelle apparently never formu-
lated the conjecture, their work [49] discusses several related problems and played
a fundamental role in the development of the theory.

In order to formulate a rigorous result about the solution of the Eckmann—
Ruelle conjecture we need the families of conditional measures pf and p generated
by certain measurable partitions constructed by Ledrappier and Young in [93],
based on former work of Ledrappier and Strelcyn in [91]. Namely, they constructed
two measurable partitions £° and £* of M such that for p-almost every x € M we
have:

1. &(z) C V3(z) and &“(x) C V*(x);
2. there exists v = y(z) > 0 such that

& (x) D V3(x)N B(z,y) and &“(x) D V?*(x) N B(z,7).

We recall that it was shown by Rohklin in [130] that any measurable partition
& of M has associated a family of conditional measures. More precisely, for u-
almost every & € M there is a probability measure yu, defined in the element &(x)
of ¢ containing x, and the conditional measures are characterized by the following
property: if B¢ is the o-subalgebra of the Borel o-algebra generated by the unions
of elements of ¢, then for each Borel set A C M the function x — p,(ANE(x)) is
Be-measurable, and

§(A) = /A 1o (AN E(2)) dp.

We denote by p? and p the conditional measures associated respectively with
the partitions £° and £". We represent by

B*(z,r) Cc V*(z) and B"(z,r) C V*(x)

the open balls centered at x of radius r with respect to the distances induced
respectively in V*(x) and V*(z).
We formulate the following result without proof.

Theorem 14.3.2 (Existence of pointwise dimensions). Let f be a C**¢ diffeomor-
phism in a manifold M, for some e > 0, and let p be an f-invariant finite measure
in M with compact support. If u is hyperbolic, then the limits

s . log iz (B*(, 1)) " . log (B (x, 1))
di, () := lim ——%——-" and dj(v) := lim —————">~

14.3
r—0 logr r—0 logr ( )

exist for p-almost every x € M.
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We refer to [8] for a detailed proof of Theorem 14.3.2. Due to the need for
techniques of smooth ergodic theory the proof is beyond the scope of this book.

Definition 14.3.3. The limits in (14.3), when they exist, are called respectively the
stable and unstable pointwise dimensions of pu at x.

We can easily verify that the functions z +— dj (z) and = — dj(z) are f-
invariant p-almost everywhere. Therefore, under the assumptions of Theorem 14.3,
if 1 is ergodic, then there exist constants d, and d}; such that

d; () =d;, and d,(r)=d, (14.4)

for p-almost every z € M.
The statement in Theorem 14.3.2 was established by Ledrappier and Young
in [93] for C? diffeomorphisms. It was also established in [93] that

s (B 7)

<d? d: 14.
msp EH T < (@) + o) (14.5)

for p-almost every x € M. We note that Ledrappier and Young consider a more
general class of measures for which some Lyapunov exponents may be zero. The
only place in [93] where f is required to be of class C? concerns the Lipschitz
regularity of the holonomies generated by the intermediate foliations (such as
any strongly stable foliation inside the stable foliation). In the case of hyperbolic
measures a new argument was given in [11] that establishes the Lipschitz regularity
of the intermediate foliations in the general case of C'*¢ diffeomorphisms. This
ensures that (14.5) holds almost everywhere also when f is of class C**¢ (see [11]
for details).
The following result is due to Barreira, Pesin and Schmeling [11].

Theorem 14.3.4 (Product structure of hyperbolic measures). Let f be a C'T¢
diffeomorphism in a manifold M, for some € > 0, and let p be an f-invariant
finite measure in M with compact support. If u is hyperbolic, then given v > 0
there exists a set A C M with u(A) > pw(M) —~ such that for each x € A we have

B
T (B (@, ) (B (@) T
for all sufficiently small r > 0.

rY

See [8] for a detailed proof of Theorem 14.3.4. Again, due to the need for
techniques of smooth ergodic theory the proof is beyond the scope of this book.
In Section 14.4 we give a complete proof in the case of invariant measures in lo-
cally maximal hyperbolic sets, without using techniques of smooth ergodic theory.
Ledrappier and Misiurewicz showed in [90] that the hyperbolicity of the measure
is essential in Theorem 14.3.4.

The following is an immediate consequence of Theorems 14.3.2 and 14.4.1,
using the criterion in Theorem 2.1.6. We recall the numbers dj, and dj; in (14.4)
when p is ergodic.
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Theorem 14.3.5. Let f be a C'*¢ diffeomorphism in a manifold M, for some
e >0, and let pu be an f-invariant finite measure in M with compact support. If i
is hyperbolic, then

d,(z) = du(x) = d,(z) + d};(x)

for p-almost every x € M. If, in addition, u is ergodic, then
dimpgpu = dimpp = dimpgu = dj, +dj,.

The statement in Theorem 14.3.5 was established by Young in [165] when
M is a surface and by Ledrappier in [89] when 4 is an SRB-measure (after Sinai,
Ruelle and Bowen; see, for example, [6] for the definition).

Theorems 14.3.5 and 2.1.5 yield a formula for the Hausdorff dimension of a
hyperbolic measure.

Corollary 14.3.6. If f is a C'*¢ diffeomorphism in a manifold M, for some ¢ > 0,
and u is an f-invariant hyperbolic finite measure in M with compact support, then

dimpp = esssup{d;, (v) + dj;(v) : * € M}.

14.4 Product structure of measures in hyperbolic sets

We show in this section that any finite invariant measure in a locally maximal hy-
perbolic set possesses an almost product structure. For simplicity we only consider
the case of ergodic measures (we briefly describe at the end of the section how to
deal with nonergodic measures). We follow closely Barreira, Pesin and Schmeling
in [11].

Theorem 14.4.1. Let f be a C'*¢ diffeomorphism in a manifold M, for some
e > 0, and let A be a locally maximal hyperbolic set of f. If u is an ergodic f-
invariant finite measure in A, then given v > 0 there exists a set ' C A with
w(A) > u(A) — v such that for each x € A we have

.l w(B(z,7)) -
= s (B (x, 7)) us (B (z,7)) < (14.6)

for all sufficiently small r > 0.

Proof. Since the measure p is ergodic and the values x;(z) of the Lyapunov expo-

nent (see (14.2)) are f-invariant p-almost everywhere, they are constant p-almost

everywhere, say equal to x1 < x2 < --- < Xp. Note that x; < 0 and x, > 0.
Consider a Markov partition R of A, and define new partitions

l
R, =\ 'R

i=—k
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for each k,1 € N. For p-almost every o € A there is a unique element R! () of the
partition R that contains z. Given & € (0,1), there exists a set I' C A of measure
w(T) > p(A) — §/2, an integer ng € N, and a constant C' > 1 such that for every

x € I' and n > ng the following properties hold:
(a) setting h = h,(f), for every k,I € N we have

Clem HRA=IERS < 1y (R) (x)) < Ce (HFRIIFIFRI, (14.7)

C—le—kh—ké < ILL;(ZRO(.T)) < Ce_kh+k6,

k
Cfleflhflé < ,UZ(‘:RB(CC)) < Oe*lh+l5;

(b)
A () R@) S B (e ™),
neN
N ) R@) > Bz,
neN
(c) . .
efdunfms < ui(BS($,67n)) < efdu""'ms’
e—dﬁn—né < ug(B“(x,e_")) < e—d:jn-‘rné;
(d)

Rév(z) C B(z,e ™) C R(x),

Ron () N € () C B*(z,e7") € R(x) NE(2),
R" (x) N & (x) € B (w,e ") C R(z) N € (),

where a is the integer part of 2(1 + §) max{xp, —x1,1};

z) = | JRin(y)

with the union taken over all y € T" such that

(e) setting

RE"(y) N B*(x,2¢7 ") # @ and RY (y) N B¥(x,2e "

we have R (y) C Qn(x) for every y € Qp(z), and

B(z,e ")NT C Qn(x) C B(z,4e™");

Bf(xz,e™™)NT C Qnlx) NE(

8

) C B*(z,4e™™

(14.12)
(14.13)

(14.14)
(14.15)
(14.16)

(14.17)

) # 9,

(14.18)

), (14.19)

BY(z,e ")NT C Qu(x)NE“(x) C B (x,4e™ ™). (14.20)
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Properties (14.7), (14.8), and (14.9) follow from Shannon—McMillan—Breiman’s
theorem applied to the partition R. The inequalities in (14.12) and (14.13) are
obtained from Theorem 14.3.2. Since the values of the Lyapunov exponent are
constant p-almost everywhere, the properties (14.14), (14.15), and (14.16) follow
from (14.10), (14.11), and the choice of a. The inclusions in (14.18) follow from the
continuous dependence of the stable and unstable manifolds in the C'*¢ topology
on the base point.

By the Borel density lemma (see, for example, [59, Theorem 2.9.11]), there
exist an integer nq > ng and a set IV C T of measure u(I”) > 1 — ¢ such that for
every n > ni and z € I we have

W(B(z,e™)NT) > %ﬂ(B(z,e*“)), (14.21)
W (e ")) > (B e ), (14.22)
pE(BY (@, AT) > Spl(B(z, 7)) (14.23)

We establish two additional properties of the partitions R and RY.

Lemma 14.4.2. There exists a positive constant D = D(I') € (0,1) such that for
every k € N and x € T we have

pS(RE@) D) > D and pt(RY(w) NT) > D,
Proof of the lemma. By (14.10), for every k € N and « € I" we have
RE(z)NT D B*(z,e ™) NT.
It follows from (14.22) and (14.12) that

1 1
B RE(@) NT) > s (B2 (e 7)) > Jemthno—med = .

The second inequality in the lemma can be obtained in a similar manner using
the properties (14.11), (14.23), and (14.13). O
Lemma 14.4.3. For every x € T and n > ng we have

R () N € (x) = Ra, () N E¥ (),

Ran(x) N & (x) = RG"™ (x) N € ().
Proof of the lemma. Tt follows from (14.15) and (14.10) that

Rop () NE° () C RY, () N B (w,e7") C Ry, (x) N B (z,e7™)
C R (2) NRG™(2) N E¥(2) = R (2) N €3 (2).

Since Ra7(x) C RY, (z) this completes the proof of the first identity. The proof of
the second identity is entirely analogous. (Il
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Fix € TV and an integer n > ny. We consider two classes R(n) and F(n) of
elements of the partition R2" (we call these elements rectangles). Namely, we set

R(n) = {Ran(y) C R(z) : Ren(y) N T # o},
and
F(n) = {R"(y) C R(z) : RO, (y) NT' # @ and R§"(y) N T’ # &}

The rectangles in R(n) carry the whole measure of the set R(z) N T, that is,

S W(RNT) = u(®(@) N T).
ReR(n)

Clearly, the rectangles in R(n) that intersect I belong to F(n).

We want to compare the number of rectangles in R(n) and F(n) that intersect
a given set. This allows us to evaluate the deviation of the measure u from the local
product structure at the level n. Our main observation is that for “typical” points
y € I the number of rectangles in R(n) that intersect V*(y) (respectively V*(y)) is
“asymptotically” the same up to a subexponential factor. However, in general, the
distribution of these rectangles along V*(y) (respectively V*(y)) may be different
for different points y. This causes a deviation from the local product structure.

For each set A C R(x), we define

N(n, A) = card{R € R(n) : RN A # &},

N*(n,y, A) = card{R € R(n) : RN & (y) NT N A # o},

N“(n,y, A) = card{R € R(n) : RN E“(y) NT'N A # @},
N*(n,y, A) = card{R € F(n) : RNE*(y) N A # 2},
N*(n,y, A) = card{R € F(n) : RNE"(y) N A £ o).

We note that N(n,R(z)) is the cardinality of the set R(n), and N*(n,y, R(z))
(respectively N%(n,y,R(x))) is the number of rectangles in R(n) that intersect T’
and the local stable (respectively unstable) manifold at y. Let Q,(z) be the set
in (14.17).

Lemma 14.4.4. For every y € R(x) NT and n > ng we have
N‘S(n7y7 Qn(y)) S ILLZ(BS(:I/?4€7’H)) . Ceanh—&-ané’

and
N"(n,y,Qn(y)) < MZ(B"(yA:e*n)) . Ceanh+ans
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Proof of the lemma. Tt follows from (14.19) that

(15 (B (y,4e™™)) > 115 (Qn(y))
> Ns(na Y, Qn(y))
x min{y(R) : R € R(n) and RNE(y) N Qu(y) NT £ 2}

We note that the condition RN &% (y) N Qn(y) # @ implies that R € R(n). Let
z€ RNE(y)NQn(y)NT
for some R € R(n). By Lemma 14.4.3 we obtain
g (R) = 1y (Ro, (2)) = 12 (Rg, (2)).

The first inequality in the lemma follows now from (14.8). The second inequality
can be obtained with a similar argument using (14.20). (]

Lemma 14.4.5. For every y € R(z) NI’ and n > ny we have
M(B(:% ein)) < ]\Z(TL7 Qn(y)) . 20672anh+2an5.

Proof of the lemma. Tt follows from (14.21) and (14.18) that

Su(Bly e ™) < u(Bly,e ") AT) < p(Quly) NT)
< N1, Qu(y)) - max{u(R) : R € R(n) and RN Quly) # ).

We note that the condition R N Q,(y) # @ implies that R € R(n). The desired
inequality follows now from (14.7). O

Now we estimate the number of rectangles in the classes R(n) and F(n).

Lemma 14.4.6. For p-almost every y € R(z)NI there exists an integer na(y) > ny
such that for every n > na(y) we have

N(n+2,Qn12(y)) < ﬁS(n’ ¥, Qn(y)) - ]V“(n, Y, Qn(y)) - 92 pda(hte) Aans

Proof of the lemma. By the Borel density lemma, for p-almost every y € T” there
is an integer na(y) > ny such that for every n > na(y),

2u(B(y,e ")NT') = u(B(y,e ™).
Since IV C T, it follows from (14.18) that for every n > na(y),

2u(Qn(y) NT') > 2u(B(y,e™ ") NT') > u(B(y,e™"))

! (14.24)
> u(B(y,4e %)) > w(Qni2(y)).
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For each m > na(y), by (14.7) and property (e) we have

pQu) = D u®Rin(2) = N(m,Qu(y)) - O e 2emh=2ame,
RZIE(Z)CQm(y)

Similarly, for each n > na(y),

Quy) NT) = 3 u(RA(2) NTY) < N, - Ce2anh+2and
Rem(2)CQn(y)

where N, is the number of rectangles R%7(z) € R(n) that intersect I'V. Set m =
n + 2. The last two inequalities together with (14.24) imply that

N(n+2,Qnia(y)) < N, - 202%etalh+e)+dans (14.25)

On the other hand, since y € I the sets Rg" (y) NEY(y) NI and RY, (y)NES (y) NI’
are nonempty.
Consider a rectangle R (v) C Qn(y) intersecting I'. Then the rectangles

Ron (V) NRG"(y) and  Ro, (y) NRG™ (v)

are in F(n) and intersect respectively the local stable and unstable manifolds at y.
Hence, to each rectangle Ro»(v) C @, (y) intersecting IV we can associate the pair
of rectangles

(Ran (v) N RE" (), Ra () VRE™ (v))
in the product
{ReTF(n): RNEW)NQn(y) # 2} x {ReF(n): RNE(y) N Qnly) # 2}
Clearly, this correspondence is injective. Therefore,
N*(n,y, Qu(y)) - N*(n,y. Qu(y)) > Nu,
and the desired inequality follows from (14.25). O

Our next goal is to compare the growth rate in n of the number of rectangles
in F(n) and R(n). We start with an auxiliary result.

Lemma 14.4.7. For every x € I’ and n > n; we have
NS(TL7£L',R(£L')) S D—lcQGanh-i-BantS’

and
N"(n,:c,fR(:c)) < D71026anh+3an5.
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Proof of the lemma. Since R is a finite partition we can find points y; such that
the union of the rectangles R3™(y;) is equal to R(z), and these rectangles are
pairwise disjoint. Without loss of generality we can assume that y; € I whenever
Ra™(y;) NIV # @. We have

N, R(w)) > 30N (1 %5 ()

14.26
> Y Ny R W) (1420

R (y; )N £ D

Now we estimate N*(n, y;, R™(y;)) from below for each y; € T'. By Lemmas 14.4.2
and 14.4.3, and (14.8) we obtain

w5 (R&™ (y;) NT)
max{us(Re1(2)) : z € €5(y;) NR(z) NT}
D
” max{ps(Ran(2) 2 € E(y) NR@) NT}  (14.27)
D
"~ max{pz (R, (2)) : z € €5(y;) NR(z) NT}
2 Dc—leanh—ants-

Ns(n7yia :R'Sn(yl)) 2

Similarly, it follows from (14.7) that

N R(@)) < e é()?fgi)e REATT S Ce2anh+2ans (14.28)

Now we observe that

~

N"(n,z,R(z)) = card{i : R¢"(y;) NT' # }. (14.29)
Combining (14.26), (14.27), (14.28), and (14.29) we conclude that
Ce2enh+2an > N R (7))
> > N(ny R§" (i)

RE™ (g D AT
> ]V“(n,:c,fR(:c)) . DO teanh—and,

This yields N
N (n7 z, ZR(CC)) < D—1026anh+3an6.

The other inequality can be obtained in a similar manner. O

We emphasize that the procedure of filling in rectangles to obtain the class
F(n) may substantially increase the number of rectangles in a neighborhood of
some points. However, we show that at almost every point this procedure does not
add too many rectangles.
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Lemma 14.4.8. For p-almost every y € R(z) NT’ we have

Ns n
imsup Y OnlY)) —rans

<1,
n—-4o0o Ns(n7 Y, Qn(y))

and

N n
limsup (n7yaQ (1/)) 677an5 < 1.

n—-+00 Nu(n7 Y, Qn(y))
Proof of the lemma. By (14.19) and (14.22), for each n > n; and y € T”,

1y (Qn(y)) = py(B*(y,e”")NT) > %u;(BS(% e™™).

Since R2%(z) C RO, (z) for every z, using (14.8) and (14.12) we obtain

S 15(@a(s)
N*(n,y, Qu(y)) = max{pus (R (z)) : z € & (y) N R(x) NT'}
1 1(B*(y,e ")) (14.30)

% 9 max{pz (R, (2)) : 2 € €(y) N R(x) N T}
1 efdinfné

— % e—anh+an6 :

Consider the set

. NS(”JJJQ”(?/)) —Tand
F=<ycTl :limsup ——— L7 Tan0 > 1 4
{ n—-—+oc Ns(n,y,Qn(y))

For each y € F there is an increasing sequence m; = m;(y) of positive integers
such that
~ 1 .
Ns(mja Y, Qmj (1/)) > iNs(mj 'Y, Qmj (y))e7am]5
1
—e

>
4C

(14.31)

7dimj+amj h+5am;é

for every j € N (note that a > 1).
We show that u(F) = 0. Assume on the contrary that u(F) > 0. Let F/ C F
be the set of points y € F' for which there exists the limit

log py (B*(y, 7))
m B H BT T))

=d.
r—0 log r "

Clearly, u(F') = u(F) > 0, and we can find y € F such that

tiy (F) = iy (F') = py (F' N R(y) N E°(y)) > 0.
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It follows from Theorem 2.1.5 that
dimy (F' N E(y)) = dy,. (14.32)
Consider the collection of balls
B = {B(z,4e ™)) : 2 € F'N¢(y) and j € N}.

By the Besicovitch covering lemma (see, for example, [96, Theorem 2.7]), there
exists a subcover € C B of F' N &*(y) with arbitrarily small diameter and finite
multiplicity p = p(dim M). This means that for any L > 0 we can choose a
sequence of points z; € F N&%(y) and a sequence of integers t; € {m;(z;) : j € N}
with ¢; > L for each 4, such that the collection of balls

€ ={B(z;,4e ") i e N}
is a cover of F’' N &*(y) with multiplicity at most p. Set Q(i) = Q¢,(z;). We have
S (diam B) 0 = (8%79) 3 e (-0,
BeC =

and by (14.31),

oo

Z —ti(d,~9) <

=1 7

N¥(ts, 20, Q(0)) - ACe et~ tats

'Mg

Il
-

o

<4CY et 3 N(g, 2, Q(i)).

q=1 it =q

Since the multiplicity of the collection € is at most p, each set Q(i) occurs in the
sum Zi:ti:q N*(q,2;,Q(i)) at most a number of times equal to p. Hence,

> N(q,2,Q(1) < pN*(q,y, R(y)).-

itt;=q

It follows from Lemma 14.4.7 that

>~ (diam B)% 0 < 4(8%70)C' Y e 10N (g, y, R(y))
BeeC q=1

< 4(8d275)D7103p Z efaqh74aq6+aqh+3aq6
q=1

( d —5 1C3PZ
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Since L can be chosen arbitrarily large (and thus also the numbers t;), we obtain
dimp (F'NE(y)) < dj, —d < dj,.

This contradicts (14.32). Hence, pu(F) = 0, and this yields the first inequality in
the lemma. The proof of the second inequality is similar. O

By Lemma 14.4.8, for u-almost every y € R(x) N T’ there exists an integer
n3(y) > na(y) such that if n > n3(y), then

N*(n,y, Qu(y)) < N*(n,, Qu(y))e™™™, (14.33)

and R
N“(n,y,Qn(y)) < N*“(n,y,Qn(y))e""’. (14.34)

By Lemmas 14.4.5 and 14.4.6, for u-almost every y € R(x) NT and n > na(y) we
have

By, ")) < N*(n,9, Qn(y)) - N*(n,y, Quly)) - AC7 et (rH0) e~ 2eniizbend,
Hence, by (14.33), (14.34), and Lemma 14.4.4 we conclude that

u(B(y,e”"?)) < N°(n,y, Qu(y)) - N*(n,y, Qu(y))
« 40364a(h+5)672anh+20an5 (1435)

< ,UIZ(BS(:% 46—71))”;(314 (y’ 4e—n)) . 405e4a(h+6)622an6.

Moreover, by Lusin’s theorem, for each ¢ > 0 there exists a subset I's C T” such
that
u(Ts) > u(T’) =48, mng:=sup{ni, n3(y): y € I's} < oo,

and the inequalities (14.33) and (14.34) hold for every n > n;.
Lemma 14.4.9. For every d > 0, if y € I's and n > ns, then

po (B (y,e ™"y (B (y. e ™)) < p(Bly,4e™ ")) - 0%t
Proof of the lemma. Let z € T's N Qn(y). By (14.34), if n > ns then

N"(n,y,Qu(y)) < N"(n,y,Qu(y))
= N%(n,z,Qn(y)) < N*“(n, z, Qu(y))e’™,

and

N*(n,y,Qu(y)) < inf{N“(n,2,Qu(y)) : 2 € [s N Quly)}e™. (14.36)

Since N(n,Qn(y)) is equal to the number of rectangles R in Q,(y) we have

~

N*(n,y, Qn(y)) X mf{N"(n,z,@n(y)) : 2 € Qn(y)} < N(n, Qn(y))-
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By (14.36), if y € I's and n > ng, then

N*(n, 9, Qn(y)) x N*(n,y, Qn(y)) < N(n, Qn(y))e™™™.

In a similar manner to that in (14.30), if y € I's and n > ng, then

Ns(n7 Y, Qn(y)) > ,UZ (BS (y, 67”)) . (20)*leanh7an57
and
Nu(n7 Y, Qn(y)) > /LZ(BU(% e_”)) . (20)—1eanh—an6.
Moreover, by (14.7) and (14.18),
1(Qn(y))
N(n7 Qn(y)) < mln{,u(ngg(z)) 1z E Qn('l/) ) I‘}
< H(B(y,éle*”)) . Ce2anh+2an§.

Combining these inequalities we obtain the desired result. (I

The statement in the theorem follows now immediately from (14.35) and
Lemma 14.4.9. d

The case of nonergodic measures can be treated using a similar procedure to
the one in the proofs of Theorems 13.1.6 and 13.2.4. Given ¢ > 0, we decompose
the space into a countable number of invariant subsets

{yeM:|h,(z) —hu(y)| <6, |d;,(z) — dj,(y)| <6, and |d;(z) — dj;(y)| < 5}

Repeating arguments in the proof of Theorem 14.4.1, in each set of these sets we
obtain lower and upper estimates that deviate from (14.6) by small terms varying
uniformly with . Letting 6 — 0 yields the desired result. We refer to [11] for
details.



Chapter 15

Quantitative Recurrence and
Dimension Theory

Poincaré’s recurrence theorem (Theorem 2.2.2) is one of the basic but fundamental
results of the theory of dynamical systems. Unfortunately it only provides informa-
tion of a qualitative nature. In particular, it does not consider the following natural
problems: with which frequency the orbit of a point visits a given set of positive
measure; with which rate the orbit of a point returns to an arbitrarily small neigh-
borhood of the initial point. Birkhoff’s ergodic theorem (Theorem 2.2.3) gives a
complete answer to the first problem. The second problem of quantitative recur-
rence has experienced a growing interest during the last decade, also in connection
with other fields, including for example compression algorithms. We describe in
this chapter several results that provide partial answers to the problem.

15.1 Basic notions

We consider a transformation f in a metric space X. The (first) return time of a
point z € X to the ball B(x,r) (with respect to f) is defined by

Tr(z) = inf{n e N: d(f"z,z) <1},
where d is the distance in X.

Definition 15.1.1. For each z € X, the lower and upper recurrence rates of x (with
respect to f) are defined by

R(z) = liminf log 7+ () and R(z) = limsup log 7+ ()

—. 15.1
r—0 —logr r—0  —logr ( )

When R(z) = R(x) we denote the common value by R(z), and we call it the
recurrence rate of x (with respect to f).
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We have the following identities.

Proposition 15.1.2. For each a > 0 and x € X we have

E(x) = liminf M log Tae—n ((E) .

n—oc

and R(r) = limsup

n—oo

Proof. For each sufficiently small > 0 there exists a unique integer n = n(r) € N
such that
ae” () < p < ge < 1.

We have
Tae*(n+1)(x) > Tr(il') 2 Tae—n (1’)7
and thus
log 74e-n (2) log 7r(z) _ logTye- i (7)
_ log(ae*(n“l‘l)) — log T - log(aein)

Note that n(r) — oo when r — 0, and that all integers are attained by n(r) as
r — 0. Therefore,

1 ae™ ™ . 1 ae™ ™
lim sup M = lim sup 08 T (z)

n—s00 -n n—oo — log(ae—(nt1))
log 7
< limsup 0g+(l’>
r— —logr
0 & (15.2)
i lOg Tge—(n+1) (1’)
< lim sup W
1 -n
= lim sup 108 Tae—n (7) :
n—oc —-n

and we obtain the first identity in the proposition. The second identity is obtained
replacing lim sup by liminf everywhere in (15.2). O

15.2 Upper bounds for recurrence rates

The following result gives upper bounds for the lower and upper recurrence rates
in terms of the lower and upper pointwise dimensions. It was obtained by Barreira
and Saussol in [15].

Theorem 15.2.1. If f preserves a finite measure p in X C R™, then for u-almost
every r € X we have

R(z) <d,(z) and R(z) < d, (). (15.3)

Proof. We start with an auxiliary result.
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Lemma 15.2.2. Given a probability measure p in R™, there is a constant n > 1
such that for p-almost every x € R™ and every € > 0 there exists 6 = §(x,€) such
that

w(B(z,nr)) < uw(B(z,r))r=¢  for every r <. (15.4)

Proof of the lemma. Clearly, it is sufficient to show that for y-almost every z € R™
we have
u(B(z,2°) < n2u(B(z,2 ")) (15.5)

for all sufficiently large n € N. For each n € N and § > 0, let
Ka(6) = {& € supp s pu(B(z,2 " 1) < dp(B(z,2 "))}

Taking a maximal 27"~ 2-separated set E C K, (d) (see Section 2.3) we obtain

WKL (8)) < Y p(B(z,27" 1) < Y ou(B(x,27"),

zelR zeFR

and there exists a constant M (depending only on m) such that E can be written in
the form £ = U?il E;, where each set E; is 27 "-separated. Foreachi=1,.... M
the union | J,cp B(z,27") is disjoint, and

M
) <3S ou(Br,27) < Ms.

i=1 z€E;

S u(Knn ) < MY 02

n>0 n>0

Since

it follows from Borel-Cantelli’s lemma that (15.5) holds for y-almost every z € R™
and all sufficiently large n € N. This completes the proof of the lemma. |

It follows easily from Lemma 15.2.2 that for each fixed constant > 1, for u-
almost every x € Z and every € > 0, there exists 6 = §(x,&,7n) > 0 such that (15.4)
holds for every r < §. Furthermore, the function é(z, -) in the lemma can be chosen
measurable for each z.

Fix € > 0, and choose § > 0 sufficiently small such that the set

G={xe X :d(z,e) >4}
has measure p(G) > pu(X) —e. Given r, A > 0 and = € X, we consider the set
Ay = {y € B(x,4r) : 7ar(y, 2) > N p(B(z, 47)) 1}

where
Tar(y, ) = inf{k > 0: d(fFz,y) < 4r}.
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We can easily verify that if d(z,y) < r, then
TBT(y) < T4T‘(yﬂ (E) < TQr(y)'

Chebychev’s inequality implies that

1Ay e) < Mi(B(z. 4r)) /B )y

On the other hand, since u is invariant, Kac’s lemma tells us that
[ ndut) =1
B(z,r)
and hence,
[ o 7o) i) = iy € X ) < oo < 1
x,4r

Since B(x,2r) C B(z,4r), we obtain

1({y € B(x,2r) : Tar(y, 2)p(B(z, 4r)) > X7'}) < Au(B(w,4r)).

Furthermore,
Tar (y, )u(B(z, 4r)) = 780 (y)(B(y, 2r))

whenever d(z,y) < 2r (see (15.6)), and thus,
n({y € B(x,2r) : 75, (y)u(B(y, 2r)) > A™}) < Mu(B(z, 4r)).

We continue with an auxiliary statement.

(15.6)

(15.7)

(15.8)

Lemma 15.2.3. Let p be a finite Borel measure in a separable metric space X,
and let G C supp p be a measurable set. Given r > 0, there exists a countable set

E C G such that:
1. B(x,r) N B(y,r) = @ for any distinct points z, y € E;

2. W(G\U,ep B(x,2r)) = 0.

Proof of the lemma. The existence of the set F can be obtained applying Zorn’s
lemma to the nonempty family of subsets of G which satisfy the first property,
ordered by inclusion. Then the second property holds for any maximal element.
Since pu(B(x,r)) > 0 for every € E C supp p, the set E is at most countable. O
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By (15.8) with A = r%¢ and Lemma 15.2.2 with 7 = 4 (see also the discussion
after the lemma), we obtain

D.(r): = p({y € G : 7, (y)(B(y, 2r)) > r*})
<Y u{y € Bz, 2r) : s, (y)u(B(y, 2r)) > v *})

rel
<%y u(B(x,4r))
zeE
<rf Z w(B(z,r)) <rc.
zeE

We conclude that

Z D.(e™™) < Z e " < oo.

n>—1logd n>—logd

It follows from Borel-Cantelli’s lemma that for p-almost every x € G,

log Tge-—n () _,_ logu(B(x,2e™"))
n - -n

for all sufficiently large n € N. The desired result follows now from Proposi-
tions 2.1.4 and 15.1.2, together with the arbitrariness of €. O

The following example shows that the inequalities in (15.3) can be strict in
a set of positive y-measure.

Example 15.2.4. Consider a rotation of the circle by an irrational number w that is
well-approximated by rational numbers. This means that there exists x > 1 such
that |w —p/q| < 1/¢"*! for an infinite number of coprime integers p and ¢, say py,
and ¢, for each n € N. Since |g,w — pn| < 1/¢,", we have

T1/gnr (2) = inf{k > 0 : kw(modl) < 1/¢,"} < gy

for every point z in the circle. Therefore,

.. 10ng/q “(CU)
R(z) <liminf ——2"—~~
fi(z) <limly —log(1/¢n")

IA

1
— <1
K

On the other hand, for any irrational rotation the Lebesgue measure m is the
unique invariant probability measure, and it satisfies d,,(z) = d,,(z) = 1 for
every x. In particular, R(z) < d,,,(z) for every point x (that is, the first inequality
in (15.3) is strict everywhere).

Theorem 15.3.1 below shows that under some hyperbolicity assumptions the
inequalities in (15.3) become identities in a full y-measure set.
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Boshernitzan proved earlier in [34] that if the a-dimensional Hausdorff mea-
sure my, is o-finite in X (that is, X can be written as a countable union of sets X;,
1 € N such that m,(X;) < oo for every ), and f preserves a finite measure p in X,
then
lim inf[n!/*d(f"z, z)] < oo
n—oo

for p-almost every x € X. He also proved that if, in addition, m,(X) = 0, then
liminf[n!/d(f"z, )] =0 (15.9)

n—oo

for p-almost every = € X. This result should be compared with the following
consequence of Poincaré’s recurrence theorem. Namely, we can easily show that
for p-almost every point x € X we have

liminf d(f"x,x) = 0. (15.10)

n—oo
While (15.10) only indicates that some subsequence of the orbit of x converges
to x, the identity in (15.9) gives some quantitative information about the speed
of convergence to the point z, and thus about the speed of recurrence.

The following result shows that any upper bound for the lower recurrence

rate corresponds to precise quantitative information about the speed of recurrence.

Proposition 15.2.5. For each x € X and d > 0, we have R(x) < d if and only if

lim inf[n/ 4T (T 2, 2)] = 0 (15.11)

n—oo
for every e > 0.

Proof. We first assume that R(z) < d. For each € > 0, there exists a sequence of
numbers r, > 0 with r,, — 0, such that

—(d+e)

Tr, () < Ty for every n e N.

Let my, = 7., (x). If the sequence m,, is bounded, then z is periodic, and (15.11)
holds. Now assume that m,, is unbounded. We have d(T™"z, x) < r,, and

mp 2 QT 1) < 7y, ()1 @2

<y ldre)/(d+2e), . e/ (dte)

Therefore,

lim inf[n/ (429 g(T" 2, )] < lim inf[m,, '/ @+28) d(T™m 2, 2)] = 0.
This establishes (15.11) for every € > 0.
Now we assume that (15.11) holds for every € > 0. Setting r,, = 2d(T"x, x),
we have 7. (x) < n, and it follows from (15.11) that
lim inf[7,,, (z)l/(d+5)rn] =0.

n—oo
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Thus, there exists an unbounded sequence of positive integers k, such that

Tra (x)l/(d“)mn <1

n

for every n € N. Therefore,

1 . 1 d+e
R(z) <liminf M < liminf M =d+e.
n—oo —logry, n—oo —logry,
The arbitrariness of € implies that R(z) < d. O

In view of Proposition 15.2.5 the statement in Theorem 15.2.1 for the lower
recurrence rate can be reformulated as follows.

Theorem 15.2.6. If [ preserves a finite measure p in X C R™, then (15.9) holds
for p-almost every x € X such that d,(r) < a.

15.3 Recurrence rate and pointwise dimension

The following result of Barreira and Saussol in [15] gives a complete answer to
the quantitative recurrence problem in the introduction to this chapter in the
case of equilibrium measures of Hilder continuous functions on locally maximal
hyperbolic sets.

Theorem 15.3.1 (Quantitative recurrence). Let A C R™ be a locally mazimal
hyperbolic set of a C1*¢ diffeomorphism, for some e > 0. If u is an equilibrium
measure of a Hélder continuous function in A, then

1 B
R(z) = lim log u(B(z,7)) (15.12)
r—0 IOgT
for p-almost every point x € A.

Proof. We follow closely the alternative proof given by Saussol in [136]. We start
with an auxiliary statement. For each a > 0, set

Xo={reA:d,(v)>a}.

Lemma 15.3.2. Given a > 0, for each p > 0 and p-almost every x € X, there
exists r(z) > 0 such that if r € (0,7(x)) and n € [r=, u(B(z,7)) 7P| NN, then
d(f"x,z) > r.

Proof of the lemma. Given ry > 0, we set G = G1 N G2 N G3 where
Gi={z € Xq:pu(B(z,2r)) <r®forr<ry},
Gy ={x € X, : u(B(x,7/2)) > r™*P for r <o},
Gy = {x € X, : w(B(x,7/2)) > u(B(x,4r))r*Y? for r < ro}.
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We note that u(G) — p(X,) as rg — 0. Indeed, by the definition of lower pointwise
dimension p(G1) — u(Xa) as 79 — 0. Furthermore, since d,, () < m for p-almost
every x € A, we have u(G2) — 1 as 7o — 0. Finally, by Lemma 15.2.2 we have
w(Gs) — 1asrg— 0.

For each r < rg we define the set

A,(r) ={y € X :d(f"y,y) <r for some n € [r~* u(B(y,3r)) "] NN}
Take z € G. It follows from the triangle inequality that

B(z,r) N A,(r)

C {y € B(z,r) : d(f"y,z) < 2r for some n € [r~*, u(B(z,2r)) "] NN}

= U B(z,r)N f~"B(z,2r),

(15.13)
where the union is taken over all integers
n € [r® u(B(x,2r) I NN.

Now let 7.1 [0,00) — R be the (1/r)-Lipschitz map such that x[,) < 7 < X[0,2],
and define the function
Gz (y) = nr(d(x,y)).

Clearly, ¢, is (1/r)-Lipschitz, and thus it is also Hélder continuous because A
is compact. Since f|A has exponential decay of correlations for any equilibrium
measure of a Holder continuous function (see, for example, [38]), we obtain

w(B(z,7) N f"B(x,2r)) < /Asow,r(som,w o f")du

S T_29n+/ P, dM/ Pz,2r d“
A A

<0200 + p(B(w, 2r)) p(B(z, 47)),

for some exponentially decreasing sequence 6, > 0. Choose p > 1 such that
a(p—1) — 2 > m + 2p, and ry sufficiently small so that

O, <(p—1)(n+1)"P for n>r,"

Since

don <=1/ (p-1),

n>q
it follows from (15.13) that for each r € (0,79),

u(Bla,r) N A, (r) < r°0=D=2 4 (B, 20))° u(Bla, 4r))
< p(Bla,r/2))(r" +17/2).
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Now let E C G be the set constructed in Lemma 15.2.3 with 7 replaced by r/2.

Since
u@ U st =0
rxEeFE

and the balls B(x,r/2) are disjoint, we have

w(GN A Z w(B(z,r) N Ay(r))
z€E
< Z (z,7/2)) (1" + 1P2/?)
zel
< pP 4opPa/2,
This implies that
Z wGNAy(e ™)) < oc.
m=1

Therefore, by Borel-Cantelli’s lemma, for p-almost every y € G there exists an
integer m(y) € N such that

y & Ay(e”™) for every m > m(y).

For each r < e~ _if m is the unique integer such that e=™! < 7 < e~ then
e9m < r~9 and 3e~™ < 3er. Hence, there exists no integer

n € [r* u(Bly,3er)) INN
such that d(f™y,y) < r. The desired result follows now from Lemma 15.2.2. O
We proceed with the proof of the theorem. By Theorem 15.2.1 we have
R(z) <d,(x) and R(z) < d,(a)

for p-almost every = € A. Furthermore, the first inequality implies that for all
a > 0 we have
{reA:R(x)>a} C X, od 0).

(m
For each = € A such that R(z) > a we have 7,.(z) > r~¢ for all sufficiently small r.
Given p > 0, it follows from Lemma 15.3.2 that

7e(x) 2 p(B(z,r)) "1
for all sufficiently small r > 0 and p-almost every x € A with R(z) > a. Therefore,
R(@) > (1-p)d,(x) and R(z)> (1 p)d,(x)

for p-almost every € A such that R(x) > a. The arbitrariness of p and a implies
that B 3

R(@)=d,(@) and R(x)=du(x)
for p-almost every x € X. The desired result is now an immediate consequence of
Theorem 14.4.1. (I



264 Chapter 15. Quantitative Recurrence and Dimension Theory

The study of the quantitative behavior of recurrence started with the work
of Ornstein and Weiss [107], closely followed by the work of Boshernitzan [34]
(see Section 15.4 for a description of the results). The first paper considers the
case of symbolic dynamics (with the distances d in (3.9) and (4.24)), and for an
ergodic o-invariant measure (4 it is shown that R(z) = h, (o) for u-almost every x
(see Theorem 15.4.12). Theorem 15.3.1 is a version of this result in the case of
hyperbolic sets. See Theorem 15.4.1 for a related result in the case of repellers.
For piecewise-monotone maps of the interval and ergodic invariant measures with
nonzero entropy, the property in Theorem 15.3.1 (see (15.12)) was established by
Saussol, Troubetzkoy and Vaienti in [137], building on results in [107] and results
of Hofbauer and Raith in [75, 76].

We note that identity (15.12) relates two quantities of very different nature.
In particular, only R(z) depends on the diffecomorphism and only d,(z) depends
on the measure. It follows from (15.1) and (15.12) that

lim loginf{n € N:d(f"z,z) < r} — lim log pu(B(z, 1))
r—0 —logr r—0 logr

for p-almost every x € A. This means that asymptotically
inf{k € N: ffz € B(x,r)} is approximately equal to 1/u(B(z,r))

for all sufficiently small > 0. This should be compared to Kac’s lemma, which
tells us that the average value of 7, in B(z,r) is equal to 1/u(B(z, 1)) (see (15.7)).
Thus, Theorem 15.3.1 can be thought of as a local version of Kac’s lemma.

It was shown by Saussol and Wu in [138] that for a repeller J of a C**¢
conformal transformation the recurrence rate has a constant dimension spectrum.
Moreover, they showed that

dimp{z € J: R(z) = a and R(z) = 3} = dimpJ

for every a < 3 in [0, 4+0c]. A corresponding result in the case of symbolic dynamics
was established by Feng and Wu in [64].

15.4 Product structure and recurrence

We already described the local product structure of hyperbolic sets (see Defi-
nition 4.2.5) and the almost product structure of hyperbolic measures (see Sec-
tions 14.3 and 14.4). We describe in this section the product structure of the
recurrence rate.

15.4.1 Preliminary results

Let g: W — W be a Borel measurable transformation in the metric space W, and
let 4 be a g-invariant probability measure in W. We recall that the entropy of a
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finite or countable partition Z of W by measurable sets is defined by
W(2) == u(Z)log (7).
ZeZ

For each n € N we consider the new partition Z,, = \/Z;é g7 *2. Given z € W
and n € N we denote by Z,(z) € Z, the unique (mod 0) element of Z,, that
contains x.

The following statement gives general conditions under which the inequalities
in (15.3) become identities in a full measure set. It was established by Barreira
and Saussol in [17].

Theorem 15.4.1. Let g: W — W be a Borel measurable transformation in a set
W c R?, for some d € N, let i be an ergodic g-invariant nonatomic probability
measure in W, and let Z be a finite or countable partition of W by measurable sets
with H,(Z) < co. Assume that:

1. there exists kK > 1 such that if n, m € N and x € W, then
H(Zn(2) S 11 (1)) 1 (972)); (15.14)

2. there exists A > 0 such that
sup{diam Z : Z € Z,,} < e~ " (15.15)

for all sufficiently large n € N;

3. for p-almost every x € X there exists v > 0 such that B(x,e” ") C Z,(x)
for all sufficiently large n € N.

Then for p-almost every x € W we have
R(x)=d,(z) and R(x)= d, (). (15.16)
Proof. We first show that the entropy h,(g) is finite and nonzero. Set
on =sup{p(2): Z € Zp,}.

It follows from (15.15) and the fact that p is not atomic that o, — 0 as n — oo.
Otherwise there would exist € W and € > 0 such that u(Z,(x)) — € as n — occ.
But using (15.15) we have [,y Zn(z) = {2z}, and thus pu({z}) = ¢ > 0, which
contradicts the fact that pu is not atomic. In particular, there exists p € N such
that o, < 1/k. By (15.14) we have

1(Zpn (2)) < (Kop)"
for every z € W and n € N. By Shannon—McMillan—Breiman’s theorem we obtain

ha(g) > lim inf 284 Zem(®)

> —Liog(ro,) > 0
im in — > pognap )
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Furthermore, it follows from (15.15) that Z is a generating partition, and hence
h#(g) = h#(ga Z) < H#(Z) < 00.

The hypotheses of the theorem ensure that for py-almost every x € W there
exists v > 0 such that

B(z,e™ ") C Zp(z) C B(z,e ")

for all sufficiently large n € N. It follows from Shannon—-McMillan—Breiman’s the-
orem that 3
vd, (z) > hu(g) > Ady(z)

for p-almost every € W. Since 0 < h;,(g) < oo, we conclude that

0<d,(v) <du(r) <oo (15.17)

for p-almost every z € W.
The return time of the point y € B(x,r) to B(x,r) is defined by

7-(y,2) = inf{k € N : d(gFy, x) < r}.
For each x € W and r, € > 0, we consider the set

Ac(z,r) = {y € B(z,r) : 7o(y,2) < p(B(z, 7)) 7T}
The following criterion was obtained by Barreira and Saussol in [15].

Lemma 15.4.2. Ifd,(z) > 0 and
>1 (15.18)

for p-almost every x € W and every sufficiently small € > 0, then (15.16) holds
for p-almost every x € W.

Proof of the lemma. By Theorem 15.2.1 it remains to prove that

R(x) > d,(z) and R(z)>d,(x)

for p-almost every x € W.

By the hypotheses and Lemma 15.2.2, given ¢ > 0 sufficiently small there
exist numbers a,v,p > 0 and a set G C W with u(G) > 1 — ¢ such that if z € G
and r € (0, p), then

(A (z,2r)) < u(B(z,2r)) 1, (15.19)

w(B(z,2r)) < p(B(z,r/2))r /2, (15.20)
w(B(z,r)) <r. (15.21)
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We consider the set
A(r) ={y € G 7(y) < p(B(y,3r)) "}
By (15.6), if d(z,y) < r, then 7.(y) > 72.(y,x). Since B(x,2r) C B(y,3r), if

x € G, then using (15.19), (15.20), and (15.21) we obtain
W(B(e,r) N A() < p({y € Bla,r) s 7ar(y, ) < u(Bl,3r) ")
< M(As(x72r))
< u(B(x,2r))'
< p(B(x,7/2))r= 7% (2r)7.
Let £ C G be the set given by Lemma 15.2.3. Then
w(A=(r)) <> p(B(z,7) N A(r))

z€E

< Z (x,7/2))r ‘”/2(27°)‘”
zeFE
< 9a7.a7/2

We conclude that -
ZM(AE(e_”)) < 0.
n=1

It follows from Borel-Cantelli’s lemma that for py-almost every x € G we have
T (@) > p(Bla,3e~m) "1
for all sufficiently large n € N. By Propositions 2.1.4 and 15.1.2 we obtain
R(z) > (1-e€)d,(z) and R(z) > (1-e)du()

for p-almost every € G. The desired statement follows now from the arbitrariness
of e. O

Now we show that (15.18) holds, and the theorem follows from Lemma 15.4.2.
We define the return time of a set A to itself by

T(A) =inf{n e N: g"AN A # o}.

Saussol, Troubetzkoy and Vaienti show in [137] that the return time of an element
of the partition Z,, = \/}._ 0 9~ *Z to itself is typically large, in the following sense.

Lemma 15.4.3. Let g: W — W be a measurable transformation preserving an er-
godic probability measure p in W. If Z is a finite or countable measurable partition
of W by measurable sets, and h,(g,2) > 0, then
Z
limint 7% @) 5
n—o0 n

for p-almost every x € W.
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Proof of the lemma. We follow closely the alternative proof given in [1].
We note that it is sufficient to consider the case of finite partitions. Indeed, if
Z = {Z; :i € N} is a countable partition, then for some m € N the finite partition

2 ={Z,....%m | Bi}

I>m

has positive entropy. Since Z is finer than 2, we have 7(Z,(x)) > 7(Z/,(z)) and
the claim follows.

Let Z be a finite partition of W with h = h,(g,2) > 0. By Shannon-
McMillan—Breiman’s theorem, given € > 0, for u-almost every x € W there exists
n(z) € N such that if n > n(z), then

1
- log 11(Zn,(z)) + h| < e.

By Egoroff’s theorem, for all sufficiently large M = M (e) the set
Ev={zeW:n(z) <M}

has measure p(Ejyr) > 1 — e. Furthermore, there exists a constant ¢ > 0 such that
if z € Ejpy and n € N, then

cle e < (2, (x)) < cem e (15.22)
Set E = Epey, 6 =1 —3¢/h, and
Ch={z e E:7(Z,(x)) <dn}.
Clearly, €, = 2™, R, (k), where
R, (k) ={z € E:7(Z,(x)) = k}.

We want to show that > . u(Cp) < o0.
Let k < n, and set

F={Zk(x) : z € R,(k)}.

For each Z € F there exists a unique set Z’' € Z,, such that ZN R, (k) C Z' C Z.
Therefore,

B(Ra(k) = 37 p(Z 0 Ra(k) < 3 u(Z),

zZeF zZegF

Notice that for each 7 € F we have ZN FE # @ and 7' N E # &. Hence, there
exists € F such that Z = Zi(z) and Z' = £, (z). It follows from (15.22) that

w(Zn(x)) < ce ™ and 1 < ep(Zp(z))eMTRE,
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Multiplying these inequalities we obtain

,LL(Z/) S C2€7nh+n66kh+kslu(Z)

3

and thus,
,U(Rn(k)) < 026—(n—k)h+2na_
Therefore,
on eh
_ 2 —n(h—8h—2¢)
Ca) = D () < ¢ e .

Since h — dh — 2e = € > 0, we obtain ) . u(€,) < oo. By Borel-Cantelli’s
lemma, for p-almost every = € E we have

T(Zn(x)) > (1 —3e/h)n

for all except finitely many n € N. Since u(E) > 1 — ¢, the arbitrariness of ¢
implies the desired result. O

Since h,(g,Z) > 0 we can apply Lemma 15.4.3. By hypothesis 3 in Theo-
rem 15.4.1 we conclude that for p-almost every z € W there exists 7 > 0 such
that

B Blz, e ™
limi(r)lf—T( f:ér)) — lim g ZBE )
r— — T n—oo ’}/TL
15.23
() 1 (15:23)
> liminf ———2 > —.
n—oo n ¥

The identity in (15.23) follows easily from the fact that given r > 0 there exists a
unique integer n = n(r) € N such that e =7+ < ¢ <=7 and thus

7(B(z, e "™ tD))  7(B(x,r)) _ 7(B(x,e” ™))
n ~ —logr ~ y(n+1)

It follows from (15.23) that
B(z,r)Ng "B(x,r) =@

whenever k is a positive integer such that k < —logr/(27v), and r is sufficiently
small.

Let
B.= |J 2,
yEB(z,7)
and write this set as a disjoint union Ujvzl Z(y;). We choose sets Z1, Zs, ... €

Unen Zn such that Z; N Z; = @ (mod 0) whenever i # j, and

B(z,r) =] Z (mod 0).
LeN
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It follows from (15.14) that

N
p(Be Mg *Blx,r) =Y > pu(Zily;) N g *20)

j=1 ¢eN

By hypothesis 2 in Theorem 15.4.1 we have By, C B(xz,r+e~**) for all sufficiently
small » > 0, and hence

p(B(z,r) g *B(z,7))
w(B(z,r))
By Lemma 15.2.2, if k > —logr /), then

< kp(B(z,r + e ). (15.24)

u(Bla,r +e ) < u(B(,2r)) < p(B(x,r)r—=, (15.25)

where e(r) — 0 as r — 0. We note that the function £(r) may depend on z.
Eventually rechoosing e(r), we can assume that if k > —logr/(27v), then

H(B(@,r + ™)) < p(Bla, r M) < p M@/ =2(0), (15.26)

since A/ < 1.
Combining the estimates in (15.25) and (15.26) with (15.24), and eventually
rechoosing £(r), we obtain

(A (7)) Sl p(B(x,r) 1t
PVEeN ) < Z A (@) /(37) . —e(r) + Z ,Uz(B(fC,T))T_E(T)
WBan) S P
k=—logr/(2v) k=—1logr/\
M@/
r

1 1 3
<[4 = B 1/(du(z)+e)
< (-5 + 3 ) loer (B )

1
+ (M(B(x,r))_1+5 + X log r) w(B(z,r))r—sm
< {M(B(x7T))kdu(ﬂc)/[iﬁ(au(w)-i-s)] +,U(B(x,7°))ﬂ p2e(r)

for all sufficiently small r > 0. By (15.17), we have d,(z) > 0 for p-almost every
x € W, and thus,
A Ad
lim inf —log,u( (@:7)) >1+ min{i_“(w) ,5} >
r—0 logu(B(z,7)) 3v(du(z) +e)

for p-almost every point € W. The theorem follows now immediately from
Lemma 15.4.2. (]
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The statement in Theorem 15.4.1 was generalized by Urbanski in [156] to
the so-called loosely Markov systems, and by Saussol in [136] to systems with
super-polynomial decay of correlations (see the proof of Theorem 15.3.1).

15.4.2 Stable and unstable recurrence rates

Figure 15.1: Definition of the unstable return time (the grey area is the set of
points at a d,-distance of V(z) at most r)

Let f: M — M be a C'*¢ diffeomorphism, and let A C M be a locally
maximal hyperbolic set of f. Let also d be the distance in M.

We denote by d, and d,, the distances induced by d respectively in each local
stable and unstable manifolds. Given n € N, when d(f"z,z) < ¢ (with 0 as in
Definition 4.2.5), the distances ds([z, f™], z) and d, ([f"z, z],x) are well-defined.
Thus, for each p < 6 we can define (see Figure 15.1)

To(z,p) =inf{n e N: d(f"x,z) < p and ds([z, [ "z],x) < r},

and

Tz, p) =inf{n e N: d(f"z,z) < p and d,([f"z, z],z) < r}.
Definition 15.4.4. The integers 7.°(x, p) and 7%(x,p) are called respectively the
stable and unstable return times.

We note that the functions p — 7°(x, p) and p — 7(x, p) are nondecreasing.
Set
log 72 — 1 s
— liminf w’ R’ (z,p) = limsup log 7*(, p)

RS
£, p) r—0 —logr 0 —logr
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and

log 7% w log 7 (x,
R"(z, p) = liminf w, R"(z,p) = limsup 0‘5%7@[’)_
7—0 —logr 0 “logr

Definition 15.4.5. We define the lower and upper stable recurrence rates of a point
x € A (with respect to f) by

R'(v) = lim B (z,p) and R'(r) = lim B (z, ), (15.27)

and the lower and upper unstable recurrence rates of a point x € A (with respect

to f) by _ _
R'(z) = ].iH%) R%(z,p) and R'(z) = lim R"(z, p). (15.28)
p—

p—0

When R*(z) = R’ (z) we denote the common value by R*(z), and we call it the
stable recurrence rate of x (with respect to f). When R"(z) = R (z) we denote
the common value by R*(z), and we call it the unstable recurrence rate of x (with
respect to f).

It was shown by Barreira and Saussol in [17] that the stable and unstable
recurrence rates are related to the stable and unstable pointwise dimensions. The
latter were shown to exist by Ledrappier and Young in [93] (see Theorem 14.3.2).
We recall the conditional measures pf and p¥ induced by a given measure y in the
measurable partitions of local stable and unstable manifolds (see Section 14.3).

Theorem 15.4.6. Let A be a locally mazimal hyperbolic set of a C'T¢ diffeomor-
phism f, for some € > 0, such that f is topologically mizing on A. If u is an
equilibrium measure of a Hélder continuous function in A, then

1 S BS 1 s Bu
R*(z) = lim log pi3(B*(x,7)) R*(z) = lim log i3 (B“ (1))
r—0 logr r—0 log r

for p-almost every x € A.

Proof. Let R = {Ry,...,R¢} be a Markov partition of A. For each R € R, we
denote by R, the set of points in R that return infinitely often to R. By Poincaré’s
recurrence theorem we have p(R,) = p(R). For each z € R, we have

Tr(z) :=inf{k € N: f*z € R} < cc.
We define the induced map fr: R. — R, by
frr = fTr(®@)y, (15.29)
Furthermore, given z € int R we set
Wi (2) = V' (2) N R,

and we define the map

F=fou: Wi, (2) = W (2)
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R,

Figure 15.2: Construction of the map F' = f, ,

by Fx = [frz, x] (see the illustration in Figure 15.2). Observe that Fx = [fgrz, z].
The return times of the fr-orbit of x are given by T%(z) = 0, and

TE(CE) = Tg_l(fR(E) + TR((E), n € N.

For each p € N we define a new partition of A by R? = \/z;é —*R. We also
consider the partition Z of the set Wg (z) defined by

{ZNWE (2): Z C R, Z € RP, and Tg|z = p, for some p € N}. (15.30)
Finally, for each n € N we consider the partition Z,, = Z;é F~kZ of Wg (). It
follows from the construction that

Tr(y) = Tr(x) whenever y € Z(x).

Therefore, for each n € N we have TE(y) = Th(x) whenever y € Z,(x).
We want to apply Theorem 15.4.1 to the map F|W§ (z) and the partition Z.
We thus show that the hypotheses in Theorem 15.4.1 are satisfied.

Lemma 15.4.7. The following properties hold:

1. Z is a countable Markov partition of W _(z) with respect to the map F', and
F|Z is onto for each Z € Z;
2. there exists A > 0 such that for all sufficiently large n € N we have
sup{diamg Z : Z € Z,,} < e™";

3. there exist § > 0 and o € (0,1] such that if n € N, Z € Z,,, and z,y € Z,
then
dy(F"z, F"y) < exp(0T (z))du(z, y)*.
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Proof of the lemma. The first statement follows easily from the definitions. For
the second statement we first observe that each element Z € Z, is contained in
some element of the partition R7%#(®) with 2 € Z,,. Choose A > 0 such that

1
limsup — logd, (f "z, f~"y) < —2A
n

n—oo

for all sufficiently close points z and y in the same local unstable manifold. Since
Tg > n, for all sufficiently large n we have

sup{diamg, Z : Z € Z,} < sup{e Mr@) . Z c 2,1} <e

whenever Z € Z,, and « € Z. Tt follows from the construction that F'|Z is onto for
each Z € Z.

Now we establish the third statement in the lemma. The Markov property
of the partition R implies that

Fle = [fR[fR T [wa7x]7 s 755]’55] = [fRnxvx] = [ng(w)xaxL (15-31)

with fgr as in (15.29). Choose £ > 0 such that e” is a Lipschitz constant for f. Let
Z € Z, and x,y € Z. Since TE(x) = TE(y), we obtain

d(fr"z, fr"y) = d(fT5# P a, fT#)y) < exp(kTh(x))d(z, y).

Since the local product structure is Holder continuous, there exist constants ¢ > 1
and « € (0,1] such that

dy(F"z, F"y) = du([fr", 2], [fR"Y, 2])
< cd(fr"z, frR"y)"
< c(exp(kTg(x))) " d(x, y)*
< cexp(kaTp(x))dy (z,y)".

Setting # = ka + log ¢ we obtain the third statement. This completes the proof of
the lemma. (I

We notice that the second property in Lemma 15.4.7 corresponds to hypoth-
esis 2 in Theorem 15.4.1.
For each n € N we define a new partition of A by R,, = \/;:0 fPR. Then the
partition
Roo = nli_)ngoﬂQn ={Wg(2): z€ Re R},

where Wi (z) = V,;'(2) N R, is composed of local unstable manifolds. It induces a
family of conditional measures u¥ for u-almost every z € A, given explicitly by

M LR (=) (15.:32)
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for every measurable subset A C A. Each measure Y can be seen as a measure in

Wg(2) = Roo(z). However, it may not be invariant under the map F in Wg (z).

Because of this we construct a measure m} equivalent to p% which is F-invariant.
Given a set A C WH(z) we write

[A,R] :={[a,y]: a € A and y € R}.
We define a measure m¥ in W§(z) by

w o AUAR)
meA) =T R)

for every measurable subset A C W(z). It follows from Theorem 4.2.8 that
u(OR) = 0, and thus m¥ is a well-defined probability measure in Wg(z) with
the property that m»(9Z) = 0 for p-almost every z € A. Here the boundary 9% is
computed with respect to the induced topology on W(z).

(15.33)

Lemma 15.4.8. There exists a constant ¢ > 0 such that for p-almost every z € R
the following properties hold:

1. m¥ is an ergodic F-invariant measure in Wh(z);

2. the measures my and py are equivalent, and
d u

< S oo

dm?

Proof of the lemma. Let z € int R. Since
[F71A7R] = fR_l[A7RL

the F-invariance of mY follows immediately from the fgr-invariance of the mea-
sure p|R. The ergodicity of m¥ follows from the ergodicity of u.

Now we establish the second property. Since the Markov partition is a gen-
erating partition, it is sufficient to verify the equivalence of the measures in the
elements of the partitions R, V R™ for each n,m € N. We observe that for each
x € WH(2) and p € N we have Ry,(z) = Rp(2). Set Z = Ry, (z) N R™(z). Since p is
a Gibbs measure, there exists a constant a > 0 (independent of m, n, and z) such
that

™ (R (2)) (R (2)) < 1(Z) < app( R (2))u(R" ().
Dividing by (R (z)) and letting m — oo, it follows from (15.32) that
a” (R () < p2(Z) < ap(R"(x))

for every n € N. Since [Z, R] = R"(z), it follows from (15.33) that m¥(Z) =
w(R™(x))/pu(R), and hence

This yields the desired result. ([
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Now we establish hypothesis 3 in Theorem 15.4.1.

Lemma 15.4.9. For p-almost every z € A and m¥-almost every x € Wg(z), there
exists v > 0 such that
B(z,e™ ") C Zp(x) (15.34)

for all sufficiently large n € N.

Proof of the lemma. Set pugp = (u/R)/pu(R). By Kac’s lemma, the induced system
(fr, ur) is ergodic, and

1
/RTR((E) dug(z) = Ik (15.35)

Observe that )
Th(z) =Y Tr(fr"z)
k=0

for every n € N and = € R. By Birkhoff’s ergodic theorem, we have

w({z e rs jim 1700 = ) = i),

and thus (see (15.32)),

e ({oewao: i Trhe) =) =1

for p-almost every z € A. By Lemma 15.4.8 we conclude that

ot ({rewio g rger = 1Y) 1

for p-almost every z. Hence, for m¥-almost every x € Wg(z) there exists d, >
1/u(R) such that Th(z) < dzn for every n € N. We note that J, can be chosen in
such a way that x — J, is measurable.

Let £,6 > 0, and set

Yo = {z € Wg(2): 6, < 6}

We have m¥%(Yy) > 1 — ¢ for all sufficiently large §. Let P,, C Z be the collection
of elements Z € Z such that Tg|[Z, R] < n. If z € Yy, then

2(F" 'x) € Ps, (15.36)
for every n € N, since

Tr(F™ 'z) < Th(z) < 6,0 < on.
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Furthermore, by the construction of Z in (15.30) we have
[P, Rl C R'U---UR™

We show that the orbit of a typical point in Yy stays sufficiently far away
from 9Z. Using the Markov property of the partition R, we obtain [0P,,, R] C
OR™ for every m € N. It follows from the Holder continuity of the local product
structure that there exists a > 0 such that

{z € Wi(2): du(z,0P) <1}, R] C {y € R:d(y,0R™) < r*}. (15.37)

Let
Bo = (1 +logmax{||d,f| : z € A})d/«,

and define
B, = {z € Yy 1 dy(F" 'z, 0Z(F" 'z)) < e Pom}.

Using (15.36) we obtain

m¥(B,) <m¥ ({z € Yy : du(F" 'z,0Ps,) < e_ﬂ"”}) ,
and by the F-invariance of mY,
m¥(B,) <m¥ ({z € W(2) : du(z,0Psn) < e Pom}).

z

Set L = max{||d,f]| : x € A}.
Lemma 15.4.10. If o > L, then there exists v > 0 such that

pw{x € A: d(x,0R") < 1/6™}) < c(L/o)’™  for every n € N.

Proof of the lemma. Since L is a Lipschitz constant for f, if d(z,0R™) < 1/c™,
then d(f¥z,0R) < L*/o™ for some k < n. By Theorem 4.2.8 we obtain

p({x € A:d(z,0R") < 1/0"}) < > p({w € A: d(fFz,0R) < LF/o"})

k<n
< Sttty
k<n
<c¢(L/o)"™
This completes the proof of the lemma. |

By (15.33), (15.37), and Lemma 15.4.10, there exist constants ¢ > 0 and
v > 0 such that

m(B,) < ﬁu ({2 € R: d(z, 0R%) < e—ofon))

< Cefnaﬂou/zs < e vn
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for every n € N. This implies that ) _m¥(By) < oo. By Borel-Cantelli’s
lemma, for m¥-almost every x € Y, we have = ¢ B,, for all sufficiently large m,
that is,

dy (F™ 2, 0Z(F™ 'x)) > e~ Pom

for all sufficiently large m. Therefore, for some 3 > [y there exists a set Y C Yj
of measure m¥(Y) > 1 — 2e such that

dy(F™ Y2, 02(F™ 1z)) > e Fm (15.38)

for every m € N and z € Y (recall that by Theorem 4.2.8 the boundary 9Z has
ZEro measure).

Fix v > (84 0d)/«, with 0 as in Lemma 15.4.7. Let x € Y, n > 2, and
y € B(z,e” ™). It is easy to verify that

ektoeamm < o=hn (15.39)
for every k < n. By (15.38) and (15.39) with m = 1 and k = 0, we obtain
dy(z,02(z)) > e P > e " > d,(z,y),
and hence, y € Z(z). By Lemma 15.4.7 we have
dy(Fz, Fy) < e”d(z,y)* < e < o™,
using (15.39) with k = 1. By (15.38) with m = 2 we obtain
dy(Fz,02(Fx)) > e % > d,(Fx, Fy),

and hence Fy € Z(Fx). This shows that y € Zo(z). Again by Lemma 15.4.7, we
obtain
du(FQz,F2y) < 620567(3@71 < efﬁn

3

using (15.39) with k& = 2. We can repeat the above argument to show that for
every m < n we have

dy(F™ 2, 02(F™ '2)) > e ™8 > d, (F™x, F™y),

and hence F™ 'z € Z(F™ z). This shows that y € Z,,(x). Therefore, (15.34)
holds for every € Y and n > 2. Since m%(Y") > 1 — 2¢, the arbitrariness of € > 0
implies the desired statement. ]

We proceed with the proof of the theorem. We denote by 7*(z, R) the return
time of x to the ball B%(x,r) with respect to the map F, that is,

(x,R) = inf{k € N: F*z € B*(x,r)}, (15.40)

and we define the corresponding lower and upper recurrence rates by

1 U(x, R —u 1 Uiy R
Eu((E, :R) = lim inf L((E’) and R ((E, :R) = lim inf 0g T, (1’, ) ]
r—0 —logr r—0 —logr
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We verify that the system (F, mY) satisfies the hypotheses of Theorem 15.4.1.

By Lemma 15.4.8, m¥ is an ergodic F-invariant measure. We observe that
[Z, R] is a partition of R. Furthermore, for each Z € Z there exists p € N such
that [Z, R] € RP and Tg|[Z, R] = p. The Gibbs property of the measure p implies
that there exists a constant b > 0 (independent of p) such that u([Z, R]) > e,
and hence m%(Z) > e~ for every Z € Z. By (15.33), this implies that

=Y miZ)logm¥(Z) = > m(Z)(—logmZ (%))

Zez peEN ZeZ:Tr|[Z,R]=p

<Z,ff§> S uizR)

peN Ze€Z:Tr|[Z,R]=p

= ﬁZPM U z=r

peN ZeZ:Tr|[Z,R]=p

b
:m/RTRd“'

It follows from Kac’s lemma (see (15.35)) that
Hpu(2) <b/p(R) < oo.
Now we verify the remaining hypotheses of Theorem 15.4.1. We have
[Zntm (), Bl = [Zn(2), B O f77[2m(y), B],

with [Z,(z), R] € RP and y = F"z = fPx. It follows from (15.33) and the Gibbs
property of i that there exists a constant x > 0 (independent of m, n, and x) such
that

M (Zgn () < B (o (2)) 2 (2o (F"2)).

This shows that hypothesis 1 in Theorem 15.4.1 is satisfied. Hypothesis 2 is state-
ment 2 in Lemma 15.4.7, and hypothesis 3 is the content of Lemma 15.4.9. Thus,
it follows from Theorem 15.4.1 that

R'(2,R) = dpu(x) and R'(z,R) = dpy () (15.41)

for p-almost every z € R and m¥-almost every « € Wg(z).
On the other hand, by Theorem 14.3.2 (see also (14.4)) there exists a con-

stant dz such that
d,u(2) = dyu(2) = d (15.42)

for p-almost every x € A. We recall that for each z € WE(z) and p € N we have
Rp(x) = R,(2). Hence, it follows from (15.32) and (15.42) that

dyu () = dyu () = dj; (15.43)
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for p-almost every z € A and p¥-almost every @ € WH(2).
By Lemma 15.4.8 the measures m¥ and p¥ are equivalent for p-almost every
z € R, and hence

d

u
—m

(z) =d,.(z) and A (2) = dyyu (2) (15.44)

for p-almost every z € A and p¥-almost every x € Wh(z). Combining (15.41),
(15.43), and (15.44) we conclude that

R“(z,R) = R"(2,R) = dppu (¥) = dpz (x) = d; (15.45)

for p-almost every z € R and p¥-almost every = € Wg(z).
On the other hand, it follows from (15.40) and (15.31) that

7z, R) = inf{k € N : d,([fr"z,a],z) < r}.
Therefore,
T;r(w’y)(x) =inf {n € N: f"z € R and d,,([f"z,2],z) <r}. (15.46)

Furthermore, since p is ergodic it follows from (15.35) that

1
lim ~T% () = —————
T T )
for p-almost every x € A, where R(x) is the element of R that contains x. There-
fore,
log T3, (2)
n—o0 logn

=1 (15.47)
for p-almost every = € A.
Fix p > 0, and consider two Markov partitions Ry and R_ of A. We assume

that R_ has diameter at most p (it is well known that there exist Markov partitions
of A with diameter as small as desired), and we define

Ay(Ry) ={z € A: d(z,0R+) > p}.
Observe that if z € A,(R4), then
R_(z) C B(z,p) N A C Ry(z), (15.48)

where R_ () and Ry (x) are respectively the elements of R_ and R that contain z.
Since A is invariant, the orbit of every point & € A is contained in A. Therefore
(even though in general the intersection B(x, p)NA in (15.48) cannot be replaced by
the ball B(z, p)), it follows from (15.48) and (15.46) that setting ny = 7%(x, R4)
and n_ = 7%(x,R_) we have

Tﬁi(w)(iv) <7z, p) < Tﬁj(w)(iﬂ)
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for p-almost every © € A,(R4). We conclude from (15.47) that
Eu(%j{-‘r) SEu(va) SE"(x,ﬂQ_% (15'49)

and . . .
R"(z,Ry) <R"(x,p) <R"(z,R_) (15.50)

for p-almost every x € A,(R4). On the other hand, by (15.45) we have
R%(z,R_) =R"(z,R_) = d, and R"(z,Ry)= R (z,Ry) = dy,
for p-almost every x € A. It follows from (15.49) and (15.50) that
R"(z,p) = R"(x,p) = d (15.51)

for p-almost every x € A,(R4) and all sufficiently small p > 0. By Theorem 4.2.8,
the boundary OR, has zero measure. Hence, the set |J,.,A,(R+) has full p-
measure, and the identities in (13.17) hold for p-almost every x € A and all
sufficiently small p > 0 (possibly depending on x).

Using a version of (15.45) for the stable direction (which can be obtained
replacing everywhere the diffeomorphism f by !, and the index u by s), we can
show that

R*(x,p) = R (x,p) = dj, (15.52)

for p-almost every z € A and all sufficiently small p > 0 (possibly depending
on z). It follows from (15.51) and (15.52) that the limits in (15.27)—(15.28) are
not necessary provided that p is sufficiently small. Hence,

R*(z) = R*(x,p) = R (z,p) = dj, (15.53)
and B

R“(z) = R"(w,p) = R (z,p) = d; (15.54)
for p-almost every z € A and all sufficiently small p > 0 (possibly depending on ).
This completes the proof of the theorem. (|

15.4.3 Product structure of recurrence

The following result of Barreira and Saussol in [17] is now a simple application of
Theorems 14.4.1, 15.3.1, and 15.4.6.

Theorem 15.4.11 (Product structure of recurrence). Let A be a locally mazimal
hyperbolic set of a C'*¢ diffeomorphism f, for some € > 0, such that f is topo-
logically mizing on A, and let u be an equilibrium measure of a Hélder continuous
function in A. Then for p-almost every x € A the following properties hold:

1. the recurrence rate is equal to the sum of the stable and unstable recurrence
rates, that is,
R(z) = R*(x) + R"(z);
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2. there exists p(x) > 0 such that for each p € (0,p(x)) and § > 0 there is
r(z,p,0) > 0 such that if r < r(x,p,d), then

oo )@ e) s (15.55)
7 (2)
Proof. By Theorem 14.4.1 we have
d,(x) =dy(z) = dj + d (15.56)

for p-almost every = € A. On the other hand, by Theorems 15.3.1 and 15.4.6,

R(z) =d,(z), R*(z)=d;

o

and R"(z) =d
for p-almost every x € A. Together with (15.56) this establishes the first statement
in the theorem. In view of the arbitrariness of p in (15.53) and (15.54), the second
statement is an immediate consequence of the first one. O

The second statement in Theorem 15.4.11 shows that the return time is
approximately equal to the product of the return times in the stable and unstable
directions, as if they were independent.

In the case of symbolic dynamics, a version of Theorem 15.4.11 was obtained
earlier by Ornstein and Weiss in [107]. We formulate it without proof.

Theorem 15.4.12. The following properties hold:

1. if oS is a one-sided topological Markov chain, and p™ is an ergodic o™ -
invariant probability measure in X7, then
- loginf{n € N : (ipa1-- inyx) = (i1 ix)} _n

0ty (15.57)

for ut-almost every (iyiz---) € LT

2. if o|X is a two-sided topological Markov chain, and p is an ergodic o-invariant
probability measure in X, then

lim loginf{n eN: (infk s in+k) = (’L',k s Zk)}

Jlim okt =hu(0)  (15.58)

for p-almost every (---i_qigiy---) € X.

We recall that o|% has naturally associated two one-sided topological Markov
chains o |XT and 0|2~ (see Section 4.2.3). Furthermore, any o-invariant mea-
sure 4 in Y induces a o -invariant measure p* in ©1 and a o~ -invariant measure
p~ in X7, such that

B+ () =h, (07) = hu(o). (15.59)
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For each w = (---i_1ipi1---) € ¥ and k € N, we set

(W) =inf{n € N: (iny1 - inyr) = (i1 ix)},

T, (w)=inf{n € N: (i_p_p--i—p_1) = (l—p---i-1)},

Tk(w) = inf{n eN: (in—k . 'in+k) = (i_k s Zk)}
The following is an immediate consequence of (15.57), (15.58), and (15.59).
Theorem 15.4.13 ([107]). Let pu be an ergodic o-invariant measure in . Given

e > 0, for p-almost every w € ¥ and all sufficiently large k we have

efks < le_(w)Tk_ (w) < eks.
k(W)

Theorem 15.4.13 is a version of 15.55 in the case of symbolic dynamics.
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