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To my son, Redon



Introduction: The Explanatory 
Conundrum and the New Perspective  
in Modern Biology

Science commits suicide when it adopts a creed.
Huxley (1885)

The evolution of life on Earth is a fact that by consensus is accepted in modern  
biology. However, the biological community is polarized in regard to the mechanisms 
of biological evolution. On the one hand the followers of the prevalent view that evolu-
tion of the living world is determined by changes in genes and gene frequencies, and 
on the other, followers of the new, less popular, but already significant and rapidly 
crystallizing concept, holding that nongenetic, epigenetic factors and mechanisms also 
play an important role in the evolution of life.

The mainstream paradigm posits that evolution is the result of changes in allele 
frequencies with gene mutations, genetic recombinations, and gene drift being the 
source of genetic variability necessary for the action of natural selection. At its 
extreme form, the theory sees the life and evolution of living forms as a way of 
propagation and perfection of genes, while the carriers of genes, the organisms them-
selves, serve as machines or vehicles for survival and reproduction of genes.

Scientific candor requires us to plainly admit that despite the tremendous amount 
of effort, biology has never succeeded in showing in clear-cut terms how a change in 
gene(s) during evolution led to an evolutionary change in metazoan morphology or 
behavior.

In recent decades, a number of new alternative ideas, perspectives, hypotheses, 
and theories have been propounded (by Eldredge, Gould, West-Eberhard, Piggliucci, 
Schlichting, Jablonka, Newman, Müller, Cabej, and others) to explain the biological 
evolution or particular aspects of it. Rather than an unexpected or accidental phe-
nomenon, the development of these hypotheses and theories is the logical result and 
manifestation of the failure of the existing paradigm to cope with an ever-increasing 
body of empirical evidence.

At the turn of the twentieth century, evolutionary theory was steered into an 
explanatory crisis. A general idea of the gravity and proportions of the crisis of the 
neo-Darwinian explanans of evolution may even be obtained through a glimpse of the 
following incomplete list of crucial biological phenomena that it cannot account for. 
(All of them will be considered in some detail in respective chapters of this work.)

1. Sudden evolutionary events, particularly the burst of body plans and emergence of almost 
100 phyla within an evolutionarily narrow window of 5–15 million years during the 
Cambrian (~450 million years ago), whereas almost no new phyla have appeared in the 
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following 430–445 million years. This, unambiguously, contradicts the basic neo-Darwin-
ian tenet of the gradualism of evolutionary changes.

2. Rapid speciation and morphological changes observed in nature, such as formation of new 
cichlid species in East African Lakes in a matter of several to hundreds of thousands of 
years, evolution of the Drosophila species in the Hawaii Islands, etc., including the rapid 
evolution and huge phenotypical (morphological, physiological, behavioral, and cognitive) 
divergence of humans and chimpanzees during the evolutionarily brief period of several 
million years.

3. Reproductive isolation and sympatric speciation in the absence of geographic isolation, 
involving no gene mutations, gene drift, or genetic recombination.

4. Frequent appearance of evolutionary reversions (including atavisms), return of lost ances-
tral traits even after many millions of years, clearly refuting the neo-Darwinian principle of 
the irreversibility of evolution.

5. Sudden and systematic appearance in the offspring of inherited changes in morphology, 
physiology, life history, and behavior (transgenerational developmental plasticity under the 
influence of environmental stimuli experienced by parents), involving no genetic factors or 
mechanisms.

6. Developmental polymorphisms, i.e., systematic production of different morphs in the 
offspring of the same brood and the same genotype, sometimes in adaptive responses to 
specific environmental stimuli.

7. Rapid and reproducible experimental reversion of the lost ancestral morphology, physi-
ology, behavior, and life histories of Drosophila melanogaster, within as little as 5–20 
generations.

8. Experience-independent generation of the quadrillions of bits of the epigenetic information 
(exceeding millions of times the amount of the genetic information contained in the human 
genome) for establishment of specific neuronal connections during the embryonic develop-
ment of the central nervous system (CNS) in higher vertebrates.

With all the above in view, the reader is asked to judge whether these counterin-
stances represent “exceptions to the rule,” or “exceptions that prove the rule,” or 
whether the paradigm, at its present status, is “ruled by exceptions.”

Not only does the neo-Darwinian paradigm fail to account for the above and 
many other phenomena, but empirical evidence is at odds with some of the basic 
neo-Darwinian tenets, as will be argued in respective chapters and sections of this 
work. The failure is the unavoidable result of the doctrinaire attitude, regardless 
of the challenging developments in various fields of biology, especially the devel-
opmental biology and paleontology, and dismissal of the ever-increasing body 
of evidence on the epigenetic factors involved in the individual development and 
heredity.

The Neo-Darwinian Paradigm and Darwin’s Heritage: Darwin 
in Procrustes’ Bed

Darwinian theory was a major landmark and a turning point in the history of the 
scientific understanding and study of the world. Due to its unprecedented success 
from the beginning, about one and half centuries ago, it was conveniently used as 
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a shield for protecting and fending off criticisms by the most diverse biological 
and even social theories and doctrines from the amorphous Lysenkoist doctrine of 
inheritance of acquired characters, on the extreme left, to Herbert Spencer’s social 
Darwinism, on the right. Theoretical constructions in the twentieth century could not 
afford to opt out of using Darwin’s imposing scientific reputation even when particu-
lar Darwinian ideas contradicted some of their basic tenets.

In this respect, the neo-Darwinian theory is not an exception, despite the incon-
testable contributions it made in the study of evolution. The attempt to integrate 
Mendelian genetics into Darwinian doctrine was scientifically highly costly; for the 
sake of that that integration, they had to cede (part with) some of Darwin’s basic 
ideas that were incompatible with the principles of the new science of genetics, such 
as the role of changes in the environment and the use/disuse of organs in evolution, 
evolutionary reversion to ancestral traits, role of behavior and learning in modifying 
instincts, and sympatric speciation. Although emphasizing their loyalty to Darwinian 
theory, neo-Darwinians in fact dwarfed Darwin’s heritage and excluded from their 
theory some essential Darwinian tenets. The marriage of genetics with Darwin’s the-
ory was made at the latter’s expense.

Neo-Darwinians excluded from the theory any nonselectionist mechanism of evo-
lutionary change. According to the neo-Darwinian paradigm, the living organism, the 
evolving entity, is subject to random changes in its genes, while the external envi-
ronment via natural selection brings order to the random variability and produces 
innovation. Living organisms, in a figure of speech, produce random variability, only 
“letters” and “words.” It is the environment that via the natural selection uses these 
letters and words in writing the text of the evolution.

The neo-Darwinian paradigm has already paid a high price for stubbornly holding 
fast to the strange idea that the creative force of the evolution of living systems is to 
be found outside the living systems themselves. The cult of chance as the ultimate 
source of variability and evolution via natural selection was proclaimed to be con-
tinuation and advancement of Darwinian legacy. Is this true?

In fact, from the first publication of the Origin, and repeatedly in the later editions, 
Darwin pointed out in a visible part of the Introduction:

I am convinced that Natural Selection has been the main but not exclusive means of 
modification.

Darwin (1859)

Later, Darwin made clear his belief that evolution may occur even without natural 
selection being involved:

It should not, however, be overlooked that certain rather strongly marked variations, 
which no one would rank as mere individual differences, frequently recur owing to 
a similar organisation being similarly acted on—of which fact numerous instances 
could be given with our domestic productions. In such cases, if the varying individ-
ual did not actually transmit to its offspring its newly acquired character, it would 
undoubtedly transmit to them, as long as the existing conditions remained the same, 
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a still stronger tendency to vary in the same manner. There can also be little doubt 
that the tendency to vary in the same manner has often been so strong that all the 
individuals of the same species have been similarly modified without the aid of any 
form of selection.

Darwin (1872)

Contrary to the neo-Darwinian idea that the loss and vestigialization of organs 
results from the accumulation of mutations under the action of natural selection, 
Darwin denied any role of natural selection (and implicitly of the genetic vari-
ability) in the process of evolutionary vestigialization and ultimately in the loss of 
organs:

Rudimentary organs, from being useless, are not regulated by natural selection.
Darwin (1872, p. 131)

The neo-Darwinian temptation to dismiss from the Darwinian doctrine all but the 
principle of natural selection and indefinite changes is not unprecedented. It is as old 
as the Darwinian theory itself. The genius had to deal with the same misrepresenta-
tion problem during his lifetime:

But as my conclusions have lately been much misrepresented, and it has been stated 
that I attribute the modification of species exclusively to natural selection, I may be 
permitted to remark that in the first edition of this work, and subsequently, I placed 
in a most conspicuous position—namely, at the close of the Introduction—the fol-
lowing words: “I am convinced that natural selection has been the main but not the 
exclusive means of modification.”

Darwin (1872, p. 421)

Not only did Darwin not exclude the role of nonselectionist factors in evolution but 
he even elaborated on some of these factors. The neo-Darwinian theory neglects, if it 
considers at all, the role of use and disuse of organs in evolution of the living world. 
To the contrary, Darwin pointed out:

Disuse, aided sometimes by natural selection, will often tend to reduce an organ, 
when it has become useless by changed habits or under changed conditions of life.

Darwin (1859, p. 479)

The animal structure may change by mechanisms different from random changes 
in genes, in the modern biological meaning. Darwin believed that disuse may lead 
to reduction and vestigialization of organs or parts, biological phenomena that are 
extremely common throughout nature (Darwin, 1859, p. 450) and which result from 
the use and disuse:

There can be little doubt that use in our domestic animals strengthens and enlarges 
certain parts, and disuse diminishes them; and that such modifications are inherited.

Darwin (1859, p. 134)
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and further:

I believe that disuse has been the main agency; that it has led in successive genera-
tions to the gradual reduction of various organs, until they have become rudimen-
tary,—as in the case of the eyes of animals inhabiting dark caverns, and of the wings 
of birds inhabiting oceanic islands, which have seldom been forced to take flight, 
and have ultimately lost the power of flying.

Darwin (1859, p. 454)

Based on the idea that spontaneous random changes in the hereditary material, i.e., 
gene mutations, are the only source of inherited variability, neo-Darwinians excluded 
the possibility of environmental agents acting as stimuli inducing inherited changes 
in the structure and function of organisms. To the contrary, Darwin accepted, and 
modern biology has substantiated, the idea that environmental stimuli can induce 
inherited adaptive changes in living organisms:

Changed conditions generally induce mere fluctuating variability, but sometimes 
they cause direct and definite effects.

Darwin (1872, p. 131)

Translated into modern biological parlance, these “direct and definite effects” are 
nonrandom, nongenetic, and therefore epigenetic changes. Indeed, firmly established 
observational facts on transgenerational developmental plasticity have shown that 
Darwin was right, not the neo-Darwinians (see Chapter 11).

In line with their idea on gene mutations as the exclusive source of inherited vari-
ability, neo-Darwinians believe that evolution is irreversible. They are still denying 
the possibility of evolutionary reversion of lost ancestral structures, as formalized in 
Dollo’s law. To the contrary, Darwin believed that evolutionary reversions are possible, 
and he hypothesized about the underlying cause of the phenomenon:

When a character which has been lost in a breed, reappears after a great number of 
generations, the most probable hypothesis is, not that the offspring suddenly takes 
after an ancestor some hundred generations distant, but that in each successive gen-
eration there has been a tendency to reproduce the character in question, which at 
last, under unknown favourable conditions, gains an ascendancy.

Darwin (1859, p. 161)

Then he iterates that

there is a tendency in the young of each successive generation to produce the long-
lost character, and that this tendency, from unknown causes, sometimes prevails.

Darwin (1859, p. 166)

More-than-adequate evidence on evolutionary reversions shows that Darwin was 
right and that neo-Darwinians are not (see Chapter 15, Evolution by Reverting to 
Ancestral Characters).
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Exclusion of all the above Darwinian factors from the neo-Darwinian theory 
of evolution was a timid criticism of Darwin’s concept on organic evolution. It is 
somewhat ironic that by proclaiming Darwinism, the neo-Darwinian approach to  
the problem of evolution is more Wallaceian than Darwinian. Wallace, the coau-
thor of the theory of natural selection, has also criticized Darwin’s acceptance of  
nonselectionist factors as important players in the process of living world:

Now Mr. Darwin has himself admitted that there are these unknown causes at work, 
and that “natural selection is the most important but not the exclusive means of 
modification.” There may be some question as to the term “most important,” if, as 
is not improbable, the most radical differences in animals and their most important 
organs could not have been produced by it alone.

Wallace (1880)

Exclusion of Darwin’s nonselectionist heritage (e.g., use and disuse of organs, 
direct effects of changed conditions of living, loss of organs as a result of disuse, 
and evolutionary reversions) from neo-Darwinian explanans was a necessity rather 
than an accident. Any attempt to apply the new knowledge on genes as material 
carriers of heredity to nonselective factors of Darwinian evolution is confronted 
with an insuperable difficulty: changes in genes, gene mutations are random 
events, while the nonselective Darwinian factors implied directed change in evo-
lution. The arbitrary exclusion of all these Darwinian factors was found to be a 
convenient, but highly costly, “solution” to the problem of introducing genes into 
the theory of evolution, for adapting the Darwinian theory to the needs of the “evo-
lutionary synthesis.”

Now, more than a century after Darwin, his assumptions on the direct influence of 
the environment on heredity, evolutionary reversion of ancestral phenotypes, and the 
loss of organs or traits that were excluded from the neo-Darwinian explanans of evo-
lution, are unambiguously validated by empirical evidence, respectively, in the fields 
of transgenerational developmental plasticity, paleontological record, speciation, and 
experimental evidence on evolutionary changes, all to be discussed in separate chapters 
and sections of this work.

The Neo-Darwinian Paradigm and Modern Biology

At the foundation of the neo-Darwinian paradigm is the idea that evolution results 
from changes in gene frequencies in natural populations, and the source of these 
changes are basically three genetic phenomena: gene mutations, gene drift, and 
genetic recombination. Natural selection creates novelty by acting on the genetic 
variability.

For over half a century, a steadily growing body of evidence contradicting the 
neo-Darwinian view has been regarded only as a plethora of puzzles and anoma-
lies, although attempts to explain or reconcile these phenomena with the neo- 
Darwinian paradigm have generally failed. Rather than trying to face and resolve 
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these “puzzles,” dealing objectively with the disproving “counterinstances,” neo- 
Darwinians applied the ostrich approach and ignored contravening facts. Remember:

Einstein saw as counterinstances what Lorentz, Fitzgerald, and others had seen as 
puzzles in the articulation of Newton’s and Maxwell’s theories.

Kuhn (1996)

Genes and Phenotypic Characters in Metazoans

In our time, the central role of genes in the evolution of unicellulars is proven. So is 
the role of genes in the process of biochemical evolution of multicellulars that, to a 
great extent, results from gene mutations accumulating via natural selection during 
long evolutionary periods of time.

An enormous amount of energy and intellectual resources have been, and con-
tinue to be, devoted to finding and identifying the gene(s) responsible for various 
morphological characters in metazoans. In thousands of experiments, it has been 
demonstrated that spontaneous and induced mutations lead to anomalies in morphol-
ogy, physiology, and behavior. We know of numerous genes in various species of 
invertebrates and vertebrates that are clearly related to specific characters. No one 
can deny that mutations, deletions, or generally nonfunctioning and malfunctioning 
genes lead to specific abnormal morphologies. Such experimental facts clearly show 
that functionally normal genes are necessary for the development of particular nor-
mal morphologies. But not more than that. In other words, it is correct to say that in 
metazoans the normal gene is a necessary condition for the development of a spe-
cific normal character, but it would be logically erroneous to grant the “necessary 
conditions” attributes of the cause when these conditions are not sufficient for the 
development of normal morphology. Many biologists believe that demonstration that 
a gene can induce ectopic expression of a phenotype proves that it is sufficient for 
the development of the phenotype (Baker et al., 2001). But even this “sufficiency 
test” is methodologically flawed and misleading. For ectopic expression of the phe-
notype in experiments does not exclude participation of other local nongenetic fac-
tors in the ectopic development of the phenotype; the gene in this case as well is not 
the cause or “all what is needed” for the development of that phenotype.

Development of phenotypic characters in metazoans is a function of signal cas-
cades and gene regulatory networks (GRNs) with each network comprising from 
several to hundreds of genes. The presence of each of these genes is a necessary con-
dition for the normal development of the specific character, but none of these genes 
is the cause of that character. Moreover, even these several to hundreds of genes, in 
their entirety, do not rise to the level of a cause. Contemporary biological knowledge 
says that GRNs generally represent downstream entities of signal cascades that are 
activated by neurohormonal signals, and the primary source of the information for 
starting these signal cascades is a chemical output released as a result of the process-
ing of electrical signals into which all external and internal stimuli are converted in 
neural circuits. Signal cascades represent causal chains in which the preceding event 
is the cause of the next event. One cannot reasonably talk or think about the cause of 
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a phenotypic result determined by such signal cascades. But we can instead distin-
guish between the last link in the causal chain, which is the proximate cause of the 
phenotypic result and the first (or initiating) link, which is the ultimate cause.

Any malfunction of an upstream element of the cascade could lead to defects of 
the character determined by the GRN. The higher the position of the affected ele-
ment in the cascade, the greater the effect of the change could be. So the first con-
clusion to be drawn is that no single gene is responsible for the formation of the 
affected character. To single out a particular gene as the cause of the phenotypic 
character in such cases is to attribute to the part the functions of the whole.

The fact that the signal cascades that activate GRNs start with electrical/chemi-
cal outputs of the processing of internal/external signals in neural circuits suggests 
that the activation/inactivation of GRNs is determined by the computational activ-
ity of neural circuits, which ultimately determine whether, where, and when to turn 
on/off GRNs (see Processing of External/Internal Stimuli in the CNS Generates 
Information for Adaptive Phenotypic Responses, in Chapter 2). Thus, in metazoan 
development, genes are tools which need epigenetic instructions on whether, where, 
and when they should be expressed.

Gene Mutations Versus Darwinian Variability

The neo-Darwinian identification of spontaneous mutations with Darwin’s gradual 
individual variations or differences caused by the principle of divergence is question-
able. Despite the lack of knowledge on the nature of these variations at the time, 
intuitively Darwin denied the possibility that these variations were random and spon-
taneous occurrences. According to Darwin, modification of species

has been effected chiefly through the natural selection of numerous successive, 
slight, favourable variations; aided in an important manner by the inherited effects 
of the use and disuse of parts; and in an unimportant manner, that is in relation to 
adaptive structures, whether past or present, by the direct action of external condi-
tions, and by variations which seem to us in our ignorance to arise spontaneously 
(my emphasis - N.C.) It appears that I formerly underrated the frequency and value 
of these latter forms of variation, as leading to permanent modifications of structure 
independently of natural selection.

Darwin (1872, p. 421)

Note that Darwin believed that the apparent spontaneous inherited variations (pre-
sumably not related to external stimuli) are not genuine random events but products 
of our ignorance. He felt that even if random changes would occur, they could not 
lead to the degree of variations observed between species:

Mere chance, as we may call it, might cause one variety to differ in some character 
from its parents, and the offspring of this variety again to differ from its parent in the 
very same character and in a greater degree; but this alone would never account for 
so habitual and large an amount of difference as that between varieties of the same 
species and species of the same genus.

Darwin (1859, p. 111)
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Translated into the modern biological language, Darwin believed that what we call 
“spontaneous variability” is neither spontaneous nor random because random events, 
such as gene mutations, “would never account for so habitual and large a degree of 
difference as that between the species of the same genus.” This unequivocally con-
tradicts the neo-Darwinian tenet on gene mutations as the source of evolutionary 
change and speciation and the belief of the semantic equivalence of gene mutations 
to Darwinian variations.

The neo-Darwinian synthesis has been extremely successful in explaining the 
evolution of unicellular life and the tremendous biochemical evolution in both uni-
cellulars and multicellulars, but it has failed to bring any understanding of the evo-
lution of multicellulars at the supracellular level, especially the evolution of animal 
morphology, the most visible aspect of metazoan evolution. One century of research 
in the fields of evolutionary biology and induced experimental mutagenesis did not 
provide any proof that a particular mutation can lead to an adaptive morphological 
change in metazoans.

What is the reason for the discrepancy between the success and the failure of the the-
ory of dealing with two aspects of a single process, the evolution of the living world?

Exaggeration of the importance of the knowledge of the time, and extension of 
that knowledge beyond the scientifically justified limits, have always been flaws 
of human judgment. Genes became a biological “jack of all trades” and were used 
for explaining anything related to the living world, from protein biosynthesis to the 
nature of human behavior and intelligence and even the evolution and functioning of 
human societies. Extrapolation of the role of genes as carriers of information for pro-
tein biosynthesis for explaining a totally different process, the spatial arrangement of 
cells of various types from which the metazoan morphology arises, represents a rare 
case of resorting to Deus ex machina for resolving problems in science.

Almost half a century ago, at the zenith of the progress in the fields of molecu-
lar genetics, after the discovery of the material basis of the gene and genetic code, 
Chargaff predicted (and warned against) the rise of a mechanomorphic view of living 
nature and a molecular mythology (Chargaff, 1963). The science of biology, under 
the influence of the Zeitgeist, for half a century would focus on the study of genes 
as separate and almost independent entities, underestimating the dynamics of their 
interactions with other cellular and extracellular components and ignoring the wider 
epigenetic context that determines even the expression of genes in metazoans.

The Neo-Darwinian Explanation of Evolution Put to the Test 
of Praxis

What is the status of the neo-Darwinian theory now, about 80 years after its formula-
tion, on strictly scientific terms? Does the neo-Darwinian paradigm, in all its slightly 
varying forms, provide a verified and verifiable genetic mechanism of evolution?

From the neo-Darwinian view, evolution is a statistical process of the accumu-
lation of favorable genetic variability under the action of natural selection, and the 
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sources of that variability are gene mutations, gene drift, and genetic recombina-
tion. Gradual accumulation of changes in allele frequencies in populations that are 
geographically isolated, over time, leads to reproductive (postzygotic and less fre-
quently prezygotic) isolation of the geographically isolated populations and for-
mation of species and higher taxa. While it is theoretically argued and empirically 
demonstrated that changes in allele frequencies do occur, in no single case has it 
been possible to show that one or a number of changes in genes have led to an adap-
tive change in a morphological trait in metazoans.

Validating Neo-Darwinian Predictions

The neo-Darwinian paradigm would predict that the tempo of evolution would be 
steady with no periods of evolutionary stasis. This prediction has been refuted by 
the large body of paleontological evidence. In the early 1970s, Eldredge and Gould 
(1972) presented paleontological evidence demonstrating that evolution is character-
ized by short periods of rapid change and longer periods of morphological stability, 
and formulated the theory of punctuated equilibria. Schindewolf also believed that

evolutionary development is episodic—it proceeds in phases, or in quantum leaps; it 
exhibits an unmistakable periodicity. The unfolding of lineages is divided into evolu-
tionary periods or cycles …. At the onset of a cycle, there is a brief period of abrupt 
development of forms …. We call this first phase the origin of types or typogenesis. 
This is followed by a second phase, one of type constancy, or typostasis.

Schindewolf (1993)

The neo-Darwinian paradigm would predict that, with mutation rates comparable in 
various organisms and with other factors equal, the tempo of evolution will be faster 
in organisms that have higher rates of reproduction. This prediction is almost uni-
versally refuted: invertebrates that have shorter life cycles have slower evolutionary 
rates than vertebrates, and the class of mammals, which has longer generation times, 
has evolved faster than any class of vertebrates that have shorter life cycles.

The neo-Darwinian prediction that the same genotype under the same environmen-
tal conditions will produce the same phenotype is no longer valid. Vast evidence shows 
that in species, populations, or individuals of the same/identical genotype reared under 
the same conditions may exhibit very different phenotypes, as is observed in numerous 
cases of developmental polymorphisms, predator-induced defenses, and phase transi-
tion in locusts. Confronted with this and two essential facts that

1. Gene mutations are very rare and deleterious; according to one of the leading neo-Darwin-
ists of the twentieth century, a vast majority of the mutants observed in any organism are 
detrimental to its welfare (Dobzhansky, 1971); and

2. Gene mutations that are evolutionarily useful are even more rare to account for the 
sudden morphological changes observed in nature. (Dobzhansky believed that finding a 
useful mutation in nature is as difficult as finding “a needle in a haystack”; Dobzhansky, 
1971, p. 138).



Introduction xxix

By the middle of the twentieth century, many evolutionists came to the conclusion 
that genetic recombinations, not gene mutations, are the main source of genetic vari-
ability on which natural selection acts. The idea is that since individuals of a species 
are in possession of different alleles, genetic recombination may lead to reshuffling 
of alleles and thus create new genetic variability. It was assumed that natural selec-
tion determines the evolution of the living world by acting on this genetic variabil-
ity (and the related phenotypic variability) provided by genetic recombinations. 
But, theoretically, it has been argued that even if recombination would produce new 
favorable genetic variability and phenotypic variability (with the latter not being 
demonstrated), the genetic variability would hardly be maintained in further gen-
erations because of the extremely low probability of the recombinant to mate with 
another individual of the same recombinant genotype:

There is no guarantee that such an exceptional individual will engage in genetic 
recombination only with individuals having a similar adaptive genotype, it is inevi-
table that this exceptionally favorable genotype will eventually be destroyed by 
recombination during reproduction.

Mayr (1964)

Furthermore, there is no evidence that evolution of the parthenogenetic species, in 
which genetic recombination is excluded, is slower than that of sexually reproduc-
ing organisms, suggesting that genetic recombination may be neither involved in, nor 
necessary for, the evolution of metazoans.

If the evolution of metazoans would depend on, or be related to, the evolution of 
genes, it will be expected that a correlation will exist between the number of genes 
and the position of organisms in the evolutionary ladder. (This is what was pre-
dicted before the gene sequencing era.) While a clear correlation is observed to exist 
between the number of genes and the structural and functional complexity of uni-
cellulars, no such correlation has been observed in metazoans; the number of genes 
in the human genome is comparable to that of the simple worm, Caenorhabditis 
elegans, but smaller than that of sponges, the simplest known metazoans. Even an evo-
lutionist like Maynard Smith (1986) would express his surprise that the biochemical 
difference between a bony fish, such as the carp, and a jawless fish, such as the lam-
prey, is about the same as that between the human and the lamprey (Wesson, 1991).

According to the neo-Darwinian view on the existence of a genetic program and 
on the genotype–phenotype relationship, it would be predicted that evolution of simi-
lar morphologies (parallel evolution, convergent evolution, and homology) would 
be related to the evolution and presence of similar genes. This prediction has been 
rejected by observations on individual development. Long before, de Beer (1971)con-
cluded that “Homologous structures need not be controlled by identical genes,” and 
that “the inheritance of homologous structures from a common ancestor … cannot be 
ascribed to identity of genes.”

The reverse has also been observed. Complex GRNs for the development of 
parts or organs of animals are discovered, which are surprisingly conserved among 
phyla, subphyla, and lower taxa, and still with the same genes, with the same 
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genetic information, different organisms and even organisms of the same species can  
produce very different morphologies (in the case of metamorphosis, polyphenisms, 
and developmental plasticity).

All of the above facts strongly suggest that a causal relationship between changes 
in genes and evolutionary events in metazoans might not exist, hence the almost cen-
tury-old hypothesis on changes in genes as causes of evolution is still waiting to be 
validated.

The Modern Synthesis and the Rise of the New Trend

The neo-Darwinian paradigm correctly predicts that a favorable inherited change 
will be positively selected, but this is the second and easy part of the question on the 
mechanics of evolution. In the beginning, there is the change; selection trails it in the 
process of evolution. The crucial problem to resolve in modern evolutionary biology, 
it is the generation of evolutionary change, identification of the source of new infor-
mation for producing the heritable adaptive change, not the process of natural selec-
tion, the universally accepted and intelligible Darwinian concept.

Gene mutations, random changes in the nitrogen base sequences of nucleic 
acids, normally produce defects rather than adaptive changes (although very rarely 
they can) in animal phenotype. There is evidence that the genetic information deter-
mines the position of amino acids in peptide chains, but there is no indication that 
it might determine the spatial order of cells, the building blocks of metazoan struc-
ture. It may be argued, however, that the lack of evidence is not evidence but failure 
to find that evidence in more than half a century of research is not promising. The 
burden of proof, the obligation to prove that genes may code for the spatial arrange-
ment of cells, is upon the supporters of that idea. Affirmative statements must be 
substantiated.

For half a century after the discovery of the chemical nature of the gene, biol-
ogists attempted to fill gaps in our understanding of the processes of individual 
development in metazoans by applying the concept of “genetic program,” without 
showing how it works, but vaguely positing that the genome is programmed to regu-
late individual development. The idea of the genetic program has never been formal-
ized into a hypothesis that would elaborate on where in the genome instructions for 
the spatiotemporal patterns of gene activation/inactivation are, and how these pat-
terns might translate into spatial order of cells of different types from which the ani-
mal morphology emerges.

To the contrary, we know that the entire early development is regulated not by 
the genome or genetic information (otherwise, not gametes alone, but all the somatic 
cells that are in possession of the same genome would be able to start individual 
development and produce embryos) but by the epigenetic information deposited in 
gametes in the form of mRNAs, proteins, hormones, neurotransmitters, and nutrients.

For the sake of argument, however, let us take it for granted that a developmental 
program is somehow set up in the genome. But this assumption would raise the for-
midable sphinxoid riddle: How could the DNA of a few billion bits of information 
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code for an edifice, whose erection requires an amount of information that is  
millions of times greater?

One century of studies on mutations has not provided a single verified example of 
a gene mutation that led to an adaptive morphological change in metazoans. On the 
contrary, examples are described of evolutionary changes having suddenly occurred 
in whole populations without changes in allele frequencies (e.g., numerous cases of 
transgenerational predator-induced defenses in invertebrates, sympatric speciation in 
sibling species involving no changes in allele frequencies, evolutionary reversions, 
atavisms, and experimental induction of reversion of ancestral traits in as little as five 
generations in Drosophila).

Having failed to prove any causal link between changes in genes and the evolu-
tion of animal phenotype, modern biology has instead succeeded in demonstrating 
that changes in developmental pathways, involving no relevant changes in DNA or 
genes, produce evolutionary changes.

Population genetics posits that evolution results from changes in the allele fre-
quencies of populations due to gene mutations, gene drift, and gene recombination 
under action of natural selection. On this theoretical basis, a whole mathematical 
edifice for explaining evolution by changes in allele frequencies has been erected. 
However, the basic tenet of the neo-Darwinian paradigm that changes in genes are 
responsible for morphological evolution, on which this edifice rises, is not substanti-
ated, hence the empirical foundation of the structure is questionable at best.

We should always bear in mind that evolutionary biology is a science of realized 
potentialities, a science of the actuality rather than theoretical possibilities. While 
these methods can determine whether, under certain conditions, an event can hap-
pen, the conditions are sometimes selected at discretion, so as to allow the model to 
function in theory without first determining whether these conditions exist in nature. 
Even in such cases, the theoretical probability of an event to occur is not a proof 
that the event has ever occurred. The theoretical probability of an evolutionary event 
calculated in mathematical models is one thing, and the factual occurrence, another. 
Additionally, the resolving power of mathematical methods is not unlimited. The 
empiry of experimentation and observation is the ultimate benchmark for testing the-
oretical models. Science, biology included, has an Antean dimension: its tremendous 
cognitive power vanishes as soon as it loses contact with the empiry of observation. 
The gold standard for verification of hypotheses and theoretical constructions is their 
congruity with the available empirical evidence.

With these limitations in mind, Norbert Wiener cautioned mathematicians 
themselves:

One of the chief duties of a mathematician in acting as an advisor to scientists is to 
discourage them from expecting too much of mathematicians.

O’Connor and Robertson (2003)

The theoretical biology cannot be in step with the advances of experimental biol-
ogy as long as it is not taking full advantage of the ever-increasing evidence on the 
epigenetic inheritance accumulated in the second half of the twentieth century and 
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especially during the last two to three decades. That evidence shows that, although 
changes in genetic information, in genes, and in gene frequencies do unavoidably 
occur, they are not necessarily related to the evolution of animal morphology, behav-
ior, and life history. In West-Eberhard’s aphorism, genes are followers, not leaders, 
in evolution (West-Eberhard, 2003).

Why has the neo-Darwinian paradigm been so unresponsive to the multitude of 
empirically established counterinstances? As with most phenomena in human enter-
prise, there is more than one single factor, but probably the most fundamental reason 
for ignoring the disproving evidence is a Kuhnian one:

To reject one paradigm without simultaneously substituting another is to reject  
science itself.

Kuhn (1996)

Recognition of the Role of Epigenetic Factors in Evolution

In early 1940s, Conrad Waddington coined the term “epigenetics” (from the Greek 
epi- upon, on, over but also after) for describing heritable changes in the expres-
sion of genes and the mechanisms that translate genotypes into phenotypes in the 
process of individual development. Due to slow progress in the study of the nature 
of inherited changes in expression of genes, Waddington’s contribution to epi-
genetics is only mentioned as an episode in the history of experimental evolution 
and epigenetics.

By the early 1960s, it was demonstrated that even in unicellulars, where the 
genetic basis of the cell division and inheritance was definitely demonstrated, epi-
genetic information of some kind was responsible for certain phenotypic traits. 
By grafting pieces of DNA-free cortex from one individual of the ciliate protozoa 
Paramecium aurelia to another, Sonneborn and Beisson succeeded in obtaining pro-
tozoans with reverse polarity of fibers and with a different cortical organization, 
which was transmitted to the offspring for more than 700 generations (Sonneborn, 
1964; Beisson and Sonneborn, 1965).

This is perhaps enough to show the extreme stability and determinism of a merely 
structural intracellular rearrangement in the absence of differences in genes or gene 
action.

Beisson and Sonneborn (1965)

By early 1980s, biologists discovered another epigenetic mechanism of heredity, 
which is known as “gene imprinting,” a phenomenon of the parental determination 
of expression of alleles in the zygote and embryo. Presently, the concept of epi-
genetics is basically reduced to DNA methylation, gene imprinting, and chromatin 
remodeling.

As it is used in this work, epigenetics additionally encompasses a series of non-
genetic processes, ranging from nongenetic mechanisms of gene expression to depo-
sition of cytoplasmic factors in gametes, mechanisms of developmental plasticity, 
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transgenerational plasticity, and evolutionary change (including the speciation  
process), all of which involve no changes in genes or genetic information in gen-
eral. It comprises generation of epigenetic information (parental cytoplasmic factors) 
and its role in gametogenesis, gene imprinting, as well as the crucial role of parental 
cytoplasmic factors in activating expression of zygotic genes, determining the early 
individual development; it deals with the role of the postphylotypic nervous system 
in activation of nonhousekeeping genes and GRNs, cell differentiation, organogen-
esis, and morphogenesis in the process of individual development as well as the 
maintenance of homeostasis. To put it more explicitly, epigenetic processes direct 
(control and regulate) individual development and reproduction, which is another 
way of saying that epigenetic processes determine the inheritance at the supracellular 
level that is manifested in the visible metazoan phenotype (morphology, physiology, 
behavior, and life history). This statement implies the existence of an epigenetic sys-
tem of heredity, predicted by Maynard Smith, and to be discussed in the first part of  
this work.

Although more-than-adequate evidence shows that epigenetic information is 
involved in the evolution of metazoans, even in the most recent standard works on 
evolution (for instance, Barton et al., 2007), epigenetic inheritance (for instance, 
parental cytoplasmic factors and changes in the expression pattern of genes or 
GRNs) is reduced to the phenomenon of gene imprinting, and even this is done in 
contexts that are not related to the generation of evolutionary change and novelties.

As a result of the neglect of the experimental evidence on the role of epigenetic 
factors in inheritance and evolution, the meaning of the adjective “genetic” expanded 
to such an extent that it is used synonymously with “hereditary” and “inherited.” 
Many biologists still continue to take it for granted that any Mendelian ratios of the 
inheritance of characters is related to the presence of genes or genetic factors alone. 
No rationale has been presented for the “double standard” assumption that epigenetic 
factors, which are also transmitted to the offspring via gametes, could not be inher-
ited in a Mendelian mode.

Toward a New Paradigm of Evolution

On the Source of Information for Metazoan Structure

Transition from unicellular life to multicellularity required the solution of a difficult 
problem, unique to multicellular organisms. In clear distinction from unicellulars, 
whose building blocks are proteins, the products of their activity and macromolec-
ular structures, multicellular organisms represent complex material structures with 
cells as building blocks. Erection of multicellular structures needs something that 
unicellulars do not: huge amounts of information for the strictly determined spatial 
arrangement of a myriad of cells of different types and a mechanism for transmitting 
that information to the offspring.

The genetic information, encoded in the form of specific sequences of nitro-
gen bases in nucleic acids, determines the spatial order of amino acids in peptide 
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chains, but there is no indication, let alone proof, that it can also determine the 
specific spatial arrangement of billions or trillions of cells of various types in the 
animal body. Even if, for the sake of argument, one were to assume that genetic 
information could determine the spatial order of cells in metazoans, the amount of 
information contained not only in genes but in the whole metazoan genome, includ-
ing the “junk” DNA, quantitatively represents only a negligible fraction of the  
information necessary for molding a metazoan structure. A human brain alone 
has one trillion nerve cells (Kandel, 2000). Before birth, that is experience-inde-
pendently, each neuron establishes an average of 10,000 specific connections with 
specific neurons, implying that information for establishing these connections alone 
is of the order of quadrillions of bits, millions of times greater than the total amount 
of information contained in the genomic DNA. An even greater amount of informa-
tion would be needed to erect the whole human body in the process of individual 
development. Qualitative unsuitability and quantitative negligibility of genetic infor-
mation excludes the possibility that it may be responsible to mold the metazoan 
structure.

For an evolutionarily long time, this informational constraint was an insuperable 
barrier for the evolution of multicellularity. The evolution of an appropriate type of 
information capable of coding multicellular structures was a sine qua non for the 
evolution of multicellularity. Hence, from an informational point of view, the evolu-
tion of multicellularity required a radical informational revolution.

The Control System and the Epigenetic System of Heredity in Metazoans

One of the greatest enigmas of modern biology has been how an organism, whose 
structure at the molecular, cellular, and supracellular levels is continually disintegrat-
ing, succeeds in maintaining that complex structure and function during its lifetime. 
The fact that metazoans succeed in doing so unambiguously proves that they

– Continually monitor the state of the system,
–  Figure out structural losses, based on the presence of information about the normal 

structure,
– Figure out restitutive necessities, and
–  Start signal cascades and activate GRN for replacing the lost structures at the right time 

and place.

The above functions performed by metazoans are typical functions of control sys-
tems, in principle similar to the control systems used in engineering.

No metazoan would exist as such in absence of a control system. The presence 
of a control system is one of the fundamental features of living, as opposed to anor-
ganic, systems. That control system makes possible the development and mainte-
nance of the metazoan organism, a thermodynamically improbable structure.

In unicellulars, the genetic system of heredity, that is, the genome and the epigen-
etic mechanisms of gene expression, represent at the same time the system control 
that maintains the cell structure at a steady state. By analogy, the question arises: Is 
it possible that in multicellulars as well, the control system acts as a system of hered-
ity? Indeed, the maintenance of eroding metazoan structure implies possession by 
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the control system of information on the normal structure. There is no visible reason 
why that information could not be used in the process of metazoan reproduction.

The metazoan control system, as we know it in extant animals, evolved some 550 
million years ago during the Cambrian explosion with the differentiation of the neu-
ron and the evolution of the CNS. In metazoans, this is an integrated control sys-
tem (ICS) (Cabej, 2004) with the CNS as its controller. During reproduction, the 
ICS serves as the epigenetic system of heredity, which controls individual develop-
ment. In the first part of this work (Chapters 1 through 6), I present extensive evi-
dence on the elements of the system and their function in the process of biological 
reproduction.

The epigenetic system of heredity in metazoans implies the parallel presence of 
the genetic system of heredity at the cellular level. Although both systems are indis-
pensable and represent fundamental aspects of metazoan biology, the evolution 
of the epigenetic system came as a solution to the problem of the organization of 
cells in the supracellular metazoan structures, parts, and organs, and the morphol-
ogy in general. In the mutual relationship and interaction between the epigenetic and 
genetic systems, the latter is subordinate to the epigenetic system of heredity.

In a succinct description, the ICS, which also serves as an epigenetic system of 
heredity in the process of reproduction, is a hierarchical system that in vertebrates 
looks as follows:

Genes interact and influence the function of each other via their products at a 
genetic level of control on two (transcriptional and translational) sublevels. Most of the 
nonhousekeeping genes in metazoans are activated/inactivated by extracellular signals 
(hormones, growth factors, secreted proteins, neurotransmitters/neuromodulators, etc.), 
which act by binding specific membrane receptors or, in the case of small molecule 
hormones, by binding their nuclear receptors. This is the control at the hormonal level 
(including growth factors, neuropeptides, neurotransmitters). Most of the hormones 
secreted by the peripheral endocrine glands are under the control of specific pituitary 
hormones representing the second level of hormonal control. Almost all of the pituitary 
hormones are induced by the hypothalamic hormones, representing the third level of 
neurohormonal control. Still higher is another, fourth cerebral level of control, sending 
neural signals for the synthesis of most of hypothalamic neurohormones.

As pointed out earlier, in the process of metazoan reproduction, the ICS func-
tions as the epigenetic system of heredity. The individual development from the egg/
zygote to adulthood is a bigenerational process in which early development from the 
unicellular stage to the phylotypic stage takes place based on the epigenetic informa-
tion provided parentally to the gametes. In the second, the postphylotypic stage, the 
embryo is in possession of an operational CNS, which generates and provides infor-
mation for the rest of the individual development, organogenesis and morphogenesis.

Adequate evidence allows us to inductively conclude that after the phylotypic 
stage, electrical signals resulting from the processing of external/internal stimuli in 
neural circuits in the CNS (neural net in lower invertebrates) determine the activa-
tion of specific signal cascades leading to the development of specific morphologi-
cal traits. The epigenetic information for metazoan morphology is computationally  
generated in the CNS by processing the input of internal/external stimuli.
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In principle, the processing of internal/external stimuli in neural circuits  
transforms the stimuli into inducers of gene expression by establishing causal  
relationships between stimuli and genes that otherwise would not be causally related.

Role of the Nervous System in the Epigenetic Inheritance

Development of the metazoan structure requires considerable investment of matter, 
free energy, and information. With matter and free energy taken from the environ-
ment in the form of food, where does the information for the individual development 
and restitution of the disintegrating metazoan’s supracellular structure come from? 
This is one of the fundamental questions to be addressed in this work.

One great enigma that puzzled biologists of the twentieth century was the source 
of the information necessary for the prenatal, i.e., experience-independent, estab-
lishment of trillions or quadrillions of specific connections among neurons. Now, a 
number of biologists believe that this information is generated in the nervous system, 
based on its self-organizing properties and “best guess” (Katz and Shatz, 1996).

The possibility of an involvement of the CNS in the development of animal mor-
phology, at least tacitly, has been rejected, if not considered taboo. But now such a 
view is hardly defensible. Vast empirical evidence presented in this work shows that 
the development of various organs during embryogenesis is induced from signals and 
signal cascades originating in the CNS. The CNS also determines and regulates the 
development of postnatal development, including the onset of secondary sexual traits.

Despite the fact that no investigations specially aimed at discovering the possible 
role of the nervous system in individual development have ever been conducted (and 
“you hardly could find what you are not looking for”), coincidental evidence on the 
control of the CNS in the postphylotypic development is not simply adequate but 
surprisingly comprehensive.

As an intellectual remnant of the “one gene–one trait” concept of classical genetics, 
many biologists are still speaking of particular genes being responsible for particular 
traits. The tremendous progress made in identifying the complex GRNs has recently 
shifted attention from genes to the study of GRNs as determinants of phenotypic traits. 
Their study is considered to be sufficient for understanding the mechanism of the 
development of phenotypic traits. This concept brushes off the source of information 
for activation of GRNs and the spatiotemporal restriction of the activation.

The evolution of an information-generating contrivance and of a mechanism that 
would transmit the huge amount of epigenetic information from parents to the off-
spring has been a prerequisite of metazoan life. This has been an extremely difficult 
problem to resolve as it may be inferred from the fact that it took more than three-
fourths of the time of the existence of life on Earth to evolve, occurring only about 
half a billion years ago, during the Cambrian explosion, with the emergence of the 
nerve cells and their organization into nervous systems.

The fact that only gametes are uniquely capable of developing into adult organ-
isms, while somatic cells of the same genotype are not, unambiguously suggests that 
some form of epigenetic information is transmitted from parents to the offspring via 
gametes. But gametes as well are not capable of carrying all the information neces-
sary for developing the metazoan structure. Hence, the evolutionary solution to the 
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informational problem of individual development in metazoans was one of compro-
mise; parent(s) would provide gamete(s) with a limited amount of epigenetic infor-
mation in the form of parental cytoplasmic factors required for early development up 
to the phylotypic stage. At the phylotypic stage, the embryonic CNS is operational 
and takes over the postphylotypic development until adulthood, by generating the 
epigenetic information necessary for the later stages of individual development.

Ample empirical evidence shows that the inductive signals for the development 
of tissues and organs during individual development originate in the CNS. During 
the adult life, as well, signal cascades for the maintenance of animal morphology 
and homeostasis come from the CNS, via neuroendocrine cascades, often with 
essential participation of the local innervation. In this work, I will present represen-
tative examples of the CNS control of the development and evolution of the meta-
zoans. Could all of this extensive evidence be irrelevant or accidental? Take a look 
at numerous signal cascades regulating patterns of expression of genes and GRNs. 
Generally, they are under hormonal control. One might admit that it may be a coin-
cidence that the secretion of hormones by terminal endocrine glands is regulated by 
the secretion of pituitary hormones. I would admit that it may be another coincidence 
that the secretion of pituitary hormones is induced by the secretion of the hypotha-
lamic releasing neurohormones. After all, signals have to come from somewhere, 
and the hypothalamus happens to be a part of the brain. For the sake of argument, 
I would admit that the secretion of hypothalamic neurohormones in response to the 
input from other brain regions, and not by any other part of the body, might be a 
mere coincidence. But could anyone believe that the fact that all of the fully known 
signal cascades ultimately start in the brain, and not in any other part of the body, 
represents nothing more than a coincidence? Why must the stroke of luck always 
fall on the CNS rather than on the other parts of the body? I believe that this “coinci-
dence obsessed” approach defies common sense. For, by the same token, one might 
proclaim that the fact that genetic information flows from DNA down to RNA and 
proteins, and not the other way around, might also be a coincidence. Hence, DNA 
may not be the source of genetic information!

It would contradict any statistic and common sense to believe that mere coinci-
dences could determine:

–  The cerebral origin of morphogenetic information in numerous cases of developmental 
plasticity, including predator-induced defenses;

–  The cerebral determination of several described cases of transgenerational developmen-
tal plasticity;

–  The cerebral origin of signal cascades for numerous described cases of metamorphosis 
in both invertebrates and vertebrates;

–  The central nervous origin of signals inducing development of organs during the indi-
vidual development in numerous experimentally verified cases;

–  The neurocognitive determination of reproductive isolation in numerous described cases 
of incipient species that manifests itself in changed mating preferences without changes 
in genes.

When considered in their entirety, all these examples of neurally controlled cases of 
developmental, circumevolutionary, and evolutionary phenomena logically lead to 
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the conclusion that the morphogenetic information, the epigenetic information nec-
essary for the development of metazoan structures, originates in the brain.

The Epigenetic Mode of Evolution

As a general trend, metazoans have evolved from simple to more complex organ-
isms. They evolved increasingly complex structures because they must accomplish 
more complex functions in the “struggle for life.” Complex structures arise to per-
form complex functions, and the function is the raison d’être of the structure.

Evolutionary changes result from specific changes in developmental pathways, 
which do not arise randomly, but specific epigenetic information is required for such 
changes to take place. As I have shown in Neural Control of Development (2004), 
this information is generated in neural circuits. Adaptation to new conditions of life 
requires modifications of functions as well as modifications of morphology and 
behavior.

Conditions of living can change so suddenly and drastically that entire populations 
or even species may go extinct before having a chance to evolve adaptive modifica-
tions in their morphology. However, in the course of evolution, metazoans evolved and 
perfected a complex system of stress response for dealing with the antihomeostatic 
effects of the adversely changing environment. The stress response is expressed in full 
and complex form in higher vertebrates, although its evolution can be traced back to 
invertebrates. It is function of the brain and of the neuroendocrine system character-
ized by the increased activity and the hypothalamic–pituitary–adrenal (HPA) axis.

Besides changes in the activity of the HPA axis, intended to restore the impaired 
homeostasis, the stress response is characterized by a series of quick adaptive behav-
ioral changes. Metazoans have a unique ability to adapt instantly to the changed 
environment by appropriately changing their behavior, e.g., by fleeing the hostile 
environment and predators or by using alternative food sources. Behavioral changes 
in metazoans are related to learning, including perception, conditioning, and mem-
ory. In the process of learning and behavioral change, animals use existing neural 
circuits and fixed action patterns. The behavioral adaptation by learning may be 
a quick remedy, but is not a long-term solution to the problems related with the 
adversely changed conditions of living. However, theoretically at least, it may enable 
metazoans to “buy time” until inherited physiological and morphological adaptations 
can evolve. There is also a possibility that the behavioral adaptations, acquired by 
learning, may evolve into innate behaviors.

Evolution of heritable adaptations, which may arise over time, imply the generation 
and investment of new information for evolving morphological, physiological, and life 
history novelties. We know that the information for changed behavior is a product of 
neurocognitive processes taking place in the CNS. The question now arises: Where is 
the new information for adaptive evolutionary changes in morphology generated?

Although we cannot hope to find direct evidence on the source of information for 
inherited changes that occurred in the past, we can use other related empirical evidence 
for drawing relevant scientific inferences.
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First, the fact that metazoan morphology is determined by developmental pathways 
during ontogeny suggests that adaptive evolutionary changes in morphology will also 
be determined during ontogeny. And the fact that during ontogeny many developmen-
tal pathways for animal structures are activated by signals that ultimately start in the 
CNS (see Chapter 5) suggests that the information necessary for the evolution of these 
structures may also originate in the CNS.

Second, developmental pathways that determine dramatic morphological trans-
formations in metamorphosizing organisms (see Sections Neural Control of 
Metamorphosis in Invertebrates and Neural Control of Metamorphosis in Vertebrates 
in Chapter 5) are, ultimately, activated by CNS signals.

Third, many discrete changes in metazoan morphology that are observed in 
numerous cases of phenotypic plasticity are induced by signal cascades starting in 
the CNS (see Chapter 10).

Fourth, the biological phenomenon of transgenerational plasticity, that is the 
appearance in the offspring of inherited morphological (usually adaptive) modifi-
cations in response to environmental stimuli that have affected their parent(s). In a 
number of described cases it has been demonstrated that the information for these 
inherited changes in the offspring morphology and behavior comes in the form of 
brain signals (see Chapter 11).

“Inherited changes in morphology” during the transgenerational developmental 
plasticity are determined by brain signals! But evolutionary changes in morphol-
ogy are nothing more than “inherited changes in morphology.” This fact, logically, 
suggests that the mechanism of the induction of the evolutionary change may be a 
neural mechanism. It would be against the logic of evolution to believe that metazo-
ans would have evolved two different mechanisms for attaining the same result (the 
inherited change in morphology). Evolution is inherently parsimonious.

The new information necessary for inducing specific inherited changes in cases 
of transgenerational developmental plasticity is generated in the CNS and results 
from the processing of internal/external stimuli in neural circuits. Mechanisms of the 
generation of the new information necessary for changes in developmental pathways 
represent a black box. We know “what” these neural circuits do, but we do not know 
“how.” In the initial link of the causal chain, we see the stimuli being encoded in 
sensory neurons in the form of electrical spike trains at the entrance of the black box 
and, at the other end, we see electrical and chemical outputs that activate specific 
signal cascades in the offspring.

Although in metazoans, the evolution of genes is decoupled from the morphologi-
cal and behavioral evolution, the epigenetic mechanism of evolution makes use of 
favorable changes in genes in the course of evolution and of the genetic mechanism 
of heredity with the genome as its central machinery. In their mutual interaction, the 
genetic mechanism of inheritance is subordinate to the epigenetic mechanism.

Adaptive evolutionary changes in the phenotype (behavior, morphology, physi-
ology, and life history) in metazoans start with complex neurobiological processes 
of reception, informational conversion, integration, and processing of external/inter-
nal stimuli in the neural system, the CNS or neural net, and investment in gametes 
of new epigenetic information for inducing specific changes in the developmental 
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pathways in the process of individual development of the offspring. It is encouraging 
that modern biology, slowly but steadily, is coming to recognize that

irrespective of their different nature, most animal adaptation mechanisms share the 
involvement of the central nervous system and often include endocrine activity.

Kolk et al. (2002)

On the Principles and the Method

The development of biological science, as well as science in general, is a continuous, 
but not a linear, process. Ideas, hypotheses, and theories of the past are not infallible. 
Change and continuity in science are two sides of the same coin: the continuity of 
scientific progress also implies discontinuities with the previous ideas and hypoth-
eses, many of which expire in the long and laborious path to the truth. The same 
goes for the authorities. The only immutable and enduring bedrock in biology, the 
ultimate and incontrovertible authority, is the scientific fact as acquired by observa-
tion and experiment, not its interpretation or inferences, which are liable to the flaws 
of human judgment.

My attempt to reconstruct and visualize the developmental mechanisms of evo-
lutionary changes in metazoans is chiefly based on empirical evidence. Biological 
facts have been the starting point of the inquiry that logically and unavoidably led 
me to the theory I present in this work, and empirical evidence is the foundation on 
which my theory arises. I have not built on previous theoretical structures that are 
still waiting to be validated.

Any phenotypic change, before being fixed as an evolutionary change, goes 
through two stages. First, it is generated, and then it must undergo a process of selec-
tion, in which useful changes, those that improve the fitness of the organism to the 
environment, or at least do not reduce it, will be conserved and propagated to the 
progeny. This process, in which the evolutionary “chaff is separated from the grain,” 
is natural selection. Modern evolutionary biology deals predominantly with the sec-
ond stage, with the process of selection of the change under particular environmental 
conditions. With a tolerable risk of exaggeration, I would say that by focusing on  
the process of selection, it has paid little attention to the crucial event in the process: 
the mechanism of generation of the change that is to be selected.

Given that Darwin and generations of biologists after him have exhaustively dis-
cussed and elaborated on the role of natural selection in determining the spread and 
elimination of evolutionary changes, my focus in this work will be on the mecha-
nisms of the generation of the evolutionary innovations rather than their selection. 
To build on the metaphor on natural selection as editor, in this work I focus on the 
process of “writing” rather than on the “editing” of the evolutionary changes.

Evolutionary changes in morphology, resulting from changes in developmental 
pathways, must be produced sometime during the ontogeny, in the process of the 
individual development. Thus, the evolutionary change in morphology is the result 
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of a specific change in a developmental pathway. This is the reason why key evo-
lutionary events, the appearance of evolutionary novelties, in Part IV of this work 
(Chapters 13 through 16) will be considered at a developmental level, and to the 
extent that the molecular mechanisms, cascades, and gene regulatory mechanisms 
are known, signal pathways and sources of information for evolved structures, func-
tions, and behaviors are examined.

In modern treatises on evolution, the observational evidence is in the function of 
validating the standard set of established hypotheses and theories, i.e., the theory is 
given preponderance, and the function of empirical evidence is to illustrate the theory.

As the intention of this book is not to illustrate an established theory but rather 
to present the available evidence on which I have erected my theory, the empirical 
evidence gets the lion’s share in this book. Presenting a theory that needs to be sub-
stantiated, in this work I naturally focus on the evidence substantiating my theory, 
but evidence that seems to contradict my theory is not ignored.

In cases when I have felt that the interpretation of results of experiments or obser-
vations may be contentious (and this has not rarely been the case), accounts and con-
clusions drawn from leading investigators are quoted in appropriate contexts. This 
has imposed a relative abundance of quotations in this book.

In a number of cases, competing hypotheses are not discussed at length or even 
considered at all. In any case, this is related to one or more of the following reasons:

1. Failure of the hypotheses to find experimental and observational support for a long time 
since first presented,

2. Insufficient relevance to the discussed topic, or
3. Author’s unawareness of the hypotheses.

Given that the neo-Darwinian theory still represents the most widely accepted explan-
ans of organic evolution, description of almost all the evolutionary and developmental 
phenomena is followed by a comparative presentation of the neo-Darwinian view and 
my epigenetic explanation, in order to enable the reader to assess the relative explana-
tory power of both the genetic and epigenetic approaches to the mechanism of meta-
zoan evolution.

In order to avoid any misinterpretation, whenever possible, the neo-Darwinian 
explanation is presented as rationalized by neo-Darwinian authors. However, if in 
some cases the reader will find my neo-Darwinian interpretation to be misleading or 
incorrect, the reason will be anything but the intention of creating a neo-Darwinian 
straw man.

The material included in the work for supporting the theory comprises evidence 
from widely different fields of biological research, which may sometimes make 
the reading difficult. To help the reader in overcoming these difficulties, figures are 
extensively used as a part of the explanatory apparatus. Whenever it has been pos-
sible, figures are reproduced without modifications.

I am aware that the literature used might not be in every case the most representa-
tive and that studies more important than the ones cited in this work often may be 
missing. Sometimes, abstracts have been used instead of full papers which have been 
out of my reach.
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Control Systems and Determination 
of Phenotypic Traits in Metazoans
The fixity of the internal environment is in short the condition of mental activity.

J. Barcroft (1934)

The Thermodynamic Enigma of Living Systems

The ability of living systems to maintain their structure, in apparent defiance of the 
second law of thermodynamics, has long amazed and perplexed scientists. What 
makes living systems so extraordinary and unique?

In What Is Life? Schrödinger (1944) considered the issue and popularized the idea 
of entropy in living systems. According to the second law, all processes occurring in 
material systems, living systems included, lead to increase of the entropy or the loss 
of order in the system. Schrödinger attempted to resolve the enigma of the existence 
and maintenance of the thermodynamically improbable structure of living organisms 
by assuming that they “suck” order or negative entropy (negentropy) from the envi-
ronment. In other words, they use an external source of order (food for animals and 
sunlight and carbon dioxide for plants) to compensate for the order they inescapably 
lose, thus avoiding structural degradation.

With the benefit of hindsight, we know that his pioneering idea is incongru-
ous with some basic physiological knowledge: the first step an organism undertakes 
after taking the food is to break the ingested organic compounds down to simpler, 
low-molecular organic compounds (e.g., amino acids, monosaccharides, fatty acids,  
glycerol, nitrogen bases, and pentoses). In doing so, it destroys the original order, i.e., 
increases the entropy of ingested nutrients for creating its own species-specific order 
by synthesizing de novo proteins, carbohydrates, lipids, and other compounds resulting 
from the activity of its proteins.

Biological systems do not maintain their unavoidably eroding structure by 
absorbing external “order.” Most nutrients contain no utilizable order of the specific 
type that metazoans need for building their structures. What the organism utilizes 
from the ingested food for generating its species-specific molecular and cytological 
building blocks are the raw material and the free energy it contains. The organism is 
a generator of its own order rather consumer of external negentropy. The acquisition 
of this ability represents a crucial step in transition from anorganic systems to living 
organisms.
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On the Meaning of Biological Information

Genetic Versus Epigenetic Information

In anorganic systems, the concept of order is often used as an equivalent of the nega-
tive entropy (negentropy). Both terms were used to measure the degree of atomic 
order in the system. Later, with the advent of the science of communication systems, 
a controversial triple relationship among entropy, order, and information arose.

The concept of information is an equivocal one that is intuitively used in widely 
different meanings in different fields of science.

From a conventional thermodynamical view, information is a measure of structural 
order in a system: the greater the entropy of the system, the lower the order and the 
amount of information in the system will be, and the reverse. A freezing temperature, 
for example, transforms water into ice, implying an increase of the order of the sys-
tem resulting from restriction of movements of the water molecules within the sys-
tem. The order in physical systems, thus, is temperature dependent and in the zero 
absolute (273.15°C), when the system is devoid of almost all the forms of energy, 
and movement of molecules comes to an “end,” the system will have its maximal 
amount of order and information.

In physical systems, thus, the order of the system is a function of the tempera-
ture. A rise in temperature increases the degree of freedom of the components of the 
system, thus decreasing the order or, what is equivalent, increasing negentropy and 
information content of the system, and vice versa.

In communication theory, the concept of information implies its transmission from 
the sender to the receiver, and entropy measures the fidelity of transmission of the 
information to the receiver. Due to intrinsic causes, noise or errors occur in the pro-
cess of transmission through communication channels and in the process of decoding 
of the message by the receiver.

Even within the field of the study of biological systems, the concept of informa-
tion is used in different meanings. To a large extent, the confusion on the meaning of 
information in biological systems derives from the fusion of two distinct concepts of 
information, the thermodynamic and the communication systems concepts.

As it will be used in this work, biological information is an entity that, when com-
municated to a system or to parts of it, can produce new and specific structural order. 
Biological information in metazoans consists of genetic information and epigenetic 
information. Both of these forms of the biological information functionally transcend 
or go beyond themselves, displaying some kind of intentionality, or purpose (a teleo-
nomic purpose sensu Mayr (1961)).

Essential differences, however, exist as far as the function, origins, and nature of 
the genetic and epigenetic information is concerned. Genetic information is encoded 
in sequences of nitrogen bases in genes, which code for specific proteins. Unlike 
anorganic systems, there is no strict equivalence between the order (negentropy) and 
the information in the DNA molecule (gene). For instance, a randomly occurring 
mutation in a nitrogen base does not change the amount of order in the molecule,  
but it may cause a loss or gain in the biological information of the gene. Thus,  
a mutational event may not produce loss of order in the gene per se but may cause a 
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loss of information that manifests itself in the loss of function of the product of the 
gene. In other words, the product of the mutated gene will lose the “meaning” and 
cannot serve its purpose that is the building of a functioning protein molecule.

Genetic information thus has a new attribute, unknown in anorganic systems: it 
has a “meaning”; a mutation in the gene may not change the order of the gene but 
may make the gene lose or gain information. This special quality of information in 
living systems is related to its biological utility.

Epigenetic information is operational at two different levels. At the cell level, it 
is a product of the epigenetic structures (centrosome/centrioles and cytoskeleton) 
responsible for the formation and spatial arrangement of cell organelles, including 
chromosomes, and for the mechanics of cell reproduction and division. At the meta-
zoan organismic level, the epigenetic information is computationally generated in 
neural circuits. Its “purpose” is to activate a particular signal cascade to achieve a 
particular phenotypic change at a supracellular or organismic level by inducing

– Expression of a nonhousekeeping gene,
– Cell proliferation,
– Cell differentiation,
– Molding or restoring morphological traits,
– Maintaining physiological states,
– Determining behaviors, and
– Determining life history traits.

While the new genetic information is acquired via randomly occurring changes in 
the sequence of nitrogen bases, the new epigenetic information is an adaptation- 
oriented product of computational activity of neural circuits. It manifests itself in the 
form of a chemical outcome resulting from the processing of the internal/external 
stimuli in neural circuits. The release of the chemical product by the neural circuit 
serves as a command for activating a particular signal cascade that leads to an adap-
tive phenotypic result, aimed at maintaining or restoring the structural and functional 
order or the equilibrium between the organism and its environment. (See Chapter 2 
for further details.)

The genetic and epigenetic forms of information produce order at different levels 
of structural organization, at the molecular and at the supracellular level, respectively.

Novel Properties of the Biological Information

Essential differences also exist between the biological (genetic and epigenetic) con-
cepts of information, on the one hand, and the thermodynamic and communications 
theory concept of information, on the other. As presently used in respective fields, 
these concepts are polysemic, if not homonymous.

At variance with anorganic systems, the order in living systems is not temperature 
dependent; within the physiological range, the temperature has no influence on the 
amount of the order and information in the living system.

Unlike physical systems, living systems can create and maintain different patterns 
of order (spatial arrangements of cells of specific types) in different parts of the body 
by differential investment of information.
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By using free energy of the food, they are also capable of transmitting order and 
information outside the system in the process of biological reproduction.

The biological concept of information is related to, but distinct from, the com-
munications concept of information. The order in communication systems depends 
on the fidelity of the transmission of information from the sender and its decoding 
by the receiver. In an ideal case, the information transmitted by the sender to the 
receiver would be identical to the information the receiver gets. At variance with the 
symmetry of transmission of information in communication systems, transmission of 
information in biological systems is asymmetrical, in the sense that the information 
transmitted from the sender (the source of information) produces an order that cor-
responds to, but is different from, the order generated by the target organ (receiver of 
the information). This asymmetry and symbolism of the transmission of the genetic 
and epigenetic information are at the base of what is called the “meaningfulness of 
biological information.”

While the information in the communication systems is decoded by the receiver, 
the epigenetic information is decoded by the signal cascade it chooses to activate, 
i.e., it reaches the receiver in a decoded form as an “instruction” or “command” tell-
ing target cells what to do.

At the organismic level, epigenetic mechanisms essentially involve activation of 
specific signal cascades in response to internal/external stimuli in the central nervous 
system (CNS) (to be discussed in detail in Chapter 2). Activation of a particular sig-
nal cascade by a neural circuit represents the solution to the problem that a specific 
input on the state of the system or an environmental agent poses to the CNS. The 
solution, which implies a (teleonomic) purpose, results from the stepwise process-
ing of the input resulting in a chemical output (release of a neurotransmitter, neuro-
modulator, or a neuropeptide) for activating a specific signal cascade that produces a 
specific phenotypic outcome. This epigenetic mechanism of control of the phenotype 
evolved more than half a billion years ago, during the Cambrian explosion, with the 
differentiation of the neuron and the advent of the nervous system.

The Control System in Metazoans and the von Neumann’s 
Machine

As already mentioned, while continually losing molecular and cellular compo-
nents, metazoans succeed in maintaining a steady state, a flowing equilibrium 
(Flieβgleichgewicht sensu von Bertalanffy), continually restoring the lost structural 
order at all the levels, from the molecular to the cellular and supracellular levels. 
Easy as it is to say that living systems manage to circumvent the second law, the con-
tinual replacement of inevitably degrading components in metazoans, the most com-
plex structures known in the universe, is a formidable task. That replacement implies 
that metazoans

1. Continually monitor the state of the system,
2. Are in possession of information on the normal state of the system,
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3. Are capable of comparing the actual state with the “normal” state, and on this basis,
4. Quantify the lost/degraded molecular and cytological components,
5. Determine the kinds and amounts of molecular and cytological components to be pro-

duced, and
6. Via signal cascades, send to the right places, at the right time, instructions for producing 

and replacing the lost components.

The above functions are basic functions of control systems, similar to the human-
engineered control systems. This strongly suggests that a control system may be 
operational in metazoans.

Due to the multiplicity of the levels of controls and the hierarchical nature, the 
metazoan control system may be characterized as an integrated control system (ICS).

The ability of the ICS to continually monitor the status of the system in metazo-
ans implies, and is based on, the omnipresence of the neural tissue throughout the 
animal body down to the level of individual cells.

The integration and processing of the interoceptive input on the state of the sys-
tem, as well as decision-making for restoring the normal state, are functions of the 
controller of the ICS, which is the CNS (Figure 1.12). By comparing the information 
on the actual state with the “normal” state, the CNS identifies deviations from the 
norm and sends instructions for activating signal cascades for restoring the normal 
state.

Evolution of the control system was a sine qua non for the emergence of life on 
earth and for maintaining the structure and function of living systems. The control 
system is a novel and essential feature of living systems, unknown in the anorganic 
world. All of the rest of basic properties of the multicellular life depend on the pres-
ence and function of the control system. No growth, development, reproduction, 
metabolism, or evolutionary change would be possible in the absence of a control 
system.

In unicellulars, the control system is represented by the genome and the epigen-
etic apparatus of chromosome duplication and gene expression, which is also respon-
sible for the spatial arrangement of cell organelles and cell morphology (see also 
Sections Epigenetic Information in Unicellulars and Unicellular Precursors of the 
Metazoan Epigenetic Informational Structure in Chapter 12).

As argued before (Cabej, 2005), the genetic information is qualitatively inap-
propriate and quantitatively negligible for determining the spatial order of cells of 
various types in the multicellular metazoan structure. Transition to multicellularity 
required an additional type of information for determining the spatial arrangement of 
the myriad of cells of different types in multicellular structures. Evolution of mecha-
nisms for generating that new form of information necessary for determining spatial 
arrangement of the astronomical number of cells of hundreds of different types of 
cells in multicellulars has been a long, complex, and very difficult task as witnessed 
by the fact that the evolution of these information-generating structures took more 
than three-fourths of the time of the existence of life on Earth. It was a basic require-
ment for the evolution of the ICS, which would take over the control of all basic 
functions in metazoans, from the maintenance of the structure and function to their 
reproduction.



Epigenetic Principles of Evolution8

The evolution of the ICS, this uniquely biological antientropic contrivance, which 
figures out when, where, how much, and what kind of information to invest in the sys-
tem, first for progressively producing the adult structure in the process of individual 
development and later, during the adult life, for restituting the unavoidably degrading 
normal structure and function, marks the most critical moment for the evolution of 
metazoans.

Recognition of the control systems in living organisms in general and the ICS in 
metazoans, resolves the thermodynamical paradox of the evolution and survival of 
metazoans as highly improbable structures.

The solution to the problem of determining the spatial arrangement of billions or 
trillions of cells of the most different types for molding animal morphology came 
sometime around the Cambrian explosion by the evolution of a type of biological 
repli cator reminiscent of the von Neumann machine.

In the history of the kingdom Animalia, this began with the differentiation of the 
nervous cell and the nervous system (see also Section The Diffuse Control System 
and the Neural Controller: The Eumetazoan’s Eureka in Chapter 12). After the evo-
lution of the genetic code with the emergence of life on earth, more than 3 billion 
years ago, the differentiation of the neuron and the nervous system represents the 
greatest informational revolution.

Metazoans do not produce copies of themselves as unicellulars do. They cannot 
do so, due to the formidable problems related to production of copies of multicellular 
structures. Instead of producing copies of themselves, metazoans produce specialized 
cells, gametes, which can develop into adult metazoan organisms by themselves or 
by uniting with their sexual counterpart. Parents provide gametes with the epigenetic 
information necessary for developing up to an early embryonic stage, the phylotypic 
stage, when only one organ system, the nervous system, is operational. The CNS at 
this early embryonic stage, when the maternal epigenetic information provided with 
gametes is exhausted, can already stepwise computate the epigenetic information 
necessary for the development of the adult metazoan supracellular structures.

The evolution of metazoans, and multicellular organisms in general, was a com-
plex task that transcends even the most courageous dreams of human genius. von 
Neumann dreamed of a machine (replicator) that would be able to build copies of 
its own when provided with the necessary parts. The machine then would install and 
switch on the operating program in the completed daughter machine, which could 
then enter a self-repeating cycle of production of self-replicating von Neumann 
machines. Even this overambitious dream of building a self-replicating machine 
looks quite unsophisticated when compared with what a metazoan organism actually 
accomplishes during its development and lifetime.

In the case of the metazoan “living machine,” the parent(s) build(s) neither the 
machine nor the machine in miniature that, by growing in size, would become a com-
plete operating and replicating “machine” of its kind; nor does the parent insert oper-
ating program in it. It rather provides epigenetic information for building a Bauplan 
at the phylotypic stage.

What is beyond the reach of even the wildest human imagination is that at the 
phylotypic stage, the embryo is in possession of an awesome information-generating 
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machine, the CNS, which starts functioning and generating information for build-
ing its own species-specific metazoan structure and its own operating program, long 
before the construction of “living machine” is completed.

Now, let us try to substantiate the functioning of the metazoan ICS with some 
empirical evidence on the central neural control of the development and maintenance 
of the animal phenotype (physiology behavior and morphology).

I anticipate the neo-Darwinian counterargument that even the central control of 
animal phenotype is ultimately determined by genes. At this juncture, I would simply 
state that it is inaccurate, and in the next chapter, I elaborate extensively on the non-
genetic, computational, epigenetic nature of that control.

Central Control of Animal Physiology

Physiological knowledge accumulated during the last two centuries shows that the 
vital functions of all the organs and organ systems in higher invertebrates and verte-
brates are controlled and regulated by the CNS. An initial theoretical breakthrough in 
understanding that control represents the development of the concept of la fixeté du 
milieu intérieur by the French physiologist Claude Bernard (1813–1878) in the sec-
ond half of the nineteenth century, now generally known as homeostasis, in a term 
coined by Walter Cannon in the 1930s. According to this concept, living organisms 
can keep constant, within certain limits, their interior environment, i.e., the chemical 
composition of body fluids (blood, lymph, and intercellular fluid), temperature, and 
other variables. The maintenance of homeostasis is a function of the CNS.

Experimental studies on the mechanisms that enable metazoans to maintain numer-
ous components of their internal environment within “physiological” limits offer some 
of the best examples of the function of the ICS, with the CNS as its controller.

The term “homeostasis” here will be used in a broader sense to comprise not only 
the maintenance of the steady state of the body fluids but also the maintenance of the 
normal structure and function of the animal organism in its entirety.

Modern physiology provides ample evidence on the CNS control of vital functions 
of all the organs and organ systems in animals, including heart work, blood circula-
tion and pressure, respiration, digestion, and endocrine activity. To illustrate, let us 
only consider some well-known examples of CNS control in homeostasis, including 
control of expression of nonhousekeeping genes in cells throughout the animal body.

Neural Control of Water Content

The drop of water content in metazoans is sensed as a rise above a threshold of the 
osmotic pressure (rise in the concentration of particles) of body fluids. This is the 
function of osmoreceptor neurons in the circumventricular organ organum vasculo-
sum of the lamina terminalis and subfornical nucleus, which can detect changes in 
osmolality and “transmute” these changes into electrical signals (Verney, 1947). The 
animal brain also receives afferent information from peripheral osmoreceptors along 
the alimentary tract and blood vessels. The information on osmolality is transmitted 
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to many parts of the brain, where it is integrated with information on the blood vol-
ume, Na concentration in body fluids, and blood pressure for optimizing the osmo-
regulatory response to the overall body homeostasis (Bourque, 2008). In response to 
increased osmolality, respectively via the median preoptic nucleus and directly, these 
osmoreceptors send signals to the “osmometers,” magnocellular neurosecretory cells 
(MNCs), in the hypothalamic paraventricular nucleus (PVN) and supraoptic nucleus.

VP-releasing MNCs in the SON and PVN are thus the “command” neurons that  
regulate diuresis.

Bourque (2008)

Hypothalamic magnocellular neurons interpret the information on the increased 
osmolality as “thirst,” to which they respond by releasing vasopressin (antidiuretic 
neurohormone) that is released into the body fluids via the pituitary. The hormone 
acts as antidiuretic by binding its receptors on the membranes of the cells of the dis-
tal kidney tubules. Elevated levels of vasopressin stimulate the reabsorption of water 
in kidney tubules and production of highly concentrated urine, leading to lower 
osmotic pressure. When the water content increases and the osmolality drops, this 
is again sensed by osmoreceptor neurons, and in a negative feedback loop, MNCs 
inhibit vasopressin secretion, leading to less-concentrated urine and increased urina-
tion (Figure 1.1).

Neural Control of Glucose and Insulin Biosynthesis

A hypothalamic mechanism of regulation of glucose level, a “glucostat” involving 
the endocrine pancreas, liver, and adrenal gland was identified almost three decades 
ago (Benzo, 1983). The hypothalamus plays a critical role in hypoglycemia-induced 
responses of adrenomedullary, sympathoneuronal, and other systems (Pacak and 
Palkovits, 2001). Experimental lesions of the hypothalamic PVN result in hypoglyce-
mia. From PVN starts a descending pathway to the intermediolateral cell column and 
the dorsal vagal nucleus of the vagus innervating ventromedial hypothalamus (VMH) 
stimulates pancreatic secretion. Electrical stimulation of the hypothalamus inhibits 
insulin secretion (Li et al., 2003) neurons with pancreatic projections (Figure 1.2).

Glucose sensors for detecting hypoglycemia have been identified in the forebrain 
and the brain stem and especially in the VMH, which responds to the hypoglycemic 
state by activating hormonal mechanisms, including secretion of glucagon and food 
intake. The lateral and posterior parts of the hypothalamus release the neuropeptide 
orexin (Miyasaka et al., 2002), which stimulates food intake and via the vagal effer-
ent nerve stimulates exocrine hormonal secretion in the pancreas (Wu et al., 2004). 
Ablation of the lateral hypothalamus inhibits the vagal pancreatic nerve firing and 
pancreatic secretion.

The nervous system also exerts a direct control on the insulin secretion via the 
sympathetic and parasympathetic pathways (Figure 1.3). Insulin-producing cells of 
the Langerhans islets in pancreas are innervated by vagal cholinergic nerves and by 
sympathetic nerves. The sympathetic activity is mediated by norepinephrine (NE), 
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temperature (37.5°C), during the 10 first days posthatching, have higher preferred tem-
peratures than birds incubated at lower temperatures. In birds, the epigenetic temperature 
adaptation, as a result of changes in incubation temperature at the end of the incubation 
period, is associated with changes in the thermosensitivity of the relevant hypothalamic 
neurons and the peripheral thermoregulatory mechanisms (Tzschentke, 2007).

The hypothalamic thermosensitivity, i.e., the hypothalamic set points for body 
temperature, may change during the evolution of species and even during the adult 
life of an individual. Under stress conditions, and depending on the degree of the 
stress, metazoans may modify the neural set points in order to adapt the physiology 
to the stressful conditions. The normal temperature set points are also changed in 
response to cyclical variations in hormonal levels. (Warm-sensitive neurons increase 
their activity in response to estrogens and cool-sensitive neurons—in response to 
progesterone, leading to lower and higher temperature set points, respectively.) It is 
possible that the fever may be an adaptive mechanism of the hypothalamus, which, 
in response to various bacterial endotoxins and other pyrogenic substances, raises 
the temperature set point (Boulant, 2000), thus inhibiting bacterial division. Boulant 
concluded that it is in the hypothalamic POA where

peripheral temperature information is compared with central temperature informa-
tion. As a result of this integration, the preoptic region controls the level of output 
for a set of thermoregulatory responses that are most appropriate for the given 
internal and environmental temperatures.

Boulant (2000)

There is no evidence that any genes are involved in the determination of set points 
for the normal or abnormal temperature in warm-blooded animals or in the mecha-
nisms of thermoregulation. Both the comparison of central and peripheral tempera-
tures and the integration and processing of temperature information for producing 
the neural output that activates the mechanisms of thermoregulation are computa-
tional, hence nongenetic, epigenetic processes.

Central Control of Animal Behavior

Animal behavior comprises motor actions of metazoans in response to external and 
internal stimuli. It may be innate or learned. Innate behaviors are stereotyped motor 
acts that the animal performs in a determined sequence. Innate behaviors usually 
represent adaptive responses to external and internal stimuli that trigger their release. 
Any innate or instinctive behavior is based on the activation of a set of so-called 
fixed action patterns determined by specific circuits in the nervous system triggered 
by external stimuli known as sign stimuli or releasers (from Konrad Lorenz’s con-
cept of angeborener auslösender Schema—innate releasing pattern).

Learned behaviors, which only are characteristic of metazoans (with some 
exceptional cases observed in eukaryotic unicellulars), are modifications of normal 
behaviors as a result of experience. While learning makes use of species-specific 
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behavioral elements, it is experimentally demonstrated that learning may signifi-
cantly influence (strengthen or weaken) innate behaviors (Mery and Kawecki, 2004), 
and this results from modifications of neural circuits/networks for innate behav-
iors. Imprinting is a classical example of the close relationship between the learned 
and innate behaviors. At the basis of learning is memory, which is an epigenetic 
phenomenon.

Neural Control of Locomotion

Vertebrate locomotion results from coordinated movement patterns produced by cen-
tral pattern generators (CPGs) in the CNS. It is estimated that mammal locomotion 
involves activation of hundreds of muscles, and, in particular, phases of the move-
ment cycle, which are under control of the spinal cord CPGs (Grillner et al., 1995). 
Similar CPGs regulate swimming in lampreys by alternatively activating motor neu-
rons in both sides of each of 100 segments, successively but with a phase delay, thus 
producing an undulatory locomotion. Initiation of locomotion is function of brain 
stem neurons. They project to the spinal cord, thus activating motor neurons and 
interneurons (Grillner et al., 1995; Figure 1.6).

Locomotion in metazoans is epigenetically regulated by the activity of specific 
neural circuits, and there is no evidence that any differences in genes may be respon-
sible for different forms of locomotion in metazoans.

Neural Determination of Monogamy in Prairie Voles

The prairie vole, Microtus ochrogaster, is a monogamous species, displaying strong 
pair bonding. Exposure of female voles to male olfactory cues stimulates estrus and 
mating-induced pair bonding. The social attachment in voles is triggered by recep-
tion of olfactory cues by sensory neurons of the vomeronasal organ. This is proven 
by the fact that female prairie voles with experimentally lesioned vomeronasal 
organs, induced to estrus and mating by administration of estrogens, do not exhibit 
monogamy (Curtis et al., 2001). Sensory neurons transform the olfactory signal 
into electrical signals that, via vomeronasal nerves, are sequentially transmitted for 
processing to the accessory olfactory bulb, the medial amygdala, the stria termina-
lis, and the anterior hypothalamus (Keverne, 1999), with the latter determining the 
monogamous behavior.

The social attachment is maintained by a distinct pattern of expression of recep-
tors for oxytocin (Ross et al., 2009), vasopressin (Young et al., 1998), and dopamine 
(Smeltzer et al., 2005), but is modulated by the neuropeptide corticotropin-releasing 
factor (DeVries et al., 2002) in monogamous and in promiscuous species. The neu-
ral circuits related to the interaction between oxytocin and dopamine responsible for 
monogamous behavior are located in the brain area known as the nucleus accumbens 
(Liu and Wang, 2003; Figure 1.7).

No changes in genes or regulatory regions are known to be involved in determin-
ing monogamy or lack of it in prairie voles.







Epigenetic Principles of Evolution20

Control of Expression of Nonhousekeeping Genes

No metazoan cell lives exclusively by itself and for itself. Each of them lives a 
double life: as an autoregulated cell per se, and as a virtuoso that, under the con-
trol of extracellular signals, performs one or more specific functions not for itself, 
but for the organism. This double life of cells has determined two different ways of 
the control of gene expression in metazoans. On the one hand, as a heritage from 
their unicellular ancestry, there is a group of housekeeping genes, which are neces-
sary for cell’s own metabolism, subsistence, and reproduction. These genes, whose 
minimal number, depending on the metazoan species, is estimated to be in the range 
of a few thousands, are autoregulated in response to signals on the presence of their 
products and respective substrates in the cell nucleus or cytoplasm. Such autoregula-
tory circuits are demonstrated to exist and be operational in both unicellulars and 
multicellulars.

On the other hand, there is a group of nonhousekeeping genes, which are respon-
sible for specific functions of each cell within the general scheme of the division 
of labor at the organismic level. These specific functions (mainly the synthesis and 
secretion of specific proteins) of differentiated cells are not related to the needs of the 
cell itself, but to the demands of the organism. No cell can know what the organism 
needs at any moment in time. Instructions to the differentiated cells for performing 
those functions are obligatorily extracellular in origin.

Examples of extracellular signals known to induce expression of nonhousekeep-
ing genes are numerous. The orderly activation of Hox genes is known to specify the 
establishment of anterior–posterior axis during gastrulation in vertebrates. But, ade-
quate empirical evidence demonstrates that the immediate source of their activation 
is an extracellular signal, the hormone retinoic acid (RA). The hormone is a common 
immediate regulator of the activity of almost all of the known Hox genes, since the 
earliest stages of the embryonic development and during the postnatal development 
in metazoans (Conlon, 1995; De Luca and Ross, 1996; Marshall et al., 1996; Clagett-
Dame and Plum, 1997; Cupp et al., 1999; Malpel et al., 2000). In many species, RA 
is provided maternally, but from the stage of early gastrula it is secreted by Hensen’s 
node (Hogan et al., 1992). Other hormones secreted by endocrine glands, as well, 
are known to act as switches for various Hox genes. So, for example, members of 
the abdominal B (AbdB) Hox gene family, which control the morphogenesis of the 
reproductive tract in vertebrates, have been demonstrated to be themselves under the 
hormonal control of the estrogen and progesterone (Ma et al., 1998). Administration 
of diethylstilbestrol in mice, via estrogen receptors (ERs), alters the pattern of 
expression of several Hox genes involved in the patterning of the reproductive tract, 
leading to developmental anomalies (Block et al., 2000).

No nonhousekeeping gene is master of its destiny; all of them are downstream 
elements of signal cascades. Far from being “selfish” or “altruistic,” a nonhouse-
keeping gene is subordinate to upstream elements of signal cascades. It is these 
upstream, epigenetic, signals that determine whether a nonhousekeeping gene will be 
expressed or not.
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Chromatin Remodeling in Control of Gene Expression

The advent of chromatin in unicellular eukaryotes is a crucial event in the evolution 
of the control of gene expression. Adequate evidence demonstrates that acetylation/
deacetylation and methylation of histones by remodeling the chromatin exert an epi-
genetic control on gene expression (Jenuwein and Allis, 2001; Nakayama et al., 2001; 
Reik et al., 2001; Rideout et al., 2001; Arney et al., 2002). Acetylases, enzymes that 
induce acetylation of histones, form complexes with transcription factors, making the 
binding of the latter to the regulatory regions of the DNA and the expression of respec-
tive genes possible. Deacetylase enzymes, on the other hand, by deacetylating histones 
cause them to wrap the DNA and prevent transcription of genes (Jenuwein and Allis, 
2001). Acetylation/deacetylation enzymes represent the link between the transcription 
factors and genes.

Due to their small molecular mass, some hormones, such as steroid hormones, RA, 
and thyroid hormones, are essentially involved in the process of chromatin remodeling 
(Bhattacharyya et al., 1997; Minucci et al., 1997; Collingwood et al., 1999; Sachs and 
Shi, 2000; Aranda and Pascual, 2001). Mediators of the effects of these hormones on 
gene expression are their nuclear receptors. In the absence of the nuclear hormone, its 
specific receptor recruits a histone deacetylase complex, thus compacting the chro-
matin and preventing gene transcription. In the presence of the hormone, a complex 
ligand-receptor forms, which can recruit a protein with acetylase activity that looses 
the chromatin structure, making the gene transcription possible.

It has been demonstrated that a histone acetyltransferase (HAT), which acetylates 
histones H3 and H4, represents a downstream element of a signal cascade starting 
with electrical signals in the retina, and via retinohypothalamic tract (glutamate) 
stimulates a transduction pathway leading to expression of clock genes, thus regulat-
ing the circadian physiology.

In order to carry out chromatin remodeling, acetylases and deacetylases first must 
be activated by upstream signals, i.e., by transcription factors. As regulatory proteins, 
transcription factors can activate (or inhibit) transcription of specific genes by binding 
to their regulatory regions (promoters and enhancers). But to do so they first need to be 
activated. As shown earlier, they may be activated by combining with specific inducers 
(e.g., nuclear hormones). Other times, their activation results from phosphorylation of 
their molecules by terminal elements of signal transduction pathways, which link tran-
scription factors with extracellular signals. These pathways consist of chains of intra-
cellular signaling proteins. They are activated by specific extracellular signals. When 
an extracellular signal (protein hormone, growth factor, or secreted protein) binds to 
its specific cell membrane receptor, it activates enzymatically the cytoplasmic portion 
of the receptor. In this active form, the receptor phosphorylates the first protein of the 
pathway, thus starting a chain of phosphorylation of other proteins downstream the 
pathway, including the transcription factor. The phosphorylation transforms the tran-
scription factor into an active form that can induce expression of specific gene(s). In 
some cases, signals from the brain, via signal cascades, are known to be responsible for 
chromatin remodeling (Figure 1.8). So, for example, signals from the nonhypothalamic 
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having a larger mass, cannot enter the cell and bind specific cell membrane recep-
tors. These receptor molecules are proteins with a transmembrane and a cytoplasmic 
region. Binding of the protein causes phosphorylation of the cytoplasmic domain of 
the receptor molecule. This leads to phosphorylation and activation of the first pro-
tein and then, sequentially, of the rest of the elements of the transduction pathway. 
Phosphorylation of the terminal element of the pathway makes it able to enter the 
nucleus where it activates a specific transcription factor by phosphorylating it. One of 
the most important signal transduction pathways is the protein kinase C (PKC) path-
way (10 proteins of the PKC family are known so far). The pathway is used by vari-
ous hormones, neurotransmitters, and growth factors.

Having shown the causal link between controls at the levels of genes,  
chromatin remodeling, transcription factors, and signal transduction pathways at the 
lower portion of the causal chain leading to activation of nonhousekeeping genes, 
now let us attempt to reconstruct and visualize the upstream signal cascade. The 
next upstream step is represented by secreted proteins, growth factors, and protein 
hormones.

Hormonal Control of Secreted Proteins and Growth Factors

The most important families of secreted proteins and growth factors act by bind-
ing their specific receptors on the cell membrane, thus activating intracellular signal 
transduction pathways and transcription factors. Adequate evidence shows that the 
synthesis of secreted proteins and growth factors is under control of hormones of the 
terminal endocrine glands, the pituitary, or neuropeptides.

The Wnt family of secreted glycoproteins is involved in modulating cell prolifera-
tion, cell polarity, cell differentiation, and cell migration during the embryonic and 
postnatal development. Their specific cell surface receptors are frizzled proteins and 
the intracellular β-catenin, downstream the pathway (Cadigan and Nusse, 1997). 
Wnt proteins act as mediators of hormone functions. So, for example, formation of 
the mammary gland during adolescence, puberty, and pregnancy is under hormonal 
control especially of estrogen and progesterone. But it is Wnt-4 that mediates the 
morphogenetic functions (ductal branching and budding) of the progesterone in the 
development of the mammary gland during puberty and pregnancy. Via its nuclear 
receptor in the mammary epithelial cells, progesterone stimulates paracrine expres-
sion of the wnt-4 that induces the ductal side branching of the mammary gland 
(Brisken et al., 2000; Robinson et al., 2000; see later Figure 1.10).

The epidermal growth factor (EGF) family. The mitogenic effect of the estrogen, 
manifested in the growth and cell differentiation, is mediated by the growth fac-
tor, EGF, and administration of EGF alone mimics all of the effects of the estrogen 
(Nelson et al., 1991). The function of testosterone in differentiation of the reproduc-
tive tract is also mediated by EGF, which phosphorylates its own receptor and other 
proteins, resulting in activation of genes that make the formation of the Wolffian 
duct and its components, the epididymal duct, and seminal vesicle, possible (Gupta 
et al., 1991). Estrogen induces the growth response of the breast epithelial cells by 
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activating an inactive EGF receptor signaling pathway (Briand et al., 1999). It is 
also observed that overexpression of ER-α in a cell line inhibits secretion of vascu-
lar endothelial growth factor (VEGF) and the growth of the vascular wall (Ali et al., 
1999). Estrogens and androgens stimulate transcription of the vegf gene and secretion 
of VEGF protein which promotes formation of new blood vessels (Rouhola et al., 
1999). Both EGF and transforming growth factor (TGF) (Nelson et al., 1991) medi-
ate the proliferative and differentiation functions of the estrogen in the reproductive 
tract of rodents.

The TGF-β superfamily. Secretion of inhibin B, a member of the TGF-β family, 
by Sertoli cells is stimulated by FSH and inhibited by luteinizing hormone (LH) 
(Ramaswamy and Plant, 2001).

Expression of three growth factors, TGF-β1, TGF-β2, and TGF-β3, is stimulated by 
the hormone RA. RA itself is synthesized from vitamin A by enzymes aldehyde dehy-
drogenase 1 (Aldh 1), retinaldehyde dehydrogenase 2 (Raldh 2), and cytochrome P450 
(Cyp 26), but expression of these enzyme genes in the female mouse reproductive sys-
tem is also under hormonal control of gonadotropin and can be stimulated by adminis-
tration of chorionic gonadotropin (Vermot et al., 2000).

The fibroblast growth factor (FGF) family. In mammals this family is repre-
sented by 22 secreted proteins. FGF2 mediates the cell proliferating effect of the 
hormone dihydrotestosterone in certain prostate cancer cells (Kassen et al., 2000). 
Expression of FGF-8 and sonic hedgehog (SHH) are necessary for the formation of 
mid- and upper face and brain in the chick embryo. It is demonstrated that in sites 
of their expression, the level of the hormone RA is increased as well. Moreover, it is 
observed that facial and brain anomalies in the embryos that do not express genes for 
those factors may be rescued by local treatment not only with FGF-8 and SHH pro-
teins but also by RA (Schneider et al., 2001).

Insulin-like growth factor-1 (Igf-1). Growth hormone (GH) expression contributes 
to the tissue-specific expression of the Igf-1 gene during development (Shoba et al., 
1999). It is also suggested that the neurohormone vasoactive intestinal peptide (VIP) 
may function as a regulator of Igf-1 gene expression (Hill et al., 1999; Servoss et al., 
2001).

Neural Control of the Endocrine Function

We have already shown that what have been considered to be discrete controls at the 
gene level via transcription factors, at the epigenetic level of chromatin remodeling 
(via acetylation/deacetylation of nucleosomal histones), at the level of nuclear hor-
mones and signal transduction pathways, at the level of protein hormones, secreted 
proteins and growth factors are only levels of a single hierarchical control system.

Identification of the remaining upstream portion of the control system mostly 
belongs to the history of the twentieth-century biology. Production of hormones by 
target endocrine glands (e.g., gonads, thyroid gland, parathyroid, adrenal, pancreas, 
and thymus) in vertebrates is under control of hormones secreted by the pituitary 
gland, a fact that led to the long-held belief that the pituitary was the master gland, 
which regulates secretion of hormones by the target endocrine glands.



Control Systems and Determination of Phenotypic Traits in Metazoans 25

By the middle of the twentieth century, biologists found that secretion of pituitary 
hormones is itself under control of a part of the brain, the hypothalamus. With more 
than 15 “releasing” hormones, and a number of other protein and peptide hormones 
(e.g., gastrin, angiotensin II, substance P, and enkephalins) secreted by this gland in 
higher vertebrates, the hypothalamus controls the synthesis of most of the pituitary 
hormones and appeared to be at the top of the hierarchy of the neuroendocrine sys-
tem, but it is not. The hypothalamus itself is “instructed” to secrete its hormones by 
chemical and electrical signals it receives from brain stem centers (Scott et al., 1999), 
the hippocampus (Lathe, 2001), the limbic system, and aminergic or cholinergic neu-
rons of various brain centers (Norman and Litwack, 1997).

The hypothalamus is not the only producer of hormones (neuropeptides) in the 
nervous tissue. Numerous neuropeptides are secreted by various neurosecretory 
cells in many brain centers, a fact that led to the concept of the “endocrine brain.” 
Neurosecretory cells in various organs, such as the gonads, pancreas, peripheral 
nerves, and gastrointestinal tract, also produce important neuropeptides.

In distinction from the hypothalamic hormones that perform their functions via 
the pituitary-terminal endocrine glands axis, these neuropeptides act directly on tar-
get cells by binding to their membrane receptors. This is the earliest form of the neu-
ral control, which evolved in lower eumetazoans and is still involved in their growth, 
metabolism, reproduction (Strand, 1999), morphogenesis, organogenesis, and regen-
eration. This control, characteristic for extant primitive metazoans, such as cnidarians 
and other lower invertebrates, is known as hormonal system of the first order, and, 
as part of the ICS, it is still conserved in the higher vertebrates, including humans.  
An example of direct control via neuropeptides is the control (independently of  
insulin) of the basal glucose blood level in rats by the suprachiasmatic nucleus  
(la Fleur et al., 1999).

At an intermediary and evolutionarily more advanced position is the endocrine 
system of other invertebrates. In insects, for instance, the prothoracic gland that 
secretes ecdysteroids is under control of brain neurohormone prothoracicotropic hor-
mone (PTTH) and other neuropeptides, while the secretion of juvenile hormone by 
corpora allata (CA) is stimulated by neurohormones allatotropins (and is inhibited 
by allatostatins), by neurogenic signals via nervi corporis allati I (NCA-I) (from 
corpora cardiaca) and nervi corporis allati II coming from the subesophageal 
ganglion, and probably by other brain neuropeptides.

Numerous examples of brain signals regulating hormonal secretion in the hypo-
thalamus (sometimes in the pituitary, as well) are known. So, for example, locus 
coeruleus in the brain stem exerts an excitatory influence on the hypothalamic–pitu-
itary–adrenal axis by promoting neuroendocrine mechanisms controlling the physi-
ological mechanisms of the acute stress (Ziegler et al., 1999). Various receptors in 
the hippocampus bind ligands that reflect the physiological status of the organism 
(e.g., stress, blood pressure, ion balance, and reproductive activity) (Lathe, 2001), an 
interoceptive process that enables the brain to constantly monitor the physiological 
state of body fluids. By processing that input, it generates its output in the form of 
chemical/electrical signals that are sent to the hypothalamus. In response to that out-
put and afferent information it receives from other parts of the body on the state of 
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The mechanism of expression of nonhousekeeping genes in metazoan organisms 
includes not only linear signal cascades but also cross talk between cascades, activa-
tion of neural nonhypothalamic pathways, and downstream gene regulatory networks 
involved in complex interactions between them.

Summarizing the evidence presented so far, it may be said that specific hormones 
control expression of the growth factor- and secreted protein genes and/or activa-
tion of their receptors and, consequently, expression of nonhousekeeping genes. 
Secretion of the hormones of the target endocrine glands is induced by specific pitu-
itary hormones, which in turn are induced by specific hypothalamic neurohormones. 
The ultimate upstream signals in this hierarchic system of control are signals from 
various parts of the brain that determine secretion of the hypothalamic “releasing” 
hormones.

It may be argued that no generalization on the extracellular control of expression 
of nonhousekeeping genes can be made because neither all the signal cascades trig-
gering transcription of nonhousekeeping genes have been demonstrated to be cen-
trally regulated, nor are all metazoan species investigated in this respect. I remind the 
reader that the same anti-inductive judgment could be used against most of the gen-
eral concepts of modern biology. The common origin of metazoans and the amount 
of evidence accumulated so far provides sufficient grounds to infer that the extracel-
lular and central regulation is the general mode of transcription of nonhousekeeping 
genes in metazoans. Nature does not make tricks.

Examples of Central Control of Metazoan Morphology

Now, let us consider just three representative examples of the CNS control of the 
development of animal morphology by visualizing the signal cascades (including 
associating feedback loops and cross talk) and intracellular pathways in the process 
of the translation of brain signals into animal morphology. An extensive review of the 
neural control of the development of metazoan organs and morphology is presented 
in Chapter 5 (Neural Control of Postphylotypic Development). Hence, for illustra-
tion, I will present here just three examples of the neural control of organogenesis 
and body size.

Development of the Mammary Gland

The mammary gland is a unique mammal structure that evolved some 200 million 
years ago to provide the mammalian newborns with milk. Although mammals are 
born with a mammal anlage, the gland develops predominantly after the puberty and 
postpartum (Hennighausen and Robinson, 1998).

Mammogenesis, development of the mammary gland, is under neurohormonal 
control (Akers, 2002). The gland develops under a complex control of systemic and 
local hormonal signals from the pituitary (prolactin) and the ovary (estrogen and 
progesterone). More than 100 genes are involved in the process of mammary gland 
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Intraperitoneal implantation of metabolically inert masses in the deer mouse, 
Peromyscus maniculatus, causes an equivalent compensatory loss of body weight. In 
the third day after the removal of the implant, the animals regained the pre-experi-
mental body weight. Investigators argue that the changes in the body weight suggest 
the existence of a set point that is sensitive to changes in the perception of mass and 
that is transduced via neural pathways (Adams et al., 2001).

They also believe that numerous mechanoreceptors located within muscles and 
tendons that have afferent pathways to cerebral cortex could provide the input nec-
essary for changing the set point. Since the set point is located in the brain and is 
related to the processing of the sensory input by the brain, the growth processes 
adjusting the body weight to the changed set point must start with brain signals as 
well (Adams et al., 2001).

Administration of some centrally acting substances, such as sibutramine (an inhib-
itor of serotonin reuptake), lower the body’s weight set point and were for some time 
used for weight loss in humans. In response to administration of sibutramine, rats 
increase the sympathetic activity, reset and decrease levels of neuropeptide Y (NPY) 
and proopiomelanocortin. Since sibutramine is a serotonin reuptake blocker, rats also 
respond to its administration by elevating the extracellular level of serotonin in the 
rat hypothalamic arcuate nucleus, thus centrally inducing body weight loss (Levin 
and Dunn-Meynell, 2000). A similar central effect for inducing body weight loss has 
experimental administration of another neuroactive substance, the serotonin-releasing 
agent, fenfluramine (Fantino et al., 1986).

Nijhout (2003) reasons that the developmental control of body size essentially is 
control of the moment when to stop growing and in insects this is related to the tim-
ing of the secretion of ecdysteroid hormones, which depends on the timing of secre-
tion of the brain hormone, PTTH, which, in turn, depends on the brain photoperiodic 
clock. While insulin-like peptides/insulin growth factors, produced mainly by neuro-
secretory cells, stimulate the insect growth, the brain controlled secretion of ecdysone 
and its receptor counteracts that effect in a neurally controlled circuit (Colombani 
et al., 2005).

For further information on the neural control of the body mass, see Sections 
Neural Control of the Development of Body Mass (Chapter 5) and Evolution of Body 
Size in Manduca sexta (Chapter 13).

Central Determination of Normal Obesity

In adult vertebrates, fluctuations in the body weight chiefly result from fluctuations 
of the fat storage. Maintenance of the normal weight implies, among other things, the 
existence of a mechanism that regulates the food intake. This regulation is very com-
plex but, reduced to its essentials, the regulatory mechanism consists of specific neu-
rons of the hypothalamic arcuate nucleus and neurons in another region of the brain. 
The arcuate nucleus contains two types of neurons, eating-stimulating and eating-
inhibiting neurons. Two different groups of signals are received by those neurons. In 
response to increases in fat store, the appetite-inhibiting neurons are activated, and the 
appetite-stimulating neurons in the arcuate nucleus are inhibited. The signals from the 
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In response to PYY3–36 hypothalamic circuits modify their synaptic morphology 
(Batterham et al., 2002) and probably their output. Neurons expressing the recep-
tor for melanocortin-4 (MC4-R) in the arcuate nucleus respond rapidly to signals of 
satiety that do not require changes in leptin and control organism’s metabolic and 
behavioral responses to the fat diet (Butler et al., 2001).

The Integrated Control System

As discussed earlier, metazoan organisms avoid structural and functional degradation 
and maintain their biological identity notwithstanding continual loss of their struc-
tural order at the molecular and cytological levels. It is impossible to imagine how 
a structure of unmatched complexity, such as a metazoan organism, would be main-
tained for a considerable period of time in absence of a control system. Human expe-
rience shows that even the incomparably simpler man-made systems cannot maintain 
their structure and function without a control system in the form of built-in mech-
anisms or human supervision and operation. A control system for maintaining the 
structure and function is a sine qua non of metazoan life as it is for any other living 
system. The control system I am delineating for metazoans has the CNS as its con-
troller, but nonneural, epigenetic control systems, still less studied and understood, 
exist in plants and unicellulars as well.

Adequate evidence, a tiny part of which was presented in this chapter, shows that 
there is a central neural control, which regulates not only metazoan behaviors and 
physiological/homeostatic variables but also expression of nonhousekeeping genes. 
I have also presented three examples of the central control of the development and 
maintenance of metazoan morphology, size, and morphometry. Based on that evi-
dence, I argued that the maintenance of the eroding metazoan structure implies the 
existence in metazoans of an ICS, with the CNS as its controller, which compensates 
for losses and directs the restoration of the normal structure.

Extensive evidence on the neural control of the development of animal phenotype 
will be presented in Chapters 5 (Neural Control of Postphylotypic Development), 
8 (Behavioral Adaptation to Changed Conditions of Living), 10 (Intragenerational 
Developmental Plasticity), 11 (Transgenerational Developmental Plasticity— 
An Epitome of Evolutionary Change), 13 (Origins of Evolutionary Novelty), and  
19 (Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution).

A conceptual barrier separating what have been considered discrete and indepen-
dent mechanisms of control at the genetic, intracellular-epigenetic, endocrine, para-
crine, autocrine, and neural levels is rapidly crumbling. The emerging picture shows 
them all to be elements of a single ICS.

The concept of the ICS in metazoans implies a system that controls and regulates 
their function and structure at the supracellular level. In general terms, the control 
system of metazoans performs:

1. Monitoring of the status of the system,
2. Comparison of the input on the state of the system with the norm (neurally determined set 

points),
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3. Identification and assessment of deviations from the norm, and
4. Decision-making and transmission to effectors of “instructions” or commands for restor-

ing the “norm” or for adapting the organism to the new conditions of living by activating 
appropriate signal cascades.

In the cases of phenotypic (behavioral, physiological, morphological, and life his-
tory) characters considered in this chapter, the above functions are performed by the 
nervous system and the endocrine system as its physiological extension.

The Hypothesis of the Epigenetic System of Heredity  
and its Predictions

The idea on the presence of control systems in metazoans is not conjectural. In this 
chapter, I have presented evidence demonstrating its role in controlling and regulating 
the animal phenotype: behavior, physiology, and morphology. This, and the extensive 
evidence on the essential involvement of the controller (CNS) in individual develop-
ment (Chapters 3–5), led me to the hypothesis that the ICS, with the CNS as its con-
troller, functions as an epigenetic system of heredity, providing the information for 
animal morphology in the process of animal reproduction (Cabej, 2004, pp. 35–47).

The ICS is a hierarchical system with the CNS functioning as the controller of the 
system (Figure 1.12). Vast experimental evidence to be presented later in this work 
shows that signal cascades for the development of many organs during individual 
development, as well as for developmental plasticity, originate in the CNS, suggest-
ing that the latter is in possession of information on the normal supracellular struc-
ture and morphology. This raises a crucial question on the nature and origin of this 
information. How this nongenetic information is generated in the CNS/nervous sys-
tem will be subject of a special section in Chapter 2.

The hypothesis is empirically verifiable and falsifiable; it is open to scientific 
inquiry and experimentation. The basic predictions of the hypothesis are as follows:

1. The expression of nonhousekeeping genes in metazoans is controlled and regulated by sig-
nal cascades that ultimately originate in the CNS.

2. Initial signals for starting signal cascades in the CNS result as output of the processing of 
internal/external stimuli in neural circuits.

3. The reproduction cycles and gametogenesis, production of egg and sperm cells, in metazo-
ans are under control of the ICS, with the CNS as the controller.

4. The transfer of the epigenetic information (parental cytoplasmic factors and gene imprint-
ing) in gametes is regulated by the ICS, which in the process of reproduction serves as the 
parental epigenetic system of heredity.

5. At the phylotypic stage, when the function of maternal cytoplasmic factors terminates, the 
embryonic CNS is operational and takes over the control of the embryonic development up 
to adulthood.

6. Signal cascades determining the postphylotypic development originate in the embryonic CNS.

As part of an attempt to validate the hypothesis, in the following chapters I will pres-
ent evidence that the ICS, which in the process of metazoan reproduction serves as 
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an epigenetic system of heredity, controls and regulates the basic stages of the pro-
cess of metazoan reproduction:

– Reproduction cycles and gametogenesis (Chapter 3),
– Early embryonic development, up to the phylotypic stage (Chapter 4), and
– Postphylotypic development (Chapter 5).
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Neural Manipulation of  
Gene Expression
The ability to create activity patterns may underlie the brain’s ability to generate 
insight and the “trials” of trial-and-error problem solving.

W.J. Freeman (1991)

Predetermined Versus Manipulative Expression of Genes

In Chapter 1, I showed that the activation/inactivation of nonhousekeeping genes, 
which are responsible for differentiation and coordination of activities of each cell 
with other cells, is regulated by an integrated control system (ICS), with the central 
nervous system (CNS) as its controller. Neural signals, which, via the signal cas-
cades, activate/inactivate these genes, ultimately, originate in the CNS. A glimpse at 
the temporal order of events in the cascade clearly shows that the direction of the 
information flow is from the CNS to effector genes.

So far, however, we have neither shown nor even speculated on how the CNS can 
accomplish such a huge and extremely complex task: provision of information for 
gene activation/inactivation to billions/trillions of cells throughout the animal body. In 
the case of gene activation under the influence of external stimuli, but internal stimuli 
as well (changes in the level of estrogens and other hormones), no direct physical con-
tact exists between the gene and the stimulus that triggers its expression. Moreover, 
even the experimental physical contact of the stimulus with the gene does not induce 
expression of the gene, implying that no chemical affinity exists between them. This is 
an uncommon situation: in direct contact with the gene, the stimulus does not induce 
the expression of the gene, but at a distance it does! However, this is a paradox only at 
first sight. We know that it is not the stimulus per se but a neural product of process-
ing of the stimulus in the nervous system that, by activating a specific signal cascade, 
induces expression of a specific gene in the cell nucleus. By activating the signal cas-
cade, the nervous system establishes a causal relationship between the stimulus and 
the stimulus-inaccessible gene that did not previously exist.

This contrived, unorthodox expression of genes is a unique function of the neu-
ron and the CNS, i.e., a new property of metazoans, unknown in unicellulars. It is 
true that in eukaryotic unicellulars as well, a number of external stimuli do not act 
directly on genes whose expression they trigger, but use existing signal transduc-
tion pathways in order to control and regulate expression of target genes. However, 
in protozoans, the genes that will be expressed are predictable from the nature of 
the stimulus: if we know the stimulus, we can predict the signal transduction path-
way that can be activated and the gene(s) that will be expressed. The action of the 
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stimulus in protozoans is predetermined by the existence of a natural causal relation-
ship of the stimulus with the transduction pathway inducing expression of the gene.

In clear distinction from this, metazoans can fashion new, otherwise nonexisting, 
causal relationships between the stimulus and the gene in order to produce adaptive 
expression of genes. The stimulus per se represents no message to any gene, and no 
gene responds to the contact with the stimulus per se for there is no chemical affinity 
between them. But the stimulus is taken as a message by exteroceptors, propriocep-
tors, or interoceptors, converted into electrical spike trains (nongenetic symbols) 
and, in this form, transmitted to the CNS. By processing these electrical represen-
tations of stimuli, neural circuits generate chemical outputs (e.g., neurotransmitter, 
neuromodulator, neuropeptide), which essentially decipher the genetically mean-
ingless stimulus into a message for expression of a particular gene or a number of 
genes. The CNS, thus, transforms a genetically inert stimulus into a gene inducer. 
Both the initial conversion of stimuli into electrical spike trains and their process-
ing in neural circuits are computational nongenetic processes whose mechanisms are 
only little known.

Neural circuits, functional units of the nervous system, are ensembles of several to 
millions of neurons connected by specific synaptic contacts. By processing information 
coming from afferent neurons in the form of electrical signals, neural circuits perceive 
the “information generated by stimuli arising from both the external and internal envi-
ronment,” which is one of the main functions of the brain and facilitate the transfer of 
information according to a neural, nongenetic code, which is represented by the spike 
rate of neurons (Shadlen and Newsome, 1994).

Neural circuits release their output in the form of electrical or chemical sig-
nals (neurotransmitters and neuromodulators) that are discharged on neurosecretory 
cells of the “endocrine brain,” the hypothalamus, the pituitary, or, via nerve endings, 
directly to the target tissues and organs. These neural signals act as “instructions” 
(epigenetic information) for selectively activating specific algorithms or signal cas-
cades ultimately leading to selective expression of particular gene(s) out of a variety 
of genes available for transcription (Figure 2.1).

The ability of the nervous system to respond to the input of external and inter-
nal stimuli based on the processing of that input, and to establish naturally nonex-
istent causal relationships between stimuli and specific genes, enabled metazoans to 
respond very flexibly to environmental changes and provided them with an additional 
degree of freedom by overcoming the genetic determinism of gene expression. It 
enabled metazoans to respond in different ways to the same external or internal stim-
ulus, and represents a goal-oriented, hence adaptive, mechanism of gene expression.

Thus, expression of genes in the CNS is not “stimulus dependent”, as commonly 
described; their expression is processing dependent, hence nongenetic, epigenetic. 
Selection of the gene to be expressed is normally adaptive, i.e., it tends to accom-
modate the organism to the stimulus-changed environment or even to the situations 
that the stimulus might presage. The connection between the gene and the stimulus is 
communicative rather than direct and is computationally determined. As pointed out 
earlier, the processing in the nervous system establishes a causal relationship between 
the stimulus and expression of the gene, which otherwise would not exist.
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I call this “nonclassical” expression of genes manipulative since the expression of 
the gene is contrived rather than determined by chemical affinity of the stimulus for 
the gene; no special thermodynamic and stereochemical relationships exist between 
the stimulus and the gene that is expressed in response to it. It is not the nature of the 
external/internal stimulus but the adaptive requirement of the organism that deter-
mines expression of the specific gene in the CNS. In response to different stimuli, 
different organisms may respond by turning on/off the same gene and, in response 
to the same stimulus, different species may respond by expressing (or not) different 
genes and activating or inactivating different signal cascades.

By processing external/internal stimuli in neural circuits, metazoans are able to figure 
both the gene and the signal cascade they have to activate. The function of the process-
ing in the neural circuit is to perceive, to create a gestalt of the stimulus, and interpret it, 
to give it a “meaning,” and find a solution to the problem it may present to the organism 
by selectively activating a specific signal cascade out of a number of available cascades.

Processing of External/Internal Stimuli in the CNS  
Generates Information for Adaptive Phenotypic Responses

The fact that many adaptive signal cascades in metazoans begins with external/internal 
stimuli raises the question of whether the environmental stimuli themselves may con-
tain information for gene expression, despite the Lamarckian implications of recogni-
tion of an instructing role of the environment in metazoan development and evolution.

Theoretical contemplations aside, the examples of expression of genes under the 
influence of external and internal stimuli to be presented in this subsection show 
that none of them per se does or can induce gene expression. The activation of sig-
nal cascades by external/internal stimuli is mediated by the CNS; i.e., relevant signal  
cascades are activated by the output of the processing of the stimuli by the CNS.  
If external stimuli (e.g., light, darkness, temperature, humidity, crowding, other social 
stimuli) would provide information for selective activation of signal cascades, the 
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Figure 2.1 Simplified diagram of the fashioning of a relationship between the external 
stimulus and a particular gene. An external stimulus is received from specific neurons of the 
sensory organ. Receptor neurons convert the stimulus into a train of electrical spikes and, in 
this form, transmit it to a specific neural circuit for processing or interpreting. The mechanism 
of processing is still almost a black box. What we know is the output of the processing, 
which is an electrical/chemical signal that leads to selective activation of a specific algorithm 
or adaptive signal cascade out of a number of cascades (1–6) that the secretory neuron can 
potentially activate.
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whole costly processing of the stimuli would serve no purpose. Elementary knowl-
edge of the way evolution works suggests that costly neural processing would have 
not evolved if it did not generate a benefit outweighing the cost.

However, it might be argued that any talk about the CNS control of gene expres-
sion in such cases is irrelevant since, ultimately, brain signals that start signal cas-
cades are genetic in origin. Is this really so?

Any dispute on the nature of information for selective activation of signal cas-
cades in the CNS cannot be resolved by theoretical arguments. It can only empiri-
cally be determined by a closer examination of activation of signal cascades under 
the influence of external/internal stimuli in some paradigmatic examples of the  
so-called stimulus-dependent expression of genes in the brain.

Example 1
Most wild birds, from temperate to arctic zones, are reproductively active (i.e., ovulate 
and lay eggs) in the spring time. The timing of the reproductive activity in these birds 
is clearly adaptive, since spring is the best time for rearing the offspring. The beginning 
of the reproductive activity at that time of the year is mainly related to the prolongation 
of photoperiod (length of the day) and rise of temperature in the environment. Although 
the reproductive activity starts with expression of hypothalamic gonadotropin-releasing 
hormone (GnRH) and activation of the hypothalamic–pituitary–gonadal axis, neither 
the gene for the hypothalamic GnRH nor the gene for the pituitary gonadotropins or 
for gonadal hormones can be induced by the direct action of thermal or photic stimuli. 
In homeothermic animals, such as birds, neither the ovary/testis nor the egg cell/sperm 
cell (and less so their genes) receive those external stimuli. Nevertheless, birds per-
fectly respond to these stimuli by a precise spatiotemporal activation/inactivation of the 
genes along the hypothalamic–pituitary–gonadal axis, inducing expression of thousands 
of specific genes in gametes as well as neighboring relevant cells (e.g., follicle cells, 
Sertoli cells), related to the preparation of the genital organs for gametogenesis, mating, 
and oviposition. Both the temperature and photic stimuli are “unintelligible” to genes, 
which generally do not respond to the physical contact with these stimuli.

The fact that these genes are activated, despite being inaccessible to the stimuli, would 
be a paradox if we did not know what goes on “behind the scenes.” The temperature is 
perceived in the hypothalamic preoptic area (POA), in a center containing warm-sensitive 
neurons and cold-sensitive neurons, whereas the length of the day is sensed in another 
hypothalamic center, the suprachiasmatic nucleus (SCN). The perception of the tempera-
ture and day length in these brain centers comprises reception of the electrical input on 
the temperature and length of the day and processing of these stimuli in respective neural 
circuits. As a result of these computational processes, neural circuits generate chemical 
outputs ( epigenetic information) for starting signal cascades that determine activation 
of hundreds and thousands of specific genes in the genital tract and the organism in gen-
eral during the reproductive season.

One of the ways the photoperiod is used for the reproductive timing in vertebrates 
is by neural inhibition of melatonin biosynthesis and secretion in the pineal gland. 
This is suggested by the fact that melatonin injections in photoresponsive rats, even 
during a stimulatory (long) photoperiod, induce reproductive inhibition (Heideman 
et al., 2001).
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gene. In turn GnRH, via the pituitary–gonadal axis, starts the signal cascade that 
stimulate the reproductive activity in female tree frogs.

Clearly, expression of GnRH gene in response to auditory stimuli is not geneti-
cally but epigenetically determined by the processing of auditory stimuli (species-
specific mating calls).

Example 3
Detection of chilling in the Hawaiian cockroach Diploptera punctata, and in other 
insects, is function of antennal thermoreceptors, which send chilling signals to the pars 
intercerebralis and pars lateralis of the insect protocerebrum. Chilling experienced by 
the antennae has no specific effect on gene expression on the antennae, but it triggers 
a “long-range” action on another organ that is not directly affected by the chilling; it 
causes suppression of mitotic divisions in corpora allata, which precedes the increase 
in the volume of corpora allata and secretion of juvenile hormone by the glands of 
mated females. Unilateral ablation of antenna does not prevent the contralateral corpus 
allatum from proceeding normally with the wave of mitotic divisions, while the mitotic 
divisions in the ipsilateral gland are suppressed. Unilateral disconnection of neurons of 
the pars intercerebralis of the insect brain from corpora allata suppresses the effect of 
chilling of antennae on the mitotic division of the contralateral corpus allatum, clearly 
demonstrating that a neural, not genetic, mechanism determines the suppressing effect 
of chilling on cell division in corpora allata. The information on the chilling of anten-
nae is transmitted in the form of electric signals, perceived and processed in the pars 
intercerebralis of the insect’s brain, which send signals for suppressing the mitotic 
division in corpora allata (Pszczolkowski and Brown, 2003).

In another experiment, it has been demonstrated that

severance of the ventral nerve cord prior to chilling or to application of 20E (hydro-
ecdysone) prevented suppression of CA cell division, indicating that effects of either 
chilling or 20E application are mediated by the ventral nerve cord.

Pszczolkowski and Gelman (2004)

Example 4
The sound energy of the song of the male canary, Serinus canaria, in the form of 
mechanical waves is transformed into mechanical energy in the tympanum and trans-
mitted through the middle and inner ears before it reaches the auditory receptor neu-
rons, which transform it into electrical spike trains transmitted for processing in the 
auditory area of the forebrain. The sound waves induce no specific song-related expres-
sion of genes along the auditory pathway (tympanum, the outer, middle, and inner ear). 
The specific song-related expression of the transcriptional regulatory gene ZENK in 
female canaries occurs only in the auditory area of the forebrain after the processing of 
electrical signals (Jarvis and Nottebohm, 1997; Figure 2.4) but not in the cells that are 
directly affected by sound waves of singing. Not only hearing of the conspecific song 
but their own singing in male canaries induces a 60-fold increase in expression of the 
gene ZENK in the high vocal center and other song nuclei. At a histological level, the 
singing is associated with an increased electrical activity in these same centers (Jarvis 
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Example 6
This is an example of an internal stimulus that induces expression of a gene with-
out having access to the cells that express the gene in the CNS. In ewes and other 
mammals, estradiol is critical for the preovulatory luteinizing hormone (LH) surge. In 
nonneural cells, estradiol forms complexes with its nuclear receptors (estrogen recep-
tor, ER) and, in this form, it binds regulatory regions that activate “estrogenic genes” 
(cyclin D1, igf-1, etc.). Nothing of the kind, no classical expression of “estrogenic 
genes,” has been observed so far in the hypothalamus, and there is no evidence what-
soever that estradiol directly regulates GnRH neurons (Smith and Jennes, 2001).

Most of GnRH neurons do not even express nuclear ERs, mediators of the action 
of estrogen, and this is why even the implantation of estrogen in regions of GnRH 
neurons does not induce LH surge (Herbison, 1998).

It is suggested that the steroid signal is conveyed to the GnRH neurones by a subset 
of neurones that are regulated by oestradiol.

Eyigor et al. (2004)

What acts on the hypothalamic GnRH neurons is not the estrogen itself but the chemi-
cal output of its processing in estrogen-sensitive neurons in other parts of the brain 
and the hypothalamus. The rise in the estradiol level is received as a stimulus and con-
verted into an electrical signal by non-GnRH neurons, processed in estrogen-sensitive 
neural circuits inducing release of stimulating neurotransmitters (dopamine by the 
neural circuit of the ventromedial POA (Anderson et al., 2001; Goubillon et al., 2002) 
and noradrenaline by a brain stem noradrenergic circuit (Scott et al., 1999)) and inhib-
itory neurotransmitters (γ-amino butyric acid (GABA) by a circuit in the rostral hypo-
thalamus, and neuropeptide Y (NPY) by two circuits in the brain stem and arcuate 
nucleus). It is the informational output generated by processing of the estrogen stimu-
lus (a perceptible change in the level of the hormone), rather than estrogen itself, that 
induces/suppresses expression of the GnRH gene (Herbison, 1998; Smith and Jennes, 
2001; Pompolo et al., 2003; Figure 2.6).

Numerous examples of manipulative expression of genes in response to external 
cues are also described in invertebrates. So, for example, changes in the photoperiod 
cause the nerves originating in the subpedunculate lobe of the brain of cephalopods 
to stimulate or inhibit secretion of a gonadotropin by their optic glands, thus induc-
ing or preventing the gonadal enlargement (Strand, 1999).

In all of the examples presented in this section, the expression of relevant genes 
occurs in neurons and other cells that have no physical contact with the external/
internal agent rather than in those that come in direct contact with it. These genes 
are induced by the chemical output of the processing of the stimuli/agents in respec-
tive neural circuits. The so-called stimulus-dependent/activity-dependent expression 
of nonhousekeeping genes in the CNS is essentially processing dependent, computa-
tional, and hence epigenetic.

Although numerous proteins and metabolic products feed back on the CNS, this 
would question the role of the CNS as the source of that epigenetic information no 
more than the similar feedback from proteins on genes might cast any doubt upon 
DNA’s attribute as the source of genetic information for protein biosynthesis.
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of these genes is mediated by cytosolic calcium as is suggested by the fact that their 
induction is prevented by blocking voltage-sensitive calcium channels (Li et al., 2004).

Essentially, the unique ability of the neural tissue for manipulative expression of 
genes is based on the computational capabilities of neurons and neural circuits. This 
computation enables selection of the appropriate signal cascade that induces a gene 
whose expression tends to adapt the animal to the stimulus. The processing of the stim-
ulus consists in a series of electrical and chemical transformations in neural circuits, 
which are necessary for fashioning the novel causal relationship between the stimulus 
and the gene. In a linguistic metaphor, the processing is an epigenetic restatement of 
the nature of the stimulus in order to make it intelligible to a particular gene only.

While we do not yet know the exact mechanisms of neural processing and the 
exact ways the neurons and neural circuits computate, we know what the process-
ing does. As shown in the preceding section, the phenomenological essence of pro-
cessing is the establishment of a previously nonexisting causal relationship between 
a stimulus and a particular gene, thus making possible manipulative expression of 
genes: in response to the same stimulus, and independently of its physical proper-
ties, the neural circuit can manipulatively secrete one of a number of chemicals that 
induce expression of a particular gene via signal cascades.

What are the mechanisms underlying this unique ability of the nervous system?
In response to various stimuli, the nervous system modifies its electrical activ-

ity. One of the consequences of electrical activity in the nervous system and of the 
release and reception of neurotransmitters in postsynaptic neurons is the elevation 
of the calcium level in the postsynaptic neurons, as a result of the opening of cell 
membrane Ca2 channels. Transcription of a large number of genes, encoding both 
transcription factors and molecules that function at synapses, is induced by synaptic 
activity and subsequent calcium influx (West et al., 2001).

The elevation of calcium level stimulates calcium binding to calmodulin, which by 
activating calcium–calmodulin-dependent protein kinases (CaMKs) and calcium-sen-
sitive adenylate cyclases, starts signal transduction pathways, resulting in induction of 
specific genes (Ghosh and Greenberg, 1995). One well-known example is the expres-
sion of the brain-derived neurotrophic factor (BDNF) gene as a result of electrical 
activity induced by visual input. The Ca2 influx activates transduction pathways that 
phosphorylate cyclic adenosine monophosphate (cAMP)-response element binding 
protein (CREB), a transcription factor, which by binding to a Ca2 response element 
on the BDNF gene makes its transcription possible (Tao et al., 1998; Figure 2.7).

CREB is induced in response to a variety of external (extracellular) stimuli, such as 
stress, hypoxia, neurotransmitters (in a Ca2-dependent manner), growth factors, and 
spontaneous electrical synaptic activity. Each of these factors uses one of several pathways 
for inducing CREB. In turn, CREB, by binding cAMP-response binding element (CRE), 
induces expression of more than 100 genes that have CRE, including genes involved in 
neurotransmission, signal transduction, and metabolism (Lonze and Ginty, 2002).

In response to a patterned visual stimulus, after a short period of darkness, the nervous 
system displays electrical activity and activates extracellular regulated kinase (ERK), by 
phosphorylating it in visual cortical neurons in a specific spatiotemporal pattern before 
returning to the baseline within 40 min. The activation of ERK leads to CRE-mediated 
gene expression, i.e., expression of genes bearing a CRE promoter (Cancedda et al., 2003).
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characterize as manipulation of genetic information. This is alternative splicing that 
allows adaptive production of different variants of proteins by the same gene through 
the combination of specific exons into the mature mRNA. Manipulative splicing is 
a widespread mechanism of generating protein diversity in metazoans. It is used for 
expression of more than one-third of human genes (Hanke et al., 1999).

From a theoretical point of view, this defies a basic tenet of the classical genetics 
on the gene as carrier of information for a protein, RNA, or polypeptide: epigen-
etic mechanisms make possible the use the “raw” genetic information contained in a 
gene for manipulatively producing a varying number of proteins.

Neural wiring specificity in Drosophila melanogaster is thought to be determined 
by the fact that each neuron can produce a great number of specific protein isoforms. 
So, for example, in the fruit fly, the Down syndrome cell adhesion molecule (Dscam) 
gene encodes a transmembrane receptor protein necessary for axon guidance. The 
Dscam gene alone can potentially generate 38,016 different protein isoforms (Celotto 
and Graveley, 2001; Graveley et al., 2004; Kreahling and Graveley, 2004), i.e., 
almost twice as many transcripts as the total number of genes in the whole human 
genome.

Certainly, pre-mRNA splicing, excision of introns and assemblage of exons into 
a translation-ready mRNA, is a constitutive process that takes place in cells all over 
the animal body rather than in the CNS alone. However, in our context, the following 
should be kept in mind:

First, only eukaryotes, and no prokaryote unicellulars, are capable of mRNA 
splicing. Second, unlike the constitutive splicing, occurring in cells throughout the 
animal body, manipulative splicing is most common in the CNS (Lee and Irizarry, 
2003) and it may be the main mechanism for generating the great number of protein 
isoforms necessary for complex brain functions (Lipscombe, 2005).

In this work, I will use the term manipulative splicing instead of the common des-
ignation of the phenomenon as alternative splicing because it better expresses the pro-
cess of the adaptive specification of pre-mRNA out of the great number of alternatives. 
(In the Longman Advanced American Dictionary, the verb manipulate is defined as 
follows: “to work with, or change information, systems, etc., to achieve the result that 
you want.”)

Manipulative pre-mRNA splicing is regulated by extracellular signals and is con-
trolled in a tissue-specific manner (Celotto and Graveley, 2001), implying that it 
is an epigenetic phenomenon. Although manipulative splicing is observed in other 
organs (and the possible role of the local innervation in these organs is not investi-
gated), it is the CNS where this form of splicing is extensively used:

Alternative splicing in neurons was first discovered in the CA/CGRP gene encoding 
two peptides that differ in the terminal exon: calcitonin in thyroid cells and CGRP 
(calcitonin gene-related peptide) gene in specific neurons. Since then, alternative 
splicing has been found to be a common mechanism used in the generation of iso-
forms in a variety of functionally important neuronal genes. Although the biological 
significance of much of the alternative splicing is not always readily evident, in  
many instances it is thought to be important in the fine tuning of neuronal function.

Lisbin et al. (2001)
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Manipulative splicing in the nervous system is regulated by a neuron-specific system 
of splicing. The electrical activity seems to be at the basis of production of differ-
ent protein isoforms in the CNS (Mu et al., 2003; Lipscombe, 2005). Calcium ele-
vation resulting from the electrical activity induces specific changes in splicing and 
translation processes. Among the brain-specific RNA-binding proteins regulating 
manipulative splicing in metazoans are Nova, Fox1, Fox2, NaPOR, and ELAV. Some 
typical examples of manipulative splicing leading to formation of multiple protein 
isoforms involve proteins like neurexins, stress-axis regulated exon (STREX), and 
Slo (Slowpoke).

Neurexins are surface cell proteins encoded by three genes, but expressed exclu-
sively in the brain (Ushkaryov et al., 1992). In the brain, these genes are subject to 
intense manipulative splicing for producing specific neurexin isoforms that are 
involved in synaptogenesis as has been concluded from the fact that their expression 
changes during synaptic remodeling (Gorecki et al., 1999). Estimates based on exper-
imental work with expression of neurexins in various parts of the brain have shown 
that three neurexin genes in the brain of the developing Xenopus laevis produce 
between 600 and 3,000 distinct splicing-generated neurexins (Ullrich et al., 1995).

The gene ania-6 is transcribed into two distinct mRNAs (long ania-6 mRNA and 
short ania-6 mRNA) coding for two different proteins via differential splicing in 
the process of their transcription. These proteins belong to a new family of cyclins. 
Sgambato et al. (2003) have shown that production of the long- or short-splice vari-
ants of ania-6 depend on the intracellular pathway: the long variant is produced when 
CaMK pathway is used, and the short-splice variant results from the activation of 
the extracellular signal-regulated kinase (ERK) pathway. Which of these two path-
ways will be used is determined by the neurotransmitters and neurotrophins that are 
released from the presynaptic neuron, which, in turn, are computationally determined 
by the output of the processing of the electrical signals: release of glutamate activates 
CaMK pathway, while BDNF activates ERK pathway.

Experimental administration of neurotransmitters, glutamate or dopamine, induce 
differential splicing of exons, leading to production of two different proteins by gene 
ania-6 (Berke et al., 2001). The role of neurotransmitters in determining the type 
of protein isoforms that are produced by splicing, in view of the neural epigenetic 
mechanisms of neurotransmitter synthesis and secretion, suggests that an epigenetic 
mechanism is also responsible for the manipulative expression of protein isoforms in 
the nervous system.

Most of the proteins involved in manipulative splicing are neuron specific. So,  
for example, Nova-1 is a brain-specific splicing factor involved in manipulative splic-
ing of the pre-mRNA for glycine α2 exon and GABAa exon γ2L receptor (Lisbin 
et al., 2001). Drosophila melanogaster ELAV, a product of the gene elav, is specifi-
cally expressed in all neurons and all the members of the ELAV family, with only one 
exception, are exclusively expressed in the nervous system. ELAV is implicated in the 
manipulative splicing of transcripts of genes nrg (neuroglia), erect wing, and arma-
dillo, resulting in production of neural-specific protein isoforms.

For a long time biologists wondered (and still do) how the synapses might gen-
erate the great molecular diversity necessary for recognizing each of their potential 
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target neurons out of the myriad of neurons in the CNS. Now we know that this may 
be enabled by the manipulative splicing, which generates numerous protein isoforms 
(with different binding affinities) from a single gene. So, for example, it is found that 
three neurexin (nrxn) genes in mammalian neurons potentially encode over 1,000 iso-
forms of neuron membrane proteins (Zeng et al., 2006).

Some leading investigators in the field of the pre-mRNA splicing believe that by 
investing in the direction of generating greater numbers of protein isoforms in neu-
rons, animals have increased chances that each neuron will produce protein isoforms 
that are different from neighboring neurons, enabling a neuron’s dendrites and axons 
to distinguish between themselves and their neighbors. A more stringent regulation 
would require a tremendous investment of genetic regulation (Michalowski, 2005).

In view of the tremendous differences in morphology and function of neurons, 
manipulative splicing is very important for the development and function of the ner-
vous system. As an illustration of this role of manipulative splicing would serve the 
example of the mechanism of hearing in chicken. Hair cells are mechanosensory 
cells that communicate with dendrites of efferent neurons by releasing (and receiv-
ing) neurotransmitters via calcium channels. Hair cells within cochlea exhibit widely 
varying properties according to their position along the basilar papilla (Figure 2.8).

Each hair cell is connected to a particular nerve fiber from cochlear ganglion neu-
rons and is more sensitive to a particular sound resonance. The specific frequencies 
of each hair cell depend partly on the number and properties of calcium-activated 
potassium (KCa) channels, which, in turn, are determined by different proteins gener-
ated by manipulative splicing at seven sites of the chicken gene cSlo (homologue of 
Drosophila Slowpoke).

The splice variants of the Slo protein are numerous and different types of spliced 
proteins in each hair cell, by controlling the nature of channels, determine the spe-
cific sound frequency to which each of those cells responds (Rosenblatt et al., 1997; 
Black, 1998).

Manipulative splicing of genes in the CNS may also change under the influence 
of social factors. So, for example, chronic stress is demonstrated to induce changes 
in the manipulative splicing in male tree shrews exposed to a dominant male. The 
exposure is accompanied by general symptoms similar to human depression and, at 
the cellular level, by a decline in the proportion of mRNAs containing the STREX 
in their adrenals (McCobb et al., 2003). Rats also respond to the transient abrupt 
decline in the corticosterone level during the stress hyporesponsive period (SHRP) in 
the early postnatal life by decreasing the proportion of STREX splice variant in Slo 
K channels in the pituitary (Lai and McCobb, 2006).

Besides stress, various hormones are known to be involved in the manipulative 
splicing. For example, chromaffin cells, postganglionic secretory neurons in the 
adrenal gland, respond to adrenal glucocorticoids and to androgens by modulating 
splicing of Slo, thus fine-tuning their excitability and secreting catecholamine (Lai 
and McCobb, 2002). As for the hormonal regulation of splicing in nonneural tissues 
(Varayoud, 2005) and organs, let us remember that the hormonal regulation upstream 
is under neural control via various hypothalamic–pituitary–target gland axes.
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RNA editing is a general epigenetic mechanism of modification of expression of 
genetic information in the CNS; by changing the amino acid sequence of proteins, 
it may lead to changes of their function as it occurs in processes of determination of 
neuronal identity and maturation. RNA editing is used for modifying ion channels and 
ligand-gated receptors in the processes of fast neural transmission (Seeburg, 2002).

Selective Elimination of Genetic Information in the CNS

In vertebrates, the CNS evolved another extraordinary ability for controlled loss of 
whole chromosomes. Thus, differences evolved between the nervous system and 
other systems or organs not only at the level of gene expression and protein produc-
tion but also at the level of the number of chromosomes.

The discovery that the number of chromosomes in neurons is not constant has been 
one of the paradoxical results of the recent studies on the karyotype of neurons in the 
CNS. Defying a basic genetic tenet that all somatic cells of an organism are genotypi-
cally identical, those studies have shown that ~33% of mouse neuroblasts have aneuploid 
number of chromosomes (most commonly they lack one chromosome) (Rehen et al., 
2001), with an average aneuploidy of 1.21–1.45% per chromosome (Yurov et al., 2007). 
This genetic mosaicism is a normal feature of the human brain (Rehen et al., 2005; 
Westra et al., 2008) and can be exclusively confined to the brain (Yurov et al., 2007). 
Besides, it has been demonstrated that when one partner of the chromosome pair 15 is 
lost, the remaining chromosome of the pair cannot express the gene for the enhanced 
green fluorescent protein (eGFP), and expression levels of several genes relative to the 
GFP-expressing controls are permanently altered (Kaushal et al., 2003).

This is an additional mechanism of control and regulation of gene expression, 
unique for the CNS. It is suggested that these permanent genomic changes may be 
responsible for physiological and behavioral differences among individual organisms 
not accounted for by classical genetics (Rehen et al., 2001).

The genetic mosaicism of neurons in the CNS may have contributed to the 
elaboration of the neural signaling apparatus in metazoans: a network composed 
of intermixed euploid and aneuploid neurons might produce unique signaling 
properties distinct from a network composed of purely euploid cells. Another 
function of aneuploid neurons may be to provide brain circuits with selective 
advantages, analogous to models of aneuploid tumor cell growth (Kingsbury 
et al., 2005).

While we have no real knowledge on the mechanism and rules governing the 
elimination of those chromosomes in the CNS, the fact that the CNS, with one excep-
tion, is the only organ system in the body whose cells normally exhibit systematically 
variable numbers of chromosomes, may suggest that a neural mechanism is respon-
sible for regulating this variability in the number of chromosomes. Selective elimina-
tion of chromosomes outside the CNS is observed in the process of control of the sex 
in the offspring. In aphids, for example, elimination of the X chromosome in gametes 
is used for producing male insects. There is significant evidence that elimination of 
chromosomes during male meiosis in sciarid flies Trichosia pubescens and Sciara 
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ocellaris is an epigenetic function performed by microtubules of the cytoplasmic bud 
(Amabis et al., 1979; Esteban et al., 1997; Fuge, 1997).

Neural Circuits Generate Epigenetic Information

Formation of trillions of prenatal specific, experience-independent, synaptic con-
nections between neurons in the brain of vertebrate embryos and their postnatal 
experience-dependent refinement is still an enigma. Where does that vast amount of 
information for establishing these connections in an experience-independent way, 
before birth, come from?

Let us start by examining the material carriers of that information. There is evidence 
suggesting that synaptic configuration of neural circuits may code and store informa-
tion in metazoans. So, for example, in both in vitro and in vivo experiments a correla-
tion is observed between the number, rearrangement, and shape of synapses and the 
long-term (day to weeks) memory (Hawkins et al., 2006; Benfenati, 2007; Villareal 
et al., 2007; Bailey and Kandel, 2008). Synaptic plasticity is a response of circuits to 
the input of firing rate and spike timing (Sjöström et al., 2001), but there are reported 
cases when synapses are established between the pre- and postsynaptic neurons even 
before the onset of spontaneous presynaptic activity (Blagburn et al., 1996).

In view of the fact that the chemical output of neural circuits determines the sig-
nal cascades that will be activated and ensuing morphophysiological outcomes, it 
is important to know what determines those outputs. Generally, it was believed that 
the “neurotransmitter profile,” the type of neurotransmitter that a neuron releases, is 
genetically determined during the early embryogenesis, when the neuron is differ-
entiated. But recent experimental evidence shows that the neurotransmitter pheno-
type of neurons can epigenetically change, according to the electrical activity of the  
neuron. Experimental disruption of Ca2 spike activity pattern in the embryonic spi-
nal cord alters neurotransmitter expression in neurons, and suppression of that activ-
ity increases the number of glutamatergic and cholinergic neurons. Now it is admitted 
that, as a rule, changes in the electrical activity can change the type of neurotransmitter 
the neuron releases (Borodinsky et al., 2004).

Neural circuits respond to various stimuli by reconfiguring their synaptic mor-
phology (Gould et al., 1990; Turrigiano et al., 1994; Turrigiano, 1999; Calizo and 
Flanagan-Cato, 2000; Widmer et al., 2003). Synaptic changes may act synergistically 
to produce a 25-fold increase in the spontaneous firing rate that is observed in the layer 
4 of the visual cortical circuitry, which may enhance its ability to amplify sensory sig-
nals when sensory drive is reduced (Maffei et al., 2004). Neural circuits respond to 
afferent input on the level of sexual hormones (estrogen and progesterone) by recon-
figuring their synaptic morphology. Such is the case with an elevated level of estrogen, 
to which neurons of the circuit for female sexual behavior in rats respond by increas-
ing the number of dendritic spines in the hypothalamic ventromedial nucleus (VMH) 
(Frankfurt et al., 1990; Figure 2.9).

Besides the VMH, changes in the number and shape of dendritic spines in 
response to female sex hormones also occur in specific neuronal populations of the 
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tutor’s song. During the sensitive period of vocal learning, between days 20 and 35, the 
shell subregion of lMAN and the DLM terminal field experience a threefold increase 
in the volume that is followed by a sharp decrease between day 35 and adulthood. The 
dramatic changes in the volume of the above structures related to the song learning 
reflect dynamic rearrangements of expansion and retraction of axonal structures rather 
than changes in the number of individual axons. Large-scale experience-dependent 
pruning of axon branches occur in the course of song learning:

The changes in complexity and spatial extent of DLM axon arbors described in this 
study indicate synaptic remodeling within the DLM → lMAN circuit, which may 
represent structural correlates of vocal learning. For example, arbor regression may 
represent a morphological correlate of the auditory tuning of lMAN neurons to the 
bird’s own song and the decreased involvement of lMAN neurons in vocal learning.

Iyengar and Bottjer (2002)

Let us remember that song learning, as a learned behavior, is a phenotypic character 
that takes place in the specific circuit of the bird’s brain. Singing a species-specific 
song in zebra finches implies the presence of specific information for performing the 
song. There is only one rational answer that I can think of, to the question: Where 
that information is stored? The observed correlation between the changes in synaptic 
morphology and the song learning suggests that the information for performing the 
song is encoded in the specific synaptic morphology that develops in the brain song 
circuit of male zebra finches in the process of song learning.

A problem related to the information that may be encoded in the synaptic mor-
phology is the mechanism by which the specific synaptic morphology, which changes 
easily under the influence of activity, is maintained for determined periods of time. 
It is believed that neural circuits have their own homeostatic regulatory mechanisms 
for stabilizing and maintaining their morphology under circumstances of increased or 
decreased activity (Turrigiano and Nelson, 2004).

The synaptic morphology remains unchanged in the absence of appropriate 
stimuli, i.e., as long as the perception of the environment remains unchanged. The 
reconfiguration of synaptic morphology, which is function of large-protein signal-
processing machines at the postsynaptic membrane (Kennedy, 2000), may modify 
the computational properties (von der Malsburg, 1999, 2002) of the neural circuit. It 
is believed that changes in the structure of the postsynaptic membrane represent the 
fundamental mechanism for the processing and storage of information for learning 
and memory in the brain (Luscher et al., 2000). It has been determined that recon-
figuration of synaptic morphology of a circuit in the hypothalamic SCN “codes” the 
information for day length in rats (Schaap et al., 2003).

In experiments, it has been shown that reconfiguration of synaptic connections 
and the resulting changes in computational properties of circuits induce specific 
changes in the behavioral or morphological output of the circuits (Getting, 1985). A 
number of investigators have reported cases of reconfiguration of synaptic morphol-
ogy in response to changes in the embryonic structure during the individual develop-
ment (Matsumoto and Arai, 1986; Kent and Levine, 1993) and the transformation of 
the Bauplan during the metamorphosis in anuran amphibians is accompanied by a 
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“complete reorganization” of neural circuits (Alley, 1990), which also implies recon-
figuration of their synaptic morphology.

A correlation exists between the morphological changes taking place during 
metamorphosis of crickets and the refinement of brain synaptic morphology, via 
rearrangement of synapses, involving the selective elimination of some synapses and 
strengthening of others (Lnenicka and Murphey, 1989).

Smoltification is the process of physiological, morphological, and behavioral 
changes that young salmonids undergo for facilitating transition from freshwa-
ter to saltwater during their migration. At a neurobiological level, these phenotypic 
changes are preceded by changes in synaptic connections in many brain circuits in 
response to photic cues (day length) (Ebbesson et al., 2003).

Under the influence of mechanical (touching hairs on their hind limbs), olfactory 
(smell of conspecifics), and social stimuli (overcrowding), the solitary desert locusts, 
Schistocerca gregaria, change their behavior, morphology, color, and morphometry 
and transform into gregarious locusts within a few to 24 h. The phase change involves 
activation of 532 genes (Kang et al., 2004). Phase transition in the desert locust is pre-
ceded by important changes in the CNS, in the synaptic morphology and in the amount 
and types of neurotransmitters produced (Rogers et al., 2004) as well as in secretion of 
neuroparsins, small neuropeptides, by pars intercerebralis of the locust CNS (Claeys 
et al., 2006). All of the gregarizing stimuli, received via hind legs, eyes, and antennae, 
converge on the thoracic ganglia for processing in a neural circuit whose output is a 
neurotransmitter, serotonin. The neurotransmitter is demonstrated to be both necessary 
and sufficient to induce gregarization (Anstey et al., 2009). With secretion of serotonin 
starts a complex network of biochemical reactions that determines dramatic phenotypic 
changes in behavior, morphology, physiology, and life history that characterize the 
transition from the solitary to the gregarious phase (Clynen et al., 2006).

Sometimes, neural networks of different configurations can produce very similar 
outputs (Prinz et al., 2004; Hooper, 2004). Such is the case with the pyloric rhythms 
of the crustacean stomatogastric ganglion: by using the most different combinations 
of synaptic strengths and neuron properties, investigators succeeded in obtaining the 
same pyloric rhythm (Prinz et al., 2004). Other times, the same crustacean pyloric 
network, in response to different modulators, can produce different rhythms.

Here is an interspecific example of the ability of neural circuits to generate differ-
ent and even opposite outputs by processing the same stimulus. In response to length-
ening of the photoperiod, cows respond by increasing their reproductive activity in 
the spring, while the reproductive season in sheep starts with the shortening of the 
photoperiod in the summer. Under the apparent differences in response to the stim-
ulus (caused by differences in their gestation periods) lies the identity of responses 
in respect to the “purpose,” sensu Mayr, of rearing their offspring in the most favor-
able period of the year. In both cases, the beginning of the reproductive activity is not 
stimulus dependent but goal oriented.

What all of the above examples have in common is that, in response to envi-
ronmental stimuli, neural circuits are reorganized so that by processing these stim-
uli generate chemical outputs that trigger activation of specific signal cascades or 
gene regulatory networks (GRNs) determining the phenotypic changes in behavior, 
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physiology, morphology/morphometry, and life history without changes in genes or 
DNA. Thus, neural circuits, by selecting specific signal cascades and GRNs, create 
new causal relationships.

The fact that, in principle, neural circuits are capable of relating any external 
stimulus to any signal cascade, and of determining the timing of the activation of the 
signal cascade, implies that they generate de novo information to develop new phe-
notypic characters. To say that neural circuits, by modifying their synaptic connec-
tions and computational properties, release alternative chemical signals and activate 
diverse signal cascades, which lead to alternative morphological results, is another 
way of saying that these circuits generate epigenetic information for animal morphol-
ogy. Thus, in the course of evolution, the nervous system emerged as the generator of 
the huge amount of epigenetic information for evolution of metazoan phenotype.

The ability of metazoans to generate epigenetic information for the supracellular 
structure by reconfigurating synaptic morphology will not come as a surprise to us, 
when we remember that the CNS for a long time is known to determine the behavior, 
homeostasis, and physiology of animals and can generate and store knowledge (“as 
is the reigning opinion, neural connections are the repository of knowledge in the 
brain”; von der Malsburg, 2002).

Neural Processing of Stimuli Generates Information for 
Postphylotypic Development

After learning that genes are quantitatively insufficient and qualitatively inappropri-
ate for determining animal morphology, biologists began grappling with two enig-
mas that still continue to puzzle them:

1. What is the function of trillions of specific prenatally established connections between neurons?
2. Where and in what form is the huge amount of information (exceeding millions of times 

the amount of genetic information contained in the metazoan genome) necessary for build-
ing the metazoan structure stored?

Formation of primitive neural circuits in the embryo may be a function of parental 
epigenetic information provided with the gamete(s) as part of the development of 
the embryonic CNS during the phylotypic stage. At that stage, neurons from vari-
ous regions of the CNS extend their axons to form connections with specific neu-
rons, thus creating primitive functioning neural circuits. This process takes place in 
absence of electrical activity (Table 2.1), based on the parental epigenetic informa-
tion provided via gamete(s) and/or transplacental in placental organisms. The begin-
ning of the spontaneous and sensory-driven electrical activity in response to the 
developing embryonic structure enables fine-tuning of the imprecise synaptic con-
nections of the primitive neural circuits. Experimental blockade of the endogenous 
and sensory-driven activity prevents formation of the normal patterns of neuro-
nal connections (Penn and Shatz, 1999; Penn, 2001). The development and refine-
ment of the neural circuits and neuronal connections during the embryonic period 
of individual development occur in an experience-independent mode. The process of 
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fine-tuning of the neural circuits continues during the postembryonic development 
and even after birth in an experience-dependent mode.

The fact that the myriad of prenatally (i.e., experience independent) established 
neuronal connections in an animal’s CNS are not random, but strictly determined, 
clearly indicates that information of some kind is invested for establishing these spe-
cific connections and neural circuits. The high informational and energetic cost of 
that investment implies that the resulting evolutionary and developmental advantages 
outweigh the cost of the investment.

What could be the functions and advantages of the huge network of quadrillions 
of synaptic connections in the brain?

Let us remember that this network is established during the embryonic develop-
ment, implying that it is created in an experience-independent manner and it does not 
serve the embryo’s communication with the environment. What purpose might it serve 
at that time? In an attempt to answer that question, I put forward the hypothesis that:

The huge and dynamic network of the embryonic neuronal connections estab-
lished during embryogenesis, before the embryo starts communicating with the exter-
nal environment, may be necessary for generating the morphological information for 
the postphylotypic development, organogenesis, and morphology in metazoans.

The overwhelming majority of these connections are determined by the spontane-
ous electrical activity and computational activity of the CNS during the individual 
development, in response to the input of internal/external stimuli. This is demon-
strated by the fact that, in experimentally verified cases, blockage of afferent input in 
embryos prevents formation of neural circuits and dendritic spines (Katz and Shatz, 
1996; Penn et al., 1998; Segal et al., 2003).

It is interesting to observe that, after the phylotypic stage, when the reserve of 
the parental epigenetic information (cytoplasmic factors) is consumed, the embry-
onic development proceeds at an accelerated pace. Rapidly, all the tissues and organs 
begin to take shape.

Table 2.1 Formation and Refinement of Neural Circuits

Embryonic Stage Development of  
Neural Circuit

Processes Driving 
Formation

Source of Information

Prephylotypic stage Primitive neural  
circuits develop

Activity independent  
and experience 
independent

Parentally provided 
epigenetic information

Postphylotypic stage 
(critical periods)

Refinement of  
connections and  
sculpting of new  
neural circuits

Activity dependent 
(spontaneous or  
sensory)

Neurally generated 
epigenetic information 
in response to internal 
sensory input

Postnatal  
development

Further refinement  
of neural connections

Activity dependent  
and experience  
dependent

Neurally generated 
epigenetic information 
in response to external 
sensory input
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At first sight, this explosive development, at a time when the parental epigene-
tic information is exhausted, is paradoxical. Where might that tremendous amount 
of information necessary for histogenesis and organogenesis, for erecting the 
immensely complex metazoan structure after the phylotypic stage, come from? The 
fact that exactly at this juncture, when parentally provided epigenetic information is 
exhausted, the embryonic CNS becomes functional (i.e., starts patterned electrical 
activity) might not be a sheer coincidence.

Speculations aside, is there evidence that the CNS generates information for the 
postphylotypic development? From the phylotypic stage forward, the CNS becomes 
functionally active; a continuous input of internal stimuli (changes in the rapidly devel-
oping embryonic structure), via afferents, is communicated to the CNS. The embryonic 
CNS responds to that input by “spontaneous” electrical activity and by establishing 
specific neural circuits (McAllister, 2000; Peinado, 2000; Zhang and Poo, 2001).

It is not always clear what drives the spontaneous activity in the embryo, but, in the 
spinal cord at least, spontaneous burstings of ~1 min duration are followed by interepi-
sode pauses of minimal electrical activity. These “episodes” are preceded by motoneu-
ron firing and experimental stimulation of motoneurons also induced Renshaw cells 
interneurons in the process of starting an episode (Wenner and O’Donovan, 2001). This 
activity occurs spontaneously without any descending or afferent input with motoneu-
rons playing a critical role in generating spontaneous activity (Hanson and Landmesser, 
2003). For example, the precise specification of projections from the retina to the lat-
eral geniculate nucleus starts during embryogenesis at a time when there is no visual 
input from the environment, and although the retina still cannot respond to photic  
stimuli, the retinal ganglion neurons show spontaneous activity (Penn and Shatz, 1999).

Spontaneous activity may represent training and learning patterns (Albert et al., 
2008) of neurons before the birth, i.e., before the animal can receive external sensory 
information. This activity is important for the assembly of the nervous system, neuro-
nal proliferation, neurotransmitter phenotype, migration of neurons, and formation of 
synaptic morphology of neural circuits (Spitzer, 2006). Adequate evidence suggests 
that spontaneous electrical activity is responsible for sculpting circuits on the basis of 
the brain’s “best guess” (Katz and Shatz, 1996), i.e., computationally, and that activ-
ity might represent a “self-organizing property” (Weliky, 1999). In the embryonic 
retina, for example, this activity “can produce highly stereotyped patterns of connec-
tions before the onset of visual experience” (Penn et al., 1998) and “instruct” for-
mation of eye-specific layers (Shatz, 1996). By contrast, in the absence of afferent 
excitatory input, normal neural circuits are not formed (Katz and Shatz, 1996; Penn 
et al., 1998), and rat striatal neurons do not develop dendritic spines (Segal et al., 
2003). Experimental deafferentiation causes retraction of postsynaptic dendrites, and 
a particular level and/or pattern of afferent activity is necessary for postsynaptic den-
dritic morphology to develop.

The fact that in response to the input of afferent stimuli (changes in the develop-
ing embryonic structure) neural circuits modify their synaptic morphology suggests 
that synaptic connections are somehow related to the developing embryonic struc-
ture. Indeed, experimental delay of muscle development causes suspension of syn-
aptic branching of respective motoneurons (Fernandes and Keshishian, 1998). Male 
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rats castrated on day 1, implying that they do not receive testis input, have signifi-
cantly reduced numbers of shaft and spine synapses in the VMH (Matsumoto and 
Arai, 1986), and removal of ovaries causes a profound decrease in the dendritic spine 
density of pyramidal cells in the hippocampus. In D. melanogaster, where the larva 
lacks the target muscle (no afferent input from the muscle) the axon of the motoneu-
ron MN5 develops no dendritic connections (Consoulas et al., 2002). Experiments 
on the moth, Manduca sexta, also show that the input of stimuli from the adult leg 
is involved in shaping the growth of motoneuron dendrites (Kent and Levine, 1993).

All of the above evidence suggests the existence of a causal relationship between 
the afferent input from the developing embryonic structures to the CNS and the pat-
terns of neuronal connections and synaptic morphology. As pointed out earlier, modifi-
cation of the synaptic morphology in response to the changes in embryonic structures 
is a costly process that hardly could have evolved if it did not serve any important pur-
pose, which would be inconsistent with the way organic evolution works.

While adequate evidence has shown that the synaptic morphology changes in 
nonrandom, strictly determined, ways, is there evidence that the CNS provides infor-
mation for sequential stages of the development of embryonic structures? At an 
empirical level, in Chapter 5 (Neural Control of Postphylotypic Development), I will 
provide substantial evidence that the embryonic CNS, the brain and the spinal cord, 
is the source of numerous inductions for the development of organs and parts of the 
embryo and the homotopic transplantation of parts of the embryonic CNS between 
species leads to transformation of the host morphology into donor-like morphology.

The electrical activity of the CNS, and the synaptic morphology related to it, are 
necessary for the embryonic development. In experiments, it has been shown that 
the spontaneous electrical activity arising in response to the input of internal stimuli 
(changes in the embryonic structure) is necessary for the development of the embry-
onic structure. So, for example, experimental paralysis of chick embryos prevents 
normal development of synovial (diarthroidal) joints, of articular structures and 
articular surfaces, causing these structures to coalesce (Persson, 1983; Pitsillides, 
2006). Suppression of the spontaneous activity by paralyzing motoneurons in chick 
embryos (Hall and Herring, 1990) and duck embryos (Creazzo and Sohal, 1983) 
results in reduction of the bone- and muscle growth, whereas denervation totally pre-
vents the development of muscles in duck embryos (Sohal and Holt, 1980; Creazzo 
and Sohal, 1983) and Drosophila.

Why does denervation prevent the development of embryonic muscles? If matter, 
energy, and information are all that are needed for the embryonic muscle and bone 
development, in the above cases, matter and energy are normally supplied by blood 
circulation in the local vasculature. What is suppressed by denervation is the nor-
mal flow of information necessary for osteo- and myogenesis. Indeed, based on their 
experimental work, Wenner and O’Donovan (2001) have shown that

many developing networks exhibit a transient period of spontaneous activity that is 
believed to be important developmentally … in the spinal cord, spontaneous activity 
has been implicated in the development of limb muscles, bones and joints.

Wenner and O’Donovan (2001)
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In its entirety, the above experimental evidence allows us to conclude logically that, 
with matter and energy supplied by body fluids, the necessity of innervation for devel-
oping embryonic structures may indicate that local innervation conveys information for 
the development of those supracellular structures (muscles, bones, and joints).

Now, let us see how the CNS, by processing the internal stimuli, coming via affer-
ents from the developing embryonic structures, starts its electrical “spontaneous 
activity” and the information-generating activity.

During embryonic development, each of ~1 trillion mammal cortical neurons estab-
lishes specific connections with an average of 10,000 other neurons, leading to for-
mation of the cortical networks. The immature neuronal networks apparently use the 
inherited information and the input of information from the developing embryonic 
structure for generating epigenetic information in an experience-independent mode. 
Their electrical activity not only determines establishment of synaptic connections but 
is also believed to control, via some prenatal experience-independent learning, sev-
eral developmental processes of cell differentiation and also embryonic cell migration 
(Khazipov and Luhmann, 2006). In the early stages of rat development, the primary 
auditory neurons, before the onset of hearing, respond with “spontaneous” electrical 
activity to the “spontaneous” release of ATP by the developing cochlea cells and to the 
release of glutamate by inner hair cells (Tritsch et al., 2007; Blankenship and Feller, 
2010). Removal of cochlea (no input from the developing cochlea) prevents the sponta-
neous firing of the auditory neurons (Jones et al., 2001).

Numerous experimental studies have shown that the morphology of neuronal 
connections in the lateral geniculate nucleus, whose establishment requires a huge 
amount of information, is determined predictively in an experience-independent 
mode, before any visual experience. Interestingly, about 60–80% of the trillions or 
quadrillions of specific neuronal connections of higher vertebrates are preformed 
during the embryonic life, i.e., before the embryo starts to interact neurally with the 
external environment. Whereas that evidence demonstrates experience-independent 
information-generating properties of the CNS, principles of neural computation 
enabling the CNS to generate that information remain obscure.

The mechanism of generation of the epigenetic information is not known, but 
it has been generally related to the “self-organizing property” of the CNS. There 
is adequate evidence that the formation of neural circuits as functional units of the 
nervous system during the embryonic development is determined by the CNS in an 
experience-independent mode primarily in response to internal stimuli. The CNS 
takes as stimuli not any afferent input but only inputs of stimuli, neurobiologically 
perceivable changes in the structure and function of the embryo. The developing 
embryo is thus the source of ever-changing flow of afferent input of stimuli to the 
embryonic CNS, which is used for generation of the epigenetic information for con-
secutive stages of the development of morphology.

The mechanism of generation of epigenetic information in the CNS will be illus-
trated later, in the Section Generation of Information for Adaptive Camouflage in 
Xenopus.

The central idea developed in this section is that the establishment of the early neu-
ral networks, coinciding with the termination of the activity of parental cytoplasmic 
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factors (epigenetic information) at the phylotypic stage, as part of the early embryonic 
development, is determined by the regulatory activity of the parental epigenetic infor-
mation provided with gametes (and also transplacental in placental mammals). The 
huge amount of the epigenetic information necessary for organogenesis is generated by 
the embryonic CNS, which is operational from the phylotypic stage forward.

Processing-Dependent Expression of Genes and the  
Blood–Brain Barrier

The complex and intense communication between neurons in the CNS requires a 
noise-free medium for reliably transmitting and receiving chemical signals. The pro-
cessing-dependent expression of genes in the CNS would be of no use if extracellular 
signals would freely circulate in the CNS and unrestrictedly use signal transduction 
pathways for “classically” activating neuronal genes in the brain. An evolutionary 
pressure for utilizing advantages of the mechanism of the processing-dependent, 
manipulative expression of genes, by minimizing the availability of circulating extra-
cellular inducers in the CNS, led to the evolution of the blood–brain barrier, the 
Great Wall that separates the CNS from the rest of the body. Essentially, the blood–
brain barrier consists of a unique arrangement of endothelial cells in the brain capil-
laries, which by forming tight junctions among them, make a selective penetration of 
circulating substances in the brain possible.

The evolution of the blood–brain barrier, which prevents high molecular com-
pounds (above 5,000 daltons, such as protein molecules) from entering the CNS, 
makes the CNS inaccessible to many signaling molecules what would seriously 
impair systemic monitoring capability of the CNS as controller of the ICS.

As a solution to the problem of inaccessibility of various protein inducers to the 
CNS, the latter evolved a long-range monitoring capability. Internal/external signals 
are generally received by interoceptors and exteroceptors, mainly located outside the 
CNS, which convert them into a “common currency,” i.e., electrical signals, which 
via afferents are transmitted to specific neural circuits for processing and decision-
making. In other words, the CNS succeeded in maintaining its monitoring capabil-
ity on a whole range of substances that have not access to the CNS by developing a 
communicative monitoring system via electrical signals.

The evolutionary pressure for making the CNS inaccessible to circulating, 
genomically active substances was compromisingly resolved. The fact that the CNS 
itself needs to get both matter and energy, nutrients and oxygen, determined the fact 
that the barrier would allow numerous, generally nonprotein, small molecules to 
reach the brain and spinal cord.

Generation of Information for Adaptive Camouflage  
in Xenopus

The clawed frog, X. laevis, is a South African aquatic amphibian that cryptically 
changes its body patterning according to the background in order to become less 
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visible in its location and reduce the probability of being spotted by its predators. In 
light background, it becomes lighter, and in darker background, darker. The back-
ground adaptation is based on the ability of the frog to regulate hormonally the 
pigment dispersion in skin melanophores according to the visual perception of the 
background shades.

How does Xenopus reformat the information on the background it receives visu-
ally into information for changing its body pigmentation, and how does the frog 
translate it into a corresponding cryptic pigmentation for background adaptation? In 
a simplified form (Figure 2.10), the pathway comprises reception of visual informa-
tion on background by retina, its transmission, via optic tract, to the higher brain 
centers and hypothalamus for integration and secretion of melanophore-stimulating 
hormone (α-MSH) by the pituitary, which by modifying dispersion of pigments in 
melanocytes repatterns the skin to match the background.

The hypothalamic SCN consists of ~10,000 neurons. Different neurons in the 
SCN vary substantially in their free-running circadian periods from 20 to 28 h with 
an average 24 h period. The variation in the circadian rhythms in individual SCN 
neurons may provide information for perceiving the day length. However, it is 
thought that, to some extent, the SCN neurons also show synchronized activity as 
a function of distance and the connections with other neurons. Many SCN neurons 
show similar rhythms with neurons that are closer to them. Similar rhythms are also 
observed in neurons projecting to the same areas (Saeb-Parsy and Dyball, 2003).

Xenopus laevis receives and processes the optic stimuli on its background color/
pattern via the retinal–hypothalamic circuit. When in light-colored background, 
suprachiasmatic melanotrope-inhibiting neurons (SMINs) in the ventrolateral part of 
the hypothalamic SCN send inhibitory signals to the melanotrope cells in the pitu-
itary, preventing secretion of melatonin, thus determining a lighter body color. In 
these cases, at the level of the retino-hypothalamic circuit, the clawed frog shows 
reduced innervation and synaptic contacts in SMINs, which results from retraction 
and degeneration of synapses that are present in dark background–adapted frogs 
(Kramer et al., 2002). This modification of the synaptic morphology seems to be 
causally related, via pituitary secretion of melanotropin, with the adaptive change in 
the body coloration of X. laevis.

It has been shown that the reconfiguration of synaptic morphology (neuronal 
plasticity) of the retino-hypothalamic circuit, taking place in response to the visual 
input on the environmental background, is responsible for generation of informa-
tion for body repatterning in X. laevis (Kramer et al., 2002). That reconfiguration is 
also responsible for the morphological changes in the fish dermis during background 
adaptation (van Eys and Peters, 1981; Tuinhof et al., 1994; Sugimoto et al., 2000; 
Sugimoto, 2002). This suggests that the reconfiguration of the synaptic morphology 
of the retino-hypothalamic circuit generates the information necessary for the back-
ground adaptation in X. laevis, and this information is generated by processing the 
visual information in three brain circuits that send inhibitory signals (Tuinhof et al., 
1994) and one in the raphe nucleus that sends stimulatory signals (Ubink et al., 1999) 
to the melanotrope cells of the pituitary.

Melanotrope cells in X. laevis are found in the pars intermedia of the pitu-
itary, and they synthesize and secrete the α-MSH as a component of its precursor, 
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is more complex: to the pars intermedia of the pituitary also project neurons from 
locus coeruleus, raphe nucleus, and magnocellular nucleus releasing on the melano-
trope cells their respective neurohormones/neurotransmitters: noradrenalin, serotonin, 
and thyrotropin-releasing hormone and corticotropin-releasing hormone, all with stim-
ulating effect on melanotrope cells (Kramer et al., 2002; Figure 2.11).

From a neuroendocrine viewpoint, the synthesis of α-MSH is determined by the 
release of stimulatory signals (neurohormones/neurotransmitters) on the pituitary 
melanotrope cells, but the mediators of these neural functions are two converging 
and interacting second messengers, Ca2 oscillations and cAMP. Ca2 oscillations 
are involved in the expression of the α-MSH gene, but their pattern is determined by 
the nature of neurotransmitters on the melanotrope cells.

In summary, it may be said that camouflage in Xenopus is epigenetically regulated. 
It implies a complex computational processing of the visual input in several brain cen-
ters and culminates with the release from neurons of these centers of their chemical 
output via projections on the melanotrope cells of the pars nervosa in the pituitary.

What Do Neural Circuits Do: Sum Up Stimuli or  
Figure Out Adaptive Responses?

Metazoans, like other living forms, are under the influence of external and internal 
stimuli and appropriately respond to them. A stimulus is a challenge to which the 
organism tends to respond adaptively. After being received by the sensory organ, the 
stimulus in an electrically encoded form is transmitted to a specific neural circuit, 
which takes it as a problem requiring solution.

The concept of stimulus is a relative one. In the meaning used in this work, a 
“stimulus” (stimulus—Latin for goad) is a neurally perceived, significant but not nec-
essarily real, change in a variable, signal, or condition of the external or internal envi-
ronments to which the CNS responds adaptively or otherwise. The mere presence of 
a condition, a signal, a variable, or a factor in the environment does not necessarily 
represent a stimulus. It is the perception by the CNS of a change in those entities that 
makes a stimulus out of them. A species-specific quantitative threshold or set point 
exists in the nervous system that determines when an agent will be perceived as a 
stimulus and will be appropriately responded to. Therefore, what may be stimulus for 
a species might not be for another.

But the fact that even false perceptions may lead to the same output that the real 
perception does, unambiguously shows that the product of processing depends not 
simply on the stimulus, but is a neural product of an intrinsic drive to adapt the 
organism to the stimulus or to its consequences or presagings.

Stimuli exist only as perceived changes. So, for example, the mere presence of 
estrogen in the blood circulation is not a stimulus for the CNS; only a rise of hor-
mone level above the upper limit of an estrogen set point, as determined in the CNS, 
will be received as a stimulus, processed in a specific neural circuit, and will lead to 
expression of the GnRH gene in hypothalamic neurons.
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By determining set points, the CNS, in fact, sets standards for itself on what may 
and what may not be taken for stimuli. The thresholds are species-specific, but being 
neurally determined, they may exhibit intraspecific variability. Individuals of the 
same species may exhibit different (within-species limits) thresholds or set points, 
and the same individual may change (reset) thresholds and set points within its life-
time or in response to particular environmental factors.

We take it for granted that a stimulus, after being received by the sensory neurons/
organs, must be transformed into trains of electric spikes and processed in neural 
circuits, sometimes very complex, for obtaining a chemical output that starts a signal 
cascade that leads to a specific phenotypic change. But if the causal law is relevant 
in biology, we must ask: Why should the stimuli be processed at all? Why should the 
stimulus and its electrical representation be led through the intricate mazes of brain 
circuits? What are the evolutionary logic and pressure behind such an energetically 
costly processing of external and internal stimuli in brain circuits? Natural selection 
would not favor evolution of neural processing of environmental stimuli if it would 
not offer advantages that overweigh the high cost of processing.

An answer to the above questions may be found by looking at the result to which 
the processing of the stimuli in neural circuits leads. The output of the neural circuit 
ultimately leads to expression/suppression of a gene or a group of genes, which might 
not be predicted from the viewpoint of the classical mechanism of gene expression. 
As argued earlier, there is no physical contact and no direct causal relation between 
the external/internal stimulus and the gene that will be expressed. Whether the gene 
will be expressed, or which of genes will be expressed, depends not on the nature of 
the stimulus but on the result of the processing of the stimulus in the neural circuit(s). 
In such cases, the phenotypic result is processing dependent rather than stimulus 
dependent, as is commonly assumed. The observed causal chain of events from the 
stimulus to the expression of the gene is not predetermined; it is determined by the 
neural processing, and it cannot occur independently of the nervous system. Hence, 
it is the nervous system, rather than the particular stimulus, that determines which of 
the thousands of genes in the genome will be induced in response to the stimulus.

The processing of the stimulus in the nervous system bridges the physical gap 
between the stimulus and the gene, by relating in a contrived causal chain two ele-
ments, which otherwise would be causally unrelated.

The function of the processing in the nervous system is to convert the stimulus 
that per se is inert in relation to gene expression, into a chemical representation—a 
message for inducing its expression. The nervous system transforms the genetically 
meaningless stimulus in a way that makes it a genetically intelligible message. This 
is the most profound significance of the neural processing.

What is the processing of the stimulus essentially intended to do?
Let us consider, once again, the case of the shortening of photoperiod. As a stimu-

lus, the change in the length of the day is perceived in the CNS by special hypo-
thalamic circuits. As pointed out earlier, the light or darkness per se do not affect 
expression of any gene in cells that are directly affected (e.g., dermis cells, retinal 
cells), but it affects expression of the GnRH in the hypothalamus in opposite ways 
in cows and ewes, which respond to the same stimulus, i.e., the shortening of the day 
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length, in opposing ways by inhibiting and inducing expression of the GnRH gene 
in hypothalamic GnRH neurons, respectively. Two different results from the same 
stimulus! This would be paradoxical if the stimulus per se would be the cause of 
expression/suppression of the GnRH gene. As argued in length earlier, the stimulus 
is not the cause, for were it a cause or reproductive information, it would lead to the 
same result in both the above species. Far from a paradox, both opposite results are 
very adaptive as far as the reproduction success of both species is concerned: they 
are computed to produce offspring at the optimal time of the year for rearing them. 
These different results show the following:

First, that the external stimulus is not the cause of opposite effects observed in the two  
species, and it represents no information or instruction for these organisms,
Second, that the information for timing the sexual activity, mating, and parturition is gener-
ated in the brain (hypothalamus), and
Third, that the relevant computation in hypothalamic circuits does not consist simply in sum-
mation of external stimuli (otherwise, the same result would be observed in both species).

Such diverse responses to the same stimulus show that what induces or inhibits 
expression of the GnRH gene is not the photoperiod per se (day light has no access 
to those hypothalamic neurons and genes, which are permanently in darkness),  
but the chemical output resulting from the manipulative, adaptation-oriented pro-
cessing of the stimulus in specific neural circuits. Differences in the output result 
from differences in the processing of the same stimulus in both species, which, ulti-
mately, are determined by differences in computational properties of their neural 
circuits.

Now let us put the question more explicitly: Is the computational processing in 
the nervous system a summation and integration of the input of stimuli, or is it a 
solution-oriented complex calculation, estimation, or reckoning? If the first were the 
case, then it would be expected that the result of computation, i.e., the chemical sig-
nal released by neural circuits in different species, in response to the same stimu-
lus, would be similar. But, as we all know, the chemical signal(s) released, and the 
ensuing morphological, physiological, and behavioral characters induced in different 
metazoan species in response to the same stimulus, often are different or even, in our 
case, opposite.

What computation of the stimulus in the neural circuit is intended to do is to start 
an adaptive response to the stimulus by establishing, via a signal cascade, a new, pre-
viously/naturally nonexistent relationship between the stimulus and a specific gene 
or group of genes. The function of the computation in neural circuits is to foreordain 
a morphological, physiological, behavioral, or life history modification that would 
adapt the organism to the new or changing element (stimulus) of the external or 
internal environment.

The end result of the complex processing of the stimulus in the neural circuit is 
secretion of a chemical that is necessary for starting a signal cascade for expression 
of a specific gene or group of genes. The processing, and the manipulative expres-
sion of genes it induces, represents a solution to the problem of adaptation of the 
organism to the stimulus.
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Manipulative responses to external/internal stimuli evolved from a strong evolu-
tionary pressure for both maintaining the continuously eroding metazoan structure as 
well as for rapid adaptation to the adversely changing environment. These responses 
became the predominant mode of expression of nonhousekeeping genes and a cru-
cial element of developmental and adaptational processes in metazoans.

The ability of the CNS to respond manipulatively to various external and internal 
stimuli is a qualitatively new property of metazoans. By enabling the organism to 
produce different responses (signal outputs) to the same stimulus, and the reverse, 
to produce the same response to different stimuli, the CNS created an unprecedented 
repertory of adaptive capabilities.

Computationally determined manipulative response of metazoans to external/
internal stimuli, based on self-organizing properties of the nervous system, stands 
in sharp contrast with the genetic determinism of responses observed in unicellulars, 
where the relationship between internal/external stimuli is almost totally determined 
by thermodynamic–stereochemical properties of the stimuli (in some eukaryotic uni-
cellulars, also signal transduction pathways) and genes. Revelation of this higher, 
epigenetic, adaptive capability of metazoans is creating a new intellectual situation. 
Characterizing it von der Malsburg writes:

According to an old mode of thinking a Creator, or Mother Nature or a genetic pro-
gram, are in control of every molecular reaction with exquisite algorithmic fore-
sight. Although this thought pattern of “hetero-organization” under control of a 
preexisting plan is sub-consciously still governing many a thought, it now is quickly 
losing its dominance, giving way to models of self-organization on all levels – evolu-
tion, ontogenesis, learning and functional organization.

von der Malsburg (2002)

In Chapter 5, adequate evidence is presented to show that by processing internal 
stimuli from the developing embryo, the embryonic CNS generates the epigenetic 
information necessary for the sequential stages of individual development.
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Epigenetic Control of Reproduction
She can do this because she is sensitive to diverse cues from the environment 
(photoperiod, temperature, relative humidity, substrate odor, food, proximity and 
state of mates, etc.), is able to integrate this information in her nervous system, 
and via her endocrine system can use it to develop and deposit her eggs at the 
right time and place.

B.S. Heming (2003)

Epigenetic Control of Reproductive Physiology and Behavior

One crucial moment of biological reproduction in metazoans is the production of 
haploid gametes or diploid eggs (in parthenogenetic organisms), which are uniquely 
able to develop into a new organism.

The zygotic genome per se, as well as the genome of any metazoan cell, is incapa-
ble of inducing the development of a multicellular organism. Increasing evidence points 
to the indispensable role of the epigenetic parental (maternal and paternal) information 
provided in the form of cytoplasmic factors (messenger RNAs, proteins, hormones,  
neurotransmitters, nutrients, etc.) in the zygote for early embryonic development.

Neuroendocrine Regulation of the Gonadal Function in Insects

Extensive studies on insects show that the insect brain determines “whether,” “when,” 
and “how much of” gonadal hormones will be synthesized and secreted. The control 
of the development of gonads in insects essentially implies processes of cell differen-
tiation resulting from differential patterns of gene expression in different cells of the 
ovary and the reproductive organs in general. These processes are regulated by juve-
nile hormone (JH), ecdysteroids (E), and neuropeptide gonadotropins (De Loof et al., 
2001; Figure 3.1).

In turn, secretion of JH is cerebrally regulated by various types of neuropeptides 
that reach corpora allata (CA), not only via the hemolymph but directly as well, via 
the nervi corporis allati I (NCA I) innervating CA.

In other insects, the subesophageal ganglion (SOG), via NCA II, carries out a simi-
lar regulatory function on the JH secretion by CA (Kou and Chen, 2000). In Manduca 
sexta, dopamine released by nerve endings in the CA stimulates JH secretion in vitro 
for the first 2 days of the last larval prepupal period (Granger et al., 1996). Besides 
its well-known role in insect metamorphosis, in insects, JH acts as a regulator of the 
gonadotropic cycle. From this standpoint, JH itself is a gonadotropic hormone. Its 
secretion is regulated by two types of neuropeptides secreted by neurosecretory cells 
in the insect brain, allatostatins and allatotropins. These neurohormones, released via 
the nerve endings in CA cause, respectively, inhibition and stimulation of JH synthesis 
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Since the neurotransmitter octopamine is demonstrated to induce pheromone pro-
duction (Christensen et al., 1992), it is possible that its direct target cells are PBAN-
synthesizing neurons. Pheromone secretion is inhibited after mating as a result of the 
neural signal arising from the sperm storage in spermatheca (Delisle et al., 2000).

In honey bees, the queen excretes from its mandibular gland a pheromone, con-
sisting of a blend of chemicals, which prevents the development of ovaries in work-
ers and inhibits development of new queens in the colony. It is demonstrated that 
the pheromone performs its effects on the behavior (reduced locomotor activity and 
nursing) and physiology of worker bees by acting on central neurons, altering their 
cellular properties and changing the output of neural circuits in the brain (Beggs 
et al., 2007). The key component of the pheromone is homovanillyl alcohol (HVA) or 
4-hydroxy-3-methoxyphenylethanol, which interferes with the brain dopamine sys-
tem that is responsible for the development of the ovary (Beggs et al., 2007; Harano 
et al., 2008).

Mating stimulates sexual maturation in Drosophila females. It has been shown 
that a male sex peptide (SP), produced by the male accessory gland, and introduced 
with seminal fluid during mating, induces reduction of the female receptivity and 
increased oviposition. The peptide induces secretion of JH by CA (Moshitzky et al., 
1996), alongside other brain signals, allatotropins. Besides the control of gonadal 
function via production of JH by CA, cerebral allatostatins may act directly on the 
oocytes, as it is suggested by the fact that they (allatostatins A1 and B1) are found in 
the cortical cytoplasm of the oocytes (Witek and Hoffmann, 2001).

Recently, it has been found that the female irreceptivity to courting males, after 
the introduction of the male SP with the seminal fluid, is determined by the insect 
central nervous system (CNS). From the female reproductive tract, via the hemo-
lymph, SP circulates throughout the insect body, including the insect brain, by cross-
ing the blood–brain barrier. However, only the insect CNS is receptive to it because it 
is only the brain and the ventral nerve cord (VNC) that expresses its specific receptor, 
SPR. Male-derived SP binds its specific receptor, SPR, in the fru-expressing neurons 
of the SOG and of the VNC, which determine the switch to the postmating behavior 
of unresponsiveness to male courting (Yapici et al., 2008).

Two neuroactive substances produced in the brain of the primitively eusocial wasp 
(Polistes chinensis), dopamine and serotonin, are found in its ovary and are involved, 
the first, in the ovarian development and appearance of egg-laying behavior, and 
the second, probably, in regulation of reproductive states of the insect (Sasaki et al., 
2007).

External cues, such as social conditions and/or specifically male sexual stimuli, 
are necessary for the reproductive development and ovarian maturation in the damp-
wood termite Zootermopsis angusticollis (Brent and Traniello, 2001). These stimuli, 
via sensory pathways, reach the CNS, where they are processed in neural circuits, 
whose chemical output starts signal cascades determining reproductive changes in 
the genitalia.

In the fire ant, Solenopsis invicta Buren, the queen releases a pheromone that 
prevents reproduction of virgin females as long as they remain in the parental nest 
(Fletcher and Blum, 1981). The pheromone is thought to decrease JH production in 
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CA by decreasing the dopamine level in the brain (Robinson and Vargo, 1997), or 
via the dopaminergic innervation of CA (Granger et al., 1996). A brain neuropep-
tide hormone, Lymnatria testis ecdysiotropin, secreted by the neurosecretory cells of 
the brain, and by some ganglia in Lymnatria dispar, is found to stimulate ecdyster-
oid synthesis in testis but not in the prothoracic gland. The testis ecdysteroid then 
induces the synthesis of a growth hormone (GH) that stimulates the development of 
the male genital tract (Loeb et al., 2001).

In all the above cases, the environmental cues trigger signal cascades that induce 
reproductive activity and oogenesis in insects. All these cascades start with the 
release of brain signals, neurotransmitters or neuropeptides.

Local Neural Control of the Reproductive Function in Insects

In insects, the CNS is involved in the reproductive behavior and in the reproductive 
activity, not only via neuroendocrine pathways but also directly via the local gonadal 
innervation.

For almost a century, since it was first described, no specific function was attrib-
uted to the nerve innervating the ovotestis (OT) in pulmonate snails, but recent stud-
ies on the slug Helix aspersa have shown that the OT branch of the intestinal nerve 
consists of as many as 3,025 axons, suggesting that approximately 8% of the total 
number of neurons of the CNS are involved in the innervation of the slug OT.

From an evolutionary viewpoint, such a costly investment could not have evolved 
if it did not offer an outweighing advantage. Indeed, recently it has been demon-
strated that the innervation has important functions for receiving and sending infor-
mation from the OT to the brain, and vice versa. The innervation is necessary for 
maturation of oocytes and ovulation. It has both sensory and motor functions. The 
fine terminals of the OT nerve branch have stretch sensors in the acinar walls, which 
monitor the degree of stretching as a result of the concurrent growth of more than 
100 oogonia. That information on the stretch, via afferents, is sent to the brain, where 
it is assessed and, when it exceeds a threshold, efferent brain signals are sent back 
for increasing peristaltic contractions in the hermaphroditic duct and the beat of the 
cilia in the internal lining of the duct, thus facilitating the movement down the duct 
and oviposition of 58–108 egg cells (Antkowiak and Chase, 2003; Chase et al., 2004; 
Geoffroy et al., 2005).

Neuroendocrine Regulation of Reproductive Function in Vertebrates

In vertebrates as well, reproductive functions are cerebrally controlled, mainly via the 
hypothalamic–pituitary–gonadal axis. In cyclical ovulators, the reproductive activ-
ity is stimulated by environmental factors such as temperature and moisture, but 
above all by the seasonal changes of the day length (in most cases, its prolongation): 
the onset of reproductive activity starts with displays of mating behavior, which is 
determined by activation of specific neural circuits, in response to visual and audi-
tory stimuli. In birds, for example, as a result of the activation of the hypothalamus–
pituitary–testis axis, gonads are stimulated to synthesize testosterone, and high levels 
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of this hormone play a crucial role for the onset of mating behavior in males. This 
leads to increased conversion of testosterone into estrogens in the birds’ brains, thus 
contributing to the full display of the male mating behavior, in which several neural 
circuits are involved. Neurons of the hypothalamic preoptic area (POA) and the peri-
aqueductal gray represent the most important centers of mating behavior. They send 
projections to the brain stem and spinal cord, thus determining the motor aspects of 
the male mating behavior (Ball and Balthazart, 2004).

The input of the environmental stimuli is integrated and processed in particular 
hypothalamic neurons, where information about the photoperiod and temperature 
trend (increasing or decreasing) is generated. This information is relayed to the 
hypothalamic gonadotropin-releasing hormone (GnRH) neurons, which then respond 
by stimulating (or inhibiting) GnRH secretion. The sensory stimuli are selectively 
relayed to the hypothalamus via “the medial cortex that determines what kind of 
sensory information will reach the hypothalamic centres” (Hoogland and Martinez-
Garcia, 1999).

One great manifestation of the role of the nervous system in reproduction of ver-
tebrates is the strong sexual dimorphism of those parts of the brain that are involved 
in the regulation of their reproduction. Sex differences exist in the structure and func-
tion of the human brain, and these are believed to provide the basis for the differ-
ences in reproduction (Swaab et al., 2001). These differences are very evident in the 
SDN-POA (sexually dimorphic nucleus of the POA) as part of the neural circuitry 
underlying masculine sexual behavior and reproductive functions. Hypothalamic 
suprachiasmatic nucleus (SCN) as well is involved in the control of reproductive and 
metabolic phenomena and is the principal component of the central clock mecha-
nism. It also changes the morphology and volume (in humans, it is twice as large in 
the autumn as in the summer) under the influence of photoperiodic cycles (Hofman 
and Swaab, 1992).

In response to external cues and internal stimuli, various neuropeptides and neu-
rotransmitters, including opioid peptides (Gearing and Terasawa, 1991) and mono- 
and indoleamines (Johnson and Crowley, 1986), are released by specific neurons to 
control the GnRH pulse generator in the hypothalamus (Gore and Terasawa, 2001), 
which regulates reproductive cycles.

GnRH genes have probably evolved through duplication of an ancestral gene, 
since all vertebrates have at least two of the three GnRH genes (GnRH-1, GnRH-2, 
and GnRH-3) known thus far in vertebrates. GnRH-1 is the most important of them. 
It is responsible for the onset of puberty in mammals and is especially responsive to 
olfactory signals transduced by the olfactory system. GnRH-1 neurons communicate 
with most diverse neurons in various regions of the brain, and the GnRH-1 system is 
considered to be the master regulator of reproduction in vertebrates. GnRH-2 is the 
best conserved of the GnRHs; it is found throughout the brain, a fact that is consis-
tent with its role as neuromodulator. GnRH-3 may also have neuromodulatory func-
tion, but it is less known (Hofmann, 2006; Figure 3.2).

Ovulation-inducible animals, as well, display a remarkable neurogenic con-
trol of oogenesis and ovulation. In female rabbits, the sensory input of the vaginal 
stimulation activates a neural circuit that stimulates GnRH neurons, whose secretion 
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(GnRH) induces the pituitary luteinizing hormone (LH) surge determining the ovu-
lation (Strand, 1998) as well as the morphological, physiological, and behavioral 
changes related to ovulation.

In cyclic ovulators, including humans, the regular ovulatory cycles are under strict 
control of the neuroendocrine system, which is influenced by environmental fac-
tors (e.g., seasonal factors, emotional factors, nutritional factors, and stress) as well 
as internal factors (the levels of steroid hormones and other products in the body 
fluids).

In humans, for example, oogonia stop their development at the diplotene stage 
of the prophase of the first meiosis, to resume meiosis years later at the onset of 
puberty. The resumption of meiosis at puberty is triggered by progesterone—its 
secretion results from a cascade of signals starting from various opioid, serotonergic, 
and glutamatergic circuits in the brain (Villa-Diaz and Barrell, 1999; Johnson and 
Crowley, 1986) along the hypothalamic–pituitary–ovarian (HPO) axis:

  
GnRH FSH LH estradiol→ →

Then the estradiol (E2) secreted by the ovarian granulosa cells stimulates theca cells 
to synthesize androgens, which diffuse into granulosa cells to be converted there into 
progesterone.

In female opossums, a male pheromone is identified, in response to which the 
CNS stimulates the development of ovarian follicle and body growth, and prema-
turely induces estrus (Harder and Jackson, 2003).

GnRH-1 GnRH-2 GnRH-3

Teleost terminal
nerve only

Males
only?

Females
only?

Pituitary

Brain

Gonads

Gonadotropins

Maturation
and function

Sex steroids
Reproductive behavior

Food intake

Neuromodulation

Figure 3.2 The three GnRH subtypes influence reproductive behavior through hormonal and 
neuromodulatory pathways. GnRH-1, which mainly controls gonadal maturation through 
gonadotropin release from the pituitary, probably also has neuromodulatory functions 
throughout the brain. Both GnRH-2 and GnRH-3 influence reproductive and, probably, other 
behaviors through neuromodulatory actions in the CNS.
Source: From Hofmann (2006).
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Estrogen is known to activate the GnRH neurons not directly but via its receptor 
in the hypothalamic ventromedial nucleus (VMN) neurons, which then provide the 
stimulating transsynaptic input to the hypothalamic GnRH neurons. Anterograde trac-
ing studies by injecting biotinylated dextran amine (BDA) in the VMN have shown 
that VMN fibers are associated with GnRH neuron cell bodies, suggesting the exis-
tence of a transsynaptic pathway from estrogen receptor-expressing VMN neurons 
to GnRH-producing neurons in the hypothalamus. Dense networks of BDA-labeled 
fibers were found in the diagonal band of Broca, POA, and anterior hypothalamic 
areas (Goubillon et al., 2002).

Suppression of the GnRH synthesis in the hypothalamus by E2 is also process-
ing dependent; E2 binds to specific membrane receptors of the neurons of the ven-
tromedial POA (VMPOA). By processing the E2 stimulus (rise in the E2 level), these 
neurons provide the transsynaptic input to stimulate a system involving dopamine 
neurons to inhibit the GnRH/LH pulsatility in anestrous ewes (Anderson et al., 2001). 
Naloxone, an opiate antagonist, stimulates LH secretion by reducing endogenous  
opiate neurotransmission (opiates stimulate dopamine release) or “by enhancing 
hypothalamic catecholamine turnover” (Adler and Crowley, 1984) and is an important 
modulator of the reproductive function in ewes (Fuentes et al., 2001).

Other observations suggest that in female rats, E2 binds to the neuron receptors 
of the dorsal raphe nucleus. These serotonergic neurons determine the effects of E2 
via their projections to the medial POA neurons (Lu et al., 2001). Noradrenaline and 
dopamine systems, via the hypothalamus, negatively regulate secretion of prolactin 
by the pituitary in rams (Lincoln and Clarke, 2002).

In response to the rise in the level of progesterone, sensed indirectly by the hypo-
thalamic GnRH neurons (these neurons have no progesterone receptors), this gland 
inhibits secretion of the GnRH. It is the dopaminergic neurons that sense the level 
of progesterone and other sensory input, process them, and mediate the inhibitory 
effects of progesterone on the GnRH pulse generator and, consequently, on the 
secretion of follicle-stimulating hormone (FSH) and LH by the pituitary. Moreover, 
secretion of these hormones at both the hypothalamic and pituitary levels is under 
brain “nitrinergic influence” (Dixit and Parvizi, 2001).

Among different cues known to stimulate the reproductive activity in vertebrates 
are visual and olfactory cues. Exposure of anestrous ewes to rams or their odor 
(fleece) activates the HPO axis, leading to ovulation. The olfactory pathway that acti-
vates the HPO axis includes a number of brain structures, the main and accessory 
olfactory bulb, anterior olfactory nucleus, cortical and basal amygdala, dentate gyrus, 
and hypothalamic GnRH neurons (Gelez and Fabre-Nys, 2006).

The preovulatory secretion of GnRH in cycling ewes regulates their receptivity by 
prolonging the initial receptivity-triggering effect of 17-β E2 and the estrous behavior 
(Caraty et al., 2002). In bulls, neutralization of the function of the neurohormone GnRH 
causes silencing of testicular function and testicular atrophy (D’Occhio et al., 2001).

Secretion of GnRH stimulates the pituitary to synthesize FSH and LH. But 
upstream brain signals from serotonergic and glutamatergic circuits are the ultimate 
stimulants of the pituitary LH via the GnRH pulse generator in the hypothalamus 
(Villa-Diaz and Barrell, 1999; Ford and Ebling, 2000).
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The synthesis and secretion of GnRH in the hypothalamus is upregulated by 
adrenergic agonists and inhibited by opioid peptides. Its synthesis by GnRH neurons 
is induced by the input from norepinephrine (NE) circuits (Gearing and Terasawa, 
1991). Besides, the hypothalamus responds to secretion of E2 in the ovary by sup-
pressing the synthesis of GnRH. The function of the hypothalamic GnRH neurons is 
regulated by the informational input coming from specific brain centers:

The complexity of neural inputs to LHRH (GnRH—N.R.C.) neurones enables the 
organism to integrate information about its environment and to relate this to repro-
duction. For example, information regarding stress, nutritional status, time of the 
day, season or the presence of a conspecific, needs to be coordinated to increase 
the likelihood of reproductive success. The information conveyed by these neuronal 
inputs is integrated at the level of the LHRH neurons, and ultimately determines the 
animal’s reproductive state and response. 

Gore and Terasawa (2001)

As far as other internal stimuli are concerned, it is suggested that some of them, 
those that reflect the physiological status of the organism, are monitored by the hip-
pocampus, which

operates, in parallel with amygdala, to modulate body physiology in response to 
cognitive stimuli. 

Lathe (2001)

The fact that the gene for the melatonin receptor is expressed in mice granulosa 
(but not in theca) cells shows that melatonin secreted by the pineal gland is involved 
and has a pivotal role in the folliculogenesis (Lee et al., 2001). However, further 
upstream it is experimentally determined that melatonin secretion in the pineal gland 
is triggered by signals from a neural circuit involving neurons of the superior cervi-
cal ganglion, intermediolateral (IML) nucleus of the upper thoracic spinal cord, par-
vicellular subdivisions of the hypothalamic paraventricular nucleus (PVN), and the 
hypothalamic SCN (Larsen et al., 1998).

Together, the above data unambiguously suggest that the processing of the extero-
ceptive and interoceptive input of external and internal stimuli in specific neural cir-
cuits results in chemical outputs that induce the hypothalamic neurosecretory cells 
to express reproduction-related genes that otherwise would not be expressed. All the 
functional and morphological transformations related to reproductive activity taking 
place in the ovary of vertebrates are related to signal cascades starting in the CNS in 
response to external and internal stimuli.

Local Neural Control of the Reproductive Function in Vertebrates

Vertebrate ovary is densely innervated. In mammals, the innervation of the ovary starts 
during prenatal life, and catecholaminergic fibers are associated with primordial ovar-
ian cells before the ovary becomes sensitive to gonadotropins (FSH and LH; Malamed 
et al., 1992). During the reproductive life, that innervation plays important roles in the 
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regulation of ovarian physiology. The follicle growth, as a result of the action of the 
pituitary FSH, starts when NE and vasoactive intestinal peptide (VIP) released by ovar-
ian nerve fibers induce synthesis of FSH receptor (Mayerhofer et al., 1997) in a pro-
cess of binary control by the neuroendocrine axis and ovarian nerve fibers.

The ovary is innervated by the ovarian plexus, superior ovarian nerve (SON), 
vagus, etc., which, depending on species, may have stimulatory or inhibitory effects on 
follicular development (Morales et al., 1998; Trujillo and Riboni, 2002). Adrenergic 
nerve terminals establish close contacts (50–100 nm) with cells in the theca externa 
(Sporrong et al., 1985).

Splanchnic innervation regulates blood flow and expression of LH receptors in 
testicles, thus enabling/preventing induction of testosterone synthesis by the pitu-
itary LH. The existence of this immediate neural pathway (in addition to the hypo-
thalamus–pituitary axis) that “originates in the brain and travels through the spinal 
cord, and that plays a crucial role in Leydig cell function” is demonstrated by viral 
retrograde tracer studies, which have shown that viral staining from testes affects 
several parts of the CNS (hypothalamus, brain stem, and spinal cord; Lee et al., 
2002). Neuron-like elements of catecholaminergic nature are also identified in testes 
(Mayerhofer et al., 1997).

Since the mid-1990s, it has been reported the existence in the ovary of primates, 
and in that of at least one rat strain, of isolated or clustered neurons interconnected in 
a neuronal network (Dees et al., 1995; D’Albora et al., 2000). In rats, these neurons 
are observed immediately after birth in the ovarian hilum and medulla and appear 
in the cortex only during juvenile period. Intrinsic ovarian neurons in humans are 
observed as early as the 24th week of gestation and are believed to be involved in the 
regulation of ovarian functions (Anesetti et al., 2001).

Epigenetic Control of Gametogenesis

Neural Control of Oogenesis in Insects and Gastropod Molluscs

Signal cascades for oogenesis in invertebrates originate in the CNS. In the female 
fire ant, Solenopsis invicta, for example, electrical activation of the dopamine system, 
resulting from the processing in the brain of an external stimulus (queen pheromone), 
controls oogenesis and oviposition (Boulay et al., 2001). The uptake of a blood meal 
by the predatory bug of the Reduviidae family, Panstrongylus megistus, acts as a stim-
ulus to which certain median neurosecretory cells of the pars intercerebralis (cells 
A) respond by releasing a neurohormone that stimulates proliferation of oogonia and 
prefollicular cells in the fifth instar until day six, and a neuron of another type (cells 
A), which responds by stimulating secretion of ecdysone by prothoracic glands, thus 
determining the differentiation of ovarioles between days 16 and 24 (Heming, 2003).

Oogenesis in Drosophila is proximately regulated by the ecdysteroid hormone and 
JH (Carney and Bender, 2000) but both hormones, ecdysone and JH, are cerebrally 
regulated by brain signals, prothoracicotropic hormone (PTTH; Zitnan et al., 1993) 
and allatotropins/allatostatins, respectively. There are indications that upstream these 
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brain signals are neurotransmitters/neuromodulators released as a result of the pro-
cessing of internal/external stimuli in neural circuits. So, for example, a queen phero-
mone in colonies of Solenopsis invicta ants prevents the reproductive activity in virgin 
females via a neural pathway (olfactory signals are transmitted from the antennal lobe 
for processing in the brain). Separation of virgin ant females from the colony (this 
prevents the influence of the queen pheromone) for 15 days induces more than 80% 
increase in the dopamine level in their brain, stimulating wing shedding and reproduc-
tive activity, including ovarian development and egg laying (Boulay et al., 2001).

In Drosophila melanogaster, the development of the oocyte arrests just before 
vitellogenesis but vitellogenin endocytosis begins only after resumption of the oocyte 
development as a result of hormonal and environmental cues (Schonbaum et al., 
2000). The environmental cues received via the sensory pathways are processed in 
the CNS, and what reaches the ovary and the oocyte is not the cue itself but its neural 
representation, i.e., a hormonal signal (ecdysone  JH) secreted under the ultimate 
control of the insect CNS.

As mentioned earlier, the oogenesis in Drosophila is regulated by ecdysone and JH 
(Buszczak et al., 1999). The ecdysone early response genes, E75, E74, and BR-C, are 
expressed in stages, according to the cerebrally regulated ecdysone levels during oogen-
esis, and the stage-specific expression of these genes regulates the egg chamber develop-
ment and determines specification of the dorsal follicle cell fates (Buszczak et al., 1999).

In molluscs, reproduction is seasonally regulated in response to environmental 
stimuli, with the photoperiod being the most important cue. The neuronal structures 
for processing these reproductive stimuli in molluscs are diffusely located in the 
brain and the neuroendocrine circuitry is highly complex (Wayne, 2001).

The CNS in molluscs comprises varied numbers of ganglia, each of them composed 
of thousands of neurons. When continually kept under laboratory short-day conditions, 
males and females of the slug Limax maximus remain sexually immature, but soon 
after they are transferred in long-day conditions they develop the mature reproductive 
tract and produce mature gametes. Transplantation of the ganglia of long day–stimu-
lated slugs into the immature short day–inhibited slugs induced the development of the 
mature reproductive tract in recipients, whereas transplantation of short-day ganglia did 
not induce the development of the reproductive tract (Wayne, 2001). Under the influ-
ence of stimulating long days, the slug brain secretes a maturation-inducing hormone 
(MH), which induces the synthesis of one or more hormones by the gonads (Figures 
3.3 and 3.4). Implantation of the brains of long day–stimulated slugs into the brains of 
short day–inhibited slugs, even under short-day conditions, stimulates development of 
gonads and accessory sex organs in the latter (McCrone and Sokolove, 1986).

Biologists have known for some time that in many invertebrates, hormones, 
as mediators of neural signals, regulate the ovulation and the number of eggs to be 
deposited, but recently it has been demonstrated that in the snail, Helix aspersa, a 
branch of the intestinal nerve, rather than any hormones, is immediately responsible 
for that regulation (Antkowiak and Chase, 2003; Figure 3.5). By sensing and inte-
grating internal and external stimuli (photoperiod, etc.), the CNS sends to the OT  
(ovotestis) signals for egg laying. Brain signals via the intestinal nerve are necessary 
and sufficient to release sperm from the seminal vesicle (Geoffroy et al., 2005).
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Figure 3.3 (A) Effects of photoperiod and brain transplants on the reproductive system of 
Limax maximus. Brains transplanted from donor slugs maintained on stimulatory long days 
stimulated the reproductive system in recipient slugs maintained on inhibitory short days. 
Brains from short-day animals had no effect on maturation of the reproductive system. These 
findings indicate that the brain mediates the effects of photoperiod on maturation of the 
reproductive system. (B) Effects of brain and gonad transplants on the reproductive system of 
Limax. Transfer of gonadectomized slugs from inhibitory short days to stimulatory long days 
had no effect on maturation of the accessory sex organs, indicating that secretions from the 
gonad are important for mediating the effect of photoperiod on this aspect of the maturation 
process. Transplanting gonads from slugs maintained on long days to gonadectomized 
animals stimulated maturation of the accessory sex organs. Likewise, transplanting brains 
from long-day slugs that were gonadectomized to gonad-intact animals kept on inhibitory 
short days stimulated maturation of the gonad and accessory sex organs in the recipient 
animals. These experiments suggest that photoperiod activates neurons in the brain that, in 
turn, activate the gonad, thereby stimulating maturation of the accessory sex organs. (C) A 
model for photoperiodic stimulation of the reproductive system of Limax. Long photoperiods 
stimulate unknown photoreceptors, activating neurons in the cerebral ganglion to secrete a 
hermaphroditic maturation factor and male gonadotropic factor. These secretions from the 
cerebral ganglion stimulate the gonad to release additional hormones that stimulate maturation 
of the female and male accessory sex organs.
Source: From Wayne (2001).
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Neural Control of Oogenesis in Vertebrates

Neuroendocrine Control via the Brain–Hypothalamic–Pituitary Axis

Oogenesis and ovulation, in both ovulation-inducible vertebrates such as rabbits 
(Strand, 1999) and cyclic ovulators such as humans (Johnson and Crowley, 1986; Villa-
Diaz and Barrell, 1999), are under the CNS control (Adler and Crowley, 1984; Kalra 
et al., 1987; Gore and Terasawa, 2001) with the HPO axis (hypothalamic GnRH → 
pituitary FSH → ovarian estrogen and progesterone) as the main neuroendocrine axis.

In fish, the neurohormonal control of oocyte growth and maturation is medi-
ated, respectively, by estradiol-17-β and -17-α, 20 β-DHP (17-α, 20-β-dihydroxy-4-
pregnen-3-one) that are synthesized in granulosa cells by steroid precursors provided 
by theca cells. The latter is the naturally MH (maturation inducing hormone) in the 
medaka fish. A variety of other neuromodulatory factors are involved in steroidogen-
esis in fish ovarian follicles (Fukada et al., 1994; Nagahama et al., 1995).

In sheep, it has been demonstrated that granulosa cells, in response to FSH stimu-
lation, start production of inhibin A (Campbell and Baird, 2001; Drummond et al., 
2000). Inhibin production seems to be downregulated by follicle synthesis of estro-
gen (Drummond et al., 2000), but it has endocrine effects on the pituitary FSH. In 
humans, paracrine insulin-like growth factors (IGFs) are involved in the synthesis of 
inhibin A and B, but the main regulators of their production are gonadotropin hor-
mones, FSH and LH, via protein kinase A signal transduction pathway (Vänttinen 
et al., 2000). As it is well known, gonadotropins themselves are under the control of 
CNS signals.

The synthesis of progesterone by the granulosa cells is stimulated by various 
hormones and growth factors, with gonadotropins and IGF-1 as the most important 
(Khamsi and Roberge, 2001). The immediate effect of neurohormones on progester-
one secretion, as well as the fact that gonadotropins and IGF-1 are under neuroendo-
crine control (hypothalamic GHRH→pituitary GH→IGF-1), shows that progesterone 
secretion is a downstream element of a signal cascade that starts with an electrical/
chemical output of the neural circuits in the CNS. Experiments on rat granulosa cells 
have also demonstrated the stimulating effect of adrenergic agents on progesterone 
secretion (Selvaraj et al., 2000). They are also found to be involved in the regulation 
of oocyte maturation by inhibiting secretion of E2 and the FSH-stimulated progester-
one (Salmassi et al., 2000).

Local Control by Ovarian Innervation

In vertebrates, the innervation of the ovary by SON, vagus, and the ovarian plexus 
stimulatorily regulates the effects of human chorion gonadotropin (hCG) and preg-
nant mare serum gonadotropin in the ovary (Morales et al., 1998). Unilateral and 
bilateral vagotomy in rats delays the onset of puberty and influences the levels of E2 
and progesterone, but it increases the number of shed ova when it is performed at 28 
days of age (Morales-Ledesma et al., 2004).

In regard to the role of neurotransmitters in the function of luteinized granulosa 
cells in vitro, it is observed that activation of the muscarinic receptor by the Ach 
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agonist carbachol stimulates progesterone secretion by granulosa cells, apparently via 
steroid acute regulatory protein, whose synthesis increases 2–10 times (Fritz et al., 
2001). The neurotransmitter Ach, on the other hand, potentiates the maturation effect 
of the progesterone on Xenopus oocytes (Dascal et al., 1984), suggesting that the 
CNS regulates progesterone secretion and the reproductive physiology in humans not 
only via the HPO axis but also via an evolutionarily conserved mechanism of direct 
neural signaling. This is corroborated by the fact that Xenopus oocytes are in posses-
sion of “native” receptors for Ach (Parker et al., 1987) and maternal serotonin is pres-
ent in oocytes (Veselá et al., 2003). Serotonin and melatonin, besides their actions via 
the brain–HPO axis, influence the oocyte maturation and reproductive function by 
acting directly on the ovarian cells (Sirotkin and Schaeffer, 1997).

The effects of these neurotransmitters and of their agonists and antagonists may 
be different in different species. So, for example, serotonin inhibits oocyte matu-
ration stimulated by progesterone in amphibians Xenopus laevis and Bufo viridis 
(Nikitina et al., 1993; Nikitina and Buznikov, 1996), but it stimulates oocyte matu-
ration and germinal vesicle breakdown (GVBD) in nemertean worms (Stricker and 
Smythe, 2000), in the starfish (Buznikov, 1993) and in the estuarine teleost fish, 
Fundulus heteroclitus heteroclitus (Cerda et al., 1997).

All the available data on the presence and activation of oocyte receptors for vari-
ous neurotransmitters, their binding of the respective neurotransmitters, and activi-
ties of neurotransmitters as stimulators/inhibitors of the oocyte maturation and 
GVBD, strongly suggest the presence and functioning of an ovarian neurotransmitter 
system as a mediator of the central nervous control of the reproductive physiology.

Neural Control of Spermato-/Spermiogenesis

For at least two decades, it has been acknowledged that spermatogenesis “is ulti-
mately controlled by neurons in the CNS” (Sharp and Gow, 1983) and that the CNS 
exerts that control mainly via the GnRH pulse generator and the hypothalamic– 
pituitary–testicular axis (Vander et al., 2001). Environmental and somatic stimuli are 
integrated, processed, and a signal is sent to the hypothalamus triggering production 
of GnRH, which stimulates secretion of gonadotropins by the pituitary (Figure 3.6). 
These pituitary hormones are essential for the function of gonads and processes of 
spermatogenesis and spermiogenesis. Spermiogenesis is a long process of transforma-
tion of spermatids into sperm cells that in some birds comprises 12 distinct morpho-
logical steps, including: formation of an acrosome, an acroneme, the loss of almost all 
(97%) of cytoplasm, and replacement of nucleohistones with nucleoprotamine (Kirby 
and Froman, 2000). Besides the GnRH pulse generator and the hypothalamic–pitu-
itary–testicular axis, a direct hypothalamic–testicular (pituitary-independent) neural 
pathway controlling the processes of spermato- and spermiogenesis has been found to 
be operational in mammals.

It has long been known that the synthesis of testosterone by Leydig cells is cere-
brally regulated by the brain–hypothalamus–pituitary axis with the pituitary LH as 
proximate cause, but recently it has been suggested the existence of a LH-independent 
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forktail rabbitfish, S. argenteus. The lunar cue does not directly act on the gonadal 
hormonal system but in the CNS:

The effects of lunar factors in the rabbitfish would occur in higher parts of the hypo-
thalamus–pituitary–gonadal axis. 

Rahman et al. (2003)

The lunar cues are integrated and processed in the hypothalamus, which, by stimu-
lating the release of pituitary gonadotropin, induces DHP (dihydroxy-4-pregnen-3-
one) spawning around the last quarter moon (Rahman et al., 2003). The function of the 
hypothalamic region controlling these processes in male rats, the PVN (paraventricular 
nucleus), is under control of brain catecholamines (Selvage et al., 2004), also suggesting 
that the signal cascade inducing spermatogenesis originates in higher regions of the brain.

Neural Control of Deposition of Parental Epigenetic 
Information in Gametes

What makes the zygote (the egg cell in parthenogenetic metazoans) uniquely capa-
ble of developing into an adult metazoan is not the genetic information, its genes 
or DNA, which are the same in all the cells of the body, but the presence in the egg 
and sperm cytoplasm of epigenetic information, in the form of thousands of orderly 
arranged types of parental factors (e.g., mRNAs, proteins, hormones, secreted pro-
teins, and neurotransmitters) as well as imprinting of specific genes in the gametes. It 
is this epigenetic information, not the genetic information, that endows gametes with 
the monopoly of biological reproduction.

The idea on the presence in the egg cell of maternal factors determining phe-
notypic characters, such as muscles in ascidians, is a century old, but the nature of 
these factors (cytoplasmic mRNAs) was identified in 1968, when Kalthof and Sander 
reported that embryos from midge eggs, whose RNA was inactivated by ultraviolet 
(UV) radiation, lacked head and thorax (Kalthof and Sander, 1968), although their 
genome was functional.

In 1982, G. Freeman and J.W. Lundelius succeeded in obtaining right-coiling 
embryos by injecting cytoplasm from right-coiling snail eggs into the eggs of left-
coiling mothers, demonstrating that a maternal cytoplasmic factor in the egg cyto-
plasm was responsible for right/left coiling in the snail. In an equally illuminating 
experiment, putative somatic cells were converted into germ cells by simply trans-
planting germ cytoplasm into them (Ilmensee and Mahowald, 1974).

In the process of gametogenesis, in all metazoans, thousands of different mater-
nal substances are synthesized and orderly deposited or transferred from follicle 
cells and nurse cells into the oocyte. However, the ordered placement and transfer of 
maternal cytoplasmic factors requires information that is different from the genetic 
information. What is the nature and origin of that epigenetic information?

In 2001, I put forward the hypothesis that the maternal CNS determines deposi-
tion of maternal cytoplasmic factors in the egg cell (Cabej, 2001). As presented at 



Epigenetic Control of Reproduction 97

the time, it was rather a prediction of my wider view on the epigenetic component of 
evolution. Ever since then, adequate evidence has accumulated for substantiating it. I 
will briefly review that evidence here.

Neural Control of Deposition of Maternal Factors in Insect Oocytes

The deposition of the epigenetic information in the egg cells of insects occurs via

– Oocytic receptor-mediated endocytosis,
– Squeezing of the cytoplasmic content of nurse cells into the oocyte, and
– Transfer of maternal factors via communicating channels from the nurse and follicle cells 

into the oocyte.

Neural Control of Deposition in the Egg Cell of Maternal Factors via  
Receptor-Mediated Endocytosis

The most important form of receptor-mediated endocytosis is the clathrin-mediated 
endocytosis. Clathrin is a polypeptide molecule located in particular regions of the 
cell membrane and represents the main component of the coated pits.

One well-known example of the CNS control of the uptake and deposition of maternal  
factors in the oocyte is vitellogenin (Vg), the precursor of vitellin (Vt), containing the 
basic proteins of egg yolk in insects. In the ixodid tick, Amblyomma hebraeum (Koch, 
1844), vitellin consists of seven major and several minor polypeptides. The synthesis of 
vitellogenin in this tick is under proximate control of the hormone ecdysteroid, which, in 
turn, is under control of the brain neurohormone, PTTH (Friesen and Kaufman, 2002). 
Besides ecdysone, JH (its synthesis in CA is also induced by a number of brain neurohor-
mones, allatotropins) is demonstrated to induce vitellogenesis in the fat body and ovary 
of Drosophila (Handler and Postlethwait, 1977) and of the red cotton stainer, Dysdercus 
koenigii (Fabricius; Venugopal and Kumar, 2000).

Experiments on the fall army worm, Spodoptera frugiperda (J.E. Smith), suggest 
that ecdysone is crucial for inducing vitellogenesis in insects and JH is necessary for 
the uptake of vitellogenin by the oocyte (Sorge et al., 2000). Ecdysone regulates the 
uptake of vitellogenin and other maternal cytoplasmic factors from the hemolymph 
by the oocyte. As for the mode of action of the ecdysone, it is demonstrated that in 
the female mosquito, Aedes aegypti, vg (vitellogenin) gene, in its regulatory region, 
has a functional ecdysteroid responsive element (VgEcRE1) to which the complex of 
the ecdysteroid with its heterodimeric receptor binds and induces transcription of the 
vg gene and vitellogenin synthesis (Martin et al., 2001).

At early stages of oogenesis, vitellogenin is transferred to the oocyte from sur-
rounding follicle cells via gap junctions (Waksmonski and Woodruff, 2002; see later 
on the neural control of formation of gap junctions). Later on, oocytes take up cir-
culating vitellogenins from the hemolymph. The oocyte and nurse cells sequester 
circulating vitellogenins in a process of endocytosis, which may be constitutive or 
induced (Brown and Greene, 1991).

During the receptor-mediated endocytosis, that takes place in late oogenesis, the 
Vg receptor, a low density lipoprotein receptor (LDLR) is essential for vitellogenin 



Epigenetic Principles of Evolution98

uptake. LDLRs represent a group of receptors closely related to cell surface recep-
tors that regulate the uptake of extracellular ligands (Herz and Bock, 2002).

The synthesis of vitellogenin in Xenopus oocytes requires estrogen (McKenzie 
et al., 1990), and recently it is demonstrated that the estrogen upregulates LDLR 
and ezrin, a cytoskeletal linker protein with which LDLR forms a functional com-
plex that enables endocytosis (Smith et al., 2004). Thus, ultimately, the synthesis of 
LDLR in Xenopus is regulated by the HPO axis, via the estrogen.

Vitellogenin proteins bind to their receptors on the oocyte surface in an endo-
cytic complex of clathrin and α-adaptin vesicles and, in this form, are engulfed into 
the oocyte cytoplasm and Golgi lysosomes, where they are processed into yolk 
proteins.

The oocyte needs JH stimulation for starting vitellogenin uptake. It has been dem-
onstrated that a brain signal, a “cephalic event” (Handler and Postlethwait, 1977), via 
ecdysone, controls the uptake of vitellogenin (Richard et al., 2000) as well as other 
maternal cytoplasmic factors (Chapman, 1998) of the hemolymph by the egg cell.

It has been shown that in the mosquito Aedes aegypti, ablation of CA inhibits for-
mation of the endocytic complex (Venugopal and Kumar, 2000), and “the formation 
of the endocytic complex is controlled by juvenile hormone from the corpora allata” 
(Raikhel and Lea, 1985), whose synthesis and secretion, as shown earlier, is regu-
lated by brain allatotropins.

Neural Control of the Squeezing of Nurse Cell Content into the Oocyte

The larger part of maternal cytoplasmic factors in the insect oocyte comes from 
nurse cells, which, stimulated by signals that ultimately originate in the CNS, dump 
their cytoplasmic content into the oocyte. Maternal cytoplasmic factors include tran-
scripts (mRNAs), non-housekeeping proteins, growth factors, hormones, neurotrans-
mitters, and nutrients. As such, their expression is induced by extracellular signals, 
which, as we have shown in Chapter 1, are downstream elements of signal cascades 
starting in the CNS. Ecdysteroids and JH play crucial roles in expression of genes in 
nurse cells during embryogenesis and it is well known that these hormones are medi-
ators of the action of a number of neurohormones synthesized in the insect brain.

Carney and Bender (2000) reported that Drosophila nurse cells and follicle cells 
express the ecdysone receptors (EcR-A and EcR-B) throughout oogenesis, suggest-
ing that maternal ecdysone is active in these cells. When the activity of ecdysone in 
these cells is experimentally disrupted (e.g., in EcR mutant females), development of 
abnormal egg chambers and defects of oogenesis, including loss of vitellogenic egg 
stages, occurs (Carney and Bender, 2000).

The transport of maternal mRNAs from nurse cells into the oocyte begins in 
early stages of the oogenesis in the form of the so-called slow transport. A common 
microtubule complex extends from the posterior part of the oocyte to nurse cells. The 
complex serves as a scaffold on which maternal mRNAs are transported (Theurkauf 
et al., 1992) from nurse cells into the oocyte. After the “slow transport,” toward the 
end of Drosophila oogenesis (stages 10–12), begins the “fast transport” when the 
cytoplasmic mass of the nurse cell is forced into the oocyte (Figure 3.7).
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The apoptosis of insect nurse cells, far from a suicide constitutive event, is cen-
trally regulated by ecdysone (Soller et al., 1999), whose synthesis, needless to say, is 
cerebrally regulated by the neurohormone PTTH. In vertebrates as well, apoptosis is 
controlled by signal cascades originating in the CNS (see Section Neural Control of 
Apoptosis in Chapter 5).

At this juncture, the actin cytoskeleton of the nurse cell, an essential component 
of ring canals, forms actin bundles, extending from the oocyte cell membrane to the 
nuclear membrane of the nurse cell, making the later permeable and thus causing 
release of nuclear compounds and Ca2 in the cytoplasm. This causes nurse cells to 
contract and squeeze their cytoplasmic content into the oocyte as part of nurse cell 
apoptosis, or as a concurrent process (Cavaliere et al., 1998).

It is the ecdysone receptor–ultraspiracle (EcR–Usp) heterodimer that, by binding 
the promoter region of the caspase Dronc, regulates its expression and the beginning 
of the apoptotic process (Cakouros et al., 2004). Ecdysone, via caspase Dcp-1 (caspase 
Dronc in the histolytic processes during metamorphosis—Dorstyn et al., 1999; Figure 
3.8) controls the crucial process of formation of actin bundles and the squeezing of 
the cytoplasmic content of nurse cells (Buszczak and Cooley, 2000), thus leading to 
accumulation of thousands of types of maternal cytoplasmic factors into the oocyte. 
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Figure 3.7 Simplified diagram of the neural regulation of  the squeezing of nurse cell 
cytoplasm in the insect oocyte.
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The mechanism of the transport of bcd mRNA to the egg cell involves both micro-
tubules and the actin cytoskeleton. Actin seems to anchor microtubules of the ante-
rior cortex that localize bcd mRNA there but bcd mRNA molecules there seem to be 
nucleated by a local microtubule organizing center (MTOC). Additional bcd mRNA 
is transported to the oocyte during nurse cell dumping. Dynein transports bcd mRNA 
on microtubules (Weil et al., 2006, 2008), and bcd mRNA granules are uniformly dis-
persed as fine particles in the anterior cortex (Weil et al., 2005).

We do not know the particular mechanism of transcription of the bicoid in insects, 
but we know that, in experiments in other animals, its expression is hormonally stim-
ulated by E2 (Burz et al., 1998). We also know that Drosophila bicoid (as well as 
goosecoid and orthodenticle) belongs to the same family of homeobox genes with 
vertebrate genes pituitary homeobox 1 (Ptx1), Ptx2, and Ptx3 (Drouin et al., 1998). 
The vertebrate gene Ptx1, like Drosophila bicoid gene, is a transcription factor that 
activates gene transcription upon binding a sequence related to the Drosophila bicoid 
target sites (Lamonerie et al., 1996).

Another important maternal factor that is transported from Drosophila nurse cells 
to the oocyte during early oogenesis is gurken mRNA, which codes for a TGF-α-like 
protein. It is also transported to the posterior end of the oocyte via the microtubule 
skeleton. As a growth factor, its expression must be under control of extracellular 
signals (see Section Hormonal Control of Secreted Proteins and Growth Factors in 
Chapter 1). Indeed, expression (both transcription and translation) of gurken in nurse 
cells requires another growth factor, Vasa (Tomancak et al., 1998). In turn, expres-
sion of vasa mRNA in the ovary of the marine fish, Sparus aurata, is stimulated by 
the pituitary GH, by its combination with hypothalamic GnRH, as well as by E2 
(Cardinali et al., 2003). As we know, in vertebrates, all these steps, upstream the cas-
cade, lead to the CNS.

Neurohormonal Regulation of Length of Microtubules

Microtubules are dynamic structures assembled from tubulin proteins. Microtubules 
grow or shrink in response to the presence of specific molecules. The ability to regu-
late the length of microtubules and the morphology of the cytoskeleton makes the 
movement and specific localization of maternal factors in the oocyte possible.

In insects, the neuropeptide PTTH stimulates β-tubulin synthesis. In view of the 
role of tubulin composition in the structure of microtubules (Panda et al., 1994), con-
trolled secretion of tubulin may be involved in controlled modification of the cyto-
skeleton and the differential localization in the oocyte of maternal factors moving on 
the microtubule scaffold.

It is known that Ca2 induces changes in the structure and the length of microtu-
bules (Mäthger et al., 2003), an important component of the cytoskeleton. The neu-
rotransmitter Ach increases the level of Ca2 in cells, thus changing the length and 
structure of microtubules. It is noteworthy that catecholaminergic innervation is pres-
ent in the ovary and testes and that gonads, the ovary and testicles, have an intrinsic 
catecholaminergic local network of neuron-like cells (Mayerhofer et al., 1997).

A number of hormones are known to regulate (polymerize/depolymerize) the 
length of microtubules. Human GH induces polymerization of all tubulin isoforms 
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(Goh et al., 1998), and so do prolactin (Ravindra and Grosvenor, 1992), insulin, and 
EGF, etc.

It is experimentally demonstrated that the structure and function of microtubules 
may be modified by modifying the relative amounts of different tubulin isotypes 
(Panda et al., 1994), and it is observed that two α-tubulin isotypes have opposing 
effects on microtubule dynamics in vitro (Bode et al., 2003).

A number of proteins are involved in the process of regulation of microtubule struc-
ture and dynamics. The most intensively investigated group of these proteins is that 
of microtubule-associated proteins (MAPs), which bind microtubules and stabilize 
(polymerize) the cytoskeleton (e.g., MAPs, cadherin) or destabilize (depolymerize) it 
(stathmin (Op18, XKCM1), a kinesin-related protein (Walczak et al., 1996), etc.).

In Xenopus egg extracts, for instance, the microtubule dynamics is regulated 
“by a balance between a stabilizing factor, XMAP215, and a destabilizing factor, 
XKCM1” (Tournebize et al., 2000). The presence of XMAP310 decreases the micro-
tubule shrinkage twofold (Anderssen and Karsenti, 1997).

There is direct evidence that MAPs themselves are regulated by extracellular sig-
nals. Tumor necrosis factor (Vancompernolle et al., 2000) and c-AMP-linked agonists 
(Gradin et al., 1998), by hyperphosphorylating stathmin, turn off its microtubule-desta-
bilizing (depolymerizing) action. It is demonstrated that maturation-promoting factor 
p34cdc2/cyclin B complex exerts its control on starfish oocyte microtubule networks 
via MAPs (Ookata et al., 1993). Xenopus XMAP215 also associates with p34cdc2 
kinase and directs it to the microtubule cytoskeleton, thus acting as a regulator of the 
cytoskeleton structure (Charrasse et al., 2000). But MAPs can also perform the oppo-
site function, i.e., depolymerization (shortening) of microtubules when they are phos-
phorylated, by permitting the action of destabilizing proteins (Anderssen, 1998).

By regulating the structure and the length (polymerization/depolymerization) of 
microtubules, MAPs can control the localization of specific maternal factors in specific 
regions of the oocyte. A number of neural factors, neurohormones and neurotransmit-
ters, are known to influence the structure and binding of MAPs to microtubules and 
thus modify the microtubule network. So, for example, the hypothalamic neuropep-
tide GnRH (Drouva et al., 1998), neuropeptide VIP, as well as monamine neurotrans-
mitters, dopamine and noradrenaline, via their receptors, phosphorylate stathmin 
(Chneiweiss et al., 1992), thus facilitating its binding to microtubules and inducing 
their shortening (depolymerization; Rubin and Atweh, 2004; Figure 3.10).

The neurosteroid, dehydroepiandrosterone, binds to MAP2 in the brain (Laurine 
et al., 2003). Pregnenolone is another neurosteroid that binds to MAP2 and stimu-
lates polymerization and elongation of microtubules in neurons (Murakami et al., 
2000; Fontaine-Lenoir et al., 2006). Various hormones, as well, are known to modify 
the structure and length of microtubules. Testosterone inhibits depolymerization of 
tubulin molecules by directly targeting them, while E2 only modifies the polymer-
ization of microtubules (Kipp and Ramirez, 2003); progesterone withdrawal causes 
tubulin polymerization or elongation (Loizzi, 1985).

Human pituitary GH transiently increases polymerization of microtubules, thus 
modifying the microtubule network (Goh et al., 1998). The synthetic estrogen dieth-
ylstilbestrol also has a demonstrated microtubule-depolymerizing effect (Can and 
Semiz, 2000).
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To summarize, there is evidence that a number of hormones and neurotransmitters 
are involved in structural changes of microtubules. The fact that the transport of mater-
nal factors is accomplished via microtubules suggests that a mechanism that regulates 
the dynamic structure and length of these cytoskeleton structures may convey the nec-
essary information for the placement of maternal factors in strictly determined sites 
of the oocyte cytoplasm. The evidence presented in this subsection on the chemicals 
inducing changes in the structure and length of microtubules shows that a number of 
neuropeptides, neurotransmitters, and hormones are essentially involved in the process. 
Not only involvement of neurohormones and neurotransmitters but of hormones of 
the target endocrine glands (which are secreted in response to neural signals cascades 
via the hypothalamic–pituitary axis) as well suggests that the nervous system plays an 
important role in the dynamics of microtubules in the oocyte and, consequently, in the 
process of the ordered placement of maternal cytoplasmic factors in the oocyte.

In the above context, it is plausible to assume that the nervous system may have a 
similar function in determining the length of microtubules of the oocyte cytoskeleton 
and, consequently, being involved in the regulation of the transport of maternal fac-
tors to their destinations in the oocyte cytoplasm.

The Nervous System Manipulates the Length and Orientation of Microtubules

Is there evidence of neurally adaptive regulation of the microtubule patterns in meta-
zoans? The answer to this question may come from a brief examination of examples 
of adaptive body coloration and patterning of several fish and cephalopod species. 
The mechanism of the adaptive coloration in fish evolved more than 400 million 
years ago (Fujii, 2000).

A number of fish species can change their body color and pattern, in seconds and 
“at will,” to match the perceived color of their background, and some of them can 
even mimic the body colors and patterns of heterospecific fishes in order to avoid 
detection within their crowds. This is the case with several fishes, such as the neon 
tetra, Paracheirodon innesi, blue damselfish, Chrysiptera cyanea, the paradise whip-
tail, Pentapodus paradiseus, and several cephalopods.

The cells responsible for the adaptive change in body color in these fishes are iri-
dophores, pigmentless light-reflecting cells of the skin that contain piles of thin trans-
parent guanine platelets, which form multilayer reflectors. Any change in the length 
(increase or decrease) of microtubules between plates will produce a change in the 
color reflected by iridophores. The distance between guanine plates is determined by 
the length of microtubules that connect plates with each other (Kasukawa et al., 1987; 
Mäthger et al., 2003). It was found that neurotransmitters like noradrenaline shift the 
light reflected by iridophores toward longer wavelength, while Ach and noradrena-
line antagonists—such as adenosine—toward the shorter wavelength (Kasukawa 
et al., 1987; Mäthger et al., 2003). Mediators of changes in the distance between plate-
lets are neurotransmitter receptors. The shifts in the light wavelengths reflected by 
guanine platelets are determined by corresponding changes (increase and decrease) in 
the length of microtubules and, consequently, of the distance between reflecting plate-
lets (Kasukawa et al., 1987). Thus, the change in the length of interplate microtubules 
changes the wavelength and the color of light reflected by the skin. This “Venetian 



Epigenetic Principles of Evolution106

blind model” of adaptive color change, as a result of changed spacings between  
guanine plates, has recently been quantitatively verified (Yoshioka et al., 2011). This 
instantaneous change of body color is not instinctive in the classical meaning of the 
word, i.e., it does not result from any “fixed action pattern”; far from a standard indi-
visible response, it implies practically an infinite number of responses, i.e., an abil-
ity to change its body color in a multitude of variants so that it matches the perceived  
background or body color and patterns of other animals.

How do animals translate the perceived color and pattern into their own body 
color and pattern? How do they verify whether the induced change matches the per-
ception? While the neurobiological mechanism of the processing of these stimuli and 
their “translation” in the brain is still a black box, we know the neural pathway that 
leads to this form of astonishing adaptive pigmentless coloration.

The visual input from the retina is transmitted via the optic nerve to the CNS, 
where its processing results in an adaptive neural response that determines the adap-
tive coloration of the fish. The CNS selects the adaptive response with the sympa-
thetic nervous system being the mediator of the adaptive changes of skin color (Goda 
and Fujii, 1998). Severance of the sympathetic nerves causes elimination of the chro-
matic effects of chromatophores in general, leading to darkening of the skin (which 
also results from depressed activity of the sympathetic activity) that is interpreted as 
an effect of the parasympathetic system on chromatophores (Fujii, 2000).

The adaptive changes in the distance between plates are controlled and regulated 
by the local sympathetic innervation which releases locally noradrenaline. Another 
neurotransmitter, Ach, is responsible for the control of iridophores’ activity in the 
squid Alloteuthis subulata (Hanlon et al., 1990; Mäthger et al., 2004). 

Other Modes of Neural Control of Deposition of Parental Epigenetic 
Information in Vertebrate Eggs

Neural Regulation by Modifying Maternal Hormone Level

Maternal plasma level of testosterone in the canary (Serinus canaria) progressively 
increases in the yolk of the consecutively laid eggs: the later-laid eggs have higher 
testosterone concentration in the yolk than first-laid eggs. Higher concentrations 
of maternal yolk testosterone (also experimental injection of testosterone) not only 
increase the viability of the offspring but also increase the mass of the hatching mus-
cle (musculus complexus), making thus possible an earlier hatching and effectiveness 
of begging for parentally delivered food (Lipar and Ketterson, 2000).

Increased yolk testosterone in successively laid eggs is an adaptive maternal invest-
ment that compensates for the disadvantaged later-hatched nestlings and represents

… a mechanism which communicates environmental conditions from the mother to 
the offspring, and this mechanism serves to optimize reproduction and/or modify  
offspring traits.

Schwabl (1996)

The amount of maternal testosterone and androstenedione (a precursor of testos-
terone) also increases with the order of laying in the eggs of American kestrel (Falco 
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sparverius) what has been suggested to be a form of “parental favoritism” (Sockman 
and Schwabl, 2000) because higher concentrations of testosterone in yolk enhance 
the survival rate and fitness of the offspring (Pilz et al., 2004).

A similar variation in relation to the laying sequence of eggs is also observed for 
estrogens: the concentration of E2 in the eggs decreases with the laying sequence 
(Williams et al., 2005).

In many birds, the yolk concentration of testosterone is regulated by the pitu-
itary prolactin (Sockman et al., 2001). In turn, prolactin synthesis is cerebrally 
stimulated by a hypothalamic-releasing hormone according to the following signal 
cascade:

Signals generated by the processing of internal and external stimuli in the birds’ 
CNS → prolactin-releasing peptide secreted by neurons of the nucleus of the solitary 
tract → hypothalamic secretion of prolactin-releasing factor (PRF)/prolactin-releasing 
inhibiting factor → pituitary prolactin.

In turkeys, prolactin synthesis is also induced by the hypothalamic neurohor-
mone, VIP , which is the avian PRF (Kang et al., 2004).

A threefold increase in the prolactin level occurs in domestic ducks during egg lay-
ing, which doubles and then remains steady during the incubation period, but falls dra-
matically after hatching. The increase in the level of prolactin is neurally determined 
and is related to the tactile stimulation of the bird by her own eggs as it is proven by 
the fact that anesthesia of incubation patches sharply decreases the hormone level (Hall 
and Goldsmith, 1983). In viviparous animals, such as mammals, cerebrally regulated 
maternal signals (hormones) pass through placenta and essentially influence the course 
of early development (Das et al., 1994).

In a number of studies, it has been determined that in birds, sex steroid hormones 
involved in the embryonic development are not produced by the embryo only, but 
many of them are of maternal origin (Schwabl, 1993).

In response to various stress conditions (hunger, diseases, presence of predators, 
etc.), the CNS, via the hypothalamus–pituitary–adrenal (HPA) axis induces a rise in 
the level of corticosterone in blood (corticotropin-releasing hormone → corticotropin 
→ corticosterone). This is the case with the Japanese quail (Coturnix coturnix japon-
ica) where the rise in the blood corticosterone level leads to a proportional increase of 
the hormone content in the egg yolk. This is considered to be an adaptive response for 
maximizing the reproductive success under the unfavorable conditions, by producing 
offspring that grow more slowly and show higher activity of the HPA axis (Hayward 
and Wingfield, 2004).

Thus, by regulating the temporal patterns of concentration of testosterone in the 
blood, birds are capable of differentially depositing testosterone in eggs of the same 
clutch according to the order in which eggs are laid. This differential deposition of 
maternal factors is adaptive and is neurally regulated, via the HPO axis.

Neural Regulation by Differential Uptake from the Blood

Differential uptake of maternal factors from the blood is a function of a specialized 
selective mechanism, which, as explained in the section of the receptor-mediated 
endocytosis, is under neural control.



Epigenetic Principles of Evolution108

Leghorn chickens (Gallus gallus domesticus) determine the amount of testos-
terone they deposit in eggs according to their social rank. Dominant females have 
higher maternal capacities (e.g., body mass, egg mass) than subdominant ones. As 
the reproductive success of males is more variable than that of females, dominant 
mothers allocate more testosterone to male-producing eggs, while subdominant 
chickens invest more in female eggs (Muller et al., 2002).

Female zebra finches mated with attractive males deposit maternal hormones, 
testosterone and 5α-dihydrotestosterone, in increasing amounts in successively laid 
eggs, leading to the production of offspring of increased survivorship or fitness (Gil 
et al., 1999).

Females of the Chinese quail Coturnix chinensis paired with males that have more 
sexual ornaments lay larger eggs than those mated with males with fewer sexual 
ornaments (Uller et al., 2005).

Female canaries (Serinus canaria), when exposed to attractive song repertoires, 
deposit greater amounts of testosterone than when exposed to unattractive repertoires 
(Gil et al., 2004; Tanvez et al., 2004). In the interpretation of the investigators

this implies that song repertoires convey important information about the reproduc-
tive value of a given male. 

Gil et al. (2004)

There is no other imaginable way for song repertoires of birds to convey to the 
offspring information of any type, besides via the neural pathways starting in the 
CNS.

The collared flycatcher, Ficedula albicollis, provides more testosterone to eggs 
when mates with younger males (Michl et al., 2005) and female mallards (Anas plat-
yrhynchos) produce larger eggs after copulating with preferred males, and smaller 
eggs with less-preferred males (Cunningham and Russell, 2000).

These results have been conventionally explained with “good-gene” hypotheses, 
which, by taking for granted that more attractive males are genetically superior, pre-
dicts that their offspring as well would be beneficiary of the good paternal heritage. 
But this prediction has been rejected by the analysis of the experimental results, 
which led investigators to the conclusion that their experiments show no effect of the 
father on the condition of the offspring (Cunningham and Russell, 2000).

Similar phenomena are also observed in fish. Female Banggai cardinal fish pro-
duce heavier eggs, and presumably better offspring, when paired with bigger pre-
ferred males (Kolm, 2001).

Females of the zebra finch, Taeniopygia guttata, invest differentially in the egg 
mass, proportionally to the attractiveness of the male mate. Moreover, the offspring 
traits that were measured in experiments varied in accordance with that differential 
investment:

The father’s attractiveness, via maternal effects, influences several aspects of off-
spring development. 

Gilbert et al. (2006)
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The amount of the maternal testosterone in hatchling tree lizards (Urosaurus 
ornatus) determines the proportion of males that develop as orange- or blue-throated 
morphs, and “these naturally occurring phenotypes, differ in territoriality, aggres-
siveness, and body size” (Ketterson and Nolan, 1999).

In the bonnethead shark, Sphyrna tiburo, the egg yolk concentrations of estrogen 
and progesterone are higher, and testosterone is lower, than the level of these hormones 
in the blood (Manire et al., 2004). Differences between the blood levels and concentra-
tion of estrogens in the egg yolk have also been observed in other studies (Williams 
et al., 2004). For example, it is reported that in the green anole (Anolis carolinensis), a 
lizard with genotypic sex determination, yolk testosterone (T) level is higher in male-
producing eggs than in female-producing ones (Lovern and Wade, 2003a,b).

No explanation has been presented on how the mother figures out and accomplishes 
this biased allocation of the hormones in male- and female-producing eggs. Performing 
this differential allocation clearly requires epigenetic information, on “What?”, 
“Where?”, and “How much?” of sex hormones to provide to each egg, as well as 
instructions for activating appropriate executing mechanisms. The fact that differen-
tial uptake of gonadal hormones in the oocyte in examples presented in this subsection 
is related to, and triggered by, the visual and acoustic perception and assessment of 
characters (e.g., size, attractiveness, social rank, and song repertoire) of mates clearly 
indicates that the epigenetic information for activating respective signal cascades/gene 
regulatory networks of the differential uptake originates in the CNS.

Regulation Through Sex-Biased Egg Laying

Another way of differential deposition of maternal factors in eggs has been recently 
observed in finches. While the mother modulates the level of steroids in blood, it 
simultaneously exhibits a sex-biased egg-laying order, thus leading to their differen-
tial sex-specific allocation in eggs.

A very young, 36-year-old population of house finches (Carpodacus mexicanus) 
in Montana, at the northern limit of species’ range, exhibits maternally determined 
sex-specific ovulation sequence: about 90% of the first-laid eggs are females, and 
about 80% of the second-laid eggs are males. This differential ovulation according 
to the sex was not observed in house finches of the same species in the southern 
extreme of the range, in Arizona. Differences between the two northern and southern 
populations of house finches were observed also in the temporally differential alloca-
tion of yolk in Montana but not Arizona (Badyaev et al., 2006). Let us remember that 
ovulation in vertebrates is under strict neurohormonal control.

Regulation via Intercellular Communication Channels

Maternal cytoplasmic factors with low molecular weight may be transported from 
follicle cells to the oocyte via gap junctions. Empirical evidence shows that forma-
tion of gap junctions, far from a random process, is an orderly information-requiring 
process of communication between cells.

Gap junctions may be required for mediating hormonal responses. The channel 
of the gap junctions consists of two connexons formed of six connexin molecules. 
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Several hormones and growth factors are known to regulate connexin-43 and/or gap 
junctions: parathyroid hormone in osteoblasts (Schiller et al., 1992, 1997), growth fac-
tors, TGF-β (Chiba et al., 1994), FGF5, and FGF9 in cultured astroglial cells (Reuss 
et al., 2000), and platelet-derived growth factor in mesangial cells (Yao et al., 2000).

Khan-Dawood et al. (1998) have demonstrated the neuroendocrine control of 
the formation of gap junctions in the case of baboon corpus luteum. The two main 
cell types secreting progesterone in human and baboon corpora lutea form several 
types of junctions, including gap junctions, which allow communication between 
cells only when connexins are phosphorylated. The pituitary LH and hypothalamic 
neurohormone GnRH agonists stimulate phosphorylation or dephosphorylation of 
connexin-43, depending on the time of their administration. A number of endocrine 
factors, such as the LH and hCG, as well as paracrine/autocrine hormones, such as 
oxytocin, E2, and progesterone, control the expression and phosphorylation of con-
nexin-43 and, consequently, the formation of gap junctions between the two cell 
types, LH/hCG responsive cells and LH/hCG nonresponsive cells in the primate cor-
pus luteum (Khan-Dawood et al., 1998). The hCG also regulates gap junction chan-
nels of Leydig cells in rats by redistributing connexin-43 to the periphery of those 
cells and stimulates steroidogenesis in them (You et al., 2000).

In view of the cerebral control of the secretion of these hormones via the HPO 
axis, the evidence on hormonal regulation of the formation of gap junctions implies 
neural regulation of those channels of intercellular communication through which 
follicle cells and nurse cells in vertebrates provide the oocyte with maternal cytoplas-
mic factors to the oocyte.

Role of the Ovarian Innervation in the Ovarian Function

From the view of the role of the CNS in the physiology of gonads, a recent study on 
the sensory innervation of the OT in the snail Helix aspersa (Figure 3.5) is very illumi-
nating. The brain of the snail consists of ~40,000 neurons, but, as already mentioned, 
the OT branch of the intestinal nerve alone, which innervates the OT, contains 3,025 
axon profiles representing almost 8% of the total number of the brain neurons. This by 
far exceeds that expected from the size of the nerve (Antkowiak and Chase, 2003).

To sense the stretch resulting from the growth of oocytes is a task that would only 
need a few neurons, rather than thousands of them. There is a clear threshold of 87 
mature oocytes accumulated in the gonad, which marks a ~10-fold increase in affer-
ent electrical spikes, and a correspondingly higher efferent spike rate, and the begin-
ning of oviposition. The clear correlation between the afferent activity of the OT 
innervation and the efferent response from the CNS indicates that this innervation is 
of the sensory type (stretch sensors for monitoring the oocyte growth), but other evi-
dence suggests that it might also have motor functions (Antkowiak and Chase, 2003) 
for oviposition in this snail species.

The endocrine function of the ovary has generally been considered to be under 
control of the CNS via the hypothalamic–pituitary axis, where the secretion of 
androgens and estrogens is regulated by the pituitary FSH, LH, prolactin, and 
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corticotropin. However, it appears that, important as it is for the reproductive func-
tion, the neurohormonal control would be insufficient for the regulation of the com-
plex process of production and deposition of maternal factors in the oocyte. A closer, 
immediate monitoring of the process of deposition of parental factors seems to be 
a sine qua non. Indeed, in vertebrates, innervation by the SON, ovarian plexus, and 
vagus nerve form a dense network of nerve fibers coming into close contact with fol-
licle cells of the theca externa and theca interna surrounding the Graaf follicle. It is 
acknowledged that the ovarian innervation plays important role in the physiology of 
this organ (Aguado, 2002). Besides, a local network of intrinsic neurons and innerva-
tion has been discovered in the ovary (D’Albora et al., 2002).

Viral transneuronal tracing studies have shown that extrinsic ovarian innerva-
tion and the network of intrinsic ovarian neurons, besides the spinal cord (e.g., IML 
cell column, dorsal horn) are connected, via multisynaptic neuronal pathways, with 
most different regions of the brain (various structures of the brain stem, pons, mesen-
cephalon, telencephalon, diencephalon, especially hypothalamic structures; Gerendai 
et al., 1998, 2002). These multisynaptic connections are necessary for continually 
monitoring the physiological status of the ovary, Graaf follicle, and oocyte and prob-
ably for the efferent CNS output for controlling and coordinating the activity of  
various cell types for the development of the oocyte.

Secretion of ovarian hormones is under parallel local control of a second mecha-
nism from the CNS, via vagus and SON. Involved in this mechanism are nervous 
fibers descending from the hypothalamus to the spinal cord, sympathetic and vagal 
preganglionic neurons, as well as sympathetic neurons in para- and prevertebral gan-
glia (De Bortoli et al., 1998), which influence the peripheral neurons of the auto-
nomic system. Electrical stimulation of a number of brain centers (ventromedial 
hypothalamus and medial basal prechiasmatic area), even in absence of FSH, LH, 
and ACTH (hypophysectomized and adrenalectomized animals) stimulates sig-
nificant increase of plasma E2 and progesterone in the contralateral ovarian venous 
blood. Ovarian denervation blocks estrogen secretion induced by stimulating the 
medial basal prechiasmatic area. The surprising differences observed in the secretion 
of ovarian hormones and functions in left and right ovaries are also explained with 
differences observed in the neurotransmitters released by innervation of the left and 
right ovaries, which modulate effects of pituitary gonadotropins (Cruz et al., 2006).

Granulosa cells in the ovary (Mayerhofer et al., 2003, 2006) and epithelial ovidu-
cal cells in pregnant pigs (Steffl et al., 2006) are endocrine nonneuronal cells secret-
ing the neurotransmitter Ach, but it is again a central neural mechanism that, via the 
hypothalamic–pituitary axis, with the FSH as proximate inducer, stimulates secre-
tion of this “cyto-transmitter” and ensuing growth of the ovarian follicle (Mayerhofer 
et al., 2006).

Paternal Cytoplasmic Factors in the Sperm Cell

In the process of transformation of spermatids into spermatozoa, most of the cyto-
plasm is lost, and this was considered to exclude the possibility that spermatozoa 
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could contribute to the zygote epigenetic information in the form of paternal mRNAs 
and other factors. Since the mid-1990s, however, evidence has been accumulating on 
the presence of paternal mRNAs in the relatively small volume of sperm cell cyto-
plasm (Kramer and Krawetz, 1997). In a recent study, it was shown that the human 
sperm cell contains more than 2,500 paternal mRNA types, some of which represent 
important messages for the early development. From that large repertoire of pater-
nal (spermatozoal) mRNAs, 10 were found to lack in the egg cell (Ostermeier et al., 
2002).

The sperm cell is in possession of a developed endocytic apparatus for taking up 
paternal mRNAs, proteins, etc. from its maternal environment (Qiao et al., 2004). 
Among the mRNAs that spermatozoa contribute to the zygote are c-Myc mRNA (a 
transcription factor), β-actin mRNA, estrogen receptor mRNA, as well as mRNAs 
for N-cadherin, integrins, aromatase, nitric oxide synthase, etc. (Miller et al., 2005). 
Recently, evidence has been presented of “a surprising degree of paternal control” 
(Wagner et al., 2004) of the early embryonic development.

It is noteworthy that thin peptidergic nerve fibers in the testes of the fish 
Oreochromis niloticus reach steroid-producing Leydig cells and lobules containing 
cysts of spermatogenic cells (Nakamura and Nagahama, 1995).This fact suggests the 
existence of a binary neural control (via the hypothalamus–pituitary axis and via the 
local innervation of testicles) of spermiogenesis in this species.

Neural Control of Gene Imprinting

An imprinted gene is one that is expressed by only one of the two zygotic alleles. 
This results from the fact that one of the parents provides the zygote with a meth-
ylated, untranscribable allele. Depending on the species, the number of imprinted 
genes is believed to vary from 30 to 200. A typical example of imprinted genes in 
several animal species, including humans, for instance, is the IGF-2, expressed by 
the maternal allele only and its receptor, IGF-2r, that is expressed by the paternal 
allele only.

Methylation of the DNA is function of specific DNA methyltransferases. 
Methyltransferases are themselves regulated by extracellular signals, glucocor-
ticoid hormones and synthetic glucocorticoids, such as dexamethazone (Biswas 
et al., 1999). Glucocorticoids now are considered to be indispensable for the expres-
sion of methyltransferases (Laborie et al., 2003). In rats, for example, glucocorticoid 
hormones specifically induce phenylethanolamine N-methyltransferase, and this 
specificity is related to the presence of two glucocorticoid response elements in the 
promoter region of the gene for the enzyme (Tai et al., 2002). Needless to say, the 
synthesis of glucocorticoids is the terminal step of a signal cascade originating in  
the CNS, along the HPA axis.

Another inducer of the gene for methyltransferase is a transcription factor, the 
early growth response protein-1 (Egr-1; Ebert et al., 1994). In turn, transcription of 
the Egr-1 is cerebrally regulated by hypothalamic GnRH (Duan et al., 2002) and by 
glucocorticoids (Ebert et al., 1994). In granulosa cells of the rodent ovary, Egr-1 is 
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induced by the pituitary FSH (Russell et al., 2003). Hypoxic stress also induces syn-
thesis of Egr-1 and the methyltransferase (Wong et al., 1992). Induction of the meth-
yltransferase genes by the neural crest cell factor, AP-2, is also made possible by a 
glucocorticoid-dependent mechanism (Ebert et al., 1998).

A further confirmation of the crucial role of the CNS in regulation of the methy-
ltransferase synthesis, and consequently of gene imprinting, via the HPA axis, comes 
from the observation that hypophysectomy causes a drastic loss of methyltransferase 
activity (Burke et al., 1983; Pegg and Wiest, 1983).

Epigenetic modification of DNA and nuclear histones in general enables “dif-
ferential access to the underlying genetic information” and provides an alternative 
inheritance system (Richards, 2006).

Summarizing the above evidence: the synthesis of methyltransferases that are 
responsible for gene imprinting in vertebrates is under the neural control via the 
hypothalamic–pituitary–adrenal/gonadal axes.

Despite the impressive progress in understanding the mechanisms of gene 
imprinting, the key process of how the organism chooses the sites of DNA meth-
ylation/demethylation and histone acetylation/deacetylation is not clear. This is an 
information-requiring process, and the only way of obtaining empirical evidence 
on the possible source of that information is to examine proximate causes of these 
changes and trace back the possible causal chain. Preliminary evidence shows that 
these changes in epigenetic structures (methylated DNA and acetylated/deacety-
lated histones) of metazoans represent effects of causal chains starting in the nervous 
system.

Let us illustrate this with only two clear examples of DNA demethylation and his-
tone acetylation. The electrical activity arising in response to stress in hippocampal 
neurons (or photic stimuli in neurons of the SCN in hypothalamus) induces expres-
sion of the stress response gene Gadd45b (growth arrest and DNA damage–inducible 
protein-45-β), a neural activity-induced early gene, which by demethylating specific 
promoters in DNA, induces expression of genes for neurogenesis (Ma, 2009; Wu and 
Sun, 2009). Thus, neural activity, via Gadd45b, causes DNA demethylation in hip-
pocampal and SCN neurons (Ma, 2009). The causal chain from stressful stimuli to 
DNA demethylation and epigenetic modification of genes looks as follows:

Stressful stimulus → Processing of the stimulus in the stress neurocircuitry → 
induction of Gadd45b → Gadd45b synthesis → DNA demethylation → Expression 
of neurogenesis genes.

The pituitary FSH, by binding its membrane receptor in ovarian granulosa cells, 
activates a signal cascade that leads to phosphorylation and acetylation of histone 
H3 and thus to transcription of FSH-responsive genes necessary for granulosa cell 
differentiation (Salvador et al., 2001). The causal chain of events from the CNS to 
acetylation of H3 and expression of FSH-responsive genes in ovarian granulosa cells 
is diagrammatically presented in Figure 3.11.

Due to the neural origin of the information for changes in epigenetic structures 
(methylated DNA and acetylated histones), I have avoided a full description of these 
changes in this work.
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Epigenetic Control of Early 
Development
Unlike unicellulars, metazoans do not produce copies of themselves. They simply 
provide gametes with information for building the Bauplan and the CNS at 
the phylotypic stage, when the embryo becomes competent of generating the 
information for individual development up to adulthood.

Early embryonic development in metazoans is regulated by epigenetic information 
that is parentally provided to gametes (egg and sperm cells) in the form of parental 
cytoplasmic factors. Initially by their own activities, and later on by determining the 
temporal order and the spatial patterning of expression of zygotic genes, these fac-
tors determine cell divisions, establishment of body axes, formation of the embry-
onic layers, and gastrulation, culminating at the phylotypic stage with formation of 
the operational central nervous system (CNS) and the resulting integrated control 
system (ICS). Thus, the epigenetic program put in the zygote is an interim develop-
mental program for early embryonic development, until the phylotypic stage, when 
the embryonic CNS is operational and takes over the individual development. It 
bridges the physical gap between the parental and embryonic CNSs.

The absence of that epigenetic information is the reason why somatic cells cannot 
develop into an organism of their kinds in the way an egg (in parthenogenetic organ-
isms) or a zygote does, even though all of them are in possession of the complete 
species-specific genetic information.

Earlier I have argued and presented supporting evidence that the synthesis of 
maternal cytoplasmic factors and their placement in the egg cell by the follicle and/
or nurse cells, via the active uptake by the oocyte from the intercellular environment, 
takes place under the control of the ICS. Now I will attempt to prove that the epigen-
etic information (parental cytoplasmic factors) determines the early individual devel-
opment up to the phylotypic stage.

Epigenetic Control of Formation of Primordial Germ Cells and 
Formation of Zygote

Among the first differentiated cells that form in embryos are primordial germ cells 
(PGCs). Their fate as gamete precursors is epigenetically determined by maternal 
factor(s) (Weidinger et al., 2003). In most species studied so far, a maternal factor, 
vasa mRNA, deposited in the vegetal pole of the egg is the most important factor for 
differentiation of gametes (PGCs) during the early development. In Drosophila, it is 
involved in formation of the pole plasm at the posterior tip of the oocyte (Tomancak 
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find their way to the target site by binding their receptor, the specific ligand, che-
mokine stromal cell-derived factor-1 (SDF-1). This almost universal ligand of cell 
migration is a downstream element of signal cascades originating in the CNS. At the 
level of hormonal control, recently it has been demonstrated that 17-β-estradiol, via 
its nuclear receptor, induces expression of the gene coding for SDF-1 (Coser et al., 
2003; Hall and Korach, 2003), and the latter is a direct target of that hormone (Hall 
and Korach, 2003). A downregulator of the SDF-1 is transforming growth factor-β1 
(TGF-β1), which inhibits transcription of the sdf-1 gene in the bone marrow stromal 
cells, thus affecting their migration and adhesion ability (Wright et al., 2003).

Chick and mouse PGCs use a different way of reaching their target sites; they 
use the blood flow as a transport vehicle and leave the blood vessels at specific sites 
where they sense the presence of the chemoattractant SDF-1α and, passing through 
the blood vessels’ walls, they follow the chemokine to find their way to the genital 
ridge (Stebler et al., 2004).

By experimentally inhibiting the normal pattern of SDF-1 expression and by sup-
plying SDF-1 to sites where it normally is absent, changes in the direction of migra-
tion are induced so that PGCs reach ectopic sites of the SDF-1 sources (Doitsidou 
et al., 2002; Stebler et al., 2004). On arrival in the genital ridge, the PGC popula-
tion proliferates under the influence of fibroblast growth factors (FGFs) (Kawase 
et al., 2004) and TGF-β1, but these processes are regulated by a balanced prolifera-
tion/programmed cell death or apoptosis (Tres et al., 2004).

Epigenetic Control of Early Development in Insects

In Drosophila, like in insects in general, the early embryonic development is epigeneti-
cally determined by parental cytoplasmic factors. Cell division during the cleavage is 
regulated by maternal cyclins and the maternal String proteins, whose transcripts are 
present in the zygote and are among the earliest mRNAs to be translated.

Because of the uniform distribution of these factors, the early cycles of nuclear 
divisions are uniformly executed but no cell divisions occur. The resulting naked 
nuclei move to the outer edge of the embryo, thus leading to formation of a syncy-
tial blastoderm. This lasts until the 14th cell cycle, when normal cell divisions begin 
to occur and the syncytial blastoderm is transformed into a cellularized blastoderm. 
This change is related to the fact that, at this point in time, the maternal reserve of 
the String protein is exhausted, and differential expression of the gene for the String 
protein in various parts of the embryo begins.

After the 17th or 18th cycle, cells in the epidermis and mesoderm stop dividing, and 
differentiate. This cessation of proliferation is caused by the exhaustion of maternal 
cyclin E, originally laid down in the egg, which is required for progression through 
the cell cycle. 

(Wolpert et al., 1998)

In insects, the anterior–posterior axis is established by the combined action of 
three systems of maternal cytoplasmic factors placed in the egg by nurse cells: the 
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bicoid mRNA in the anterior part of the egg cell, nanos mRNA and caudal mRNA 
in the posterior, and the hunchback mRNA initiate a transcription sequence of genes 
gap-pair-rule-engrailed homeotic. In Drosophila, these genes are expressed in phase 
with the gene for the neurotransmitter serotonin and serotonin receptor in character-
istic stripes pattern (Colas et al., 1995).

Maternal cytoplasmic factors also induce the synthesis of neurotransmitters, which 
are among the first products of zygotic gene activity in the early stages of embryonic 
development (Shmukler et al., 1999). A serotonin receptor gene and the serotonin 
gene are intensely expressed at 3 h (cell blastoderm stage) of Drosophila embryogen-
esis. Their expression is organized in a seven-stripe pattern of the blastoderm stage 
and in phase with the pair-rule gene fushi-tarazu (Colas et al., 1995). Application of 
serotonin antagonists causes a transient regression of the first cleavage furrow in sea 
urchin embryos, suggesting a morphogenic role of the neurotransmitter in the early 
embryonic development (Shmukler et al., 1999).

Maternal signals determine a peak of expression of the neurotransmitter sero-
tonin and its receptors in Drosophila, which is coincident with the onset of the germ 
band extension (corresponding to the phylotypic stage). How important that peak of 
serotonin is for the normal gastrulation is shown by the fact that mutant Drosophila 
embryos that fail to reach that peak do not develop proper germ band extension and 
die with a cuticular organization that is characteristic of embryos that do not express 
the serotonin receptor (Colas et al., 1999).

Early during the phylotypic stage, the incipient CNS is involved in patterning of 
neighboring embryonic mesoderm and underlying ectoderm and in determining their 
cell fates. Among the inductive effects of the CNS midline cells is the formation 
of somatic muscles from mesodermal progenitors (Lüer et al., 1997). Cells of the 
ventral midline region of the Drosophila CNS, and probably of other regions of the 
CNS, play a central inductive role in patterning the mesoderm as well as the underly-
ing ectoderm (Lüer et al., 1997).

Drosophila CNS midline cells secrete Spitz, which induces the synthesis of the 
epidermal growth factor (EGF) receptor in the neighboring ventral ectoderm, thus 
determining different fates for cells of the ventral ectoderm (Golembo et al., 1996; 
Zhou et al., 1997).

Epigenetic Control of Early Development in Vertebrates

The dorsal side of the embryo is established opposite of where the sperm cell enters 
the egg cell. β-Catenin, a maternal transcription factor, and other maternal cytoplas-
mic factors such as mRNAs for Vg1, Xwnt11, Noggin, and Activin, are accumu-
lated in the dorsal side of the developing embryo, as a result of the cortical rotation. 
The first divisions of the zygote are stimulated by the synthesis of the cyclin protein 
Cdc6 by the maternal Cdc6 mRNA that is stored in the egg cell during the matura-
tion of the oocyte shortly after the germinal vesicle breakdown. The maternal Cdc6 
mRNA makes possible the replication of zygotic chromosomes by activating the 
minichromosome maintenance helicase complex (Lemaitre et al., 2002).
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On each cell division, cyclins are destroyed and new cyclins are synthesized from 
the reserve of maternal cyclin mRNAs. They combine with a cyclin-dependent kinase to 
form the maturation promoting factor (MPF), a phosphoprotein that is responsible for 
cell division since the early stages of the embryonic development. When treated with 
MPF complex, the cleaved cells arrested in S phase resume their mitotic cycle (Gilbert, 
1997). In this context, one must remember that MPF is an active form of the pre-MPF, 
which, in turn, is induced by progesterone (Murray and Kirshner, 1989).

By the 14th cycle of cell divisions, the reserve of maternal cyclin mRNA and 
the String, a protein phosphatase, are exhausted. The zygotically coded String pro-
tein (cdc25 phosphatase) is rhythmically translated to phosphorylate the pre-MPF 
and transform it into active MPF, just before the mitotic cell division. The zygotic 
string gene will be differentially expressed, only in the cells that have inherited tran-
scription factors of the gap, pair ruled, and other early-patterning genes, which are 
expressed in phase with the gene for the neurotransmitter serotonin and serotonin 
receptor in characteristic stripes pattern. This, ultimately, explains the fact that some 
parts of the embryo (those that express the string) will grow faster than others.

Expression of various types of retinoic acid (RA) receptors in the inner cell mass 
and trophoectoderm of blastocysts suggests that maternal RA is likely to directly 
regulate gene expression during preimplantation development (Mohan et al., 2001) 
of bovine embryos. In experiments on murine embryos during the latter stages of 
organogenesis, it is demonstrated that excess RA causes phagocytosis of the migrat-
ing neural crest cells, leading to craniofacial malformations (Yasuda et al., 1989).

In some species, RA is present as maternal factor in the egg cytoplasm, and during  
the early gastrulation in mammals the main site of RA synthesis may be the meso-
derm adjacent to the node and primitive streak (Niederreither et al., 1997). Later in 
the mouse embryogenesis (E11), RA is produced in an endocrine way in the incipient 
adrenal gland. RA penetrates cell membrane and binds to its specific nuclear recep-
tors with which it forms complexes that act as transcription factors. RA may coop-
erate with growth factors to provide positional information (Cho and De Robertis, 
1990; Langston et al., 1997). It has also been suggested that TGF-β may be a mediator 
of the stimulating effect of RA on cell differentiation (Danielpour, 1996).

Regulatory functions of RA are chiefly related to its ability to regulate expression 
of Hox genes, which have retinoic acid response elements (RARE) in their enhancers 
(Langston et al., 1997). RA is a common immediate regulator of the activity of almost 
all of the known homeotic genes, since the earliest stages of the embryonic develop-
ment and during the postnatal development in metazoans (Conlon, 1995; De Luca 
and Ross, 1996; Marshall et al., 1996; Clagett-Dame and Plum, 1997; Cupp et al., 
1999; Malpel et al., 2000). By regulating expression of the Hox genes, RA is crucially 
involved in establishing the anterior–posterior axis during gastrulation in vertebrates.

Administration of RA in mouse embryos causes anterior Hox genes to be 
expressed more posteriorly, and posterior Hox genes to be expressed in more anterior 
segments.

Vitamin A (RA precursor) deficiency causes early death of quail embryos but 
administration of retinoids to those bird embryos up to the five-somite stage (not later) 
rescues embryonic development, suggesting the existence of a narrow developmental 
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window in early development during which presence of retinoids is necessary for the 
embryonic development (Kostetskii et al., 1998; Knezevic and Mackem, 2001). Based 
on the facts that the hormone RA synergistically induces expression of Hox genes in 
the blastoderm cell culture and that exogenous RA mimics the effects of hypoblast 
rotation on primitive streak extension, Knezevic and Mackem (2001) suggest that RA 
(maternal and/or embryonic—N.C.) plays some role in the development of the pregas-
trula embryo.

Epigenetic Control of Early Development in Mammals

Like other metazoan groups, the early embryonic development in mammals is under 
control of parental epigenetic information (parental cytoplasmic factors, imprinted 
genes, and probably other factors).

The close contact of the developing embryo with the mother and the maternal 
dependence of the embryonic development in these animals led to some specific fea-
tures of the maternal control of early development in this group. One of the most vis-
ible features of the maternal control in mammals is the comparably early termination 
of the role of maternal cytoplasmic factors provided with the egg cell in mammalian 
embryos (Gilbert, 2000).

In mice, the embryonic genome is active from the two-cell stage (Piko and Clegg, 
1982) and in rabbits transcription of zygotic genes starts from the one-cell stage 
(Brunet-Simon et al., 2001), whereas in the clawed frog, Xenopus laevis, expression 
of the zygotic genes first starts in the 5,000-cell embryo. In other mammals, how-
ever, the transition to zygotic gene expression takes place after several cell cycles 
(Henrion et al., 2000).

The physical continuity of the mother and the developing embryo makes it pos-
sible for mammals to depend less on the deposition of maternal factors and rely 
more on direct maternal control, via the neuroendocrine system, a “real time” control 
and regulation of the embryonic development. Maternal hormones, growth factors, 
and other secreted proteins that reach the embryo transplacentally are essentially 
involved in mammal embryogenesis from its beginning.

Implantation involves interactions between the endometrium and blastocyst. 
Endometrial secretions are considered to be regulators of implantation and placenta-
tion. Among the early-secreted maternal proteins that are involved in the implanta-
tion of the blastocyst, during the “implantation window” in mammals, are growth 
factors, cytokines and Hox genes.

Numerous growth factors are specifically expressed in the maternal reproductive 
tract (Hardy and Spanos, 2002). In preparation for implantation of the blastocyst, at 
the site of blastocyst attachment to the endometrium, the latter expresses 22 genes for 
growth factors (Paria et al., 2001). EGF induces expression of its receptor, EGFR, in 
the mouse eight-cell stage blastocyst (Kim et al., 1999). EGFR is expressed in oviducal 
and endometrial membranes of pregnant pigs during the preimplantation period. This, 
and the fact that its receptor, EGFR, is also present in the zygote, suggest that maternal 
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EGF acts on the blastocyst at this early stage. Expression of EGF in the pig oviduct is 
stimulated by estradiol (Wollenhaupt et al., 1999), a downstream element of a signal 
cascade that starts with an epigenetic brain signal that is communicated to the ovary 
via the hypothalamic–pituitary axis. The same is true for the expression of the egf-R 
gene that is induced by the pituitary GH, as well as for other members of the EGF 
family expressed in preimplantation uterine tissues, such as heparin-binding EGF-like 
growth factor and amphiregulin (Giudice, 1999), β-cellulin and epiregulin (Das et al., 
1997), galectin (Choe et al., 1997), cytokines such as leukemia inhibitory factor (LIF), 
macrophage colony-stimulating factor, interleukin-1 (IL-1), hepatocyte growth factor, 
and insulin-like growth factors (IGFs) (Giudice, 1999; Kauma, 2000).

Ultimately, it is the maternal CNS that, via the hormones of the target endocrine 
glands, regulates all of the above factors. So, for example, progesterone alone regulates 
several specific factors such as TGF-β, IL-1, IGF binding protein-1, tissue inhibitors of 
metalloproteinases, and fibronectin (Johansson et al., 1989). Estradiol and progester-
one regulate synthesis of the transmembrane receptor for all the IL-6 type cytokines, 
which are necessary for blastocyst implantation (Classen-Linke et al., 2004).

Pituitary prolactin, estrogen, and progesterone increase expression of estrogen 
receptors (ERs), but this does not explain why this expression is spatially restricted 
mainly to the antimesometrial site of the uterus, where the deciduas capsularis forms 
in rats (Tessier et al., 2000). It is possible that, as it is observed in many other cases, 
the limited site-specific expression of ER may be a function of the neural arm of the 
binary neural control of gene expression, performed by local innervation. Under hor-
monal influence, during the implantation in sheep, changes occur in the expression 
pattern of endometrial connexins (Gabriel et al., 2004). Proteins of the endometrial 
extracellular matrix are necessary for binding trophoblast integrins and for adhesion 
of trophoblast to the uterus (Rout et al., 2004).

Maternal progesterone, via its receptor (PR), induces expression of a number of 
genes, playing a crucial role in the process of implantation in mammals. However, dur-
ing the periimplantation period, endometrial epithelial cells lose their PR, what leads to 
reduced synthesis of MUC1 (mucin 1, a transmembrane peptide), which would prevent 
adhesion of trophoblast cells to the uterus wall. At the same time, progesterone induces 
endometrial epithelium to secrete adhesion-promoting proteins such as galectin and 
osteopontin (Spencer et al., 2004). Note that the “primary effectors,” estrogen and pro-
gesterone, are under ultimate CNS control via the hypothalamus–pituitary–ovarian axis 
and by the local ovarian innervation, while endocannabinoids are signaling molecules 
mainly released by nerves that act on G-protein-coupled receptors.

A number of Hox genes encode transcription factors that are essential for the 
uterus receptivity and implantation. Such a function has been demonstrated for 
Hox10 (Cermik et al., 2001; Daftary and Taylor, 2000) and Hox11 (Daftary and 
Taylor, 2001). In the preimplantation endometrium and myometrium, Hox10 is 
downregulated by maternal progesterone (Cermik et al., 2001). In mice, the adminis-
tration of diethylstilbestrol, a synthetic nonsteroidal estrogen, via its ERs, alters the 
pattern of expression of several Hox genes involved in the patterning of the repro-
ductive tract, thus leading to developmental anomalies (Block et al., 2000). Maternal 
hormones insulin and IGF-1 are present in secretions of oviduct and uterus and bind 
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to morula cells that express their respective receptors, thus stimulating the blastocyst 
formation (Herrler et al., 1998).

Expression in the mesometrium and uterine epithelium of maternal activin and 
its receptor in pigs shows that “both embryonic and uterine activin are involved in 
intrauterine processes, such as attachment and early embryonic development” (van 
de Pavert et al., 2001). Let us remember that the synthesis of activin itself may be 
neurally regulated via the hypothalamus–pituitary axis by gonadotropins, follicle-
stimulating hormone (FSH) and luteinizing hormone (LH) (Demura et al., 1993).

FGF-4 (Leunda-Casi et al., 2001) and nitric oxide (Sengoku et al., 2001) are also 
involved in the regulation of mouse trophoblast development. TGF-β1 is downreg-
ulated by neuroactive opioids and their specific receptors (Chatzaki et al., 2000). 
Under the control of ovarian hormones, a group of angiogenic factors (vascular 
endothelial growth factor, FGF-2) and their specific receptors, as well as EGFR, are 
expressed in and around the human endometrial blood vessels, a fact that is consid-
ered to be related to their contribution to the “regulation of angiogenesis” (Möller 
et al., 2001). The neurohormonally regulated pattern of expression of genes of the 
EGF family during the menstrual cycle and early pregnancy may be involved in 
monkey embryo implantation (Yue et al., 2000).

The deciduation or transformation of the mammal endometrium into a receptive 
state for implantation of the blastocyst requires expression of a number of cyto-
kines. LIF is hormonally induced by estradiol and cytokines (Sawai et al., 1997) and 
IL-11, as well as by genes for protein D9K, as it may be concluded from the fact 
that null mutant mice for those factors fail to implant embryos in the endometrium 
(Salamonsen et al., 2001). The sequence of expression LIF, IL-11, and prolactin in 
the murine endometrium “suggests a synchronized role for each in the differentiation 
of endometrium” (Dimitriadis et al., 2000). It has also been reported that optimal 
levels of the neurotransmitter nitric oxide are crucial for endometrial function and 
embryo implantation (Ota et al., 1999).

Hormones estradiol and estriol are found to stimulate connexin-43 synthesis in 
myometrium and increase the formation of gap junctions between myometrial cells 
in pregnant women (Di et al., 2001). In mice, the transplacentally provided mater-
nal estradiol upregulates expression of the zygotic wnt11 gene during the morula–
blastula transitional period as it is demonstrated by the fact that lack of estrogen (in 
ovarioectomized mice) prevents expression of Wnt11 (Mohamed et al., 2004; Chen 
et al., 2009; Figure 4.2).

Placenta is believed to be regulated by imprinted genes in a process in which 
paternally expressed genes promote and maternally expressed genes restrain its 
growth (Coan et al., 2004). It has been shown that decrease of LH and prolactin dur-
ing the second half of pregnancy in mares is centrally regulated by deactivation of 
the opioidergic system (Aurich et al., 2001).

Brain neurohormones are also expressed in the placenta. So, for example, the neuro-
peptide galanin is expressed there throughout the gestation period (Kleine et al., 2001), 
where it is believed to stimulate the gonadotropin-releasing hormone (GnRH) synthe-
sis, which may be an important “regulator of placental function.” GnRH is expressed 
in both placenta and cultured trophoblasts, and it seems to inhibit expression of its 
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laboratory mammals, causing nonadaptive behavioral and morphological changes in 
their offspring (Hopper and Hart, 1985).

The representative facts presented herein on the regulation of the activity of fer-
tilized egg and early embryonic development in mammals show that, besides the 
control of the embryonic development via parental cytoplasmic factors deposited in 
gametes, this group of animals transplacentally exerts a maternal epigenetic control 
on the early development of the embryo.

Epigenetic Control of Formation of Embryonic Germ Layers

Maternal Control of Endoderm Formation

It is generally admitted that formation of endoderm is induced by Nodal signaling 
(Schier, 2003; Poulain et al., 2006). But Nodal subfamily is not where the signal cas-
cade and regulatory network for endoderm formation begins: three main groups of 
maternal factors are involved in formation of endoderm: VegT, β-catenin, and Otx 
(Grapin-Botton and Constan, 2004). Maternal vegT mRNA is concentrated in the veg-
etal pole of the Xenopus egg. This transcript codes for VegT, which is a transcrip-
tion factor (Zhang and King, 1996) that induces expression of numerous endodermal 
genes (Bix1, Bix2, Bix3, Bix4, Mix1, Mix2, Mixer, Xsox17α, Gata4, Gata5, Gata6, 
including the anterior endodermal genes, Xhex and cerberus) in the vicinity, leading 
to the formation of endoderm (Xanthos et al., 2001; Figure 4.3).

*Bix1,41

? other
homeobox

genes
Bix1,3,4, Milk
Mix.1,Mix.2

Mixer
Xsox17

GATA�4/5/6

Activated
smad23

*Xnr12

Maternal vegT

Endoderm Mesoderm
induction

Figure 4.3 Maternal VegT is responsible for initiating mesoderm induction as well as 
endoderm formation through zygotic TGF-βs. These TGF-βs activate the expression of 
endodermal transcription factors, including the homeobox genes, GATA factors, and Xsox17. 
Zygotic endodermal transcription factors such as Mixer and GATA5 can act alone and/or in 
cooperation with Smad2 to activate endodermal gene expression. Transcription factors such as 
Xsox17 may require a partner such as Smad2 to activate gene expression.
Source: From Xanthos et al. (2001).
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Another maternal factor involved in endoderm induction in zebrafish and amphi-
oxus is eomesodermin (Grapin-Botton and Constan, 2004). A self-limiting mecha-
nism enables VegT to inhibit induction of endodermal genes, thus determining the 
endoderm boundary in Xenopus (Clements and Woodland, 2003).

The above evidence proves that it is the epigenetic information deposited in strictly 
determined sites of the egg cell in the form of maternal VegT, β-catenin, and Otx 
mRNAs, rather than the genetic information (respective zygotic genes are not involved 
in the process of development of endoderm), that determines formation of endoderm.

Maternal Control of Mesoderm Formation

Maternal cytoplasmic factors (transcripts for growth factors of the TGF-β superfam-
ily of the secreted proteins, Vg1 and activin) of the dorsal region are responsible for 
mesoderm induction (Kofron et al., 1999). The activin type II receptor is expressed 
in all blastula cells and a number of maternal TGF-β growth factors, including Vg1, 
may bind it. FGF and bone morphogenetic protein-4 (BMP-4) are considered to be 
mesoderm-inducing secreted proteins present in the Nieuwkoop center (Stennard 
et al., 1996; Zhang and King, 1996).

Maternal vegt transcripts are translated into VegT, which induces formation of 
mesoderm by activating expression of zygotic growth factors of the TGF-β super-
family (Nodal subfamily), Xnr1, Xnr2, Xnr4, and derriere. Elimination or lack 
of maternal VegT prevents formation of mesoderm (Clements et al., 1999; Kofron 
et al., 1999; Kimelman and Bjornson, 2004). Ectopic expression of VegT converts 
prospective ectoderm into ventral mesoderm (Zhang and King, 1996), and elimina-
tion of vegT mRNA prevents formation of mesoderm (Zhang et al., 1998).

Maternal β-catenin is also involved in expression of Xnr genes and formation 
of the organizer, which induces mesoderm formation along the dorsoventral axis 
(Kimelman and Bjornson, 2004).

Epigenetic Control of Neural Induction and Formation of the CNS

Formation of the CNS is part of the early development, which, as shown earlier, is 
epigenetically determined by maternal cytoplasmic factors deposited in gametes 
under control of the parental nervous system(s).

The development of the nervous system is a largely epigenetic phenomenon in which 
events induce subsequent events in what is usually a highly orderly sequence. 

(Tierney, 1996)

Earlier, the neural induction was believed to take place during gastrulation. Now 
we know that neural induction and specification of the neural cells starts much ear-
lier, during the blastula stage (Wilson and Edlund, 2001) if not earlier:

The cascade of inductive interactions leading to the formation of the central nervous 
system starts in the uncleaved egg. 

(Müller, 1996)
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mRNAs (Wnt3A mRNA and Wnt8C mRNA?) are translated, and by attenuating the 
response of those cells to Fgf mRNA, allow them to translate maternal Bmp mRNA, 
thus determining their epidermal fate (Wilson et al., 2001; Stern, 2005).

At early blastula stage a blastula Chordin- and Noggin-expressing (BCNE) group 
of cells in the dorsal animal cap represents both the prospective neuroectoderm and 
Spemann organizer. Expression of the BMP antagonists, Chd and Nog, in these 
cells is determined by accumulation of maternal β-catenin. The BCNE center con-
tains much of the presumptive anterior CNS, and is required for brain formation in 
Xenopus embryos (Kuroda et al., 2004).

Neural induction ends by the end of the gastrula stage in different vertebrate classes 
(Stern, 2004). In Xenopus laevis, for example, it ends before the beginning of large-scale 
expression of zygotic genes (after 12 cell divisions, i.e., at 4,096-cell embryonic stage), 
implying that neural induction in this amphibian is determined by epigenetic informa-
tion provided parentally to the zygote in the form of cytoplasmic factors. In humans, 
neurulation starts with the formation of a flat sheet of about 125,000 cells in the dorsal 
side of the embryo, known as neural plate “from which all the neurons and glial cells 
derive” (Dowling, 2004). Soon, the neural plate rises on both sides to form the neural 
tube/CNS, along almost the whole length of the embryo leading to the formation of the 
neural tube/CNS along almost the whole length of the embryo in the process of the pri-
mary neurulation.

Even this glimpse of the processes of neural induction and development of the 
CNS reveals some thought-provoking facts and coincidences.

First, formation of the CNS coincides with the exhaustion of the parental epigene-
tic information (parental cytoplasmic factors) at the phylotypic stage, right before the 
beginning of organogenesis, when the demand of the developing embryo for mor-
phogenetic information is greater than ever.

Second, the nervous system is the first organ system (with neurons being the first 
differentiated cells) to develop, although conventional wisdom says that systems 
of blood circulation and excretory system would be necessary to develop before 
all else. The overearly embryonic development of the CNS suggests that it might 
serve something other than the communication with the external world, during early 
embryogenesis when that communication is next to absent.

Third, initially, the CNS is excessively large (in some cases, representing almost 
a quarter of the overall embryonic mass), a fact that in view of the insignificant low 
level of communication of the embryo with the external environment suggests some 
other important role.

Fourth, formation of the neural ectoderm marks the establishment of the primary 
embryonic axis as supreme source of inductive radiations in metazoans. The incipi-
ent CNS immediately engenders a network of inductions that give rise to the differ-
ent cells, tissues, and organs of embryos and adults (Hall, 1998a).

Its further structures arise in relation to this central axis. This is especially evident 
in the development of paired elements, such as the somites, that presage the verte-
brae, and paired organ rudiments, such as left and right limb buds and the primor-
dia of the gonads, kidney, lung and heart. 

(Hall, 1998b)
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If all the above coincidences are not determined by chance, as seems to be the case, 
they may point to a central role of the nervous system in the early individual development.
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Neural Control of Postphylotypic 
Development
Perhaps the most interesting thing about having a hormonal regulation of 
development is that development comes under the control of the central  
nervous system.

Nijhout (2003)

Postphylotypic development is defined here in the broadest sense to comprise all the 
morphological, physiological, and behavioral transformations that characterize indi-
vidual development from the phylotypic stage to adulthood.

Early stages of development up to the formation of gastrula and neurula may con-
siderably vary among species and other taxa of a phylum. But, after that point, all of 
them converge to a morphologically common phylotypic stage (extended germ band 
stage in insects and tail bud stage in vertebrates).

Before the phylotypic stage, only a few inductive events (establishment of body 
axes, formation of mesoderm, gastrulation, and induction of the nervous system) take 
place based on global interactions, and all of them are epigenetically determined by 
parental epigenetic information (cytoplasmic factors). At that juncture, when that epi-
genetic information is exhausted, multiple inductions take place all over the embryo, 
leading to formation of organs, organ systems, and other metazoan structures.

What is the origin of the vast amount of information necessary for the postphylo-
typic development when the embryo runs out of the parentally provided cytoplasmic 
factors at the phylotypic stage? Temporally, this coincides with the development of 
the operational central nervous system (CNS) and the related integrated control sys-
tem (ICS) at the phylotypic stage.

Neuroblasts in the neural tube are the first fully differentiated cells to appear in 
Drosophila embryos, and the nervous system is the first organ system to develop and 
function in metazoan embryos. Temporally, it precedes or coincides with the begin-
ning of embryonic inductions and organogenesis. Formation of somites, limb buds, 
gonads, kidneys, lungs, and heart takes place only after, and in relation to, the forma-
tion of the CNS (Hall, 1998).

Before presenting the representative evidence on the role of the CNS as the origi-
nator of inductive signals for metazoan organogenesis and morphogenesis, I will 
briefly review the postphylotypic development in invertebrates and vertebrates, focus-
ing on the phenomenon of metamorphosis, a widespread mode of individual develop-
ment in invertebrates and amphibians that represents an impressive manifestation of 
the control of the postphylotypic development by the CNS as controller of the ICS. 
As a form of individual development, metamorphosis is more accessible to obser-
vation, hence suitable for investigating the mechanisms of individual development.  
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It offers a simpler picture of the flow of information from the CNS for the postphylo-
typic development in metazoans.

Neural Control of Metamorphosis

All types of metamorphosis in invertebrates and vertebrates, however different they 
might appear, have in common apoptosis, programmed death of cells, as a special 
morphogenetic mechanism for sculpting their structure by getting rid of parts and 
organs of previous stages and for developing the adult morphology. Hence, a glimpse 
of the mechanisms of control of apoptotic processes is necessary for understanding 
the nature of metamorphosis.

Apoptosis in Invertebrates

Apoptosis, as a form of programmed cell death, was described first by C. Vogt 
(Seipp et al., 2001) in 1842. It is essential for morphogenesis and organogenesis in 
all metazoans, invertebrates and vertebrates alike. While metazoan cells might have 
retained the constitutive mechanism of apoptosis, in metazoans apoptosis is primar-
ily a regulated phenomenon, indispensable during the embryonic development and 
all the later stages of life.

The proximate agents of the apoptotic cell death are a number of proteases (five 
proteases in Drosophila), known under the common name of caspases. The process 
starts with activation of “initiator” caspases (caspases 2, 8, and 9), followed by acti-
vation of effector caspases (caspases 3, 6, and 7), which act proteolytically on cell 
proteins and enzymes responsible for cell metabolism and reproduction. Initiator cas-
pases cause the permeabilization of mitochondria, which simply amplify the caspase 
activity but have no regulatory function in apoptosis (Lee and Baehrecke, 2001).

In Drosophila, products of three genes, rpr (reaper), grim (genes associated with 
retinoid–IFN (interferon)-induced mortality), and hid (head involution defective), are 
known to act as signals for activating the downstream mechanism of apoptosis, and two 
other proteins (dIAP1 and dIAP2) act as inhibitors of apoptosis (Lassus et al., 2002). 
The expression of these preapoptotic genes in Drosophila always follows the ecdysone 
pulses, mediated by specific nuclear receptors, ecdysone receptors (EcRs). These pulses 
induce a few early-response genes, such as Broad-Complex (BR-C), E74, and E75, 
whose products (transcription factors), in turn, activate more than 100 late-response 
genes (Jiang et al., 1997). During the Drosophila metamorphosis, ecdysone pulses

direct the destruction of obsolete larval tissues and their replacement by tissues and 
structures that form the adult fly … via the precise stage- and tissue-specific regula-
tion of key death effector genes. 

Draizen et al. (1999)

While ecdysone controls apoptosis by regulating expression of preapoptotic genes 
(Draizen et al., 1999; Namba et al., 1997), it is a well-established fact that the ecdy-
sone pulses and ecdysone synthesis in insects are under strict control of the CNS.
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The programmed cell death indicates that somehow the embryo identifies the 
excess cells and corrects the state by apoptotically eliminating them. Furthermore, 
metazoans seem to control not only the number of their cells, but by neural mecha-
nisms they also control the size of their body (see later on the control of body size) 
by making the necessary adjustments in the number or the size of their cells. (Cells 
of pentaploid salamanders have five times the volume of the cells of haploid species, 
but both of them have approximately the same size because the pentaploid species 
have five times fewer cells in their body.)

What estimates the number of cells and perceives excess cells that must be elimi-
nated? What sends the apoptotic message to the organs and tissues that will undergo 
apoptosis? It is clear that it is not individual cells but a supracellular entity capable of 
monitoring the status of the embryonic organism as a whole.

Neural Control of Metamorphosis in Cnidarians

After fertilization, eggs of Hydractinia echinata start the cleavage. The embryo has 
only two germ layers. Within 2–3 days from fertilization, a ciliated spindle-shaped 
planula develops (Walther et al., 1996), which stops cell proliferation and differentia-
tion but is competent of starting metamorphosis (Plickert et al., 1988). The ~1 mm 
planula, consisting of only ~10,000 cells, settles before starting metamorphosis.

The environmental cue inducing the larva to enter metamorphosis and transform 
into a primary polyp is a chemical signal released by a bacterium, but metamorphosis 
can be induced by a variety of other chemical agents. The bacterial signal is received 
by neurosecretory cells in the anterior part of the planula. The external cue triggers 
secretion of an internal signal, which is transmitted all the way to the posterior end 
and “synchronizes the events of metamorphosis” (Schwoerer-Böhning et al., 1990). 
Hydractinia echinata starts cell proliferation by the ninth hour after induction of 
metamorphosis, starting from the middle gastric region (Plickert et al., 1988).

In 1981, a “morphogenetic peptide” was isolated from Hydra attenuata and 
Anthopleura elegantissima that was characterized as “head-inducing morpho-
gen” (Schaller and Bodenmuller, 1981). This is a neuropeptide synthesized by, and 
stored in, the secretory granules of the cnidarian neurons. Another isolated peptide 
is the neuropeptide metamorphosin A (MMA), which induces metamorphosis of the 
treated intact larvae.

“MMA” is among the most potent peptides known to have a function in controlling 
animal development. 

Leitz et al. (1994) 

The subsequent discovery of the role of GLWamide neuropeptides in metamor-
phosis of H. echinata led to the notion of the existence in these lower invertebrates 
of a neuropeptide signal system controlling metamorphosis (Schmich et al., 1998). 
In H. echinata, sensory neurons secrete two antagonistically acting neuropeptides: 
GLWamides (stimulators of metamorphosis) and RFamides (inhibitors of meta-
morphosis) in adaptive responses to environmental conditions (Katsukura et al., 
2003a,b).
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Hydra neurons secrete another neuropeptide, the “head activator,” which is a sig-
nal molecule (growth hormone, GH) (Schaller, 1976a). The neuropeptide determines 
the transformation of the interstitial cells into nerve cells (Schaller, 1976b). The head 
activator binds to a receptor protein, head-activator binding protein (HAB), which 
is present both as a secreted protein and as a membrane-anchored receptor (Hampe 
et al., 1999).

Based on the experimental observation that serotonin stimulates metamorphosis 
in the planulae of the cnidarian Eudendrium racemosum, which normally does not 
metamorphose, as well as in other evidence, it is concluded that serotonin is involved 
in the perception of the metamorphosis-triggering environmental cue, through sero-
tonin containing sensory neurons in hydroid planulae of different species (Zega 
et al., 2007).

Thus, all of the signals for metamorphosis in Hydra come from the neural net, and 
all of them are neuropeptides secreted by secretory neurons of the neural net in adap-
tive responses to environmental cues.

Neural Control of Metamorphosis in Molluscs

A metamorphosis-inducing role is demonstrated for several neurotransmitters in 
molluscs.

The free-swimming veliger (a stage in mollusc metamorphosis) larvae have a 
functioning nervous system with the rudiments of almost all the adult ganglia and an 
apical sensory organ (ASO) (Lacalli, 1994), containing, among other cells, serotonin-
ergic secretory neurons. These neurons respond to environmental cues by releasing 
neurotransmitters, such as serotonin and/or catecholamines (epinephrine, norepi-
nephrine (NE), and dopamine (DA)), γ-amino butyric acid (GABA), all of them with 
proven metamorphosis-inducing action in molluscs.

Molluscan larvae exposed to these neurotransmitters are induced to metamorphose. 
So, for example, application of serotonin induces metamorphosis in 80–100% of the 
competent larvae of coenogastropod Ilyanassa obsoleta (Leise et al., 2001). Induction 
of metamorphosis by high levels of NE and DA in metamorphically competent 
Phestilla larvae (Pires et al., 1997) and by l-3,4-dihydroxyphenylalanine in Crepidula 
fornicata (Pires et al., 2000), as well as inhibition of metamorphosis after depletion of 
these neurotransmitters, indicates that neurotransmitters participate in the control of 
gastropod development (Pires et al., 1997).

In summary, it may be said that metamorphosis in molluscs is under direct control 
of neurotransmitters released by secretory neurons.

Neural Control of Metamorphosis in Insects

Two major hormones, ecdysone (Ec) and juvenile hormone (JH), control the com-
plex processes of metamorphosis in insects. Extensive studies carried out especially 
during the past two to three decades show that hormonal response in insects is under 
strict cerebral control.

Ecdysone is a steroid hormone secreted by prothoracic gland that, in its active form, 
stimulates metamorphosis and regulates molting in insects. In the tobacco hornworm, 
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Manduca sexta, these hormones control metamorphosis, especially processes of 
muscle degeneration and programmed neuron death (Weeks and Truman 1986). In 
Drosophila, ecdysone

induces the histolysis of nearly all of the larval tissues and differentiation and mor-
phogenesis of the structures composing the adult fly. 

Baehrecke (1996)

These functions are mediated by its heteromeric receptor, EcR, which is impli-
cated in the reorganization of imaginal and larval tissues at the onset of metamor-
phosis (Li and Bender, 2000). Let us remember that secretion of ecdysone by the 
prothoracic gland is regulated by a brain neuropeptide, the prothoracicotropic hor-
mone (PTTH). Altered neuropeptide synthesis leads to low levels of ecdysteroids, 
and delay or blockage of metamorphosis in Drosophila mutants (Zitnan et al., 1993). 
In the butterfly Precis coenia, the neuropeptide bombyxin acts together with ecdy-
sone to stimulate growth of the wing imaginal discs.

The level of bombyxin in the hemolymph is modulated by the brain in response to 
variation in nutrition and is part of the mechanism that coordinates the growth of 
internal organs with overall somatic growth.

Nijhout and Grunert (2002)

The process of cuticle shedding during metamorphosis requires strict temporal coor-
dination, transformation, and loosening of the cuticle and a stereotyped sequence of pre-
ecdysis and ecdysis behaviors. The specific ecdysis behavior is regulated by the hormone 
ecdysis-triggering hormone (ETH) released by the endocrine Inka cells, under stimula-
tion of the neurohormone eclosion hormone (EH) released by EH neurons (Figure 6.1). 
The absence of ETH in Drosophila null mutants for the respective hormone leads to 
“incomplete ecdysis and 98% mortality at the transition from the first to second larval 
instar.” When those mutants are treated with a synthetic ETH, they start metamorphosis 
(Yoonseong et al., 2002). ETH and crustacean cardioactive peptide (CCAP) secreted by 
CCAP neurons elicit the first two motor behaviors, the pre-ecdysis and ecdysis behaviors 
(Gammie and Truman, 1997). In response to ETH, specific neurons in the brain secrete 
the EH which, in turn, increases secretion of the neuropeptide CCAP by CCAP neurons.

The sequential performance of the two behaviors arises from one modulator 
activating the first behavior and also initiating the release of the second modulator. 
The second modulator then turns off the first behavior while activating the second 
(Gammie and Truman, 1997).

The endocrine Inka cells of the insect epitracheal glands, at the end of each devel-
opmental stage, respectively secrete the pre-ecdysis- and ecdysis-triggering hor-
mones (PETH and ETH), to which each abdominal ganglion responds by starting, 
within a few minutes, pre-ecdysis II and I, respectively.

The initiation of preecdysis and the transition to ecdysis are regulated by stimula-
tory and inhibitory factors released within the central nervous system after the initial 
actions of PETH and ETH. 

Zitnan and Adams (2000)
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These hormones determine the sequential stereotyped behaviors of cuticle shed-
ding, but ETH secretion itself is controlled by the eclosion neurohormone, EH 
(Kingan et al., 2001), secreted by two pairs of ventromedial (VM) brain neurons. 
EH released by the neurosecretory VM cells in the brain stimulates the release of 
ETH by Inka cells, which, via a positive-feedback loop, stimulates the neurosecre-
tory cells to secrete more EH. This causes activation of peptidergic neurons that 
release CCAP (Ewer et al., 1997) (Figure 5.1).

The idea that secretion of ETH by Inka cells is under control of the EH has been 
challenged recently. Although EH stimulates secretion of ETH by Inka cells, these 
cells secrete ETH even in the absence of EH (Clark et al., 2004). However, the cen-
tral neural control of the initiation of the ETH secretion may be exerted in an alterna-
tive way. Indeed, it is observed that insects cannot initiate ecdysis behavior if their 
brain is disconnected, even when EH is injected. Novicki and Weeks (1996) assume:

Neural input from the brain to the abdominal ganglia is necessary to initiate ecdysis. 
Novicki and Weeks (1996)
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Pre�ecdysis Ecdysis Post�
ecdysis

ETH

Figure 5.1 Diagram showing the neuromodulator pathways controlling pre-ecdysis and 
ecdysis behaviors. Release of ETH from the Inka cells both initiates pre-ecdysis and excites 
the ventromedial (VM) neurons that contain eclosion hormone. Because they are part of a 
positive-feedback loop, the Inka cells and VM neurons release almost all of their peptide 
stores. EH release within the CNS triggers cGMP upregulation in the Cell 27/704 group, 
causing the central and peripheral (not shown) release of CCAP. Centrally released CCAP 
both activates the ecdysis motor program and terminates pre-ecdysis. Sensory input (possibly 
from bristle hairs deformed by the pressure of the old cuticle) may maintain excitation of the 
Cell 27/704 group to insure CCAP release and the continuation of ecdysis until the cuticle is 
shed. Removal of the cuticle eliminates the sensory input, resulting in the cessation of CCAP 
release and of ecdysis behavior.
Source: From Gammie and Truman (1997).
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In the tobacco hawkmoth, Manduca sexta, wing expansion and cuticle tanning 
take place in the posteclosion period. Both of these processes are neurally deter-
mined by the secretion of the neurohormone bursicon in BAG neurons (Luan et al., 
2006; Dai et al., 2007).

Neural Control of Metamorphosis in Vertebrates

Neural Control of Metamorphosis in Amphibians

Specific neural circuits in the tadpole’s CNS process the input of internal stimuli, 
such as growth beyond a threshold and environmental cues, such as photoperiod, rise 
of the water temperature, and lowering of the water level (Denver, 1997a). By pro-
cessing the input of those stimuli, neurons in the nonhypothalamic brain

release catecholamines at their synaptic contacts with the cell bodies and dendrites 
of TRH (thyrotropin-releasing hormone—N.C.)-containing neurons. 

Strand (1999)

in the hypothalamus. In response to these neural signals, hypothalamic neurons 
secrete thyrotropin-releasing hormone (TRH), which stimulates the tadpole pituitary 
to secrete the thyroid-stimulating hormone (TSH), which in turn regulates physiolog-
ical levels of the thyroid hormones (THs), triiodthyronine (T3) and thyroxine (T4), 
secreted by the thyroid gland.

TH is responsible for initiating all of the physiological manifestations of meta-
morphosis (for example, morphogenesis, cell death, body restructuring) (Tata, 1998).

TH receptors mediate both early and late developmental programs of metamorpho-
sis as diverse as growth in the brain, limb buds, nose and Meckel’s cartilage, remod-
eling of the intestine, and death and resorption of the gills and tail. 

Tata (1998)

The functional versatility of the TH during amphibian morphogenesis derives 
from the crucial role its receptor (TR) plays in gene expression by inducing chroma-
tin remodeling via histone acetylation/deacetylation (Li, 1999; Sachs and Shi, 2000).

Mediators of the action of TH in metamorphosis are matrix metalloproteinases 
(MMPs) (Damjanovski et al., 2000) that induce remodeling of the extracellular 
matrix via integrins, as well as their membrane receptors, which in turn send signals 
for expression of specific genes. These signals make possible the apoptotic remodel-
ing of the intestine during Xenopus laevis metamorphosis (Shi et al., 1998). The sig-
nal cascade that starts in the tadpole brain looks as follows:

Catecholamines in the nonhypothalamic brain → hypothalamic TRH → pitu-
itary TSH → TH → MMPs → integrins → signals for gene expression → apoptotic 
remodeling of the X. laevis intestine.

T3 is the most active form of THs, which, by binding its receptor, forms the 
active complex T3/TR that can recruit one of the chromatin-remodeling enzymes. 
This enables the receptor to specifically bind its DNA response element in the target 
gene in the form of monomers, homodimers, or even heterodimers with the retinoic 
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acid (RA). This is known as the primary gene expression response. Then, during 
the secondary gene expression response, the products of gene expression act on a 
downstream set of genes. The differential expression of genes induced by this signal 
cascade during metamorphosis enables the tadpole to specify differential develop-
mental responses, from cell proliferation and cell differentiation to the programmed 
cell death.

Transcription factors, cellular enzymes, a cytoskeletal element, and secreted sig-
naling molecules of four general classes of genes are activated by the T3 in Xenopus 
tadpoles. It is estimated that TH alone upregulates ~35 genes and downregulates ~10 
genes involved in the tail degeneration program of X. laevis (Denver, 1997b).

Postphylotypic Development in Vertebrates

The Embryonic CNS Controls the Postphylotypic Development in 
Vertebrates—Empirical Evidence

Termination of the function of parental cytoplasmic factors at the phylotypic stage 
coincides with the beginning of organogenesis, when the embryo enters the phase of 
accelerated development requiring investment of ever-increasing amounts of epigen-
etic information. Where does the enormous information for erecting the extraordi-
narily complex metazoan structure come from?

As noted earlier, the most important event coincident with the termination of the 
regulatory function of the parental cytoplasmic factors, which might be relevant to 
the above question, is probably the development of the operational CNS. However, 
to prove a CNS role in controlling the postphylotypic development is far from an 
easy task. Out of many questions arising in such an attempt, the most dismaying is 
the following: How could the CNS know what to do and how to do it during the 
sequential stages of individual development?

My approach to this issue will be empirical, to trace the source of information 
for organogenesis by identifying the origin of inductive signals rather than trying to 
argue theoretically the possibility that the CNS may be in possession of, or can gen-
erate, the epigenetic information necessary for individual development.

In Chapter 1, I presented evidence on the role of the CNS in maintaining and 
restoring homeostatic/physiological parameters and described the CNS control of  
a few physiological, behavioral, and morphological traits; I have also argued and 
substantiated the idea that an ICS, with the CNS as its controller, is operational in 
metazoans. In this chapter, I will expose a representative portion of available evi-
dence on the CNS origin of signals for the development of tissues and organs in the 
course of the postphylotypic development. Despite the fact that the possible role of 
the CNS in embryonic development has not been an authentic object of biological 
research, and almost no experiments designed to investigate that possibility have 
ever been carried out, surprisingly, the evidence for substantiating that role seems to 
be adequate.
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Somitogenesis

Formation of somites, metameric structures of the vertebrate embryo, represents 
a fundamental aspect of the vertebrate body segmentation. Somites arise from the 
presomitic mesoderm (PSM) and develop sequentially in rostral–caudal order. The 
development of somites is one of the earliest events in the postphylotypic develop-
ment of vertebrates.

In zebrafish, soon after the formation of the neural tube, a localized expression of 
the genes for the hypothalamic GH-releasing hormone (GHRH) and pituitary adenyl-
ate cyclase-activating polypeptide (PACAP) occurs in the neural tube and the cer-
ebellum. It has been proposed that the temporal and spatial expression of those genes 
suggests that:

these hormones may modulate patterning during development. 
Krueckl et al. (2002)

In X. laevis, segmentation begins in the PSM with rhythmic expression of the gene 
for Mesp-like bHlH protein, also known as thylacine1, in a pattern that determines 
both segment boundaries and polarity (Moreno and Kintner, 2004). Expression of 
myogenic bHlH (basic helix–loop–helix) genes is induced by signaling proteins of 
the Wnt family, originating in the dorsal regions of the neural tube, and sonic hedge-
hog (Shh) secreted from both the neural tube floor plate and the notochord (Fan and 
Tessier-Lavigne, 1994) (Figure 5.2).

A combination of the above factors is capable of inducing myogenesis in somites 
in vitro (Munsterberg et al., 1995). Besides thylacine1, components of the Notch 
signaling pathway (expression of Notch is closely related to the morphogenetic pro-
cesses in the CNS) are expressed in a rhythmic pattern (Kim et al., 2000), thus deter-
mining the identity of the incipient PSM segments. The inducer of the expression of 
the segmentation bHlH gene, thylacine1, is the hormone RA (Moreno and Kintner, 
2004). This fact adds another link to the causal chain (originating in the CNS) of 
segmentation signaling in the PSM.

Expression of β-catenin mRNA in somites is regulated by positive and negative sig-
nals (BMP4, Shh, and Wnt/Wnt-3) from the neural tube, notochord, and lateral plate 
mesoderm (Schmidt et al., 2000). Within somites themselves, myogenesis, formation of 
muscles, is also induced by neural tube signals, probably directly by Wnt-1 (Stern et al., 
1995) or via growth factors, basic fibroblast growth factor (bFGF), transforming growth 
factor-β1 (TGF-β1), and dorsalin (ds/1) (Stern et al., 1997). Neural tube signals, such as 
Wnt-1, may also induce expression of Noggin, a BMP antagonist, which may induce 
somite myogenesis by allowing expression of MyoD and Myf5 in somite cells (Reshef 
et al., 1998). Expression of all of the investigated MyoDs (Xu et al., 2000), including 
bHlH proteins, esr9 and esr10, in Xenopus somites (Li et al., 2003), occurs rhythmically 
and is rhythmically activated by the Notch signaling pathway (Li et al., 2003).

Together, these facts suggest that a segmentation clock of the neural tube/noto-
chord axis regulates rhythmic expression of PSM segments. Adequate evidence 
shows that the segmentation clock consists of the Wnt/β-catenin signaling (Aulehla 
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In denervated legs of Manduca sexta, myoblasts cannot proliferate and move to 
the proper locations for developing leg muscles, what, in a considerable number 
of cases, leads to the development of legs lacking muscles (Consoulas and Levine, 
1997). In the same insect, denervation of respecified muscles during metamorphosis 
leads to dedifferentiation of their cells, loss of muscle fibers, and, at times, muscle 
death (Bayline et al., 1998). Denervation of the anlage of the longitudinal flight mus-
cle in this insect prevents the development of that muscle, due to the failure of myo-
blasts to accumulate in the muscle anlage (Bayline et al., 2001).

It is also noteworthy that null mutations of the single-minded gene in Drosophila 
are associated with abnormal development of the ventral oblique muscles above the 
CNS. Investigators found that this defect

is not due to the absence of single-minded expression in muscle precursor cells 
and likely results from an influence of the central nervous system on ventral muscle 
development. 

Lewis and Crews (1994)

In the tobacco hawkmoth, Manduca sexta, an LIM (limit)-only protein (DALP) 
induces elimination of excess myoblasts of the intersegmental muscles (ISMs) at the 
end of metamorphosis. Again, the causal chain, the signal cascade responsible for the 
death of ISMs starts in the insect’s CNS, as is suggested by the fact that the death of 
ISMs is triggered by a drop in the level of the molting hormone, 20-hydroxyecdy-
sone (Hu et al., 1999), which, as is well known, is under strict cerebral control.

Maturation of oviposition properties of the longitudinal muscle in female locusts 
implies acquisition of the ability by the muscle to tolerate large extensions of more 
than 8 mm. Experimental inactivation of corpora allata (CA) inhibits maturation of 
oviposition properties of the longitudinal muscle. This suggests that JH, whose syn-
thesis in CA is triggered by brain signals, is necessary for maturation of oviposition 
properties of that muscle. Indeed, administration of JH in female locusts with inac-
tivated CA reverses the situation by enabling maturation of oviposition properties in 
the longitudinal muscle (Rose et al., 2001).

The indirect flight muscles (IFMs) of Drosophila consist of two muscle groups, 
the dorsal longitudinal muscles (DLMs) and dorsoventral muscles (DVMs). The 
development of IFMs takes place in two stages: the first stage of generation of the 
pool of myoblasts, which is nerve independent, and the second nerve-dependent 
stage, when motoneurons determine the size of the myoblast pool by establishing 
a critical threshold of the myoblast pool. However, differences are observed in the 
effect of innervation between DVMs and DLMs (Figure 5.4).

Denervation of the DVMs leads to a myoblast pool that falls below the threshold 
so that neither fusion takes place nor mature muscle fibers develop (Fernandes and 
Keshishian, 2005).

Unilateral denervation of these muscles leads to two major effects. First, there is 
a significant decline in the proliferation rate of myoblasts and smaller muscle size in 
denervated hemisegments. Second, it prevents myoblast patterning, leading to failure 
to form muscle anlagen and muscles.
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Local innervation is directly and crucially involved in the proliferation and distri-
bution of myoblasts and myogenesis in Drosophila (Currie and Bate, 1991).

In Drosophila, denervation causes reduction of myoblast proliferation and alter-
ation of segregation of myoblasts in DVMs (Fernandes and Keshishian, 2005). 
Neurectomy of the larval leg nerve before metamorphosis in the moth Manduca sexta 
prevents proliferation and normal migration and accumulation of myoblasts in respec-
tive regions, so that in 26% of cases no muscles develop in adult legs (Consoulas and 
Levine, 1997).

During metamorphosis, motoneurons not only withdraw larval synapses and respec-
ify adult nerve branches and synaptic morphology, but they also respecify adult den-
dritic arbors, neuronal connections, and circuitries in the brain (Kent and Levine, 1993). 
Denervation of IFMs (dorsolateral muscle, which forms on larval muscle scaffold and 
DVM, which forms de novo) has shown that innervation is necessary for maintaining the 
size of myoblast population (Fernandes and Keshishian, 1998). The breakdown of the 
abdominal ISMs in the saturniid silkmoths takes place in the presence of hormone ecdy-
sone and in the absence of JH, but investigators have concluded that

the actual breakdown is triggered by a neural mechanism. The latter consists of a 
sudden curtailing or cessation of the outflow of impulses in the motor nerves which 
innervate the abdominal muscles …. By chronic electrical stimulation of the nerves, 
the breakdown of the muscles can be opposed or prevented. 

Lockshin and Williams (1965)

In Drosophila, the IFMs, DLMs and DVMs, develop in different ways: DLMs 
develop from myoblasts of existing larval muscle fibers, while DVMs develop de 
novo. Motoneurons regulate muscle formation not by providing any essential sur-
vival factor or by stimulating myoblast migration but by regulating imaginal pioneer 
cells, which serve as myoblast fusion targets and are believed to prefigure the DVM 
muscle fibers and myoblast proliferation, which is correlated with the expansion of 
motoneuronal terminal arbors on the muscle fiber surface. Denervation inhibits myo-
blast proliferation (Fernandes and Keshishian, 2005; Figure 5.5).

Based on experimental evidence, it is concluded that the motoneuron influences both 
the number of cells available for fusion, as well as potentially regulates the fusion 
events themselves. This in our view is an elegant mechanism for controlling muscle 
fiber differentiation during myogenesis, and may have evolved as a way to ensure 
that muscle primordia develop into muscles that meet the diverse demands placed 
on them by the nervous system. 

Fernandes and Keshishian (2005)

Development of secondary myotubes (elongated multinucleate structures, aris-
ing from the fusion of several myoblasts) during rat embryogenesis always occurs 
in contact with, never at a distance from, the primary myotube innervation zone. 
Additionally, at least some, if not all, secondary myotubes make direct contacts with 
a nerve terminal (Duxson et al., 1989). Based on the fact that formation of primary 
and secondary myotubes in vivo occurs exclusively at the zones of innervation, it has 
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Muscle development often requires both hormonal and neural regulation, the 
binary neural control system. In vitro experiments show that both ecdysone and 
neurons separately stimulate proliferation of myoblasts (Luedeman and Levine, 
1996).

One extremely curious and compelling case of the CNS control and regulation of 
the muscle development is the development of the dorsal external oblique 1 (DEO1) 
muscle during metamorphosis in the tobacco hawkmoth, Manduca sexta (Hegstrom 
et al., 1998). During metamorphosis, larval muscles are radically remodeled; out of 
the five muscle fibers, which the larval DEO1 muscle consists of, only one serves as 
anlage for the development of the adult muscle, while the rest of them degenerate 
and are eliminated. The remaining fiber starts myoblast proliferation to grow into the 
adult muscle.

Investigators now have an answer to the question: What let that specific muscle 
fiber to survive, although it was under the same hormonal regulation as the elimi-
nated fibers? That muscle fiber is the only one that, during metamorphosis, increases 
expression of a specific isoform of EcR (EcR-B1), which by binding to ecdysone 
stimulates myoblast proliferation. But this statement is just a description of an exper-
imental fact, not an explanation, hence it leads us to the next question: What selects 
this particular muscle fiber to express that specific ecdysone receptor, while four 
remaining, equally vibrant fibers do not express it?

Experimental evidence has shown that the selection is made by the local inner-
vation. The terminal arbor of the motoneuron innervating the DEO1 muscle during 
metamorphosis recedes from four of the muscle fibers and remains in contact only 
with the surviving fiber, on which the axon terminal arbor releases a diffusible agent 
of still unknown nature (Hegstrom et al., 1998). The conclusion that expression of 
the EcR (EcR-B1) is determined by the motoneuron is also corroborated by the fact 
that experimental denervation prevents both EcR-B1 expression and myoblast pro-
liferation. In the absence of innervation, the four muscle fibers, just before ecdysis, 
express only EcR-A, which is known to be related to apoptosis, determining thus 
their fate, i.e., elimination of those fibers.

That the innervation is essential for the fiber to respond to ecdysteroids is also 
shown by the fact that denervation entirely eliminates the upregulation of EcR-B1 if 
performed before the upregulation occurred. If performed after the upregulation had 
commenced, denervation dramatically reduces EcR-B1 expression and eliminates it 
by 48 h later (Hegstrom et al., 1998).

The development of the DEO1 muscle in Manduca sexta, thus, is a function of 
a binary neural control mechanism; on the one hand, it is mediated via the cerebral 
PTTH–ecdysone axis and, on the other, it is controlled by local innervation.

Control of Myogenesis in Vertebrates
The essential relationship between the nervous system and myogenesis has also been 
observed in vertebrates. The differentiation of myoblasts, which starts the development 
of skeletal muscles within somites, depends on the expression of MyoD genes (Alves 
et al., 2003) coding for transcription factors that induce expression of genes for mus-
cle-specific proteins (MSPs) (Te and Reggiani, 2002; Alves et al., 2003) and Myf5. 
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These MSPs are also expressed according to an identical timetable in each somite (Xu 
et al., 2000). Again, signals for expression of MyoD genes (among them, Hedgehog 
and Wnt) originate in the neural tube/notochord adjacent to somites (Te and Reggiani, 
2002) as is also concluded from the fact that, when separated from the axial structure, 
somites do not express MyoD genes (Alves et al., 2003). Experimental misexpression 
of Myf5 and MyoD in the chick neural tube results in ectopic skeletal muscle develop-
ment (Delfini and Duprez, 2004) and in X. laevis maternal MyoD (acting downstream 
the Pax3; Arnold and Winter, 1998) is present in the egg, although the gene for MyoD 
is the earliest muscle-specific gene to be expressed during gastrulation (Hopwood 
et al., 1989).

Studies on the development of muscles in the paraxial mesoderm (on both sides 
of the neural tube) and somites in chicks have shown that signals from the adjacent 
dorsal neural tube, and, to a limited extent, from the ventral neural tube (VENT), are 
basic inducers of myogenesis in these embryonic structures (Figure 5.6). Ablation of 
the neural tube prevents formation of muscles in these structures (Stern et al., 1995). 
Innervation may also have suppressive effect on gene expression in muscles. This is 
the case, for example, in rats where denervation of particular muscles, within 1 week, 
increases 150- to 200-fold expression of muscle transcription factors, such as MyoD, 
Myf5, and myogenin (Voytik et al., 1993).

The nervous system plays an integral role in determining gene expression (Ravel-
Chapuis et al., 2007), cellular activity, and the size of skeletal muscles (Hyatt et al., 
2006) in vertebrates.

Genes of the myogenic regulatory family (MRF) are transcription factors that 
regulate expression of muscle-specific genes, and their expression is very sensitive 
to denervation and spinal cord isolation (Hyatt et al., 2006). Denervation increases 
expression of MRF in skeletal muscles. Transcription of MRF and expression of 
muscle-specific genes in electrocytes of electric fishes, similarly, depend on the neu-
ral input from electromotoneurons innervating them (Kim et al., 2008).

Myogenic progenitor cells migrate from the dermomyotome to limb buds (Bajard 
et al., 2006). While the prospective myotome adjacent to the neural tube is innervated 
only after the formation of the myotome, the innervation of limbs/limb buds by the 
ventral ramus of the spinal nerve takes place before the myogenic cells have differ-
entiated (Figure 5.7). Electron microscopy studies on amphibians and mammals have 
shown that nerve bundles and arborization of axons occurred in the proximal third of 
the limb bud before condensation and differentiation of mesenchymal cells (Cameron 
and McCredie, 1982). It is observed that the small number of differentiated myocytes 
that appear initially occur “strikingly” in close proximity to the growth cones of the 
nerve (Deries et al., 2008).

Before being innervated, the limb bud is colonized by a population of neural crest 
cells; a second population later invades the limb bud following the path of nerves for 
extensor and flexor limb muscles. The first population gives rise to melanocytes and 
Merkel cells and from the second Schwann cells and terminal glial cells differentiate 
(Grim and Christ, 1993).

Innervation is necessary for the fusion of muscle fibers and their transdifferentia-
tion into electrocytes (denervation prevents these processes) in the weak electric fish, 
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the embryonic denervation performed before the nerves enter the muscles impairs the 
muscle growth indicates that the local innervation is necessary for the proper growth 
and survival of muscles, but not for the initial muscle differentiation (Butler et al., 
1982).

Skeletal muscle fibers are of two subtypes, slow and fast muscles, depending on 
ultrastructural morphology, contractile physiology, and susceptibility to fatigue. These 
differences are related to expression of different types of proteins and enzymes in 
each myocyte subtype. The specific programs of gene expression for each subtype are 
determined by the activity of motor nerves innervating each subtype of skeletal muscle 
fibers. Firing patterns of motoneurons innervating slow muscles sustain Ca2 at levels 
that activate the calcineurin-nuclear factor of activated T cells (NFAT) pathway leading 
to dephosphorylation and nuclear localization of NFAT proteins (Chin et al., 1998).

Mechanical stress also may change the patterns of gene expression in vertebrates, 
and it has been observed that it can activate synthesis of insulin-like growth fac-
tor-1 (IGF-1), known for its growth-promoting activity in muscle fibers (Figure 5.8). 
However, it is not known whether the observed changes in the size and properties of 
muscle fibers under conditions of mechanical stress are direct results of that stress on 
muscles or related to changes in other tissues or organs and signals of neural origin. 
Ideas have been expressed that both pathways are operational and overlap in metazo-
ans (Tidball, 2005).

Left–Right Asymmetry

There is a general consensus that in vertebrates the left–right (LR) asymmetry is 
determined by asymmetric expression of the nodal gene. This gene downstream 
induces expression of pitx, but it is also known that nodal expression is induced by 
the transcription factor, Vg1, a member of the TGF-β family, which are induced by 
hormones (estrogen and gonadotropins) of signal cascades that ultimately originate 
in the CNS (see Section Endocrine Control of Secreted Proteins and Growth Factors 
in Chapter 1).

In chicken, along with the asymmetric expression of Shh in Hensen’s node, the 
Lefty-1 gene is involved in determining the LR asymmetry, and its expression is 
induced by a hormone, the RA (Tsukui et al., 1999). It is known that during early 
development the neural tube is the main source of RA; it produces and releases more 
RA than any other structure (the RA level in the neural tube is 29 times higher than 
in the heart) (Maden et al., 1998).

Recent evidence from studies on frogs and chicks shows that the LR asymmetry 
is determined as early as the four-cell stage, before the initiation of the expression 
of zygotic genes, i.e., epigenetically, by a maternal factor, the neurotransmitter sero-
tonin (Fukumoto et al., 2005).

LR asymmetry comprises not only asymmetric position of organs and parts in the 
body but also the asymmetric looping of many organs and parts, which is the most 
general marker of LR asymmetry in metazoans (Adam et al., 2003). Organ looping in 
insects is determined by the level of JH secreted by corpus allatum (or the ring gland) 
in response to brain signals (allatostatins/allatotropins). By investigating the looping 







Neural Control of Postphylotypic Development 169

differentiation (until the fourth juvenile stage) induces the remaining claw to develop 
into a snapper and, in adult shrimps, removal of the snapper induces transformation of 
the pincer into a snapper, while a new pincer develops on the removed snapper’s site. 
In other experiments, it is observed that cutting the relevant nerve in the snapper claw 
induces transformation of the pincer into a snapper (Read and Govind, 1997).

Severing the snapper limb nerves, strikingly, resulted in development of sym-
metrical snappers (Mellon, 1999). Based on the experimental evidence, it has been 
proposed that

neural influences from the transforming pincer-to-snapper claw restrict regenera-
tion of the contralateral claw to a pincer type thereby ensuring bilateral asymmetry 
in adult shrimps. 

Young et al. (1994)

It is concluded that the inhibition by the intact snapper claw is centrally deter-
mined (Read and Govind, 1997) and

the snapper-based inhibition of the pincer claw is neural in origin. 
Read and Govind (1997)

Figure 5.10 Alpheus heterochelis, the common snapping shrimp of the east coast. (A) 
Dimorphism in the claws of the first pair of pereiopods. (B) Symmetrical snappers develop in 
the shrimp as a result of severance of snapper limb nerves.
Source: From Mellon (1999).
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The observation that the intact snapper claw inhibits the development of the con-
tralateral claw to a snapper has been explained with the more intense innervation of 
the snapper (the snapper has over 13,000 axons, whereas the pincer has only 10,000) 
(Read et al., 1991).

Neural Control of the Development of the Neuroendocrine System

In humans, the hypothalamus begins to develop by the 6th gestational week and in 
mice by the embryonic day 13. The hypothalamic anlage is encircled by neurons and 
fibers containing GABA and its synthetizing enzyme glutamic acid decarboxylase67 
(GAD67). It is suggested that GABA from the nearby brain region regulates neuro-
nal movement and is directly involved in the development, cellular organization, and 
establishment of neural circuits in the ventromedial hypothalamic nucleus (VMH) 
(Tobet et al., 1999; Dellovade et al., 2001).

The pituitary develops from Rathke’s pouch, ectodermal dilatation of the oral por-
tion of the alimentary tract. The pituitary anlage is induced by signals (BMP4 and 
FGF8) from the adjacent diencephalon (Takuma et al., 1998; Treier et al., 2001) or 
infundibulum (the extension of the third ventricle of the brain to the pituitary, from 
which the neural pituitary arises) and juxtapituitary mesenchyme (Ericson et al., 
1998). Later, another cerebral signal, FGF8, from the diencephalon (consisting mainly 
of thalamus and hypothalamus), combined with a BMP2 signal from a ventral pitu-
itary organizing center, induces the second step in the embryonic development of the 
pituitary. Brain secretion of FGF8 activates homeobox genes Lhx3 and Lhx4 (Sheng 
et al., 1997), with the product of the first gene controlling the pituitary commitment of 
anlage cells and transformation of the pouch rudiment into a definitive pouch. In the 
third stage of the pituitary development, suspension of BMP2 signal from the dien-
cephalon allows differentiation of various pituitary hormone–secreting cells (Treier 
et al., 1998). The ventral diencephalon also provides growth factors of the Fgf family, 
especially Fgf3, which are involved in specification of the progenitor cells of the ade-
nohypophysis and formation of the adenohypophyseal anlage (Herzog et al., 2004).

The ultimobranchial body, whose fusion with the thyroid diverticulum leads to 
formation of the thyroid gland, develops from mesenchymal neural crest cells of the 
fourth pharyngeal pouch (Manley and Capecchi, 1995).

The rapid growth of the fetal adrenal gland in humans is under indirect control of 
the pituitary adrenocorticotropic hormone (ACTH). From the 40th embryonic day, 
this hormone stimulates local secretion of IGF-11 and bFGF. As it is well known, 
the secretion of the pituitary ACTH is under cerebral control of the hypothalamic 
corticotropin-releasing hormone (CRH), initially secreted by the placenta (under 
maternal neurohormonal control). Adrenal medulla cells, as well, are derived from 
migrating neural crest cells.

The development of the embryonic pancreas in mice begins with differentiation of 
pancreatic cells from the dorsal gut endoderm. At the same time in the region, neural 
crest cells arrive, which initially express Sox10 and its target Phox2b. At the E12.5, 
these cells cease expressing Phox2b as a result of the inhibitory action of expression 
of Nkx2.2 by neighboring endodermally derived pancreatic cells. At this stage, the 
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neural crest–derived cells differentiate into neurons and glia cells. The silencing of 
Phox2b expression by pancreatic cells is believed to occur via a noncell-autonomous 
signaling pathway. In turn, neural crest–derived cells inhibit expression of Nkx2.2 by 
pancreatic cells (Figure 5.11).

The CNS is involved in secretion of insulin by β-cells, and it is suggested that the 
CNS “may play an essential role … in regulating the size of the beta cell population” 
(Nekrep et al., 2008).

Development of the thymus is a typical example of cerebral control of organogen-
esis. It is experimentally demonstrated that thymus development, and even its aging 
and atrophy, depends on the balance in the serum levels of two hypothalamic releas-
ing neurohormones, GHRH and GH-releasing inhibitory hormone (Hirokawa et al., 
1998, 2001).

Neural Control of the Development of Sensory Organs

Sensory organs in vertebrates mainly develop from cranial placodes, thickenings of 
the embryonic head ectoderm, which in turn develop from an earlier structure, the 
preplacodal ectoderm (PPE). The PPE develops next to the neural tube and is charac-
terized by neurogenic potential and expression of specific genes before the formation 
of the neural plate. It forms within the cranial neural plate border region and may be 
induced by the same maternal factors that determine the formation of the neural plate 
(Baker and Bronner-Fraser, 2001), but other interactions between the neural plate 
and epidermis may also contribute to the differentiation of placodes and to their later 
subdivisions.

Let us illustrate the neural tube/CNS control of the development of the sensory 
organs with the development of the otic vesicle and inner ear in mammals.

Inner Ear
It was believed that the otic placode is induced by Fgfs and Wnts of the chorda-
mesoderm and hindbrain, but recent studies show that it is Fgf8 and Fgf3 signals, 
released from the hindbrain rhombomere 4, that determine the early induction and 
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Figure 5.11 Model for the noncell-autonomous interactions between Phox2b and Nkx2.2 in 
the developing pancreas.
Source: From Nekrep et al. (2008).
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maintenance of the otic placode and inner ear patterning in the zebrafish (Leger and 
Brand, 2002). Hindbrain signals are necessary and sufficient for establishing the dor-
soventral axis of the inner ear. In this context, it is noteworthy that a specific change 
in the dorsoventral axis of the inner ear can be induced by reversing the dorsoventral 
axis of the hindbrain (Figure 5.12).

Shh signals from the neural floor plate and notochord are required for ventral 
inner ear structures and differentiation of auditory cells (Riccomagno et al., 2002; 
Bok et al., 2005).

The establishment of the axial polarity and compartmentalization of the otic 
vesicle as well is believed to be a function of the hindbrain. The otic cup develops 
adjacent to two hindbrain compartments, rhombomeres 5 and 6 (r5 and r6), whose 
boundary is aligned with the middle of the otic cup. r5 and r6 may send different sig-
nals to anterior and posterior otocyst, respectively. They may send signals exclusively 
to the dorsal half of the vesicle, thus determining formation of its separate antero-
medial and posteromedial compartments. Lateral identity is determined later by the 
lateral-most part of the invaginating cup and could be influenced by the distance from 
the hindbrain (Brigande et al., 2000).

Maternal and Neural Control of Heart Development

After the formation of the neural tube and the CNS, in many vertebrate species, the 
heart is the next organ to develop. The neural tube sends signals (Wnt-3 and Wnt-8) 
that inhibit the induction of cardiogenesis and promote blood cell differentiation of 
mesoderm along the whole of its length, except for the region where the heart nor-
mally develops. Ectopic heart is experimentally induced by simply activating Wnt 
antagonists (Schneider and Mercola, 2001; Tzahor and Lassar, 2001; Marvin et al., 
2001; Foley and Mercola, 2005). Wnt antagonists from the endoderm permit the 
development of the heart in a restricted region of mesoderm, where they overwhelm 
the neural tube Wnt signaling, leading to expression of Nkx2.5 and synergistic action 
of BMP (Zaffran and Frasch, 2002; Figure 5.13). In invertebrates such as Drosophila, 
by contrast, Wnts are necessary for the development of the heart.

The neurotransmitter serotonin, via its receptor 5-HT2B, regulates differentiation 
and proliferation of the developing and adult heart (Nebigil et al., 2000). Suppression 
of 5-HT2B synthesis causes developmental anomalies and midgestational death of the 
embryo. The neurotrophic factor, brain-derived neurotrophic factor (BDNF), besides 
its differentiative actions on neurons expressing the Tk receptor tyrosine kinase, has 
an angiogenic effect on endothelial cells and is necessary for maintaining the stabil-
ity of the intraventricular walls (Donovan et al., 2000).

The hormone RA signaling determines the proportion of cells that will differenti-
ate into myocardial progenitor cells from a pool of multipotential cells in a way that 
the population size of cardiomyocytes is inversely related to the RA level (Keegan 
et al., 2005). The very low level of RA in the heart suggests that the source of the 
hormone may be the RA-rich neural tube/spinal cord.

Apoptosis, the programmed cell death, also has a special role in heart morpho-
genesis. It is observed to occur in heart of mouse (myocardium and myocardial 
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and conotruncal cushions prior to and during overt septation of the outflow tract and 
surround the thymus and thyroid as these organs form” (Jiang et al., 2000).

Neural crest cells mutants for the type I receptor ALK2 in mouse embryos show 
impaired migration leading to morphological defects in the heart outflow tract and 
aortic arch (Kaartinen et al., 2004). Ablation of the cardiac neural crest leads to 
anomalies of the outflow and inflow tracts of the heart and the aortic arch arteries 
(Miyagawa-Tomita et al., 1991; Figure 5.15).

Vasculogenesis and Angiogenesis

The processes of vasculogenesis (formation of a primary network of capillaries or 
the vascular plexus) and the differentiation of endothelial cells from their precursors 
begin approximately at the time that the embryonic heart starts to develop. A group 
of five vascular endothelial growth factor (VEGF) types, all of them downstream 
elements of signal cascades under ultimate control of the CNS, have essential roles 
in vasculogenesis and hematopoiesis (Carmeliet et al., 1996; Liang et al., 2001) in 
stimulating proliferation of vascular endothelial cells (Ash and Overbeek, 2000), and 
migration of endothelial cells (Esser et al., 1998). Their action is mediated by recep-
tor tyrosine kinases Flk1 (VEGF-R2) and Flt1 (VEGF-R1) (Millauer et al., 1993), 
with the latter being essential for the formation of embryonic capillaries (Fong et al., 
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1995). Another secreted protein, FGF2, also known as basic FGF, has been demon-
strated to be a potent stimulator of the embryonic angiogenesis when applied to the 
quail chorioallantoic membrane at embryonic day 7 (Parsons-Wingerter et al., 2000). 
FGF2 is also secreted by chick chorioallantoic membrane and has a rate-limiting role 
in the vascularization of the chorioallantoic membrane (Ribatti et al., 1995). A spa-
tially differential supply of VEGFA determines vascular branching pattern (Ruhrberg 
et al., 2002).

Evidence about the immediate regulation of angiogenesis by the nervous system 
has been presented recently. The neurotransmitter DA inhibits the vasculogenic and 
angiogenic actions of the cytokine vascular permeability factor/VEGF by inducing the 
endocytosis of the VEGF receptor 2 (Basu et al., 2001). However, probably the most 
compelling fact so far on the direct involvement of the CNS in the embryonic angiogen-
esis was reported by Mukoyama et al. (2002). They observed that in mutant mice lacking 
sensory nerves in limbs, large-diameter vessels do not branch normally into intermedi-
ate vessels, but directly into small-diameter vessels. Moreover, they observed that dur-
ing embryogenesis, the sensory neurons themselves secrete VEGF, which determines the 
cell differentiation and patterning of arteries in their vicinity (Mukoyama et al., 2002), 
thus explaining the old anatomic observation on the general association of arteries with 
peripheral nerves. In the embryonic limb skin, the nerve is the principal source of VEGF. 
The nerve-derived VEGF164 induces in vessels’ endothelium the synthesis of neuropi-
lin-1 (NRP1), an artery-specific coreceptor of VEGF164. This fact may also explain why 
the arteriogenic effects of sensory nerves are restricted to vessels in close proximity to the 
nerves (Mukoyama et al., 2005; Figure 5.16).

Based on the experimental evidence, investigators concluded that

peripheral nerves provide a template that determines the organotypic pattern of 
blood vessel branching and arterial differentiation in the skin, via local secretion of 
VEGF. 

Mukoyama et al. (2002)

It is demonstrated that in coculture with PSM (paraxial mesoderm), the neu-
ral tube can induce formation of a perineural vascular plexus (PNVP). Based on 
the demonstrated roles of the neural tube in vascular patterning, the neural tube is 
considered to be the midline signaling center for vascular patterning in higher ver-
tebrates (Hogan et al., 2004). During embryogenesis, the brain and spinal cord 
release signals (with VEGF being a central player) for differentiation and migration 
of somitic angioblasts in their direction and form around them the so-called PNVP 
(Figure 5.17), as a necessary source of oxygen and nutrients for the development 
of the CNS in vertebrates. Another example of the neural control of vasculogenesis 
is the formation of the retinal vasculature. The lower portion of the signal cascade 
regulating the development of the retinal vascular pattern includes retinal neurons, 
which, by secreting platelet-derived growth factor A, stimulate proliferation of astro-
cytes. Astrocytes, in turn, by secreting VEGF, determine blood vessel formation in 
retina (West et al., 2005). Note that the signal cascade for the development of the 
retinal vasculature starts with retinal ganglion neurons.
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the prospective gastrointestinal tract and participate in the development of the organs 
of the tract. Very early during hepatogenesis, VENT cells originating in the ventral 
regions of the neural tube appear in liver trabeculae, where they express hepatocyte 
markers and display hepatocyte morphology. At stage E5, VENT cells reach the stom-
ach and duodenum, where they contribute to formation of their mucosa and, almost 
at the same time (E6), VENT cells from the VENT reach other regions of the gastro-
intestinal tract (Dickinson et al., 2004). The above evidence shows that development 
of the gastrointestinal tract depends on the patterns of RA synthesis as well as on the 
cellular and inductive contributions of the migratory neural tube cells.

Pneumogenesis

It is becoming clear that the angiogenesis and vasculogenesis of the pulmonary cir-
culation and capillary network are closely linked with each other and may be nec-
essary for lung epithelial morphogenesis. Like epithelial morphogenesis, pulmonary 
vascularization depends on a fine balance between positive and negative factors. 
Angiogenic and vasculogenic factors include VEGF, which signals through cognate 
flk and flt receptors, while endothelial monocyte-activating polypeptide-II acts as 
anti-angiogenic factor (Warburton, 2000).

In Drosophila, the peripheral nervous system and the neighboring CNS sends 
Dalmatian signals to trachea and the salivary duct, which are necessary for the nor-
mal development of these organs. It is concluded that

a properly formed nervous system is required for normal tracheal and salivary duct 
development. Neurons may modify the local environment or may provide cues for 
proper tracheal and salivary duct formation through signaling molecules.

Kerman and Andrews (2006)

In humans, RA “is indispensable for the formation of primary lung buds and the 
oesophago-tracheal septum” (Mollard et al., 2000), and the human embryo may 
extract RA from the maternal circulation (Morris-Kay and Sokolova, 1996). By the 
20th gestational week, the embryonic bronchial epithelium differentiates into alveolar 
epithelium (type-II pneumocytes). At that point in time, besides the Wnt-7b signaling, 
other hormonally regulated signals, such as FGFs, TGFs, and RA, are also involved 
in the development of the tracheobronchial tree and alveoli (Chytil, 1996; Cardoso, 
2001). In both humans and Drosophila, during the development of the respiratory sys-
tem, an FGF pathway is “reiteratively used” to pattern successive rounds of branching 
(Metzger and Krasdnow, 1999).

Other hormonal influences on lung development are also known. The hormonally 
induced epidermal growth factor (EGF) has a stimulating effect on the lung develop-
ment, while the hormone dihydrotestosterone is an inhibitor of pneumogenesis. As 
shown in Chapter 1, the above growth factors are elements of signal cascades epige-
netically starting in the CNS.

The lung anlage grows out of the foregut endoderm into adjacent mesenchyme 
as an initial stage in the process of the formation of the bronchial tree. Cells of the 



Epigenetic Principles of Evolution180

primitive lung epithelium are undifferentiated pluripotent cells. The first differ-
entiated cells to appear in the anlage are pulmonary neuroendocrine cells (PNECs) 
(Linnoila, 2006; Pan et al., 2006; Cutz et al., 2008). In human embryos, their differ-
entiation takes place by the 8th week of gestation. Their differentiation is character-
ized by expression of the same genes that characterize differentiation of neurons in 
Drosophila (Linnoila, 2006). PNECs appear as solitary cells distributed throughout 
the airways mucosa of mammalian lungs or in small clusters known as neuroepithelial 
bodies (NEBs) that appear later in lung development by the 10th gestational week 
and are located mainly in branching points of bronchioles. Based on the recent evi-
dence that PNECs are the first cell type to differentiate and produce substances with 
growth factor and mitogen properties (for example, serotonin, bombesin, calcitonin 
gene-related peptide (CGRP)), and release neurotransmitters and neuropeptides in 
response to intrauterine hypoxia and mechanical strain, it is suggested that they may 
play a critical role in cell proliferation and differentiation and lung morphogenesis in 
general (Pan et al., 2006; Cutz et al., 2008).

Both NEBs and PNECs use NADPH (nicotinamide adenine dinucleotide phos-
phate) oxidase as a molecular oxygen sensor and respond to hypoxia by releasing the 
neurotransmitter serotonin, CGRP, and others. Recognition of NEBs as sensory air-
ways receptors required demonstration of the presence in them of sensory innervation, 
which now is indisputably established to be vagal myelinated innervation (Figure 
5.18). NEBs are also innervated by spinal afferents (Adriansen et al., 2006). Changes 
in oxygen (for example, hypoxia) are converted in action potentials and afferently 
transmitted for processing in the brain stem, while the efferent input provides NEBs 
information for secreting serotonin, CGRP, and others. In response to mechanical 
strain as a result of secreted fluids, diaphragm contraction, or fetal breathing move-
ments, PNECs and NEBs release serotonin, which stimulates proliferation of fetal 
lung cells and affects lung maturation by inducing production of extracellular matrix 
and differentiation of alveolar cells (Pan et al., 2006) and has potential effects on lung 
development and resorption of the lung fluid at the time of birth.

Production of the surfactant (a mixture of proteins and phospholipids that is 
essential for survival at the time of birth) by alveolar cells in lungs results from the 
following cerebrally induced signal cascade:

Hypothalamic CRH → pituitary corticotropin → adrenal cortisol → the fibroblast 
pneumocyte factor (secreted by lung fibroblasts) → surfactant (secreted by type-II 
pneumocytes) (Figure 5.19).

Nephrogenesis

Since early 1950s, Grobstein (1956) observed that explants of the mouse embry-
onic spinal cord, separated from the metanephrogenic mesenchyme by a cell-non-
penetrable filter membrane, induced formation of tubules in the mesenchyme. Later, 
it was found that the nephrogenic action of the spinal cord was related to secre-
tion by the spinal cord of Wnt-1 protein, which, at that stage of embryonic devel-
opment, is detected exclusively in the CNS (Herzlinger et al., 1994). Other studies 
have shown that another secreted protein, Wnt-4, was the most important inducer of 
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only embryonic spinal cord and brain were effective, whereas the ureter bud did 
not induce …. These studies suggest that embryonic neurons are the most effective 
inducers of nephrogenic mesenchyme in vitro. 

Sariola et al. (1989)

The fact that neurons appear early in the mesonephric mesenchyme and may be 
present in the ureter bud may explain the results of Grobstein’s experiments (1956) 
that suggested a role for the ureter bud in kidney differentiation (Figure 5.21):

It is demonstrated that neurons may have been dissected from the mesenchyme with 
the ureter bud. 

Sariola et al. (1988)

Additionally, TGF-β2, FGF2 (their secretion is hormonally regulated), and leuke-
mia inhibitory factor (LIF) are known to induce renal tubulogenesis via a common 
Wnt mechanism (Perantoni et al., 1995; Plisov et al., 2001). But FGF2 can induce 
epithelial conversion of metanephrogenic mesenchyme during tubulogenesis only if 
combined with a factor contained in pituitary extracts (Perantoni et al., 1995) and, 
needless to say, pituitary hormones, being induced by respective hypothalamic 

Figure 5.21 Primary culture of an isolated ureter bud cultivated for 2 days on a glass cover 
slip. The microsurgically dissected ureter bud consists of an epithelial bud surrounded by a 
sheet of loose mesenchymal cells. Neurofilament staining reveals neurones in the mesenchyme 
around to the isolated ureter bud.
Source: From Sariola et al. (1989).
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releasing hormones, are under CNS control. Wnt-4, hormonally regulated by prolac-
tin, is also involved in the initial stage of tubulogenesis (Wolpert et al., 1998), whereas 
TGF-β1 prevents formation of ureteric buds (Ritvos et al., 1995).

The development of kidney in mammals involves a close and intricate interaction 
between the Wolffian duct and metanephrogenic mesenchymal cells. The latter are 
induced by growth/differentiation factor-11 to release glial cell-line–derived neu-
rotrophic factor (GDNF), which promotes the development of the primary ureteric 
buds from segments of the Wolffian duct and attracts ureteric bud branches toward 
the source of GDNF (Sainio et al., 1997). But GDNF itself is known to be induced 
by an RA signal.

In X. laevis, the development of the early embryonic kidney, protonephros, can be 
induced by treatment of ectoderm with RA and activin A (Uochi and Asashima, 1996). 
Even the undifferentiated animal pole ectoderm of this amphibian in vitro is induced 
to form protonephros when treated with RA and activin A (Osafune et al., 2002).

Hormones such as pituitary GH and growth factors such as IGF-1 and IGF-2 induce 
kidney growth during normal renal development (Feld and Hirschberg, 1996). Let us 
remember that secretion of GH by the pituitary is cerebrally stimulated by the hypo-
thalamic neurohormone GHRH, while GH stimulates synthesis of IGFs in the liver.

Neural Control of the Primary Sex Determination

All human embryos are morphologically indistinguishable until about the 7th week, 
when they begin to follow divergent patterns of male and female development. 
Fourteen years ago, in a seemingly tour de force, biologists discovered that the pro-
cess of sexual differentiation starts by the 6th gestational week with the activation 
of sry gene, a testis determining factor, localized in the chromosome Y. Accordingly, 
expression of this gene stimulates differentiation of Sertoli cells and testis (Koopman 
et al., 1990; Jeske et al., 1995; Mittwoch, 2000). However, several other genes have 
been discovered ever since, which, similar to sry, are expressed in the genital anlage 
(genital tubercle): genes responsible for RA receptors, Fgf8, cyp26 (Ogino et al., 
2001) as well as Shh, which regulates expression of Ptch1, Bmp4, Hoxd13, and Fgf10 
(Haraguchi et al., 2001).

To cope with these and other experimental results, a more complex explana-
tion was offered: the development of testis requires that SRY, directly or indirectly, 
induces the gene for the transcription factor, steroidogenic factor-1 (Sf1). The signal-
ing network would also comprise cooperation between the Sf1 and Sox9 proteins for 
upregulating production of another gene, AMH (Gilbert, 2000). Anyway, it was gen-
erally acknowledged that the sry in the Y chromosome is “the primary sex determin-
ing gene in mammals” (Wolpert et al., 1998, pp. 372–374).

Contrary to conventional wisdom, it is now reported that sexually dimorphic 
gene expression in the brain precedes differentiation of gonads. Out of 12,000 genes 
expressed in the embryonic brains of mice, investigators have identified 50 candi-
date genes and confirmed at least seven (Dewing et al., 2003) that are differentially 
expressed in brains of male and female mice “before any gonadal hormone influ-
ence” and before the start of the sry gene expression.
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Sex-specific expression of genes in the embryonic chick brain starts at embryonic 
day 4, that is earlier, than in any other embryonic structure, including the genital ridge, 
where sex-specific expression of genes start only at embryonic day 5 (Scholz et al., 
2006). This suggests that, notwithstanding the widely held opinion that secretion of sex 
hormones in the embryonic gonads determines the sex-dependent expression of genes 
in the brain, it is the sexuality of gonads that may be determined by brain signals.

There is additional strong evidence that the sry gene, the chromosome Y, and the 
genital anlage may not be responsible for determining embryo’s maleness. In recent 
experiments with Japanese quails, it has been demonstrated that transplantation of 
the female forebrain primordium into male embryos, before gonadal differentiation, 
suffices to prevent differentiation of male sex organs (Gahr, 2003) in genetically 
male embryos. It seems that sexual differentiation, in birds and mammals, is cere-
brally, rather than hormonally, determined.

Early in embryogenesis, mesonephric cells migrate to the male gonad anlage to 
differentiate into gonadal somatic cells. It is believed that this migration is induced 
by MMPs, which are regulated by the Sry–TIMP-3 (tissue inhibitors of metallopro-
teinase-3) cascade (Nishino et al., 2002), but expression of TIMP-3 mRNA is induced 
by the hypothalamic neurohormone gonadotropin-releasing hormone (GnRH) (Bakke 
et al., 2002). Mesonephric endothelial cells migrate to form the coelomic blood ves-
sel, and steroidogenic adrenal precursor cells migrate to convert into steroidogenic 
testicular cells. The migration of cells to the gonadal anlage is regulated by the Wnt 
(Jeays-Ward et al., 2003), and the neural tissue is the exclusive provider of the Wnt-1 
at that stage of development (Herzlinger et al., 1994).

There are numerous studies in other vertebrates showing that sex may be deter-
mined by environmental stimuli, such as the temperature of the environment where 
eggs are laid, rather than genetically. This is the case in many reptiles: the embry-
onic brain perceives the temperature, processes it, and converts it into a signal in the 
brain, which induces expression of aromatase (Willingham et al., 2000; Milnes et al., 
2002), which in turn converts androgens into estrogen, determining the female sex of 
the embryo even when the embryo is genetically male.

Larvae of the genotypically females of Pleurodeles waltlii, reared at 32°C before 
formation of the genital ridge (stages 43–51), convert into male newts (Dournon and 
Houillon, 1985).

In the sea turtle, Lepidochelys olivacea, it is the diencephalon, not the gonads, 
that starts the sexual differentiation by responding to the female-promoting tempera-
ture with elevated estradiol levels, and it is the diencephalon that senses tempera-
ture during sex determination (Salame-Mendez et al., 1998). Still undifferentiated 
gonads of the sea turtle L. olivacea are pervaded by acetylcholinesterase-positive 
nerve fibers from spinal cord during the thermosensitive period of sex determination 
(stages 20–27), and it is believed that

the spinal cord and the innervation derivating from it could play a role in driving or 
modulating the process of temperature-dependent gonadal sex determination and/or 
differentiation. 

Gutierrez-Ospina et al. (1999)
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In many insects, transplantation of male brains alone into female abdomens 
induces presumptive ovaries to develop apical tissue and male secondary sexual 
characters (Gorbman and Davey, 1991).

It has also been reported that brain aromatase has no effect on gonadal differentia-
tion in amphibians (for review, see Pieau and Dorizzi, 2004), but this does not raise 
doubts about the epigenetic nature of the temperature-dependent sex determination.

Neural Control of Sex Conversion

Sex conversion is another illustration of the epigenetic determinism of sex in verte-
brates. It is common in a number of teleost fish. It may be protogynous (from female to 
male) or protandrous (from male to female) and ranges from permanent protogynous/
protandrous change of sex more than once in either direction (Grober and Sunobe, 
1996) to extremely quick and reversible gender change in a matter of minutes (Bass 
and Grober, 2001). The phenomenon is associated with radical changes in the direction 
of the opposite sex in the morphology, morphometry, and behavior of the sex converts.

Sex conversion is induced by specific changes in the social environment, but only 
recently has it been possible to discover the chain of events that link the social envi-
ronment with the sex change. At least two different cascades of events have been 
identified so far. On the one hand, in response to social cues, fish of the African 
sex-changing cichlid species, Astatotilapia (Haplochromis) burtoni, modify elec-
trical properties and the size of the hypothalamic GnRH neurons, as well as their 
reproductive activity (Greenwood and Fernald, 2004). On the other, sex conversions 
(female → male and male → female) in teleost fish depend on the increase and 
decrease in the number of GnRH-secreting neurons. The increase in the number 
of GnRH neurons in teleost fish is part of the masculinizing mechanism, which is 
responsible for mediating the socially determined changes in the morphology of 
gonads (Elofsson et al., 1997a).

Studies on sex conversion in protogynous (Labrus berggylta) and protandrous 
(Amphiprion melanopus) fish have shown that GnRH neurons in the cerebral regions 
of the preoptic area (POA) are responsible for the socially mediated sex conversion 
(Elofsson et al., 1997b; Bass and Grober, 2001).

Masculinization of protogynous fish of the species Lythrypnus dalli (Gobiidae) 
is associated with increased size of particular secretory neurons in the forebrain 
(Reavis and Grober, 1999). Based on the fact that pituitary luteinizing hormone (LH) 
levels are correlated with conversion from female to male, it is suggested that LH in 
the black porgy, Acanthopagrus schlegeli, may also have a masculinizing effect (Lee 
et al., 2004). Now, it is generally acknowledged that sex conversion in fish is deter-
mined by a central nervous mechanism:

Such changes in the POA GnRH cell population phenotype may reflect a proximate 
central mechanism in the induction of the dramatic gonadal and behavioural trans-
formations that are associated with sex change in hermaphroditic fish. 

Elofsson et al. (1997b)
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Sometimes, social stimuli trigger a response from the arginine/vasotocin neuropep-
tide system in the POA region, which is involved in the cascades of events determin-
ing sex change in teleost fish (Bass and Grober, 2001; Semsar and Godwin, 2003). 
Other cerebral factors may be involved in sex conversions in teleost fish, as demon-
strated by the fact that intraperitoneal administration of the neuropeptide Y (NPY) 
in protogynous bluehead wrase, Thalassoma bifasciatum, induces degeneration of 
ovaries and their conversion into males (Kramer and Imbriano, 1997). The stoplight 
parrotfish, Sparisoma viride, may, spontaneously or experimentally, by androsterone 
injections, change sex during its lifetime. Pollutants such as the herbicide atrazine are 
reported to have feminizating and/or hermaphroditizing effect on frogs, in both nature 
and experiments (Hayes et al., 2002a,b).

Generalizing the extensive evidence on the role of social interactions and related 
behavior in sex conversion in teleost fish, experts in the field have concluded that

the initiation of the sex reversal is often controlled by social, behavioural fac-
tors, and since the only way behaviour can affect the gonads is through the brain, 
there must be central neuronal mechanisms underlying the gonadal change (my 
italics—N.C.). 

Elofsson et al. (1997a)

Reproductive activity of males of the African cichlid fish, Astatotilapia burtoni, 
depends on the individual’s status. Subordinate fish display submissive (but not 
courtship) behavior and have dull body coloration, while dominant males display 
aggressive and courtship behavior and bright coloration and defend their spawning 
territory. Dominant males also have larger testes, larger GnRH1 neurons in the hypo-
thalamus, higher levels of GnRH1 and LH, and higher expression of the GnRH1 
receptor in the pituitary. However, when the social environment allows it, they 
ascend to the dominant social status by activating the brain–pituitary–gonad axis 
and displaying the dominant phenotype in behavior, body coloration, and hormonal 
parameters, in testes cytology and spermiogenesis, thus becoming reproductively 
competent (Maruska and Fernald, 2011; Figure 5.22).

Osteogenesis

Bone formation takes place in two distinct ways: by endochondral osteogenesis 
(osteogenesis cartilaginea) and intramembraneous osteogenesis (osteogenesis 
membranacea).

During endochondral osteogenesis, mesenchymal cells accumulate to form con-
densations, cartilaginous anlagen, on the site of the future bone. The pituitary GH, 
which is induced by the hypothalamic neurohormone GHRH, stimulates prolif-
eration of prechondrocytes by shortening 50% of their cell cycle in the epiphyseal 
growth plates (between the epiphysis and diaphysis of long bones). GH binds its 
receptor in the cells of the growth plate (Wolpert et al., 1998, p. 425) and induces 
local synthesis of IGF-1 in these cells, but the fact that administration of systemic 
recombinant IGF-1 stimulates bone growth in hypophysectomized (hence, unable to 
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their origin in the CNS (hypothalamus). Biologists marvel at the accuracy of the 
symmetrical development of long bones:

In view of the complexity of the growth plate, it is remarkable that human bones in 
the limbs on either side of the body can grow for some 15 years independently of 
each other, and yet eventually match to an accuracy of about 0.2%. 

Wolpert et al. (1998, p. 424)

All of the evidence presented above on the control of the bone development by sig-
nal cascades that ultimately originate in the CNS points in the direction of this infor-
mation-receiving, -processing, and -generating organ. To the same direction points the 
maintenance of the continually eroding bone structure during the adulthood and also 
pathological processes leading to the loss of its normal structure.

Regulation of Bone Homeostasis

Bone homeostasis implies bone formation and bone resorption, carried out, respec-
tively, by osteoblasts and osteoclasts. Two main components, a neural and a hor-
monal, are involved in the maintenance of the normal adult bone mass and structure. 
Needless to reiterate, hormones generally represent downstream elements of signal 
cascades originating in the CNS.

Studies on the relationship between the hormone leptin and bone formation in 
mammals led investigators to the conclusion that leptin performs its antiosteogenic 
action via the CNS (Ducy et al., 2000). Until recently, it was not known how this cen-
tral CNS message was delivered to the bones. Now, the experimental evidence shows 
that the regulation of bone mass is not hormonal, because leptin does not act on bone 
osteoblasts. When leptin was intracerebrally infused in one of a pair of cross-circu-
lated homozygous leptinless (ob/ob) mice, significant decrease of bone mass was 
observed only in the cerebrally infused mouse. However, in absence of Arβ2 receptor, 
intracerebrally administered leptin fails to produce its bone resorptive action (Takeda 
et al., 2002; Elefteriou et al., 2005).

When the level of leptin is high, it binds its receptor ObRb in serotonergic neu-
rons of the brain stem stimulating these neurons to secrete serotonin which attenu-
ates activation of noradrenergic neurons in locus coeruleus (see Figure 6.8 in Chapter 
6). Serotonin binds its receptor Htr2c on neurons of the VMHs, which, via medulla 
oblongata, decrease sympathetic activity, thus leading to bone growth. When the 
level of leptin is low, the electrical activity in serotonergic neurons of the brain stem 
decreases, and serotonin secretion is inhibited. This increases the noradrenergic tone 
and results in bone loss. It was found that brain-derived serotonin (BDS) represents 
only 5% of the total serotonin pool of the body but, despite that fact, the role of BDS 
in bone remodeling was greater than that of gut-derived serotonin (Yadav et al., 2009).

Hypothalamic regulation of bone formation/remodeling also involves the central 
hypothalamic molecular clocks and peripheral clocks in osteoblasts, but the latter act 
downstream the sympathetic tone and inhibit osteoblast proliferation (Takeda and 
Karsenty, 2008). Central stimulation of the sympathetic innervation in bones increases 
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and expression of prostaglandin G/H synthase-2 (Cox-2) mRNA. The latter stimulates 
proliferation of osteoblasts and osteoclasts (Hakeda et al., 2000). The sympathetic 
nervous system (β-adrenergic pathway) is crucial in mediating homeostatic effects of 
mechanical loading in bones (Levasseur et al., 2003).

Immediate Neural Regulation of Bone Homeostasis

For a long time, it was believed that bones represent a poorly innervated tissue. Now 
we know that bones are pervaded by an intense network of sensory and autonomic 
nerve fibers, not only in periosteum, but in the cortical bone and bone marrow as 
well (Lerner, 2002). Nerve fibers come into direct contact with osteoclasts (Hara-Irie 
et al., 1996) and release there a number of neuropeptides/neurotransmitters (for 
example, vasoactive intestinal peptide (VIP), PACAP, substance P (SP), CGRP, 
BDNF, serotonin, glutamate, catecholamine) with effects that are

similar to those induced by osteotropic hormones and cytokines and suggest that the 
nervous system may be part of the endo- and paracrine control of bone metabolism. 

Lerner (2002)

Neuroactive substances released by local nerves on osteoblasts and osteoclasts per-
form their osteoregulatory functions by binding specific neuropeptide receptors, such 
as VIP-1R and VIP-2R (Lundberg et al., 2001), the CGRP receptor (Lerner, 2002), 
and adrenergic receptors (Togari, 2002), respectively, to vasoactive intestinal peptide 
(VIP); CGRP; adrenalin; and other neuropeptides, neurotransmitters, and growth fac-
tors secreted by adjacent nerve fibers. It has been demonstrated that nerve fibers in rat 
bones secrete VIP, NPY, tyrosine hydroxylase (Bjurholm et al., 1988), SP (Hill and 
Elde, 1991), and CGRP (Hill and Elde, 1991; Irie et al., 2002).

Besides the direct mechanical effect on bone structure and cells, mechanical load-
ing influences bone homeostasis in an indirect way.

Changes in bone loading are sources of mechanosensation. After reception by the  
sensory neurons, mechanical stimuli arising from changes in bone loading, in  
the form of electrical signals, are transmitted to specific centers in the CNS, where 
the sensory information is integrated and processed. The CNS determines activation 
of signal cascades for processes of bone remodeling “from normal remodeling to 
fracture healing and nonunion.”

Bone nerves/neuropeptides may explain why various inputs/outputs are transformed 
in a meaningful way to altered mass and quality of bone. 

Konttinen et al. (1996)

Given both direct and indirect (via neural pathways) effects of the mechanical 
load on bones, it is not easy to determine the relative role in bone changes resulting 
from the direct action of loading/unloading on the bones from that of signal cascades 
that start with processing of loading/unloading stimuli in neural circuits in the CNS. 
The simplest test for assessing their relative role would be to see how neurectomy of 
sensory nerves innervating bones affects the symptoms of unloading.
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Bone formation and mineral apposition in endosteum increases in loaded (but not 
in unloaded) control rats (Cheline et al., 2002). Experimental loss of gravitational 
loading by hindlimb elevation in adult rats reduces bone formation and is character-
ized by an expected rise in the calcium blood level and a drop in the vitamin D level 
(Dehority et al., 1999).

The fact that the sensory information of bone loading/unloading from sensory neu-
rons is transmitted for processing in specific brain centers implies that experimen-
tal neurectomy or accidental disruption of the transmission of that information to the 
CNS would cause sensation of unloading. Furthermore, it might be predicted that 
neurectomy and/or neural injury leads to bone mass losses similar to those observed 
in the cases of experimental unloading. Indeed, experimental evidence has shown that 
this is the case. Sciatic neurectomy causes substantial decrease in bone mass in adults 
(Zeng et al., 1996) and inhibits bone formation during postnatal development (Zeng 
et al., 1996; Edoff et al., 1997). Spinal injury, causing paraplegia, leads to an increase 
in the number of osteoclasts, which are specialized in bone resorption, thus causing 
loss of bone mass (Demulder et al., 1998).

Autonomic nerve fibers are normally present in bone epiphysis and periosteum 
(Bjurholm et al., 1988), where they release various neuropeptides. In vitro experiments 
have shown that the neuropeptide VIP is a regulator of bone matrix proteins; hence, it 
is also involved in bone formation. By binding to its receptors, VIP stimulates osteo-
clasts to resorb bone tissue (Lundberg et al., 2000). Neuropeptide VIP also decreases 
transcription of the gene for interleukin-6, which, as well as its receptor, enhances the 
action of osteogenic protein-1, which, in turn, stimulates bone formation (Yeh et al., 
2002). And the fact that VIP stimulates alkaline phosphatase activity suggests that it is 
also involved in regulation of anabolic processes and calcium accumulation in bones 
(Lundberg et al., 1999).

The neuropeptide CGRP is identified in the sensory nerve fibers of bones. It has the 
opposite effect of VIP, i.e., it inhibits bone resorption (Lerner, 2002). CGRP binds to 
specific membrane receptors of osteoblasts and osteoclasts. Stimulation of autonomic 
sympathetic nerve fibers induces release of osteoclast differentiation factor and osteoclas-
togenesis inhibitory factor by osteoblasts (Togari, 2002), thus stimulating bone resorption.

Neural Control of the Development of the Mammary Gland

Formation of this gland is under a complex control of systemic neurohormonal sig-
nals via hypothalamus–pituitary–ovarian axis (prolactin) and the ovary (estrogen and 
progesterone). The signals are executed by local mediators, Wnt (Sassoon, 1999), 
EGF, and TGF-β proteins, neuropeptide VIP, hypothalamic hormone TRH (Gilbert, 
1997), and others.

Thus, the cascade of events for the mammary gland development starts in the 
CNS: in response to internal signals, related to the activation of the hypothalamic 
GnRH pulse generator, and especially to gestation, neurons of the caudal part of the 
solitary tract release a neuropeptide, prolactin-releasing peptide, which stimulates the 
hypothalamus to secrete prolactin-releasing factor/prolactin-releasing inhibition fac-
tor. The hypothalamus, via these hormones and by acting directly on the pituitary, 
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Ecdysone and insulin-like peptides act antagonistically: while ecdysone, above 
the basal level, acts as inhibitor of cell growth and proliferation, the latter stimulate 
cell growth and proliferation (Colombani et al., 2005a).

Drosophila expresses seven insulin-like peptides, and the main source of insulin-
like peptides in Drosophila and other insect larvae is a cluster of insulin-producing 
secretory neurons in the pars intercerebralis of the protocerebrum (Rulifson et al., 
2002; Krieger et al., 2004). These neurons extend processes and release insulin-like 
peptides at the lateral protocerebrum, subesophageal ganglion, corpora cardiaca 
and the heart, from where, via hemolymph, they reach all of the regions of the body 
(Rulifson et al., 2002).

In the brain of Drosophila, seven median secretory neurons (m-NSCs) express 
three insulin-like genes, but expression of only two of these genes depends on the 
food availability. Ablation of the insulin-producing cells of the pars intermedialis of 
the protocerebrum prevents the growth of the fly with symptoms of starvation phe-
notype (Ikeya et al., 2002). It also leads to reduction of the wing size to 61% of the 
norm, while wing cell number and size are reduced to 72% and 85%, respectively 
(Rulifson et al., 2002) (Figure 5.26). The decrease in the size of the flies also results 
from decrease in both the number and the size of cells.

The insulin-signaling pathway in D. melanogaster plays a central role in regu-
lating growth, development, reproduction, and aging in response to nutrition and 
metabolism (Krieger et al., 2004).

Insulin-like peptides act by binding their membrane receptors, thus activating the 
kinase PI3K and protein kinase B transduction pathway. By experimentally increas-
ing levels of PI3K in the prothoracic gland, investigators have been able to increase 

Figure 5.26 Overall size decrease in adult Drosophila flies as a result of ablation of IPCs in 
the protocerebrum. Left, IPC-ablated fly; right, wild type (wt). Abbreviation: IPC, insulin-
producing neurons in the protocerebrum.
Source: From Rulifson et al. (2002).
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the speed of cell proliferation and growth (without changing the period of the larval 
growth), thus producing adult Drosophila that were 17% bigger than their parents. 
Similar results of producing offspring of larger body size were obtained by silencing 
EcR in insulin-producing neurons of the brain (Colombani et al., 2005b).

The body weight set point beyond which the yellow-spotted longicorn beetle, 
Psacothea hilaris, can enter diapause is 600 mg (Munyiri et al., 2004). In the dung 
beetle, Onthophagus taurus, only males that reach a particular body mass set point 
develop long horns (Emlen and Nijhout, 2001). A similar cerebrally established set 
point for body mass seems to exist in other insects: when they reach a weight of 5 g, 
the JH titer drops to allow metamorphosis to take place,

suggesting that proprioceptive information, depending perhaps on stretch, is inte-
grated by the brain causing the CA (corpora allata—N.C.) to switch off. 

Gorbman and Davey (1991), p. 721

What essentially takes place when insects of the genus Rhodnius stop growing at 
the onset of metamorphosis has been summarized as follows:

A blood meal causes the abdomen to expand, which stimulates stretch receptor nerves 
in the abdomen, which in turn stimulate specialized cells in the brain to secrete pro-
thoracicotropic hormone, which is released into the blood and stimulates the protho-
racic gland to secrete the molting hormone, ecdysone, which stimulates molting. 

West-Eberhard (2003)

Another paradigmatic example of the brain control of growth in invertebrates is 
observed in the freshwater snail Lymnaea stagnalis. In 1976, Geraerts reported that 
cauterization of the neurosecretory light green cells (LGCs) in the brains of juve-
nile snails of this species results in marked retardation of body growth that may be 
rescued by implanting cerebral ganglia containing LGCs. Studies on the function of 
LGCs have shown that these paired groups of 150–200 giant neurons (Smit et al., 
1998) express four member types of molluscan insulin-like peptides (MIPs), which 
then are deposited in axon terminals and released in the periphery of the paired 
median lip nerves, which serve as their neurohemal area (Figure 5.27). Brain lateral 
lobes are connected with LGCs and seem to have an inhibitory effect on the function 
of LGCs, as is indicated by the fact that cauterization of lateral lobes results in giant 
growth of the snail (Geraerts, 1976). MIPs may act both as neurohormones via hemo-
lymph and in a paracrine way within the CNS (van Heumen and Roubos, 1990).

Neurohormonal mechanisms for the control of the body mass also exist in verte-
brates (Halaas et al., 1995; Pelleymounter et al., 1995; Norman and Litwack, 1997), 
where the CNS with the hypothalamic–pituitary–liver axis functions as the main reg-
ulatory axis (Figure 5.28).

These mechanisms are under the CNS control, and recent evidence suggests the 
existence in the CNS of higher vertebrates of a body mass set point. In experiments 
with deer mouse (Peromyscus maniculatus), intraperitoneal implantation of meta-
bolically inert masses causes a compensatory and equivalent loss of body weight. In 
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It is suggested that numerous mechanoreceptors located within muscles and ten-
dons that have afferent pathways to cerebral cortex provide to the CNS the input on 
the body mass (Adams et al., 2001). Since the processing of the sensory input is per-
formed by the brain, the processes of growth and/or apoptosis for adjusting the body 
weight, according to the changed perception of the body mass, must also start with 
brain signals. Indeed, experimental evidence has localized, in the hypothalamus, a 
center that controls food intake and body weight via GABAB receptors (Baeckberg 
et al., 2003).

Neural Control of the Life Span

The IGF (insulin-like)-signaling pathway is conserved across metazoan taxa. Besides 
its well-established functions in the control and regulation of body size, this pathway 
seems to have another important function in determining life span in the animal king-
dom. In D. melanogaster, ablation of the m-NSCs (medial neurosecretory cells) of the 
pars intercerebralis, which secrete Drosophila insulin-like peptides-2, -3, and -5 (dilp2, 
dilp3, and dilp5), increased the life span by 10.5% in males and 18.5% and 33.5% in 
virgin and mated females, respectively. The increase in life span was accompanied by 
an increase of stress resistance and reduced fecundity (Broughton et al., 2005).

Thirty-seven genes encoding insulin-like peptides are produced in the nervous 
system of the nematode worm, Cenorhabditis elegans (Pierce et al., 2001). It is 
believed that this family of genes evolved some 600 million years ago, but some of 
them evolved as a result of recent gene duplications (Nelson and Padgett, 2003). In 
C. elegans, DAF-2, which is similar to vertebrate IGF receptors (Foxo), is the only 
insulin/IGF receptor, and via Akt-1,2 and Sgk-1 it phosphorylates DAF-16, leading to 
nuclear exclusion of DAF-16 and physiological aging. This is the normal “reproduc-
tive mode” of C. elegans life history. Suppression of insulin-like peptides and IGFs, 
or their receptor DAF-2, switches the worm to “waiting mode” by increasing life span 
and delaying age-related functional decline (Tatar et al., 2003; Panowski and Dillin, 
2009; Figure 5.29).

Based on the above mechanism, in response to environmental conditions, C. ele-
gans may adopt one of two alternative modes of life history: under favorable condi-
tions, it adopts the reproductive mode (pro-aging mode), whereas under unfavorable 
stressful conditions, the waiting mode, which is an antiaging mode (for example, 
diapause, hibernation).

In vertebrates, the body growth is determined mainly by the hypothalamus– 
pituitary axis (GHRH → GH → IGFI). It is observed that the reduced signaling along 
that axis, i.e., lower levels of relevant hormones, resulting from spontaneous or induced 
mutations, leads to longer life span. Hypopituitary mice, as well as GH-resistant 
mutants, often live for 3–4 years, while average mice life span is 2 years (Bartke, 2005).

Neural Control of the Onset of Puberty

The onset of puberty, which is associated with substantial changes in the mor-
phology and physiology of the reproductive system and the development of the 
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Neural Control of Apoptosis

The programmed cell death, apoptosis, is an evolutionarily old mechanism of elimina-
tion of excess cells with indispensable functions in sculpting animal organs and general 
morphology during embryogenesis, postembryonic development, and adult life.

Central regulation of apoptosis in invertebrates may be illustrated by the pro-
grammed cell death in Drosophila salivary gland during metamorphosis. Ecdysone is 
the key hormone in apoptosis of the salivary gland. The cascade of the salivary gland 
apoptosis may be succinctly described as follows: In response to internal and exter-
nal stimuli, the CNS secretes the neurohormone PTTH, which induces the prothoracic 
gland to secrete ecdysone. The latter, via its receptor EcR, in a dimer form with the 
ultraspiracle, induces expression of the primary response genes BR-C, E74A, and E93 
(Lee and Baehrecke, 2001; Yin and Thummel, 2004) (Figure 5.31). Products of these 
genes induce apoptotic genes reaper and hid, whose products overcome the antiapop-
totic effects of diap1 (Yin and Thummel, 2004).

Before the formation of the functioning embryonic CNS, apoptotic phenomena 
are determined by maternal factors. For example, in Xenopus, a maternal cell death 
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Figure 5.31 A model for the regulation of salivary gland cell death in Drosophila. In response 
to internal/external stimuli, during metamorphosis the brain secretes prothoracicotropic 
hormone (PTTH), which stimulates the prothoracic gland to secrete ecdysone. Ecdysone 
functions through the heterodimeric ecdysone receptor (EcR)/ultraspiracle (USP) receptor 
to directly induce primary response transcription factors, E93, BR-C, and E74A, which are 
required for proper rpr and hid induction. Ecdysone can also regulate rpr directly through 
an ecdysone response element in its promoter. To overcome the inhibitory effect of DIAP1, 
reaper and hid act together in a combinatorial manner, triggering salivary gland cell death.
Source: Slightly extended from Yin and Thummel (2004).
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program is activated at a maternally determined checkpoint as early as the midblas-
tula stage (Sible et al., 1997; Hensey and Gautier, 1999) if the expression of zygotic 
genes does not occur or is delayed. The program compensates for the lack of cell 
cycle checkpoints in the pre-midblastula transition embryos (Hensey and Gautier, 
1997). Apoptosis is believed to serve also as a mechanism of elimination of metaboli-
cally severely damaged cells in Xenopus (Shiokawa et al., 2000).

Among the most visible transformations taking place during metamorphosis in 
Manduca sexta is the degeneration of larval muscles and development of new adult 
muscles. This process is correlated with drastic regression of motor neurons inner-
vating these muscles. The surviving muscle fibers later start respecification in a pro-
cess that leads to formation of adult musculature. The fact that denervation of these 
adult muscles leads to their regression, and sometimes to the death of muscle fibers 
(Bayline et al., 1998), suggests that innervation is necessary for cell differentiation 
and proliferation in the process of muscle metamorphosis.

Many insects are capable of shedding their damaged hindlegs. The loss of nor-
mal proprioceptive input from the leg, after hindleg autotomy, in the grasshopper 
Barytettix humphreysii leads to induction of apoptosis of fibers of the thoracic mus-
cles. Apoptosis can also be neurally induced in parts of insect’s body by severing 
axons of proprioceptive organs in these parts (Arbas and Weidner, 1991; Personius 
and Chapman, 2002). (For further evidence of the control of apoptosis in insects, see 
earlier in the Section Apoptosis in Invertebrates.)

When the medaka fish, Oryzias latipes, is kept on a white background, its body 
color becomes lighter, because of a decrease in the number of melanophores as a 
result of the programmed cell death. However, when medaka fish, on the same white 
background, are chemically denervated, they exhibit no apoptosis. The absence of 
melanophore apoptosis in denervated fish suggests:

Sympathetic innervation has an important role in the regulation of apoptosis in 
melanophores. 

Sugimoto et al. (2000) and Uchida-Oka and Sugimoto (2001)

Another example of central neural regulation of apoptosis is that of glucocortico-
steroids (products of the target glands of the hypothalamus–pituitary–adrenal axis), 
which, by binding their cell surface receptors, induce signal transduction pathways 
that activate mitochondrial caspases leading to cell apoptosis (Distelhorst, 2002). 
The apoptotic property of glucocorticosteroids to kill lymphocytes is used in modern 
medicine for immunosuppressive purposes.

During amphibian metamorphosis, the TH (T3) regulates tail regression in tadpoles 
by activating expression of the Bax gene, which stimulates apoptosis of tail myocytes 
(Sachs et al., 1997). The TH upregulates ~35 genes and downregulates ~10 genes 
involved in the tail degeneration program of X. laevis (Denver, 1997a). Amphibian 
metamorphosis is under control of, and regulated by, TH, which itself is regulated by 
the pituitary TSH, which, in turn, is regulated by the hypothalamic TRH.

Downstream, the metamorphic action of the TH is mediated by MMPs  
(Damjanovski et al., 2000), enzymes that induce the remodeling of the extracellular 
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MCTs are rich in neurosecretory-like processes containing large dense vesicles 
(LDVs), which, because of the association with nervous and muscle tissues, are 
thought to be of neural origin. The neurally regulated activity of the muscles of the 
sea cucumber is essential in the process of evisceration. External (predator) or internal 
(waste or parasite accumulation in the digestive tract) evisceration stimuli may induce 
activity in upstream neurons or may act directly on evisceration-factor-producing 
cells. There is strong evidence for the involvement of active factors distributed through 
the coelom that have a direct transmitter-like or neurosecretory-like mode of operation 
(Byrne, 2001; Figure 5.33).

Neural Control of Regeneration

In a broad meaning of the term, metazoan regeneration is a special case of the ability 
of metazoans to maintain their structure. Since biological regeneration implies use of 
epigenetic information for rebuilding lost structures, it is relevant to the understand-
ing of the neural mechanisms of individual development.

Local Control of Regeneration by Nerve Fibers

Local innervation is essential for the process of regeneration of the amputated limb 
in amphibians. Soon after amputation, the stump is covered by a thin layer of epider-
mis, under which the apical ectodermal cap (AEC) forms. All different types of cells 
in the vicinity of the stump, under the cap, including migrating fibroblasts, dedif-
ferentiate, i.e., revert to a pluripotent state, similar to the state of cells during the 
early development. They form the regeneration blastema (a cluster of undifferenti-
ated cells, which forms at the place of injury).

Stimulus

Release of evisceration
factor: endocrine cell or
neurosecretory neuron

Evisceration factor
in coelom

Messenger

Direct effector

Neuron

Changes in MCT

Effector cell
in MCT

Autotomy

Figure 5.33 Hypothetical sequence of 
events leading to autotomy in Eupentacta 
quinquesemita. Abbreviation: MCT, mutable 
connective tissue.
Source: From Byrne (2001).
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(Mullen et al., 1996) in early larvae, is present in high levels, while in late larvae it is 
low (Cannata et al., 2001).

Experimental limb amputation in X. laevis froglets is followed by formation of 
blastema, characterized by a series of nerve-dependent and nerve-independent events. 
Nerve supply is necessary for expression of regeneration markers Fgf8, Fgf10, and 
Msx1 in the blastema, whereas expression of two other markers, Tbx5 and Prx1, may 
occur in the absence of nerves. The presence of nerves is necessary for cell survival, 
cell proliferation, and the growth of the blastema. In the absence of nerve supply, redif-
ferentiation of cells and tissue regeneration may take place, but limb regeneration does 
not (Suzuki et al., 2005).

Denervation of the tail simultaneously with its amputation in the weakly elec-
tric fish, Sternopygus macrurus, prevents regeneration to a large extent, and this has 
been interpreted as another indication that blastema formation is nerve-dependent 
(Unguez and Zakon, 2002).

Denervation of limbs which have already formed blastemas does not stop future 
morphogenetic progress. 

Goss (1969)

This may suggest that, by the time the blastema is developed, it has received some 
key epigenetic information necessary for blastema, and subsequent regeneration may 
be performed by neuroendocrine factors.

One of the most important genes for limb regeneration in amphibians is the group 
of homeobox gene Dlx, a homolog of the Drosophila distal-less (Dll). The expres-
sion of Dlx-3, which is essential for regeneration of limb in axolotl, is demonstrated 
to depend on the presence of innervation in the nerve-dependent phase (up to the late 
bud stage) (Mullen et al., 1996). The distribution of nerve fibers is in the same proxi-
modistal gradient that Dlx-3 is expressed in AEC (a single layer of cells that develops 
on the amputation site), suggesting that the expression of Dlx-3 is upregulated by 
nerves penetrating the AEC (Mullen et al., 1996). One hour after denervation, the 
gene is downregulated, and its expression cannot be detected 12–24 h after denerva-
tion. Experimental evidence has shown that the presence of nerves is necessary not 
only for expression of the gene Dlx-3 but also for expression of FGF, as is inferred 
from the fact that application of FGF in the denervated AEC enables axolotl to regen-
erate the denervated limb. Investigators believe that

FGF-2, or other members of the FGF family, is the neurotrophic factor required 
for regeneration, or is a mimic of the endogenous neurotrophic factor operating in 
the limb … nerves could release FGF into the blastema or, in the case of sensory 
nerves, into the epidermis, and receptors are appropriately located to respond. 

Mullen et al. (1996)

That the release of FGF is correlated with the nerve fiber regeneration has also 
been demonstrated in in vitro experiments with cocultures of spinal cord and blas-
tema where interaction between the regenerating nerve fiber and blastema induced 
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the release of FGF1, and inhibition of nerve growth caused a drop in FGF level 
(Zenjari et al., 1997).

Studies on the European newt, Triton, show that there is a region around the limb 
where deviation of nerves to wound sites induces formation of supernumerary limbs 
(Figure 5.35). Deviation of the sciatic nerve into the area close to hind leg, at a dor-
sal location, and then posteriorly, induces formation of an additional leg, dorsal crest, 
and tail, respectively.

Examples have been presented, however, which seem to reject the idea that the ner-
vous tissue is necessary for inducing lens differentiation and development. This seems 
to be the case for species known to form lenses after eye-cup is removed. But again, 
it could be argued that the necessary lens-inducing information might have been pro-
vided to the iris before the removal of the eye-cup. Moreover, it is demonstrated that 
the adjacent brain is the best substitute for the eye-cup (Goss, 1969, p. 80).

Many invertebrates respond to limb injury by autotomy, by reflexively casting 
off the limb from predetermined points of the limb. This is the case, for example, 
with the crustacean, Uca pugilator. Regeneration of limbs following autotomy in this 
crustacean occurs in two phases. The first phase immediately follows the loss of the 
limb and is called basal growth, which can take place at any time during the molt 
cycle. The second phase is called proecdysial growth and occurs only as the animal 
is preparing for ecdysis (Figure 5.36).

Strong analogies between the regeneration of limbs and the limb embryonic 
development are related to the fact that similar molecular mechanisms are used in 
both cases, and these mechanisms are conserved in tetrapods (Figure 5.37).

The most visible difference between the embryonic development and regeneration 
of limbs is the fact that the limb bud in tetrapod embryos starts developing before it is 
innervated, while for regeneration the presence of nerves in the AEC is indispensable. 
It has been argued that, in the developing limb, a permissive epidermis expressing both 
FGF and Dlx genes exists from the outset, while the regenerating limb must rely on the 
presence of local innervation to provide these essential factors (Gardiner et al., 1998). 
However, it should be kept in mind that the absence of the local innervation in early 

Figure 5.35 Axolotl with two left limbs. The additional left limb induced experimentally by 
deviation of the brachial nerve to the lateral wound and grafting of a posterior skin graft.
Source: From Satoh et al. (2009).
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axon regeneration across several segments to reach the wound site. It does not take 
very many fibers to promote regeneration, although suboptimal innervation results 
in the production of imperfect regenerates, which is what is formed after removal or 
deflection of the nerve cord. 

Goss (1969, p. 152)

To the same conclusion would probably lead the fact that initial results of dener-
vation of amputated amphibian limbs depend on the time when denervation is per-
formed; when denervation is carried out at the time of amputation, it has no effect 
on the wound closure, but in amphibians denervated 5 days before amputation, tissue 
loss and regression are observed (Mescher and Munaim, 1984). The only relevant 
difference between the two cases is that in the predenervated (denervation performed 
5 days before amputation) amphibians, no input on amputation is received by the 
CNS; hence, no normal neurohormonal response by the brain is to be expected (see 
below on the hormonal regulation of regeneration by the CNS). The observed loss 
of tissue implies cell death, a programmed cell death that seems to be part of the 
general mechanism of regeneration for elimination of regenerationally unusable 
cells, especially during the early regeneration. This is suggested by recent studies on 
regeneration of amputated limbs in salamanders (Mescher et al., 2000) and bodies in 
planarians (Platyhelminthes) (Hwang et al., 2004).

Finally, it is relevant to point out that evidence exists for at least two blastemagenic 
inducers released by nerves in the stump, glial growth factor (GGF) and transferrin. 
GGF is normally present in the extracts of newt nervous system and of regeneration 
blastema. Its level drops after denervation. When added to blastema cells in vitro, 
GGF from newt brain dramatically increases their proliferation (Brockes and Kintner, 

Mature
epidermis

Wound
epidermis

Embryonic
epidermis

AER � AECLimb outgrowth

FGF

Nerves

Dix�3

Mesenchymal cell
proliferation

Figure 5.37 Model of the relationship 
between nerves, Dlx-3 expression, FGF, 
and the specialized apical epidermis 
of developing chick and mouse limb 
buds (AER), developing axolotl limb 
buds (AEC) and regenerating axolotl 
limbs (AEC). The interaction between 
these factors controls limb outgrowth 
during both limb development and 
regeneration.
Source: From Gardiner et al. (1998).
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1986). Transferrin is another secreted protein released by nerves that stimulates regen-
eration. By facilitating the supply of blastema cells with iron, it reduces to half the 
blastula cell cycle time (Mescher and Munaim, 1984).

Neurohormonal Control of Regeneration by the Nervous System

By the middle of the twentieth century, it became clear that, besides its immediate 
influence on the process of regeneration, the nervous system might also exert signifi-
cant humoral effects. At that time, it was observed that, after removal of the eyes (pho-
toreceptors), the flatworm Polycelis nigra regenerates new eyes (the worm has about 
70 photoreceptors) within a week. But worms whose brains were removed failed to 
regenerate eyes. Experimentally, it was also demonstrated that the regeneration of 
eyes depended not on nerve connections with the brain, and the brain did not sup-
ply any cells for regeneration of eyes. This and the fact that the regeneration of eyes 
takes place normally when brains from other flatworm species, or even necrotic brains 
of the same species, are implanted, suggested that a hormonal substance released by  
the worm brain stimulates the eye regeneration. Planarian head lysate (but not tail 
lysates, for example) stimulates regeneration in brainless planaria, again suggesting 
that a hormonal substance released by the brain is responsible for eye regeneration 
in these organisms. Similar regeneration-stimulating effects of brain extracts are also 
observed in amphibians: when newt forelimb regenerates are denervated, DNA synthe-
sis in blastema drops dramatically, but its synthesis reaches almost normal rates when 
brain extract is infused (Jabaily and Singer, 1977; Reddien and Alvarado, 2004).

Another suggestive observation was made on oligochaetes, which cannot regener-
ate their tails during the diapause, i.e., when they are sexually inactive. It was dis-
covered that a neurohormone with gonadotropic effects is secreted by neurons of 
the supraesophageal ganglion, which inhibits both diapause and regeneration. The 
removal of the brain, by preventing secretion of the neurohormone, makes possi-
ble a condition of diapause and the regeneration of the tail. The inverse situation is 
observed in some polychaetes where the removal of the brain prevents tail regenera-
tion. Again, it was demonstrated that a hormonal substance secreted by neurosecre-
tory cells in the ganglia of these worms is necessary for the regeneration of the tail. 
There is evidence that both asexual reproduction and regeneration in these worms use 
the same cellular mechanisms (Martinez et al., 2005).

Regeneration of the polychaete worm Nereis depends on the presence of the 
brain, and it has been demonstrated that the brain exerts its influence on regeneration 
hormonally (the same is true for oligochaetes) (Gorbman and Davey, 1991, p. 739).

A strict polarity of regeneration is observed in annelids. In an amputated annelid, 
the posterior end of the anterior piece would regenerate posterior segments, while the 
anterior part of the caudal remnant would regenerate anterior segments and head. It 
is demonstrated that even the same region may have the capacity to grow both head 
or tail, and what actually regenerates in each particular case depends on the direction 
of its subjacent nerve cord. A head regenerates where the forward end of the caudal 
fragment of nerve cord comes into contact with the wounded body wall and a poste-
riorly directed end of an anterior piece of nerve cord induces tail regeneration.



Neural Control of Postphylotypic Development 211

It is argued that when the concentration of the molting hormone, ecdysone (pro-
duced in response to neural signals by the prothoracic gland in insects and by the 
Y-organ in crustaceans), in intermolding periods is higher, it makes impossible the 
process of regeneration. In the beginning of the molting cycle the production of 
ecdysone is minimal, and this favors the process of regeneration. After the metamor-
phosis is completed, in insects the prothoracic gland degenerates, and the complete 
absence of ecdysone in the mature insects makes regeneration impossible. It is dem-
onstrated that the bilateral removal of the Y-organ in the crab, Sesarma haemato-
cheir, inhibits the premolt growth of the regenerating limb (Suzuki, 1985).

Two protein molecules, extracted from the leech CNS, systematically change their 
distribution at distinct times during regeneration in leeches (Lüthi, 1994). When the 
concentration of the molting hormone, ecdysone, in intermolting periods in leeches 
is higher, it makes the regeneration impossible.

Finally, it is necessary to address the problem of the “aneurogenic limb.” It is known 
that limbs of embryos start developing before they are innervated, and embryologists 
have been able to produce amphibians with noninnervated limb. To their surprise, 
such “aneurogenic” limbs are fully capacitated to regenerate if amputated. This great 
puzzle was solved in 1963, when Steen and Thornton experimentally demonstrated in 
Ambystoma larvae that it was the skin that made the regeneration of the “aneurogenic” 
limb possible. Further experiments have shown that the apical cap of cells that forms 
on wound epidermis on the end of the stump is intensely innervated. It has been sug-
gested that nerves influence the epidermis, which, in turn, promotes blastema forma-
tion immediately beneath it. It is known that no regeneration takes place in the absence 
of epidermis. While a number of experimental facts suggest an instructive role of the 
nervous system in regeneration, the need for epidermis is thought to be permissive 
rather than instructive: when taken from diverse locations such as abdomen, flank, or 
tail, the epidermis always permits limb regeneration in frogs (Goss, 1969, p. 32). What 
should not be forgotten in the case of the regeneration of “aneurogenic limbs” is the 
fact that the neural control is performed not only directly, i.e., via local innervation, but 
neurohormonal mechanisms under the CNS control are also operational.
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The Epigenetic System of 
Inheritance—An Outline
The metaphor of the “genetic tool kit” is an unfinished one. Tools are only 
effectual when operated by a user.

In Chapter 1, I argued and presented substantiating evidence that an integrated con-
trol system (ICS) maintains the normal structure and function in metazoans. On that 
basis, I put forward the hypothesis that in the process of animal reproduction, the 
ICS, with the CNS as its controller, functions as an epigenetic system of inheritance, 
providing the information for animal morphology.

I conditioned the verification of the hypothesis on the epigenetic system of hered-
ity with validation of the following testable predictions of the hypothesis:

1. The expression of nonhousekeeping genes in metazoans is controlled and regulated by sig-
nal cascades that ultimately originate in the CNS.

2. Initial signals for starting signal cascades in the CNS result as output of the processing of 
internal/external stimuli in neural circuits.

3. The reproduction cycles and gametogenesis, production of egg and sperm cells, in metazo-
ans are under control of the ICS, with the CNS as the controller.

4. The transfer of the epigenetic information (parental cytoplasmic factors and gene imprint-
ing) in gametes is regulated by the ICS, which, in the process of reproduction, serves as the 
parental epigenetic system of inheritance.

5. At the phylotypic stage, when the function of maternal cytoplasmic factors terminates, the 
embryonic CNS is operational and takes over the control of the embryonic development up 
to adulthood.

6. Signal cascades determining the postphylotypic development originate in the embryonic CNS.
7. The evidence for validating predictions 1, 2, 3, 4, 5, and 6 is presented in Chapters 1, 2, 3, 

4, and 5, respectively.

I believe that the empirical evidence and the related theoretical inferences pre-
sented have validated the hypothesis and warrant the following narrative of the epi-
genetic system of inheritance and the epigenetic mechanism of the development of 
morphological traits in the process of metazoan reproduction.

The Epigenetic System of Inheritance

Metazoan structure, at all the levels of organization (molecular, subcellular, cel-
lular, supracellular, and organismic), is unavoidably eroding and disintegrating. 
The fact that despite the continual erosion of their structure, metazoans can main-
tain that structure in a steady state suggests that they compensate for the lost and 
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disintegrated structures. But maintenance at a steady state of an extremely com-
plex and continuously eroding structure requires as a sine qua non an appropriate 
control system. We have identified that control system as an ICS, with the CNS as 
its controller. It enables metazoans to continually compensate for the (physiologi-
cally, apoptotically, or accidentally) dying cells and degraded compounds as well as 
replace the damaged structures.

In vertebrates, the ICS is a hierarchical system consisting of the CNS, at the ver-
tex of the hierarchy, the peripheral nervous system and the neuroendocrine system. 
Neurons of the peripheral nervous system carry information to (sensory neurons) the 
CNS and from the latter to organs (motor neurons).

The function of the neuroendocrine branch is based on the neural regulation of 
secretion of hormones of the target endocrine glands (e.g., thyroid, parathyroid, thy-
mus, pancreas, adrenal, ovaries, and testes) and their downstream inducers (growth 
factors and secreted proteins), as well as on the endocrine brain, hypothalamus, 
pituitary, and clusters of secretory cells in organs such as the liver, kidney, and 
intestines.

The peripheral branch performs its functions by selectively releasing inducers (e.g., 
growth factors, secreted proteins, and neurotransmitters) via its innumerable nerve end-
ings, in strictly determined sites of the animal body. The targeted release of inducers at 
specific sites by the peripheral branch plays a crucial role in regulation of the function 
of the neuroendocrine branch; it determines the specificity of the action of hormones in 
organs and tissues of the animal body, by preventing their action in all but their target sites. 
In many of the known cases, this is done by controlling, i.e., switching on or off, expres-
sion of specific receptors that mediate the function of hormones and other inducers.

Based on the pervasive presence of the nervous system all over the metazoan 
body, the CNS monitors the actual state of the structure and function of the animal, 
by continuously receiving a huge input of data on the state of the system, down to 
the level of individual cells. Its enormous computational capability allows the CNS 
to compare data on the state of the system with the normal state as determined by set 
points (information for the normal structure) it establishes. That comparison allows 
the CNS to detect deviations from the norm, to make decisions, and to send cor-
recting signals to the aberrant structures. Via specific signal cascades, its signals are 
translated into messages for restoring the normal state.

The CNS, as controller of the ICS, determines the normal structure, i.e., the pat-
terns of spatial organization of the enormously large numbers of cells of tens to hun-
dreds of different types. By definition, a control system that provides information 
for the normal structure along with the capability to communicate that information 
to the offspring, is a mechanism of inheritance. Indeed, this is what takes place in 
the process of metazoan reproduction: the ICS functions as an epigenetic system of 
inheritance. As was shown in Chapters 3 and 4, the parental CNS controls the repro-
ductive activity and related morphophysiological changes taking place there in the 
process of reproduction, as well as production of gametes and the early individual 
development.

In vertebrates, the input of various favorable environmental stimuli (e.g., lengthen-
ing of the photoperiod, warmer temperature, and social factors) and internal stimuli 
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(e.g., nutritional state, changes in the hormonal balance, age, and body weight) is con-
tinually processed in the neural circuits in the CNS and particularly in hypothalamic 
nuclei (Figure 6.1). In vertebrates, the output of the processing of the input of the inter-
nal and external stimuli in specific neural circuits in the form of electrical/chemical 
signals stimulates specific hypothalamic neurons to secrete the neuropeptide kisspeptin 
(Dungan et al., 2006; Popa et al., 2008; Smith et al., 2006). It is demonstrated that poor 
nutrition status (e.g., experimental fasting) causes decline of secretion of kisspeptin 
and its receptor GPR54 (Luque et al., 2007). By binding its specific receptor GPR54, 
kisspeptin stimulates hypothalamic gonadotropin-releasing hormone (GnRH) neurons 
to secrete GnRH, which stimulates the pituitary to secrete luteinizing hormone/follicle-
stimulating hormone (LH/FSH), which, in turn, induces the activity of the reproductive 
organs. These neurohormonal messages, along with the reproductive messages sent by 

POA
neurons

Leptin
IGFI
Sex
Hormones

GnRH neurons

GnRH

T
he

m
or

ec
ep

to
rs

Te
m

pe
ra

tu
re

E
xt

er
na

l s
tim

ul
i P
ho

to
pe

rio
d

R
et

in
al

 n
eu

ro
ns

In
te

rn
al

 s
tim

ul
i

Pituitary

Gonad

Kiss1

S
C

N
 n

eu
ro

ns

A
V

P
V

 n
eu

ro
ns

A
R

C
 n

eu
ro

ns

D
M

H
 n

eu
ro

ns

Hypothalamus

LH�FSH

Kiss1 Kiss1

Figure 6.1 Simplified model of neural regulation of reproductive activity in vertebrates. 
The hypothalamus responds to the input of the information on the internal (nutrition status, 
hormonal balance, age, body weight) and external (day length, environmental temperature, 
and social cues) conditions by activating or not the hypothalamus–pituitary–gonadal axis. 
The activation starts with secretion of the neuropeptide kisspeptin by AVPV and ARC, both 
of which release kisspeptin on GnRH neurons. Binding of kisspeptin to its receptor GPR54 
induces GnRH neurons to secrete and release GnRH in the pituitary, stimulating the latter 
to secrete gonadotropins FSH and LH, which via blood circulation induce sexual activity 
and secretion of sex hormones by gonads. Abbreviations: ARC, arcuate nucleus; AVPV, 
anteroventral periventricular nucleus; DMH, hypothalamic dorsomedial nucleus; FSH, 
follicle-stimulating hormone; GnRH, gonadotropin-releasing hormone; IGFI, insulin growth 
factor I; LH, luteinizing hormone; SCN, suprachiasmatic nucleus; POA preoptic area.
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the gonadal innervation, induce specific morphophysiological and behavioral changes 
that prepare these organs for starting the reproductive activity, including gametogen-
esis, production of ova and sperm cells.

The timing of the sexual reproductive cycle is crucial for the reproductive success in 
cyclic ovulatory species. In moderate climate regions, the reproductive activity must be 
timed so that, with the gestation period factored in, the animal produces offspring at the 
time of year when food availability, climate, and other conditions are optimal for raising 
their young. This clearly implies that these species have an internal mechanism, or cen-
tral clock, for timing the reproductive phenomena. Indeed, not only vertebrates but even 
lower invertebrate species, such as insects, can ascertain the time of the year, based on the 
processing of data on the photoperiod or temperature, for example, in their brains and, 
accordingly, regulate their reproductive cycles and life histories.

In vertebrates, the central clock in the hypothalamic suprachiasmatic nucleus (SCN) 
determines the circadian changes in the expression of thousands of genes fashioning 
the circadian physiology, including reproductive physiology (Yamaguchi et al., 2003). 
In most of the cyclic ovulatory vertebrates, the hypothalamus, in response to signals 
from other parts of the brain, also determines the annual or seasonally increased activ-
ity of the GnRH pulse generator, which is responsible for activating the pituitary–
gonadal axes and the ensuing morphophysiological and behavioral changes related to 
their reproduction, including the production of gametes.

Gametogenesis and Provision of Maternal Epigenetic 
Information to Oocytes

Formation of egg cells and sperm cells, from lower invertebrates to higher vertebrates, 
including humans, is under strict neural control and regulation. Signals released by 
specific neural circuits, as output of the processing of internal (e.g., age, health, and 
physiological and psychological state) and external (e.g., environmental tempera-
ture, photoperiod, and social factors) stimuli, start signal cascades, which induce the 
morphological, physiological, and behavioral changes necessary for regulating sexual 
behavior, the function and structure of the reproductive tract and gametogenesis, as well 
as ovulation and oviposition.

Obviously, the control of the structure and function of the reproductive system 
and gametogenesis requires that the neural signals and/or neural tissue have access to 
the reproductive organs. There are two main pathways through which the CNS might 
provide instructions to the reproductive tract and direct the orderly deposition into 
gametes of the epigenetic information (cytoplasmic factors) that control and regulate 
the early individual development up to the phylotypic stage. One is the neuroendo-
crine pathway, regulated mainly, but not entirely, by the hypothalamic–pituitary axis, 
and the other is the direct neural pathway of control of the function of reproduc-
tive organs and gametogenesis (Figure 6.2). Both of these pathways are considered 
in Chapter 3 of this work, and I will briefly present here only essentials of the direct 
neural control.
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Crucial in processes of gametogenesis, in both dioecious and parthenogenetic 
species, is provision of egg cells and sperm cells with the appropriate epigenetic 
information in the form of thousands of cytoplasmic factors in the form of long-
lived mRNAs, hormones, secreted proteins, neurotransmitters, tRNAs, and nutrients 
arranged in specific spatial patterns (Figure 6.3) that enables these cells, and only 
these cells among more than 200 types of cells in higher vertebrates, to develop into 
adult metazoan organisms. As mentioned earlier, the unique ability of gametes to 
develop into adult individuals depends on the presence of the gametic cytoplasm of 
epigenetic information in the form of parental factors rather than genetic information 
(which is the same in all cells of the body) in strictly determined spatial patterns. The 
investment of this form of epigenetic information is absolutely necessary for repro-
duction in both dioecious and parthenogenetic organisms. However, the mechanism 
of the ordered deposition of parental factors in gametes remains one of the great 
enigmas of modern biology. In the following text, I will argue that the developmen-
tally indispensable process of ordered deposition of epigenetic information in the 
oocyte is neurally regulated.

The direct neural control of reproductive function and gametogenesis is function 
of the extrinsic and intrinsic innervation of the ovary and Graaf follicle. The extrin-
sic innervation consists mainly of the sympathetic and sensory nerves originating in 
the CNS from neurons of particular brain nuclei (hypothalamus, amygdala, locus 
coeruleus, and insular cortex) and spinal cord (intermediolateral column). Most of 
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Figure 6.2 Simplified schematic drawing illustrating the neuroendocrine (A) and the direct 
neural (B) control of the gonads.
Source: From Gerendai (2004).
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(Rey-Ares et al., 2007) and adrenergic receptors (Čikoš et al., 2005) suggests that 
the neurotransmitters themselves may have access to the oocyte. Serotonin is found 
in the follicular fluid of humans and rats (Clausell and Soliman, 1978; Amenta et al., 
1992; Bódis et al., 1993) and the intrinsic and extrinsic innervation may be respon-
sible for its secretion and fluctuations with the ovulatory cycle in the follicular fluid 
that surrounds the oocyte (Bódis et al., 1992).

Certainly, the molecular mechanism of the specific spatial arrangement of thou-
sands of various types of cytoplasmic factors in egg and sperm cells is an amazing 
event, and it requires use of appropriate information. Genetic information, based 
on the triplet code, clearly does not come into account as a possible explanans. 
However, from the perspective of the present-day epigenetic knowledge, it would be 
an overstatement to call the mechanism an enigma.

The deposition of parental factors into gametes implies their spatially and tem-
porally ordered transport. These factors are transported to specific sites along the 
oocyte skeleton with microtubules and actin filaments as molecular rails. The factors 
are driven by molecular motors such as dynein, kinesin, and myosin. Where these 
factors will be deposited in the oocyte depends on the length and direction of the 
“rails” (microtubules or actin filaments) on which they move. One simple way to 
control the distance of transport from one point to another in the oocyte is by modi-
fying or increasing or decreasing the length of the rails.

There is evidence that some neurotransmitters can influence the configuration 
of the cytoskeletal rails, microtubules, and actin filaments. For example, serotonin 
modifies actin cytoskeleton in pulmonary artery smooth muscle cells (Day et al., 
2006; (Figure 6.4) and human intestinal epithelial cells (Gill et al., 2007; 2008), but 
it also has effects on the microtubule skeleton. Changes in the microtubule structure 
and dynamics induced by serotonin are observed to occur in neurons as a result of 
chronic unpredicted mild stress, which are reversed by administration of fluoxetine, 
a serotonin reuptake inhibitor (Yang et al., 2009).

(A) (B)

Figure 6.4 Serotonin (B) induces modification of actin cytoskeleton of pulmonary artery 
smooth muscle cells.
Source: From Day et al. (2006).
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There is adequate empirical evidence showing that the nervous system does adap-
tively change the length of microtubules in the pigment cells, chromatophores, in 
order to instantly create, “at will,” a practically infinite number of patterns of pig-
ment organelles within chromatophores in order to produce body colorations and 
patterns to match the visual perception of their background, of individuals of other 
species, or to produce other socially impressive images of their own.

As indicated by the name, chromatophores are skin pigment cells that are respon-
sible for body colors in numerous invertebrates and vertebrates. They are neural 
crest-derived cells that leave the neural crest early during the individual develop-
ment. Chromatophores owe their color to the presence in their cytoplasm of pigment 
organelles. According to their color, chromatophores may be black (melanophores), 
yellow (xanthophores), blue (cyanophores), red (erythrophores), white (leuko-
phores), or iridescent (iridophores).

Chromatophores can modify their color by dispersing pigment granules through-
out the cytoplasm, which makes them more intensely colored, or by aggregating 
them around the cell nucleus, thus making the cell paler. The first process implies 
movement of pigment organelles toward the periphery, involving first their transport 
along microtubule plus ends, then their switching onto actin filaments (Figure 6.5).

But how can the nervous system regulate the details of the spatial arrangement of 
maternal factors in the oocyte? There are studies on the transport of various maternal 
factors to particular sites in the oocyte and on the motors that make their transport 
possible, but, unfortunately, there are no studies designed specially for identifying 
the mechanism of control of this transport. Nevertheless, we are already in posses-
sion of evidence on the neural control and regulation of the length of the cytoskel-
eton rails (both microtubules and actin filaments) in somatic cells.

The example of the modification of body pigmentation presented in Chapter 2  
(Section Generation of Information for Adaptive Camouflage in Xenopus) illus-
trates the neural control of the transport of pigment particles along the cytoskele-
ton (microtubule and actin filaments) in both directions (toward the periphery and 
the cell nucleus). As already described, background adaptation of Xenopus depends 
totally on neural mechanisms and neuroendocrine cascades that control the disper-
sion/aggregation of pigment organelles in skin melanophores. We have seen that the 
proximate cause of the transport of melanosomes (pigment organelles) in melano-
phores is the neurally regulated release of the hormone α-melanophore-stimulating 
hormone (α-MSH). The hormone performs its function by influencing the cytoskel-
eton of melanophores.

The hormonal regulation of dispersion/aggregation of pigment particles in mela-
nophores, however, is a slow mechanism of camouflage that cannot explain cases 
of instantaneous adaptive changes in body coloration and patterning observed, in 
many cases, in a matter of seconds, especially in cephalopods and fishes. Such rapid 
changes indicate that a neural mechanism acting directly on chromatophores must be 
involved. Indeed, studies of iridescence and iridophores in fish and cephalopods have 
shown that this is a neural mechanism.

Iridophores owe their adaptive coloration to the presence in their cytoplasm of 
stacks of guanine platelets. The light reflected by the platelet stacks is commonly 
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The above evidence on the direct neural regulation (increase or decrease) of the 
length the microtubules and the ordered transport of pigment organelles on cyto-
skeleton rails makes it plausible that local innervation similarly might also regulate 
the transport of cytoplasmic factors in specific sites of the oocyte by lengthening, or 
shortening of microtubule rails. Biological evolution is too parsimonious to neglect 
the use in oocytes of a precious mechanism of strict localization of macromolecules 
that it uses in other types of cells.

Biphasic CNS Control of Reproduction

Sound experimental evidence shows beyond doubt that the epigenetic information 
provided to gametes in the form of parental cytoplasmic factors and a considerable 
number of imprinted genes controls and regulates the early development in verte-
brates, from the first cleavage to the phylotypic stage. Initially, the parental cytoplas-
mic factors act on their own (maternal mRNAs after being translated into proteins), 
but later they perform their functions mainly by regulating expression of zygotic 
genes.

In vertebrates, maternal gene products direct fertilization, egg activation, the first 
cell division(s), and the initiation of zygotic transcription. 

Dosch et al. (2004)

The function of the parental epigenetic information in the individual development 
terminates with the exhaustion of the reserve of the maternal cytoplasmic factors at 
the phylotypic stage, when an embryonic CNS is already operational. After the phy-
lotypic stage, it is the embryonic CNS that provides the epigenetic information for 
all of the developmental processes, organogenesis, and histogenesis, in the form of 
inductive signals that activate developmental signal cascades.

Thus, the biological reproduction in metazoans results from a biphasic, transgen-
erational relay process, in which epigenetic system(s) of heredity of the parent(s) and 
the embryo are successively and complementarily involved (Figure 6.6).

The Parental CNS-Controlled Phase of Reproduction: 
Formation of Bauplan and the CNS

Besides the direct participation of the products of their translation in the establish-
ment of the embryonic axes and formation of germ layers, the epigenetic informa-
tion (maternal mRNAs and other products) in parthenogenetic eggs and in gametes 
of dioecious metazoan species represents indispensable instructions on when, where, 
and how to activate zygotic genes in the process of the early development. It is the 
epigenetic information, which is parentally provided in the processes of gametogen-
esis, that endows the egg cell and the sperm cell with the monopoly of procreation. 
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Maternal Factors in Insect Oocytes). In contrast, in lower invertebrates like Hydra, it is the 
oocyte that phagocytizes the apoptosized nurse cells (Miller et al., 2000).

2. By neuroendocrine regulation of the level of maternal cytoplasmic factors in body fluids 
(blood, hemolymph, intercellular fluid). The oocyte actively takes up parental factors from 
body fluids largely via the receptor-mediated endocytosis (see Chapter 3, Section Neural 
Regulation by Modifying Maternal Hormone Level).

3. By differential uptake of maternal hormones and other substances from the blood, which, 
in a number of experimentally observed cases, determines differences in the size of eggs, 
body size, vitality, morphology, and behavior of the offspring (see Chapter 3, Section 
Neural Regulation by Differential Uptake from the Blood).

4. In viviparous animals, under maternal neural control, placenta regulates passage of mater-
nal hormones, growth factors, and secreted proteins as well as their respective receptors. 
Controlled transplacental passage of maternal factors to the embryo takes place throughout 
the gestational period (see Chapter 4, Section Epigenetic Control of Early Development in 
Mammals).

After fertilization, the zygote starts cleavage divisions. Depending on species, 
parental cytoplasmic factors control first cleavage divisions until the midblastula 
stage. In all metazoan embryos, even after the activation of zygotic genes, paren-
tal cytoplasmic factors continue to function as inducers of the early development for 
varying periods, until the phylotypic stage, when their reserve is exhausted. They 
induce transcription of zygotic genes and interact with zygotic gene products. Recent 
empirical evidence not only corroborates the considerable maternal control, but 
also has demonstrated a significant paternal contribution after the activation of the 
zygotic genome (Wagner et al., 2004).

In different species, the control of the early development by parental cytoplasmic 
factors continues for different periods, and for different numbers of cell divisions, 
until the midblastula transition (MBT) stage, when expression of zygotic genes 
starts. In zebrafish, this occurs at the 10th cycle of cell divisions (~1,024 cells) but in 
oviparous vertebrates, such as Xenopus laevis, it persists up to the 12th cycle of cell 
divisions (4,000 cell stage) (Wagner et al., 2004). Transcription of zygotic genes 
starts at the MBT stage, but 47 maternal cytoplasmic factors are still found to be 
active in the embryonic development of zebrafish at or after the MBT stage.

In placental species, the “silent” period of zygotic genes is shorter, one to two 
cleavage divisions, but the maternal control, to some extent, continues during the 
whole embryonic intrauterine development: cerebrally induced maternal factors 
reach the embryo transplacentally during the whole intrauterine period.

Maternal factors present in the cytoplasm of the egg cell include maternal tran-
scripts (mRNAs) of most important genes, such as cyclins, which determine the first 
cleavage divisions, hence are among the earliest maternal transcripts to be translated. 
Other maternal factors induce expression of genes for the synthesis of neurotransmit-
ters, and this takes place very early, at the blastoderm stage.

Three systems of maternal transcripts (bicoid mRNA, nanos mRNA, caudal 
mRNA, and hunchback mRNA) determine the establishment of the anterior–posterior 
axis in insects. In insects, most of these transcripts that come into the egg cell from 
nurse cells initiate the well-known transcription sequence of zygotic genes (gap-pair 
ruled-engrailed-homeotic).
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In vertebrates, the first divisions of the zygote are stimulated by translation of 
the maternal Cdc6 mRNA, which makes possible the replication of zygotic chromo-
somes by activating the minichromosome maintenance (MCM) helicase complex 
(Lemaitre et al., 2002).

Where the sperm cell enters the egg cell, it induces the cortical reaction, char-
acterized by accumulation of a number of maternal cytoplasmic transcripts (beta-
catenin-, Wnt-, Vg1-, Xwnt11-, Noggin-, and Activin mRNAs) determining, thus, 
formation of the dorsal side of the future embryo. Signals that induce mesoderm for-
mation are also maternal cytoplasmic factors of the dorsal region, probably fibroblast 
growth factor 2 (FGF2) and bone morphogenetic protein 4 (BMP4). To this group 
also belong maternal mRNAs for growth factors of the TGF-beta superfamily of 
secreted proteins, Vg1 and activin. The activin type II receptor is expressed in all the 
blastula cells, and a number of maternal TGF-beta growth factors, including Vg-1, 
may bind it. Maternal retinoic acid (RA) is present in bovine oocytes during all 
stages of their development. Via its receptors, RA regulates expression of Hox genes, 
which have RA response elements (RARE) in their enhancers and are involved in 
establishing the anterior–posterior axis during early gastrulation in vertebrates.

Maternal cytoplasmic factors also play an essential role in the early development 
of mammals, but, in distinction from other groups of animals, the placental mode of 
reproduction enables them to exert an additional, “real-time” maternal control on the 
embryonic development. In preparation for implantation of the blastocyst, at the site of 
blastocyst attachment to the endometrium, the latter expresses 22 genes for growth fac-
tors (Paria et al., 2001), whose induction is under the ultimate maternal CNS control. In 
mice, epidermal growth factor (EGF) induces expression of its receptor, EGFR, as early 
as the eight-cell stage blastocyst (Kim et al., 1999). EGF is also expressed in oviducal 
and endometrial membranes of pregnant pigs during the preimplantation period. This, 
and the fact that EGFR is also present in the zygote, suggests that the maternal EGF is 
active in the blastocyst at this early stage. A maternal neurotransmitter, serotonin, plays 
an important role in mouse neurogenesis and in the formation of serotonin circuitries in 
the CNS, where it may act as a “differentiation signal” (Lauder et al., 1981).

The early embryonic development ends at the phylotypic stage, at a time when 
the parental epigenetic information in the form of cytoplasmic factors is exhausted. 
Temporally, the consumption of maternal cytoplasmic factors coincides with the 
emergence of the functioning CNS at the phylotypic stage. At that point in time, the 
CNS is capable of rising to occasion to generate and provide epigenetic information 
for molding the extraordinarily complex species-specific structures and organs that 
develop after the phylotypic stage.

The Embryonic CNS-Controlled Phase: The Postphylotypic 
Development

The embryonic operational CNS, with established circuits, is capable of neural com-
putation. By computationally determining the release of electrical/chemical signals 
for activating specific signal cascades, it starts a long series of inductive events, all 



Epigenetic Principles of Evolution242

over the embryonic structure, stimulating the development of all the tissues, organs, 
and other parts, the whole metazoan morphology. After the phylotypic stage, the 
lion’s share of the inductions that determine the development of metazoan morphol-
ogy goes to the embryonic CNS (see Chapter 5 for relevant evidence).

These crucial functions of the embryonic CNS as inducer of the development of 
all the organs and organ systems in metazoans may account for its puzzling over 
early emergence during the individual development. These functions may be the rea-
son why the CNS (whose main function is considered to be communication with the 
external environment) is consistently the first organ system to develop in metazo-
ans, although the blood circulation system and excretory system, related with nutri-
tive and excretory functions, from the conventional physiological view, would be 
required to develop before any other system. Its morphogenetic functions in the post-
phylotypic development might also account for the disproportionately large size of 
the embryonic CNS in early development.

The phylotypic stage is a crucial moment in the individual development, when 
embryos of different species, no matter how different their initial development might 
have been, converge toward a recognizable common Bauplan, displaying the basic 
morphological features of the phylum. An informational crisis unfolds. The mater-
nal epigenetic information is exhausted at the moment when the postphylotypic 
development requires incomparably greater amount of information for morpho-
genetic processes (development of organs and other metazoan structures) than the 
early development did. Temporally, the informational crisis coincides with the emer-
gence of the functioning CNS at the phylotypic stage, which appropriately responds 
to the input of data from the developing embryonic structure, with “spontaneous” 
electric activity, necessary for setting up neural circuits, for modifying their synaptic 
morphology (Peinado, 2000; Zhang and Poo, 2001) and sequentially generating the 
information necessary for successive stages of the development.

The enormous amount of information necessary for establishing these circuits and 
specific neuronal connections is not inherited parentally via gametes. The parental 
epigenetic information in the form of cytoplasmic factors controls the development 
of the initial structure of the CNS (and probably the assembly of the initial neural 
circuits) at the phylotypic stage, but the epigenetic information for the development 
of postphylotypic structures is not inherited. What the embryo parentally inherits is 
not an epigenetic program but an antientropic contrivance, i.e., the CNS, which is 
capable of computationally generating the epigenetic information necessary for the 
postphylotypic development based on its interaction with the developing embryonic 
structure. Essential in this interaction is the processing of the afferent input (sponta-
neous electrical activity) from the developing embryonic structure according to the 
brain’s “best guess” (Katz and Shatz, 1996) based on the “self-organizing properties” 
(Weliky, 1999) of the nervous system.

That the afferent input is necessary for formation of neural circuits in the CNS is 
indicated by the experimental evidence that in the absence of the afferent input on 
the actual embryonic structure, normal neural circuits are not formed (Penn et al., 
1998), and rat striatal neurons do not develop dendritic spines (Segal et al., 2003). 
Empirically, it is demonstrated that disruption of that input from reaching the CNS 
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(via denervation or otherwise) may fully or partially prevent the embryonic develop-
ment of corresponding embryonic structures.

At the time of birth, the vertebrate embryo has established an estimated 70–80% 
of trillions of nonrandom, specific neuronal connections that it will have as an adult 
organism.

The operational embryonic CNS at the phylotypic stage is developmentally self-
reliant and takes over the postphylotypic development. By processing the input of 
internal and external stimuli in neural circuits, it generates its output in the form of 
chemical signals, which activate signal cascades, or via the nerve endings, is com-
municated to various parts of the developing embryo for inducing expression of 
specific genes and cell differentiation. To substantiate this, in Chapter 5 I  presented 
adequate evidence that such neural signals induce the development of tissues (e.g., 
muscle, bone, and adipose), organs (e.g., heart, endocrine glands, gastrointestinal 
tract, liver, lungs, kidneys, and gonads), and related developmental phenomena (e.g., 
directed cell migration, programmed cell death, and left-right asymmetry).

Additionally, in vertebrates, the CNS expanded its organogenetic functions by 
evolving a do-it-yourself mode of operation. The novel structures performing that 
function are the neural crest (and likely ventrally emigrating neural tube cells), 
which form on (and from) the embryonic neural tube/CNS. Neural crest cells leave 
the CNS early during embryogenesis and migrate to precisely determined sites 
throughout the animal body to contribute to the development of most of the verte-
brate tissues, organs, and structures. Before leaving the neural tube/CNS and start-
ing their migration, neural crest cells are provided with epigenetic information for 
finding their way to specific sites of migration and for transforming themselves, as 
well as cells in the target sites, into cell types characteristic of the organs to which 
they give rise (see Chapter 16).

In the process of postphylotypic development, the embryonic CNS in vertebrates 
extensively uses neurohormonal mechanisms along the hypothalamic–pituitary–target 
glands. The CNS also performs inductive/suppressive functions in targeted regions 
of the body, via inducers released by local nerve endings of the peripheral nervous 
system in order to restrict the action of hormones in specific organs and parts of the 
body.

The Binary Neural Control of Gene Expression

The fact that hormones, growth factors, neurotransmitters, and other inducers, while 
circulating throughout the animal body, display inductive activity only in particular 
regions of the animal body, while the rest of the regions of the body remain insensi-
tive to their action, suggests that metazoans have evolved a mechanism for targeted 
action of these inducers in the animal body.

All of these inducers perform their functions by binding to specific membrane or 
nuclear receptors in a process that triggers activation of signal transduction pathways 
or nuclear factors, with expression of specific genes as end result. Hence, the theo-
retical possibility exists that animals could spatially restrict the action of hormones 
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(Figure 6.8) neural control of gene expression illustrated in the example of osteogen-
esis in vertebrates.

It is known that the synthesis and secretion of a key insect hormone, the ecdys-
teroid, is regulated by a neurohormone, prothoracicotropic hormone (PTTH) pro-
duced in the insect’s brain. But there is also evidence that the targeted expression 
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Figure 6.8 Diagram of the mechanism of local sympathetic regulation of bone mass. (Left) 
When the level of leptin is low (nonobese individuals), it does not bind its receptor ObRb in 
brain stem neurons, which consequently secrete no serotonin, thus leading to strengthening 
of the sympathetic tone (increased noradrenalin secretion). Higher sympathetic tone of the 
SNS leads to inhibition of osteoblast proliferation and increase of osteoclast proliferation, 
resulting in bone resorption and bone loss. (Right) When the level of leptin in body fluids 
is high (obesity), it binds its receptors ObRb of serotonergic neurons of the brain stem, 
stimulating their electrical activity and secretion of serotonin and its binding to Htr2c receptor 
in specific hypothalamic neurons. This leads to decreased activity of the sympathetic system, 
i.e., decreased secretion of noradrenaline, thus stimulating osteoblast proliferation, with bone 
growth as a result. Abbreviations: β2-AR, β2-adrenergic receptor; Htr2c, serotonin receptor; 
ObRb, leptin receptor; Per and Cry; period and cryptochrome genes; SNS, sympathetic 
nervous system; VMH, ventromedial hypothalamus.
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and secretion of the receptor for the ecdysteroid hormone, EcR, in dorsal external 
oblique1 (DEO1) muscle in the moth, Manduca sexta, is regulated by corresponding 
motoneurons (Hegstrom et al., 1998). This is a case of binary neural regulation of 
gene expression based, on the one hand, on the neurally controlled expression and 
secretion of hormones and, on the other, by the release (or not) of signals for expres-
sion of corresponding receptors by local nerve endings.

The mechanism of binary neural control of gene expression is demonstrated in 
well-established examples of myogenesis (Lawrence and Johnston, 1986; Currie and 
Bate, 1995; Bayline et al., 1998), osteogenesis (Goss, 1969; Zeng et al., 1996; Edoff 
et al., 1997; Demulder et al., 1998), regeneration (Goss, 1969; Hall, 1998), puberty 
in mammals (Riboni et al., 1998), oogenesis in vertebrates (Morales et al., 1998), 
expression of receptors for pituitary LH in testicles (Lee et al., 2002), regulation of 
progesterone synthesis and reproductive physiology in humans (Fritz et al., 2001), 
secretion of estrogen and progesterone under influence of nervous fibers descend-
ing from the hypothalamus to the spinal cord, as well as sympathetic and vagal 
preganglionic neurons (De Bortoli et al., 1998), secretion of the juvenile hormone 
by corpora allata in insects (Stay et al., 1996; Kou and Chen, 2000), ovulation and 
determination of the number of deposited eggs in insects (Antkowiak and Chase, 
2003), regulation of ecdysone synthesis by the neurohormone PTTH, and by direct 
neural control (Chapman, 1998), the development of the laryngeal muscle in male 
Xenopus (Tobias et al., 1993).

Metazoans seem to have resolved, early in the course of their evolution, the prob-
lem of the selective restriction of hormone action to particular parts of the animal 
body at particular times by evolving a binary, humoral and adjacent, control of gene 
expression. In this control system, the action of centrally induced signal cascades is 
permitted by the action of local nerve endings, which induce the expression of spe-
cific hormone receptors only in target regions of the body.

Currently, it is impossible to assert firmly how widespread (or general) the mech-
anism is in Animalia, but from an evolutionary viewpoint it is plausible that such 
a valuable and, highly likely indispensable, mechanism of the spatial restriction of 
hormones and other circulating inducers invented and conserved in so many species 
would be wasted and not put into general use by evolution.

The adjacent control of gene expression is carried out by the peripheral ner-
vous system, which via nerve endings establishes a ubiquitous presence all over 
the animal body, often down to the cell level. Nerve endings in specific regions 
of the body, by selectively inducing expression of specific hormone receptors, are 
responsible for limiting the action of circulating hormones within the regions of pro-
spective organs.

Solid empirical evidence demonstrates that, from the postphylotypic stage for-
ward, the embryonic CNS is systematically involved in the formation of all other 
organs and organ systems, not only in its vicinity but throughout the animal body. 
However, the evidence on the control of organogenesis by the embryonic CNS deriv-
ing from experimental studies in the developmental biology and related fields raises 
a new and more difficult question: How does the embryonic CNS generate the epi-
genetic information necessary for erecting the metazoan supracellular structure?
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Whereas an answer to this question is beyond the scope of this work, a modest 
attempt was made in Chapter 2 to address this fundamental question descriptively, 
based on the current knowledge on the generation and storage of information in the 
CNS. We have shown that this information is processing dependent by origin, while 
the precise computational mechanisms determining the release of signals (informa-
tion) that start developmental pathways for organogenesis remain to be determined.

Novel Features of the Epigenetic System of Inheritance

Genetic (Watson–Crick) inheritance determined by the genome, as exemplified 
in the reproduction of unicellular organisms, is also operative in the reproduction 
of individual cells in Metazoa and Metaphyta (Plantae). In the case of unicellular 
organisms, the full amount of genetic (in some well-known cases, also nongenetic) 
information for the two daughter cells is produced by the mother cell and provided to 
them in the process of cell division.

Although proteins are necessary components of metazoans, their structural units 
or building blocks are not proteins but cells, billions and trillions, arranged in strict 
spatial patterns requiring huge amounts of nongenetic information. As argued in 
Chapter 1, the genetic information is qualitatively unsuitable for determining the 
relative position of cells in metazoans, and quantitatively negligible compared to the 
amount of information necessary for building their multicellular structure.

The lack of the information for arranging the myriad of cells of different types 
in specific spatial patterns from which the metazoan morphology arises represented 
a tremendous barrier for transition from unicellular life to metazoan multicellular-
ity. This barrier stimulated a pressure for evolving a new type of information and an 
incomparably larger source of information of a new type. The solution came with 
evolution of a specialized structure capable of computating and generating the infor-
mation for the multicellular metazoan structure as well as for transmitting it to the 
offspring. Crucial for the solution was the differentiation of the neuron and the ner-
vous system.

This was a key evolutionary innovation that would enable parent(s) to communi-
cate to the offspring only a part of the necessary information, i.e., information for the 
early embryonic development until the phylotypic stage, including the formation of 
the operational nervous system. At that juncture, the embryonic and young nervous 
system takes over the further, postphylotypic development until adulthood.

Thus, from an informational view, a great distinction exists between the Watson–
Crick and epigenetic systems of heredity. In unicellulars, the mother cell produces 
two copies of itself, physically passing on to each daughter cell complete genetic 
information, the genome and the extragenomic genetic and epigenetic factors. 
Metazoans, in distinction, do not provide the offspring with the full amount of epi-
genetic information necessary for the individual development. Their contribution to 
the offspring is by far more modest: metazoans only communicate to the zygote (egg 
cell in parthenogenetic organisms) epigenetic information for advancing to a stage 
of development when the embryo becomes informationally self-reliable, a stage that 



Epigenetic Principles of Evolution248

coincides with the formation of the Bauplan at the phylotypic stage, including the 
development of the incipient nervous system. In order to emphasize the distinction 
from the replicative heredity, i.e., the fact that in metazoans parents do not physically 
transmit to the offspring the full amount information for erecting their structure, I 
will tentatively designate this communicative heredity.

This mechanism of the communicative heredity is reminiscent of the von 
Neumann machine that, when provided with the necessary parts, could reproduce 
itself by appropriately assembling these parts and then providing them with a tape 
containing operating instructions. But being incomparably more sophisticated than 
the von Neumann machine, all the “zoomachines,” including us human beings, are 
different in some essential ways:

1. In clear distinction from the von Neumann machine, “zoomachines” can reproduce them-
selves by using “parts” (cells, tissues, or organs) they produce themselves rather than sup-
plied parts.

2. While the von Neumann machine is assembled from the “parental von Neumann machine,” 
the “zoomachine” is self-assembled.

3. While the von Neumann machine operates on instructions provided by the parental 
machine, the “zoomachine” computationally generates itself all the instructions (epigenetic 
information) for its function.

4. In distinction from the von Neumann machine, which would be operative only after being 
completely assembled, the “zoomachine” is operative before being completely assembled, 
from the phylotypic stage forward.

The information that controls the postphylotypic development is epigenetic in ori-
gin. That information is generated in the embryonic CNS in the form of electrical/
chemical outputs resulting from the processing in neural circuits of enormous input 
of the stimuli from the developing embryonic structure and its environment. The 
computational activity of the CNS is essential for the epigenetic system of heredity.

As an evolutionary innovation, the epigenetic system of heredity in metazoans 
represents a groundbreaking event in the evolution of life on Earth, whose impor-
tance in the evolution of life cannot be overestimated.

Essential in the evolution of the bigenerational epigenetic system of heredity in 
metazoans was the acquisition of the ability to produce self-developing unicellular 
structures, gametes/zygotes. As mentioned earlier, metazoans do not physically pass 
on the whole amount of the epigenetic information, but via gametes they commu-
nicate to the offspring part of that information in the form of parental cytoplasmic 
factors (e.g., mRNAs, proteins, hormones, growth factors, neurotransmitters, nutri-
ents) and imprinted genes. Under the influence of internal and external stimuli, by 
their own action and by activating specific zygotic genes, the parental epigenetic 
information deposited in the zygote controls and regulates the early development of 
metazoans up to formation of the Bauplan of the phylum and the species-specific 
operational CNS at the phylotypic stage. From that point forward, the developing 
embryonic CNS is capable of determining cell differentiation, cell proliferation, and 
the related processes of organogenesis and individual development in general. The 
postphylotypic metazoan embryo is informationally a self-reliable structure that self-
organizes into an adult metazoan structure.
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It is the parentally determined incipient CNS that, while developing, stepwise 
generates the huge amount of information necessary for the postphylotypic devel-
opment, for regulating the differentiation and proliferation of cells as well as for 
assembling billions or trillions of differentiated cells in that highly specific spatial 
arrangement that, in our visual perception, effectuates the animal morphology.

The epigenetic system of heredity is neither an extension nor a development of 
the Watson–Crick system. It is essentially product of an informational revolution 
and represents a qualitatively new property of metazoan life. The Watson–Crick sys-
tem and the epigenetic system of heredity are evolutionarily as discontinuous as the 
genetic code and computational generation of epigenetic information are.

The epigenetic system of heredity is different from the Watson–Crick system of 
heredity with respect to the source, nature, and function of information it provides.

In contrast with the genetic code, which is believed to have been the result of a 
“frozen accident,” the epigenetic information generated in neural circuits is adap-
tation oriented and highly flexible. While a particular DNA segment codes for a 
strictly determined amino acid sequence, in the CNS, the same operational neural 
unit, the same circuit, depending on the stimulus and on its computational properties, 
may adaptively induce a number of different phenotypic results.

The computational processing of external stimuli and processing-dependent 
adaptive generation of the epigenetic information in neural circuits added a novel 
dimension to the relationship between the living systems and their environment. It 
enabled metazoans to virtually relate any external/internal stimulus to any gene, as it 
is manifested in numerous facts of expression of the same gene in response to differ-
ent stimuli and the same stimulus inducing expression of different genes in the CNS 
of different species.

In the Watson–Crick system, in the process of the mitotic division, parents pass 
on to the daughter cells not only the total amount of genetic information in the form 
of DNA, the genome, but also the matter and energy necessary for their indepen-
dent life. Both daughter cells are qualitatively finished cells. The daughter cells may 
grow, but they do not go through a developmental process; they are born “devel-
oped,” in that from the beginning they are morphologically and functionally full-
fledged individual organisms.

The physical continuity of the Watson–Crick system from the parent to the off-
spring is in contrast with the physical discontinuity of the parental and embryonic 
CNS in metazoans; metazoans do not transmit to the offspring the full amount of 
information necessary for developing species-specific structure. What metazoans 
instead pass on to the offspring via gametes is epigenetic information in the form of 
parental cytoplasmic factors and imprinted genes that regulate the formation of the 
zygote, the cleavage, and the early embryonic development. The parentally provided 
epigenetic information is consumed during the early development and has no role 
in the postphylotypic development, histogenesis, organogenesis, or development of 
species-specific adult morphology.

The huge amount of information for the postphylotypic development of metazoan 
supracellular structure is generated in the embryonic CNS. It is the CNS that in the 
process of the postphylotypic development, in response to the input of information 
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on the developing embryonic structure throughout the animal body, and the external 
stimuli, computationally, stagewise, generates the information necessary for the indi-
vidual development until adulthood. In this meaning, the notion that in the process of 
their reproduction, metazoans, like unicellulars, “produce copies of themselves” is 
inaccurate and misleading. In distinction from unicellulars, metazoans produce self-
organizing, information-generating structures rather than “copies of themselves.”

Essential differences between the Watson–Crick and epigenetic systems of hered-
ity exist not only as far as the nature and the mode of transmission of information are 
concerned, but also in relation to the mechanisms of generation of new information. 
In the Watson–Crick system, new information emerges by random changes occurring 
in the structure of the gene (DNA in general), as a result of thermodynamic factors. 
If mutations in the DNA structure happen to increase the fitness of the carrier in its 
environment, which is a very rare occurrence, they will be favored, saved, and propa-
gated in the offspring as new information; otherwise, they will be discarded in the 
process of elimination of their carriers under the action of natural selection.

In distinction, the new epigenetic information results from changes in the compu-
tational properties of circuits. These changes are not random, but adaptive, resulting 
from the adaptation-oriented processing of the input of external/internal stimuli in 
neural circuits. But, similarly to the Watson–Crick system, whether the new epigen-
etic information will be sustained, propagated, or lost in future generations depends 
on natural selection.

During the template replicative Watson–Crick heredity, the number of offspring a 
unicellular can produce per mitotic generation is strictly limited; it can produce only 
one copy (two daughter cells) in its lifetime. In communicative heredity, the possibil-
ity exists for the metazoan organism to produce more than one (depending on spe-
cies, from one to thousands) offspring during its lifetime.

As mentioned earlier, despite the essential differences between the two systems 
of heredity, the evolution of the epigenetic system of heredity does not mark the end 
of the Watson–Crick system of heredity in metazoans. The Watson–Crick system is 
still necessary and responsible for the heredity and reproduction at the cellular and 
molecular levels, for the biochemical evolution of metazoans in general. Hence, it is 
conserved in metazoans as a system that is complementary to the epigenetic system 
of heredity.

As for the relationship between the two systems in metazoans is concerned, 
the epigenetic system of heredity comprises, and is inseparable from, the genetic 
Watson–Crick system of heredity. Both the genetic and epigenetic systems of hered-
ity are present and operational at the cellular and supracellular levels, respectively. 
They are functionally complementary, and their mutual relationship has found a 
vivid expression in Medawars’ aphorism: “Genetics proposes, epigenetics disposes.” 
This is unambiguously manifested in the fact that, in metazoans, all of the signal cas-
cades leading to expression or suppression of nonhousekeeping genes, and signals 
for cell reproduction and differentiation ultimately start with generation of neurally 
derived electrical/chemical signals (epigenetic information). Thus, while comple-
mentary to the epigenetic system, the Watson–Crick system of heredity is subordi-
nate to it.
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The study of the epigenetic system of heredity and the epigenetic information, an 
almost terra incognita so far, could provide new insights into the nature of life and 
enable us to understand many of the unexplained biological phenomena, including 
the mechanisms of their evolutionary adaptation.
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Evolution and Stress Responses to 
Changes in Environment
But environments do change, sometimes a lot, sometimes a little, daily, seasonally, 
yearly, and over longer, geological periods. And these changes are important. The 
heart of the evolutionary process lies within local ecosystems, for it is here that 
ecological and evolutionary processes intersect and here that the winners and 
losers in the game of life are recorded.

Eldredge (1998)

Evolution of Animal Kingdom Is Related to Changes in 
Environment

Paleontological evidence shows that all the major diversifications in metazoans, 
during the last ~600 million years, including the Cambrian explosion, coincide with 
major shifts in the climatic and geological conditions that significantly affected their 
conditions of living.

The Cambrian explosion, as estimated by fossil record, began some 544 million 
years ago with the sudden appearance of almost 100 phyla, including all the 37 
extant phyla (Erwin et al., 1997). Many paleontologists believe that eumetazoans 
evolved even earlier, but, being soft-bodied, those animals left no fossils.

The Ordovician radiation, which took place by the end of the Cambrian period, 
~500 million years ago, and by some estimates is considered to be larger than the 
Cambrian explosion, is characterized by a rapid appearance of numerous fami-
lies (including crinoids, articulate brachiopods, cephalopods, and corals), genera, 
and species that dominated marine ecosystems for 250 million years (Droser et al., 
1996). The extraordinary biological innovation of Ordovician coincided with two 
drastic changes in the marine and terrestrial environments: a drop in the sea level, 
and the intense orogenic activity of the earth that led to formation of many mountain 
ranges, which is suggested by the fact that the number of the marine taxa that diver-
sified at the period was larger in the regions in the proximity of orogenic activity 
(Miller and Mao, 1995). The large-scale climatic and ecological changes determined 
by those events might have led to the global diversification of Ordovician radiation 
(Droser et al., 1996).

Devonian was characterized by rapid diversification of fish and hence is also 
known as the Age of Fish. During this period, ~380–360 million years ago, began 
the colonization of land by plants, invertebrates, such as scorpions, and verte-
brate tetrapods (archaic amphibians, such as Ichthyostega, and later reptiles). It is 
believed that during this period, the biggest mass extinction of metazoans occurred. 
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A paleontologically recorded retreat of the sea, with its ecological and climatic con-
sequences in the ocean and on the land, might have been the common cause for both 
the recorded mass extinction and the colonization of land during Devonian.

Next, Carboniferous period, with its hyperoxic atmosphere, is believed to have 
favored evolution of tetrapod locomotion and evolution of flight in both vertebrates 
and insects (Dudley, 1998).

During the hypoxic Permian period, ~250 million years ago, the extinction of the 
last Cambrian fauna occurred, and Paleozoic fauna rapidly declined. It is estimated 
that 96% of all species, and 50% of families, became extinct because of the forma-
tion of Pangea II (the bringing together of the continents as a result of plate tecton-
ics). This marked the beginning of the Mesozoic Era, immediately followed by the 
modern fauna.

At the beginning of the Mesozoic, ~200 million years ago, marine life was domi-
nated by molluscs. Reptiles, including dinosaurs, sustained by a thriving plant life, 
were the dominant terrestrial vertebrate class. Extinction of dinosaurs and the rise 
of mammals (which, up to that point in time, were represented by nocturnal insec-
tivorous animals) by the end of Cretaceous, some 65 million years ago, has generally 
been related to various groups of geological factors, such as intensification of volca-
nic activity, the fall of a huge meteor, and a drop in the sea level, which drastically 
changed the climate and conditions of living on earth (Wilf et al., 2003).

No convincing reason, however, is given as to why those factors that led to extinc-
tion of dinosaurs did favored the mammals at the same time.

The role of environmental changes in taxonomic diversification of metazoans may 
also be illustrated by the evolution of eutherian mammals, which have been docu-
mented for the Late Cretaceous, 85–90 million (Archibald et al., 2001), to Early 
Cretaceous, 125 million years ago (Ji et al., 2002). Global warming during the Late 
Cretaceous (99–65 million years ago) is considered to have stimulated the rapid 
diversification and the dispersal of salamanders (Vieites et al., 2007).

Earliest placentals are believed to have evolved ~86–90 million years ago 
(Archibald, 2003) and earliest placental mammals ~65 million years ago (Easteal, 
1999). According to Meng and McKenna (1998), major evolutionary changes in pla-
cental mammals (eutherians) also took place during short periods coinciding with 
global climatic changes. First, during the warming (the mean annual temperature of 
30°C) humid period of Palaeocene/Eocene, ~55 million years ago, which was char-
acterized by dense forest areas. Then, during the Eocene/Oligocene boundary, 33.5 
million years ago, a cooler and more arid period came that was characterized by dis-
appearance of perissodactyl-dominant fauna, which was “replaced by rodent/lago-
morph-dominant faunas of the Oligocene” (Meng and McKenna, 1998). A 4°C drop 
of the winter temperature during that period is considered to have been the cause 
of one of the largest extinctions of marine invertebrates during the whole Cenozoic 
(Ivany et al., 2000).

Radical climatic changes during the Miocene, ~20 million years ago, transformed 
the Sahara region from a tropical to an arid environment. This transformation is 
believed, for example, to have been the cause of the splitting of a single elephant 
species into two: the only elephant shrew species in the north of Sahara and the south 
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of Sahara–residing species (Petrodromus tetradactylus), now belonging to a different 
genus (Douady et al., 2003).

Continued contraction of the wooded fruit-rich habitat to the low latitudes of 
Africa and Southeast Asia by late Miocene, ~10 million years ago, which coincided 
with a decrease in the diversity of great apes to these parts of the world and the 
dynamics of these habitats, is considered to have been an environmental factor to 
which these species responded by increasing their sociality and cognitive capabilities 
(Potts, 2004).

A study on the influence of ecological factors on evolution rates in 20 grouse taxa 
has shown that habitat changes have induced higher rates of evolution of body pro-
portions (Drovetski et al., 2006). Repeated glaciation processes also have had con-
siderable influence in acceleration of evolutionary rates in metazoans:

Deep-sea organisms, such as benthic ostracods, exhibit fluctuations in diversity 
over time scales of 10,000 to 100,000 years that correlate with glaciation, diversity 
decreasing as glaciers advance, and recovering during interglacial periods. 

Cronin and Raymo (1997)

Possible climatic influences on morphology, speciation, and extinction have been 
extensively discussed by Vrba (1983, 1996) and Vrba et al. (1996).

The paleontological evidence, at a geological scale, strongly suggests that a 
causal relationship between the drastic changes in the environment and diversifica-
tion of animal taxa exists. The extraordinarily high tempo of formation of new taxa, 
taxogenesis, during the periods of drastic environmental changes and taxostasis, dur-
ing the intervening periods, suggests that diversification and morphological evolution 
have not always been gradual (Eldredge and Gould, 1972).

Neuroendocrine System

Integration and coordination of actions of all the cells in multicellular organisms 
require maintenance of a stable “physiological” intercellular medium in which cells 
must carry out their functions. The maintenance of this medium, as a part of body 
homeostasis, is function of the integrated control system (ICS). The term homeosta-
sis will be used here in a broader sense, so as to include not only the maintenance of 
the physiological state of body fluids but the maintenance of the structural integrity 
of the organism as well.

The function of the ICS requires continuous input of data in the central nervous 
system (CNS) on the state of the system, whose structure is continually and unavoid-
ably eroding. The input is compared with the normal state (such as neurally deter-
mined set points or thresholds), and on that basis decisions are made, and instructions 
are sent for restoring the normal state. The nervous system uses specific signal cas-
cades as communication channels for sending instructions to the target cells or organs.

Generally, the adaptation to drastic changes in environment begins with 
behavioral changes, which usually are accompanied by, or related to, a state of 
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environmental stress with all the characteristic neuroendocrine and behavioral corre-
lates. This stress condition itself is an adaptive response of the organism to cope with 
adversely changing conditions of living and to reestablish the disturbed homeostasis.

The maintenance of homeostasis in metazoans is function of the neuroendocrine 
system, which evolved at the dawn of the metazoan life as a result of the evolution of 
the nerve cell, the neural net, and the nervous system. Primitive metazoans had a ner-
vous net but not a separate endocrine system, which evolved later as extension of the 
nervous system. Even the most primitive nervous net, as we know it in cnidarians, is 
capable of monitoring changes in the external and internal environments, processing 
the input, and communicating its output throughout the body in the form of chemical 
signals, neurosecretions, for inducing adaptive changes in behavior, physiology, and 
morphology.

It is a widely held opinion that the first nerve cells to evolve might have been neu-
rosecretory by function. The nerve cell, nerve net, and the CNS evolved in response 
to the evolutionary pressures for maintaining homeostasis of evolving metazoan sys-
tems of ever-increasing structural and functional complexity, for dealing with impre-
dictabilities of the changing environment and for avoiding their harmful effects. It is 
believed that a first step in differentiation of the neuron has been the differentiation 
of specialized receptor cells for monitoring changes in the external environment and 
communicating these changes to the rest of cells via chemical mediators they release 
(Gorbman and Davey, 1991).

Most of the hormonal systems in lower invertebrates are first-order systems, i.e., 
neurosecretory systems, with neurons being the only source of hormones for regulat-
ing the growth, metabolism, water balance, and reproduction.

In chordates and vertebrates, the hypothalamus took over most of the functions 
of communication with the rest of the body and regulation of homeostasis as well 
as adaptive responses to the changed environment. A process of centralization of the 
nervous system and formation of brain began very early in the evolution of metazo-
ans. Parts of the brain would later specialize in performing adaptive-regulatory func-
tions, and an endocrine system would later evolve as an extension of the nervous 
system.

The neuroendocrine system in vertebrates regulates all of the basic biological 
functions of growth, metabolism, and reproduction that were regulated by the neu-
rosecretory system of the first order in lower invertebrates. Additionally, chiefly via 
the autonomous nervous system, it regulates the visceral activities (Strand, 1999, 
p. 188).

By the mid-1930s, Ernst and Bertha Scharrer introduced the concept of an inte-
grated neuroendocrine system, in which neurons secreted their hormones into cir-
culation (Strand, 1999). The neural and nonneural tissues secrete relatively a large 
number of neuropeptides necessary for the integration of the functions of all the sys-
tems of organs in metazoans.

By the middle of the 20th century it was demonstrated that a small neurosecretory 
part of brain (weighing only 4–5 g in humans), the hypothalamus, was specialized for 
the communication between the CNS and the endocrine system. It is the most ancient 
part of the brain shared by species from the lower vertebrates to mammals.
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The endocrine system consists of ductless glands that release their hormones into 
the bloodstream. The classic endocrine glands in higher vertebrates are the pitu-
itary, the thyroid, the parathyroid, the pancreas, the thymus, and the gonads. Other 
organs in which clusters of secretory cells produce hormones are the liver (insulin-
like growth factor 1), the kidney (renin, erythropoietin, and vitamin D3), the pineal 
gland (melatonin), and the endocrine cells of the gut. The total number of hormones 
in humans exceeds 130 (Norman and Litwack, 1997).

For a long time, the pituitary was considered to be the “master” gland, but now we 
know that this gland itself is subordinate to the hypothalamus, which controls the syn-
thesis of pituitary hormones via specific releasing and release-inhibiting hormones and 
neurotransmitters. (The synthesis of some pituitary hormones is under the direct or 
indirect neuronal control.) (Norman and Litwack, 1997, p. 134). Each of the hypotha-
lamic-releasing hormones controls the synthesis of a specific pituitary hormone, which, 
in turn, stimulates secretion of a specific hormone by the target endocrine glands.

The hypothalamus itself secretes its “releasing” hormones from nerve endings 
of its peptidergic neurons in response to electrical/chemical signals it receives from 
aminergic or cholinergic neurons in various brain centers (Norman and Litwack, 
1997, p. 99), often through the limbic system. The median eminence (ME) alone 
secretes more than 40 neuropeptides and other chemical messengers.

The hypothalamus monitors and regulates the body temperature, sodium chloride, 
glucose levels, and chemistry of body fluids in general. It controls most of the invol-
untary activities in the animal body, including innate behaviors. Through the pitu-
itary gland, it determines the whole hormonal activity of the target endocrine glands, 
which is crucial for performing reproductive, developmental, behavioral, and other 
physiological functions.

As mentioned earlier, besides the hormonal control, the hypothalamus exerts a 
direct control on the pituitary, via a special anatomical structure enabling the close 
interaction between the nervous and endocrine systems, represented by nerve end-
ings of hypothalamic neurosecretory neurons that project into pars nervosa of the 
pituitary. This enables the hypothalamus to discharge its neurohormones directly 
into the portal vessels of the pituitary. The hypothalamus–pituitary–target endocrine 
glands axes represent the core of the neuroendocrine system, which plays a crucial 
role in maintaining homeostasis in vertebrates.

The close relationship between the nervous and endocrine systems makes pos-
sible the well-known influence of external and internal environments on the activity 
of the endocrine system; the hypothalamus is a coordinating center that integrates 
various inputs to ensure a well-organized, coherent, and appropriate set of autonomic 
and endocrine responses.

Changes in the external environment are perceived in the brain through the animal 
senses, and the hypothalamus is connected to the external world through the forebrain 
(Kandel and Schwartz, 1985). Based on the input of information it receives from other 
brain regions, the hypothalamus, by releasing specific hormones, via the pituitary, 
adaptively modifies the activity of the target endocrine glands, and it also serves as 
the site where other parts of the CNS interact with the autonomic system (Delcomyn, 
1998, p. 86). Along with the frontal and parietal eyes (associated with the pineal 
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gland), the hypothalamus appears as low in chordates as amphioxus, where its neuro-
secretory cells control basic physiological functions and reproduction (Allman, 1999).

The hypothalamus regulates secretion of many neurohormones in response to the 
temporal cyclicalities of the external environment. The two more important cycles 
are the daily (circadian) rhythm of light and darkness and the annual cycle of sea-
sonal changes in temperature, length of the day, rainfall, salinity of the water, and 
other variables. Light, temperature, and other parameters of the external environment 
are received by sense organs, and the information is transmitted to the hypothala-
mus over neural pathways. Hypothalamic neurosecretions regulate the production of 
hormones of the anterior lobe of the pituitary, which promote reproductive activities 
such as gametogenesis and different forms of behavior (migration, territory defense, 
mating behavior, nest building, and care of eggs and young).

The hypothalamus–pituitary–adrenal (HPA) axis is a major player in the verte-
brate response to stress.

Stress and Stressors in Vertebrates

Sudden changes in environment are often so rapid that organisms do not have the nec-
essary time for the gradual changes to accumulate for the adaptation and survival of 
the animal in the new environment. Such environmental changes can invalidate vari-
ous phenotypic adaptations that species have evolved in their course of phylogeny, 
and individuals may suddenly find themselves in life-threatening situations. This is a 
time when the “struggle for life” may take its fiercest form. Each individual organism, 
population, and species, sometimes the whole ecotype, can face a survival crisis—
often being doomed to extinction. At an organismic physiological level, this situation 
is characterized by a general stress condition, and by effort, not always successful, to 
maintain homeostasis.

Stress is defined as “a threat, real or implied, to the psychological or physiologi-
cal integrity of an individual” (McEwen, 1999). According to Goldstein (1990):

Stress is a condition where expectations—whether genetically programmed, estab-
lished by prior learning, or deduced from circumstances—do not match the cur-
rent or anticipated perceptions of the internal or external environment, and this 
discrepancy between what is observed or sensed and what is expected or pro-
grammed elicits patterned, compensatory responses… During stress, many body 
systems—including the sympathoadrenal, parasympathetic, and hormonal homeo-
static systems—are activated or inhibited in primitively specific patterns regulated 
by physiological, biochemical, and psychological homeostats.

From an evolutionary point of view, stress is a centrally determined adaptive 
response to the changed conditions in the environment that threaten species-specific 
homeostasis.

The concept of stress incorporates both an environmental agent (the stressor) 
adversely influencing the living system (stress condition) and a response of the 
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affected animal for overcoming injurious effects of the stressor (stress response). The 
effects of the stressor depend not only on the nature of the stressor but also on the 
nature of the stressed organism, in the meaning that what might be a stressor for one 
species might not be for another.

According to the duration of their action, two general types of stressors are 
distinguished:

1. Long-term stressors
2. Short-term stressors.

Long-term stressors comprise drastic changes in the environment, such as trans-
formation of a terrestrial habitat into an aquatic one (or vice versa), the introduction 
of a specific predator into the habitat, severe changes in the climate and temperature, 
and overcrowding and resulting food shortage.

Short-term stressors, by acting for short periods of time, are irrelevant from an 
evolutionary point of view.

Currently, many biologists consider stress to be a complex biological process, 
an organismic response fundamentally determined by neural (central and periph-
eral) mechanisms with the limbic–hypothalamus–pituitary–adrenal (LHPA) axis as 
the major player. However, different stressors might be, there is a common pattern 
of stress condition in higher vertebrate species, characterized by a neuroendocrine 
response (activation of the HPA axis) for restoring the disturbed homeostasis and by 
adaptation of the behavior to the changed environment.

Stressful situations activate two basic interacting and overlapping stress–response 
circuits: the central neural circuit and the neuroendocrine circuit. The central neural 
circuit receives stress signals, which converge to the amygdala as the central stress 
processor. Activation of this circuit leads to the so-called emotional or cognitive 
stress. The neuroendocrine circuit consists of the LHPA axis and leads to the best-
known “physiological” stress (Avishai-Eliner et al., 2002).

Neuroendocrine Response to Stress

Stress condition is a systemic condition arising when the intensity of the action of the 
stressor exceeds an intrinsically determined threshold. The threshold beyond which a 
noxious agent would act as a stressor varies not only among species, but individuals 
of the same species may vary in their sensibility to stressors. An adaptive response to 
the stress condition, i.e. to the adverse effects of environmental factors, is triggered 
by the perception that the threshold is reached. The perception and evaluation of the 
stressor or its effects take place in the nervous system.

Both vertebrate and invertebrate organisms have evolved special systems for cop-
ing with such adverse environmental influences, neuroendocrine stress-controlling 
mechanisms, representing an essential part of the ICS, with the CNS as its controller.

The stress response in higher vertebrates is essentially a neurally controlled 
response, and this has also found its expression in the modern definition of stress as 
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a response to real or perceived changes in the organism (Greenberg et al., 2002). It is 
the CNS that must detect the disturbed state by comparing it to “anticipated percep-
tions of the internal or external environment” (Goldstein, 1990) at a systemic level 
and trigger an appropriate neurohormonal response for restoring the normal state of 
the internal environment. The input of the stressful sensory and somatosensory stim-
uli is transmitted to the CNS via spinal and cranial sensory nerves.

Signals from the limbic system induce the synthesis and secretion of the hypo-
thalamic neurohormone corticotropin-releasing hormone (CRH) by a group of neu-
rons in the hypothalamus (Figure 7.1). The hormone is a mediator of behavioral and 
physiological responses to stress.

CRH is an important coordinator of the endocrine, neuroendocrine, autonomic, and 
behavioral responses to stress … and the innervation of the PVN (hypothalamic 
paraventricular nucleus—N.C.) reflects the extensive afferent input necessary for 
such integrated action. Through neural input from visceral, somatic, and special 
sensory systems, the CRH neuron in the PVN becomes the center of an information 
highway bringing data about a variety of stresses. Information from blood-borne 
molecules also is received by those cells. 

Strand (1999, p. 188)

In response to stress condition, the activity of hypothalamic CRH-producing neu-
rons in mammals is increased. In desert tadpoles, under conditions of dessication, 
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there could be a complex interaction among food intake (which is suppressed during 
metamorphosis because the gut at that time is undergoing deep structural changes), 
behavior, and morphogenesis that is coordinated by CRH-producing neurons 
(Denver, 1997).

Because of the central role CRH plays in the stress phenomena, it is called the 
stress neurohormone. It acts as a mediator for many behavioral and physiological 
responses to stress.

CRH secreted in the hypothalamus, through the portal system, reaches the ante-
rior pituitary, where it induces secretion of adrenocorticotropic hormone (ACTH), 
melanocyte-stimulating hormone (MSH), and endorphins (opioid peptides). In the 
adrenal cortex, ACTH, through a complex conversion of lipoproteins, leads to the 
synthesis and secretion of cortisol into blood. High levels of glucocorticoids and 
dehydroepiandrosterone have negative feedback on both the hypothalamus and 
pituitary to inhibit the production of CRH and ACTH and, consequently, the stress 
response (Strand, 1999, p. 143). CRH inhibits appetite and, via somatostatin, inhib-
its growth hormone (GH), thyrotropin-releasing hormone (TRH), and thyroid-stim-
ulating hormone (TSH) secretion (Tsigos and Chrousos, 2002) as well as secretion 
of the gonadotropin-releasing hormone (GnRH), thus inhibiting the HPA axis and 
secretion of gonadal hormones with resulting inhibition of reproductive activity.

Essential for acute stress responses is the release of catecholamines by the sympa-
thetic and central nervous systems (Greenberg et al., 2002). Beta-endorphin, secreted 
by the pituitary during the environmental stress, helps the organism to be less sensitive 
to the traumatic pain, while stress-released ACTH and MSH “increase attention and 
motivation, also improve neuromuscular performance, all important components of 
the successful response to stress” (Strand, 1999, p. 144). Recent evidence shows that 
electrical field stimulation of the peptidergic innervation of the anterior pituitary alone 
can suppress the ACTH secretion (Gao et al., 1999). The oral administration of anta-
larmin (an antagonist of the CRH type I receptor) significantly diminishes the increase 
of CRH in cerebrospinal fluid and inhibits the repertory of behaviors associated with 
anxiety and fear (body tremors, grimaces, teeth gnashing, urination, and defecation) 
during the psychological stress in primates. At the same time, it increases exploratory 
and sexual behaviors that are normally suppressed during stress (Habib et al., 2000).

Stress condition induces rapid changes in the behavior of animals, and the behav-
ioral changes are an integral component of the stress response (Orchinik, 1998). 
The activation of the HPA axis and the fluctuations in the levels of hormones during 
stress could elicit various adaptive neurophysiological responses to sensory (visual, 
tactile, auditory, olfactory, somatosensory) stimuli, which may be a mechanism of 
altering brain function during exposure to a stressor.

Administration of corticosterone inhibits the courtship behavior of male amphib-
ians of the roughskin newt, Taricha granulosa (Moore and Miller, 1984; Orchinik 
et al., 1991; Orchinik, 1998). Corticosterone treatment of Gambel’s white-crowned 
sparrow, Zonotrichia leucophrys gambelii, within 15 min, causes a rapid transient 
increase in perch-hopping behavior of this bird (Breuner et al., 1998).

Stress-controlling mechanisms evolved early in the evolution of vertebrates 
(Crespi and Denver, 2005), and there is evidence that CRH-like and cortisol-like 
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substances are present in the hemocytes of molluscs (Ottaviani et al., 1998). In 
Xenopus laevis, CRH is secreted throughout the brain–spinal cord, and recent evi-
dence shows that expression of CRH in the brain arose early in vertebrate evolution 
(Yao et al., 2004).

At the core of the stress-response mechanism is the classical stress circuit: the 
LHPA axis (Loez et al., 1999) or locus ceruleus/norepinephrine (LC/NE) neurons as 
well as “their peripheral effectors, the pituitary-adrenal axis, and the limbs of the auto-
nomic system” (Tsigos and Chrousos, 2002), with the hypothalamic CRH neurons.

The final result of the activation of the HPA axis is the release of glucocorticoids 
into blood, to which the hypothalamus responds by suppressing synthesis and secre-
tion of CRH (Miller and O’Callaghan, 2002).

According to the neural mechanisms involved, stress responses may be determined 
by short or long neuronal circuits, respectively, also known as spinal stress responses, 
based on spinal reflexes, and supraspinal stress responses, which involve brain cen-
ters, the hypothalamus, the limbic system, and the cerebral cortex (Figure 7.2).

Stress condition and stress responses also influence the relations between the 
mother and the embryo in placentals. Humans respond to prenatal stress condition by 
secreting the neurohormone CRH and glucocorticoids, thus activating their respec-
tive receptors in the hippocampus (Figure 7.3) (Avishai-Eliner et al., 2001, 2002).
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Environmental Stress as a Cue for Adaptive Developmental 
Plasticity

In response to stressful stimuli, vertebrates sometimes activate mechanisms of mor-
phological adaptation. Desert amphibians, for instance, have evolved adaptive mech-
anisms that allow them to adapt to particular unpredictable changes in environment. 
When ponds dry unusually early, tadpoles can accelerate metamorphosis and thus 
escape death by reaching earlier a stage in their metamorphosis when they can sur-
vive on dry land.

Robert J. Denver has reproduced the phenomenon in laboratory and has eluci-
dated the underlying physiological mechanism. Tadpoles exposed to earlier habitat 
dessication, being under strong environmental stress, exhibited elevated hypotha-
lamic CRH content and acceleration of metamorphosis. When the level of water in 
aquarium was lowered (environmental stress), tadpoles went through metamorpho-
sis in 26 days after hatching, while tadpoles kept in high water needed 36 days. 
Acceleration of metamorphosis occurred also when CRH-like peptides were injected 
into spadefoot toad tadpoles. These injections led to a rise in the levels of thyroxine, 
triiodthyronine, and corticosterone that are considered to be crucial for the hormonal 
regulation of metamorphosis. Injection, on the other hand, of CRH antagonists, such 
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as anti-CRH serum, minimized the acceleration of metamorphosis caused by dessi-
cation of the environment (Denver, 1997). These experiments are very important for 
demonstrating the existence of a relationship between the hormonal stress pathway 
and adaptive changes in amphibian morphology during metamorphosis. According 
to Denver, in all vertebrates, “CRH is exquisitely sensitive to stress in environment,” 
and “the lowering of the level of the water in the environment makes the hypothal-
amus to produce more CRH, which stimulates pituitary to produce hormones that 
stimulate thyroid and adrenal glands whose products help organisms to cope with the 
stress, in this case by losing their tail and beginning the growth of their limbs.” Like 
the tadpoles, the human fetus produces CRH when things are becoming unfavorable 
and this may stimulate birth (Mlot, 1997).

The neuroendocrine stress axis represents a phylogenetically ancient signaling sys-
tem that allows the fetus or larva to match its rate of development to the prevail-
ing environmental conditions. In diverse vertebrate species, including humans, CRF 
(corticotropin-releasing factor—N.C.) and corticosteroids act both centrally and 
peripherally to alter the rate of development in response to unfavorable environ-
mental conditions. This neuroendocrine response generates life history transitions 
necessary for immediate survival. 

Crespi and Denver (2005)

In fact, depending on the environmental conditions and species, the animal response 
to stress condition always consists of adaptive changes in behavior, physiology, 
morphology, and life history.

Environmental Stress Induces Evolutionary Changes Without 
Changes in Genes

Environmental stress, heat shock, and also chemical stress (Liu et al., 1995), osmotic 
stress (Fiorenza et al., 2004), and neuronal/metabolic stress (Guzhova et al., 2001) 
sometimes induce expression of a group of heat shock factors (HSFs), such as Hsp70 
and Hsp90. HSFs are believed to represent a buffering system necessary for normal 
development by acting as chaperones contributing to normal folding of other pro-
teins. Hsp90, for example, is known to interact with some relatively unstable devel-
opmental switches, such as cyclin-dependent kinases and steroid hormone receptors. 
Hence, malfunction of the system may lead to phenotypic changes. Stimulation 
of expression of heat shock proteins (HSPs) increases resistance to heat stress 
(Mitchell-Olds and Knight, 2002), but suppression of their synthesis or pharmaco-
logical blockade of their activity leads to appearance of phenotypic changes.

In 1998, Rutherford and Lindquist observed that in Drosophila, pharmacologi-
cal inhibition of Hsp90 produced phenotypic changes similar to those observed in 
Hsp90 mutants in nature. They suggested that both the insufficient availability of 
the Hsp90 and its impaired function can induce appearance of phenotypic changes. 
They also expressed the idea that “Hsp90 may link developmental programs to 
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environmental contingency” (Rutherford and Lindquist, 1998), implying that the 
HSF may play a role in the evolution of Drosophila under natural conditions:

Chaperones also provide a plausible molecular mechanism for regulating the capac-
ity of populations and lineages for evolutionary adaptation. 

Rutherford (2003)

Echoing the above observations, it was reported that reduction of the activity of 
Hsp90 in Drosophila melanogaster induces an epigenetic change in chromatin, leading 
to ectopic expression of wingless in eye imaginal disks and abnormal eye development, 
which are inherited in the following generations (Sollars et al., 2002; Rutherford and 
Henikoff, 2003). No changes in genes were involved in the evolutionary change. They 
believe that the chromatin remodeling in this case is related to an interaction with the 
TrxG protein, which is then “fixed” epigenetically, and speculate that

A combination of both epigenetic and genetic mechanisms is probably required to 
explain rapid changes in body plans that are observed in the fossil record. 

Sollars et al. (2002)

The phenomenon of induction of evolutionary changes in the phenotype without 
changes in genes has also been described in plants (Quetsch et al., 2002).

Stress-induced epigenetic remodeling of the chromatine is not mediated by HSPs 
alone. A relationship is found to exist between the shear stress (SS) and gene expression 
in endothelial cells, and recently evidence is obtained indicating that the human umbilical 
vein endothelial cells (HUVECs) respond to SS by modulating their chromatin, making 
specific genes accessible to transcription factors. Mediators of the SS-dependent chro-
matin modulation via modification of histone H3 and H4 by acetylases and deacetylases 
in endothelial cells are mechanosensors (Illi et al., 2003). One should be reminded that 
mechanosensory cells and neurons innervating them have similar embryonic origin (plac-
odal ectoderm) (Satoh and Fekete, 2005). They have ion channels in their cell membrane, 
which allow them to detect mechanical stimuli and convert them into electrical signals 
that are sent to the brain (Gillespie and Walker, 2001; Dumont and Gillespie, 2003).

In rats and mice, it is demonstrated that stressful circumstances, such as forced swim-
ming, neurally induce histone H3 phosphorylation, which correlates with expression of 
acetylases and specific genes in mature dentate gyrus neurons and may be related to the 
behavioral adaptation to the stressful situation (Bilang-Bleuel et al., 2005).

In response to various stressors, animals can modify the synaptic morphology and, 
consequently, the properties of respective neural circuits. This may lead to changes 
in stress set points. So, for example, a prior high-temperature stress in a muscle of 
Locusta migratoria modifies the future synaptic physiology and morphology of the 
muscle by increasing the upper temperature limit at which it can function normally:

The prior history of an organism’s environment can alter how neural circuitry  
operates in the long term. 

Barclay and Robertson (2001)
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In the CNS, glial cells release Hsp70, thus affecting neuronal function and prob-
ably enhancing neuronal stress tolerance (Guzhova et al., 2001). Evidence has also 
been presented suggesting that an inactive form of the maternal Hsp70 mRNA is 
present in unstressed Xenopus oocytes, and it may play a role in expression of the 
HSPs during early stages of oogenesis (Gordon et al., 1997).

Maltreatment of rat puppies results in methylation of the bdnf gene, thus reducing 
its expression across their life span, and this can be rescued with administration of 
inhibitors of DNA methylation. More importantly, this leads to a maternally inher-
ited behavior in the offspring: the offspring, like their mothers, maltreat their puppies 
as well and show the same hypermethylation of the bdnf gene (Roth et al., 2009). 
Similarly, maternal high LG (licking and grooming) in rats during the first postnatal 
week is being processed in the puppy’s brain cortex and via a described pathway 
(see later in Chapter 8) leads to demethylation and expression of the glucocorticoid 
receptor (GR) gene, thus determining inherited high LG behavior toward their own 
offspring (Meaney and Szyf, 2005).
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Behavioral Adaptation to Changed 
Conditions of Living
Either chance and selection can explain everything or else behavior is the motor  
of evolution.

Piaget (1976)

Adaptation to Changed Conditions of Living

Under conditions of environmental stress, metazoans may display two types of 
behavioral responses: immediate or delayed response.

Generally, immediate responses are neuroendocrine responses aiming at neutraliz-
ing or avoiding noxious factors of the changed environment. Examples of immediate 
adaptive behaviors are avoiding reflexes, relocation, and migration.

Delayed responses may lead to changes in the morphology, physiology, and life 
history of animals.

Delayed responses may be intragenerational, i.e., taking place within the life-
time of the affected individual, which are normally aimed at restoring the disturbed 
homeostasis, repairing damaged structure (regeneration), or adaptively changing the 
morphology of the affected or challenged organs or parts. Such adaptive changes, as 
a rule, are not inherited in the progeny. Sometimes, delayed responses may be trans-
generational, i.e., they may arise first in the offspring of the affected or challenged 
individuals and are inherited in successive generations.

Any drastically changed environment, by disturbing the homeostasis, represents a 
challenge to the central nervous system (CNS), which is in control of the homeosta-
sis. External stimuli transmitted in the form of electrical spike trains present a prob-
lem, to which the CNS may respond in two main ways mentioned above.

Due to the fact that from all the major phenotypic features, animal behavior is, 
beyond compare, the most plastic, the adaptive change of behavior is the first phe-
notypic change to take place under conditions of adversely changed environment. 
Adaptive changes in morphology, physiology, and life history generally may come 
later.

Neural Basis of Animal Behavior

Types of animal behavior vary over a wide range, from strictly innate behaviors to 
those that, although innate, can be modified by learning, to behaviors that are exclu-
sively learned. Innate behaviors, with instincts as their extreme form, appear in fully 
functional form for the first time since they were performed. Instinctive behaviors of 
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an animal are just as stereotyped and characteristic for its species as its morphology 
is hence one might expect to find a similar logic underlying the hereditary mecha-
nisms that specify behavior and morphology.

Innate behaviors are automatic stereotyped actions of the organism in response 
to external releasing stimuli, which trigger innate releasing mechanisms (Konrad 
Lorenz’s angeborenes auslösendes Schema—innate releasing schema) to produce 
motor patterns generally known as fixed action patterns (FAPs). The pathway from 
reception of the releasing stimulus, via the CNS, to motor neurons represents the 
neural circuit responsible for FAP. Any FAP is based on the presence and activation 
of a specific neural circuit.

In his time, Darwin (1859) observed:

As in repeating a well-known song, so in instincts, one action follows another by 
a sort of rhythm; if a person be interrupted in a song, or in repeating anything by 
rote, he is generally forced to go back to recover the habitual train of thought: so 
P. Huber found it was with a caterpillar, which makes a very complicated ham-
mock; for if he took a caterpillar which had completed its hammock up to, say, the 
sixth stage of construction, and put it into a hammock completed up only to the 
third stage, the caterpillar simply re-performed the fourth, fifth, and sixth stages of 
construction. If, however, a caterpillar were taken out of a hammock made up, for 
instance, to the third stage, and were put into one finished up to the sixth stage, so 
that much of its work was already done for it, far from deriving any benefit from 
this, it was much embarrassed, and, in order to complete its hammock, seemed 
forced to start from the third stage, where it had left off, and thus tried to complete 
the already finished work.

The nervous system is organized in neural circuits, which represent functional 
units rather than anatomic structures. It is generally believed that

Neural circuits are the basis of all behavior, from simple reflex withdrawal away 
from a noxious to a complex mating dance.

Delcomyn (1998)

Various complex behaviors may result from the interaction of various functionally 
(not necessarily anatomically) linked circuits. Many neurons and their gene prod-
ucts (e.g., neuropeptides, neurotransmitters) are involved in performing these behav-
iors, and a neuron may be involved in more than one behavior, i.e., in more than one 
circuit.

Konrad Lorenz observed that, upon seeing an egg outside its nest, a goose tries 
to roll it back to the nest. The release of this FAP is triggered by a “sign stimulus,” 
which may be represented not only by the goose egg but also by other objects, even 
those remotely resembling it.

FAPs are hardwired in the brain, as has been experimentally demonstrated by 
Balaban (1997). By transplanting various parts of the neural tube of the Japanese 
quail (Coturnix coturnix) into domestic chicken (Gallus gallus domesticus) embryos, 
he succeeded in producing chimerae chicken exhibiting quail crowing and head 
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movements, both of the subcomponents of the innate behavior originating from two 
different regions of their brain (Balaban, 1997). Using similar brain transplant tech-
niques, investigators have been able to transfer an inborn perceptual auditory prefer-
ence between the same above species (Long et al., 2001).

Innate behaviors may heritably change without changes in genes. Century-long 
attempts to find genes responsible for particular behaviors have failed. In the mean-
time, successes in understanding the nature of learning and memory show that ani-
mal behavior may be determined by special processing and organizing properties of 
the nervous system.

Many innate behavior patterns are active immediately after birth. So, for example, 
after giving birth to its pups, the mother rabbit, Oryctolagus cuniculus, releases from 
its nipples a pheromone, and the pups are born with a fully established neural cir-
cuit for identifying that chemical cue and respond by searching behavior for grasp-
ing the nipples. That the maternal CNS is involved in the cue release is proven by 
the fact that injection of prolactin stimulates maximum release of the chemical cue 
(Moncomble et al., 2005).

In the marine mollusc Aplysia, egg laying consists of a number of FAPs: extrusion 
of a long string of eggs from the reproductive duct, taking of the egg string in the 
mouth, stereotypic head movements intended at pulling the egg string from the duct, 
coiling it into a mass glued together by secretions from its mouth, affixing the entire 
mass of eggs on a solid substrate with a strong head movement.

It was discovered that a neuropeptide composed of 36 amino acids, the egg-laying 
hormone (ELH), secreted by certain neurons in the nervous system of the mollusc 
was responsible for performing this complex egg-laying behavior. Later, it turned out 
that ELH was only a part of a precursor molecule composed of almost 300 amino 
acids from which other neuropeptides are synthesized, which serve as neural signals 
controlling other FAPs of egg-laying behavior (Purves et al., 1992).

The overwhelming majority of behaviors studied in vertebrates are related to the 
function of neural circuitries in the hypothalamus and the hypothalamic–pituitary–
target endocrine gland axes:

Specialized neuroendocrine circuits for innate behaviors thus seem to process sen-
sory information relevant to ethological contexts and influence sensory perception 
and processing; integration by these circuits of multiple pathways of information 
relevant to different behaviors determines the behavioral state of the animal.

Manoli et al. (2006)

The suckling reflex, involving the hypothalamic–pituitary axis, is a typical exam-
ple of an innate behavior in mammals. Stimulation of nipples by young mammals 
initiates sensory impulses that reach the CNS and via the hypothalamus end in the 
PN (pars nervosa) of the pituitary-stimulating secretion of oxytocin in the blood 
within a few seconds. Oxytocin causes contraction of cells in the mammary gland, 
squeezing milk down to the nipple in less than 1 min (Gorbman and Davey, 1991).

One of the most widespread innate behaviors is the annual migration and repa-
triation in a large number of animals, invertebrates (e.g., insects, crabs), as well as 
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vertebrates (e.g., fish, reptiles, birds, and mammals). Many of the animals take the 
round trip journey, although a visible reason or evolutionary advantage for undertak-
ing the trip cannot always be identified. Indeed, often it is not easy to imagine an 
evolutionary pressure that would reasonably be responsible for the evolution of this 
migration instinct. Following Darwin, most biologists believe that innate behaviors 
have evolved from learned behaviors. Migration of birds and other vertebrates and 
invertebrates, the complex spider web-building behavior, or social behavior in ants, 
bees, and other animals, are complex innate behaviors, which could reasonably be 
explained as resulting from learned antecedents:

Learning … is one of the standard, off-the shelf programming tricks available to 
evolution—and despite the usual dichotomy, this kind of learning is the epitome of 
the instinct.

Gould (1982, p. 274).

Birds are known to have an innate ability to recognize their conspecific song and 
to respond more strongly to the song of conspecifics than to the songs of other birds, 
even when not all phrase types are present in the song and when the song is played 
in reverse. Identification of specific neurons responding differently to conspecific 
and heterospecific songs suggests that circuits for song recognition in these birds are 
established experience independently, i.e., during the embryonic life, probably per-
fected by learning during the postnatal life (Whaling et al., 1997). Evidence also has 
been presented showing that an innate song recognition and preference at a subspe-
cific level also exists (Nelson, 2000).

Behavior patterning is commonly determined in the CNS according to the sensory 
input from the animal’s periphery and the environment, but in the rhythmic behav-
iors (swimming, flight, and chewing), their patterning is totally of central origin and 
unmodified by the sensory input. The animal can swim, fly, or chew in the complete 
absence of sensory feedback, as it is demonstrated in deafferented animals (Delcomyn 
and Prosser, 1991). Their neural circuits are relatively hardwired (Gillette, 1991). This 
has led to the concept of the central pattern generation (CPG) as basis of FAPs.

Progress has also been made in identifying interneurons and motor neurons in the 
circuits for the basic locomotory movements (swimming, crawling, shortening, and 
bending) in the leech (Fan et al., 2005).

Among the best-known examples of CPGs for FAPs is that of locomotion in mol-
luscs. The CPG for swim escape of the marine mollusc, Tritonia diomedea, is activated 
as soon as the slug comes in contact with the predatory seastar Pycnopodia helianthoi-
des, and it can also be activated by stimulating any group of peripheral nerves (Frost 
et al., 2001; Figure 8.1). However, artificial injection of depolarizing current pulses 
into the interneuron C2 (a crucial member of the swim escape CPG) cannot stimulate 
the swim escape CPG, because it does not mimic the interneuron’s own inherent spike 
frequency adaptation (SFA). In order for the swim escape to occur, it is necessary to 
change the SFA. This property of the circuit changes, the firing rate of C2 is regulated, 
and swim escape behavior occurs when serotonergic interneurons, dorsal swim inter-
neuron, intrinsic to the circuit, are stimulated (Katz and Frost, 1997).
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processing, and the output of specific subsets of neurons to enhance the probability 
of specific outcomes (Kravitz, 1988).

Intragenerational changes in animal behavior result from reversible neuromodula-
tions rather than any changes in genes. Similar behaviors may be produced by con-
vergent, rather than homologous, circuits. Changes in the configuration of the neural 
network may change the behavioral output of circuitries; neuromodulation, the state 
of the neural network, thus provides behavior with flexibility, and small changes in 
neural pathways, involving no changes in genes, may result in dramatic changes in 
behavior (Nishikawa, 2002).

We have some solid evidence for the molecular mechanism of innate behaviors. 
So, for example, it is proven that the female sexual behavior in rodents is controlled 
by specific neuronal networks. These neuronal networks, themselves, are under the 
control of nuclear receptors in the hypothalamus. In response to changes in levels  
of estrogen and progesterone, the receptors are activated and modulate the expres-
sion of genes involved in the respective sexual behaviors. It is demonstrated that 
nuclear receptors may also be activated by neurotransmitters such as dopamine, 
which mimics the effect of progesterone in facilitating sexual behavior in female rats 
(Mani, 1994).

Neural circuits responsible for innate behaviors in animals are established prena-
tally. For example, the circuit for bending behavior in the leech, Hirudo medicinalis, 
which consists of 45 neurons (17 interneurons, 24 stimulatory and inhibitory motor 
neurons, and 4 mechanosensory neurons), is established during the embryonic devel-
opment. The connections between the neurons of the circuit are precisely established 
from the beginning, i.e. experience independent (Marin-Burgin et al., 2006).

The modern concept of neural circuits implies a high degree of flexibility of the 
neural networks, which may result from the ability of the receiving neurons to inter-
pret the stimulus differentially. External stimuli reach the CNS via the relatively fast-
acting and rapidly reversible signaling molecules (e.g., insect locomotor patterns and 
molluscan feeding movements). In other cases, the neuromodulatory network can be 
reconfigured by slow-acting and slowly reversible neuromodulatory signals such as 
peptides and hormones.

Most rhythmic behaviors, such as walking, swimming, chewing, or scratching, 
are patterned by CPGs. A single CPG may produce several types of rhythmic behav-
ior, depending on the sensory and descending input. It is believed, for example, that 
lampreys use the same basic CPG to produce different locomotory behaviors, such as 
swimming, crawling, and burrowing (Ayers et al., 1983).

When a specific sensory input is lost in the course of evolution, the respective 
neural circuit may be conserved and used for another purpose, as is the case of 
blind cavefish; within ~10,000 years since they lost their eyes, the tectum has lost 
the function of visual processing and is used for processing somatosensory input 
(Voneida and Fish, 1984).

Although most of investigators believe that CPGs are discrete functional entities, 
evidence also exists that specific CPGs may be formed by a pool of individual neu-
rons of diverse origin (Meyrand and Simmers, 1991). Contrary to the early concept 
of neural circuits as static networks of interconnected neurons, they are seen now as 
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dynamic information-processing networks interacting with other networks that may 
be functionally reconfigured under the influence of external stimuli.

Many types of change are intrinsic to the machinery of synaptic terminals … This 
type of variability may allow much use-dependent alteration in the functioning of 
sets of neurons. When one superimposes on these intrinsic elements of flexibility the 
possibility of hormonal modification of transmitter release or of target responsive-
ness, then the capacity of even small sets of neurons to produce a wide range of 
processing and output becomes great. A particularly elegant example of this comes 
from recent work on the stomatogastric ganglion in the lobster. The small group of 
neurons linked together in a well-defined circuit gives completely different physi-
ological outputs in response to the application of different hormones.

Kravitz (1988)

Neuromodulation for generating different outputs is accomplished in response to 
external stimuli, but evidence suggests that modulation may also intrinsically occur, 
without external stimuli:

There are two sources of neuromodulation for neuronal circuits: extrinsic inputs and 
intrinsic components of the circuits themselves. Extrinsic neuromodulation is known 
to be pervasive in nervous systems, but intrinsic neuromodulation is less recognized, 
despite the fact that it has now been demonstrated in sensory and neuromuscular 
circuits and in central pattern generators. By its nature, intrinsic neuromodulation 
produces local changes in neuronal computation, whereas extrinsic neuromodula-
tion can cause global changes, often affecting many circuits simultaneously.

Katz and Frost (1996)

Among complex behaviors regulated by neural circuits are those related to the 
electrogenic and electroceptive phenomena in fish, some amphibians, and the mono-
treme mammal, platypus (Ornithorhynchus anatinus). Some fish, which are typi-
cal in this respect, have electrical organs, consisting of electrocytes (which may be 
modified nerve or muscle cells). They generate electrical fields by producing elec-
tric organ discharge (EOD). They also have subcutaneous electroreceptor cells on 
the body surface for receiving electric discharges from other fish. These fish use the 
capability for emitting weak electrical discharges for communicating with conspecif-
ics as well as for navigating and electrolocating prey in the dark. Some fish are spe-
cialized in emitting strong electrical discharges for stunning prey.

In order to avoid errors of electrolocation in cases when another fish generates an 
electrical field at a frequency close to its own, the fish can also change the frequency 
of their discharge. This ability is known as jamming avoidance response (JAR). Fish 
use complex algorithms to figure out whether they must increase or decrease the 
frequency of their electric discharges. This assessment is done in other areas of the 
brain, which then send signals to the medullar pacemaker to modulate the frequency 
of EOD.

Apteronotus and Eigenmannia are two closely related groups of gymnotiform fish. 
These fish use EODs for communication and for localizing and identifying objects. 
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Both of them have similar electric organs that produce EODs at a regular, resting  
frequency that is under neural control of the medullar pacemaker nucleus (Pn) 
(Figure 8.2).

Both Apteronotus and Eigenmannia can regulate their EOD in order to avoid jam-
ming electric signals emitted by conspecifics, based on a CPG. However, on detecting 
a jamming signal of slightly higher frequency than theirs, both species respond in dif-
ferent ways. When the jamming signal is of higher frequency, Eigenmannia activates 
a torus subnucleus nE↑ nucleus electrosensorius, which sends signals for raising the 
frequency to the pacemaker nucleus (Pn), and when detects a signal of slightly lower 
frequency it activates another torus subnucleus, nE↓, which lowers the frequency. The 
behavior of Apteronotus, instead, is asymmetrical; fish of this group can respond to 
jamming signals by only raising the frequency of the electrical organ discharge via 
activation of the normally inhibited sublemniscal nucleus (Heiligenberg et al., 1996; 
Metzner, 1999).

The input from electroreceptors is processed in a complex brain circuit that, in a 
simplified form, is represented in Figure 8.2. It is a branched circuit that comprises 
the hindbrain electrosensory lateral line (ELL)→torus semicircularis→diencephalon’s 
nucleus electrosensorius (NE)→sublemniscal prepacemaker nucleus (SPPn) (and par-
allelly, prepacemaker nucleus, PPn)→pacemaker→electromotor neurons→electrocytes 
in the electrical organ.

The whelk, Fusitriton oregonensis, displays another curious innate behavior. 
Mating pairs form seasonally and are maintained for up to 4 months. Then a par-
ent attaches its clutch of eggs to a rock and patrols them against predators. Potential 
predators attack with twisting movements of the whelk’s shell to dislodge them; fail-
ing that, the whelk may directionally squirt an aversive acid secretion (Gillette, 1991).

Electric organs and respective JAR behavior in fish have evolved repeatedly and 
independently, i.e., in many families whose ancestors lacked it (Rose, 2004).

Complex innate behaviors expose the failure of the gradualist explanation of evo-
lution of phenotypes: such behaviors usually offer their evolutionary advantages when 
they are fully developed, and it is impossible to imagine why and how a number of 
gradual steps, each of them not advantageous in itself, could be accumulated over 
time. Ethologists, for example, calculate that a cocoon-spinning spider must perform 
6,400 individual movements to make its egg cocoon by spinning a base plate, build-
ing up walls, laying its eggs inside, and spinning a lid to close the cocoon. This is 
done by an innate, closed program not modifiable by experience (Purves et al., 1992).

Neural Basis of Learned Behavior

Owing to the flexibility of neurobiological mechanisms, the earliest response of ani-
mals to changes in environment is behavioral. The new behavior is a learned behav-
ior intended to avoid or neutralize harmful effects of the changed environment and 
represents not an off-the-shelf solution of the type of the innate behavior.

Despite the striking differences from innate behaviors, learned behaviors as well 
are products of the activity of neural circuits. For patterning and executing learned 
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behaviors, animals use existing species-specific FAPs by modulating the respective 
neural circuits. Learned behavior might not be perfectly adaptive under the changed 
conditions of environment, for acquisition of learned behavior is not an “all-or-none” 
process. Although learned behaviors may be initially imperfect, they may be benefi-
cial because the survival in a drastically changed environment does not necessarily 
require a perfect behavioral adaptation from the beginning; once the changed behav-
ior makes the survival possible, perfection of the behavior and adaptive morphophys-
iological changes may follow.

Acquisition of new behaviors is facilitated by the fact that
First, changes in the environment often are represented by contrasting condi-

tions of living, for example aquatic/terrestrial habitat, moist/dry terrain, cold/warm 
weather, short/long photoperiod, abundance/scarcity of food, herbivorous/carnivo-
rous diet, or presence/absence of predators, which are not as numerous as their inter-
mediate states would be, and

Second, often the same FAPs can serve more than a single purpose:

Learning involves a single set of basic processes which are shared throughout the 
animal kingdom from molluscs to man.

Gould (1982, p. 261)

In this sense, the learning and innate behaviors share a common neural basis. 
As pointed out earlier, lampreys can modulate the same central motor program of 
a basic undulatory pattern to perform different forms of locomotion such as swim-
ming, burrowing, and crawling. The same CPG is conserved across metazoans, and 
it would, in principle, allow them to switch from an aquatic to a terrestrial form of 
locomotion in cases when the habitat changes from aquatic to a telluric one. Further, 
when an animal changes its behavior, it can do this by switching to new patterns of 
connections between the same neurons of the circuit as it occurs with neurons that 
control the lobster’s eating and digestion.

Third, there is experimental evidence showing that neural elements and connec-
tions for performing a behavior may be conserved after a species has lost the behav-
ior. This may greatly facilitate the “learning” of the new behavior: activating an 
ancestral circuit may be all that is required for performing the new behavior.

So, both innate and learned behaviors are based on essentially similar neurobi-
ological mechanisms. We know that even an innate behavior can be modified as a 
result of feedback action, i.e., of its disadvantageous consequences, and to the con-
trary, behaviors learned at early stages of life are very little, if at all, modifiable (the 
phenomenon of behavioral imprinting).

Any learned behavior is generally based on the existence and use of innate motor 
programs or motor program preadaptations. These programs may exist as “out of ser-
vice” preadaptations still available for reactivation. Over time, by repeated practicing 
for varying periods of time, the learned behavior may be stereotyped and performed 
automatically, similarly to an innate behavior, or to its elementary unit, FAP. If it is 
indeed the case, we might reasonably assume that the learned behavior is based on 
formation of a specific neural circuitry. If the learned behavior happened to be a lost 
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ancestral innate behavior, the relevant circuit may be identical or similar to the neu-
ral circuitry used by ancestors for performing the innate behavior.

The fact that the learned behavior is based on specific motor programs on which 
the innate behaviors are based suggests that their neural circuitry, as a system of 
nerve cells that cooperate in generating and controlling that behavior, may be similar 
to the circuitry for the innate behavior. Says Gould (1982, p. 177):

The emerging picture of motor behavior, then, whether it be the wholly innate per-
formance of spiders, the goal-directed-learning of infants, or the plastic learning 
we see in piano playing, is that all are routines stored, either from the outset or ulti-
mately, as discrete neural programs.

and

Beethoven’s continued mastery throughout his encroaching deafness is a triumphant 
instance of how hardwired a motor program can become. (Gould, 1982, p. 176)

Simple behaviors, based on FAPs, can be learned, and there is no alternative left 
on how a “complex behavior” could be learned by animals, but by integrating the 
respective FAPs, i.e., their neural circuits, in interacting neural networks.

The phenomenon of imprinting also demonstrates the common physiological basis 
and the continuity of innate and learned behaviors. In the Konrad Lorenz’s exam-
ple, Graylag geese are born with an instinct for adopting as mother something that 
is bigger than themselves, that is closer to them, and that provides food, rather than 
a mother-resembling figure. By fulfilling all these criteria on his own, the biologist 
got the newly hatched geese to follow him as their own mother. He succeeded in 
diverting the natural course of the innate behavior of the young birds because they 
inherited an innate behavior to look for their mother, neglecting any sensory cues for 
recognizing her.

This change in behavior is epigenetic by nature, i.e., it involves no change in 
genes. Such epigenetic changes in both learned and innate behaviors may be induced 
not only during postnatal life but also during the embryonic and intrauterine devel-
opment in placentals and oviparous animals. Maternal glucocorticoids from stressed 
mothers may transplacentally affect the postnatal phenotype (behavior, morphology, 
and life history) of the offspring. Experimental administration of corticosterone in 
eggs of the ovoviviparous lizard Lacerta vivipara leads to altered antipredator behav-
ior (less-risky behavior indicative of increased fear or anxiety) in the corticosterone-
manipulated offspring. Investigators believe that early hormone exposure as a result 
of maternal stress could be an important evolutionary factor generating epigenetic 
variation in natural populations (Uller and Olsson, 2006).

Experimental increase of the testosterone level in female dark-eyed juncos (a small 
American sparrow), besides its known consequences in male offspring, increases the 
responsiveness of the hypothalamic–pituitary–adrenal (HPA) axis and intrasexual 
aggression but weakens the cell-mediated immune response (Zysling et al., 2006). 
Injection of the neuropeptide corazonin in locusts L. migratoria induces their transi-
tion into the gregarious phase, which implies gregarious behavior (including flying), 
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changes in the morphology, and dark pigmentation. In this context, it is important to 
remember that production of corazonin in the locust’s nervous system is the result of 
a manipulative expression of the gene through activation of a circuit of the gene for 
the neurohormone.

Often, learned behaviors are associated with functional and structural changes in 
nerve cells and in the CNS. In canaries, for example, singing is related to a part of 
their forebrain. Three forebrain nuclei are involved in normal singing, nucleus hyper-
striatum ventralis, pars centralis (HVc), and nucleus robustus archistriatalis (RA). 
Two nuclei (HVc and RA) normally are, respectively, 99% and 76% larger in the 
spring (when birds learn new songs) than in fall (Prosser, 1991). Male canaries are 
the only sex that learns to sing, and their nucleus hyperstriatum ventralis is larger 
than that of females. Moreover, males that have a longer repertoire of songs have that 
part three times larger than others (Alcock, 1989).

In zebra finches, the circuits responsible for vocal learning and singing in the 
cortical nucleus lMAN undergo striking changes in morphology, in size, and axonal 
arbors during juvenile male development (Iyengar et al., 1999). Although neural cir-
cuits are conserved in the course of metazoan evolution, even small changes in neu-
ronal circuits in various species can produce new species-specific behaviors (Katz 
and Harris-Warrick, 1999).

Animal Behavior Is Not Determined by Genes

Although genes and their products, as well as other metabolic products, are involved 
in expression of specific behaviors, the information necessary for expression of a 
behavior is not in genes, i.e., in the sequence of nitrogen bases in DNA segments. 
That information is generated by activation of specific neural circuits/networks and 
related FAPs in response to external/internal stimuli. Even proponents of the view that 
genes are involved in the expression of behaviors are now compelled to admit that

The issue is not whether genes control all behaviors; they do not, but rather whether 
some/many/most behaviors in the former category might be controlled by genes.

Baker et al. (2001)

However, while genes are recruited for, and involved in, expression of any behav-
ior, no gene has been identified to be responsible for expression of any behavior. 
The conventional view that the fact that mutations in specific genes prevent animals 
from performing behaviors proves that genes are responsible for the behavior is inac-
curate. That negative evidence proves only that products of these genes are neces-
sary conditions for performing respective behaviors, but not necessarily their cause. 
For genes to be considered the cause of a behavior it is not sufficient to prove that 
they are necessary for expression of that behavior. (Many other nongenetic factors 
are necessary for performing even simple behaviors.) In order to be considered “the 
cause,” they must also be sufficient to induce the behavior, which they are not.
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Theoretical arguments are certainly less important than the fact that no positive 
evidence has ever been presented to show that one or a number of genes is sufficient 
for performing a behavior. While such evidence is lacking, a determining role of 
genes in animal behavior could be demonstrated by showing that changes in behav-
iors are causally related to corresponding changes in genes. Again, no such evidence 
has ever been presented.

Fireflies rely on precise control of flash timing for finding mates. In the beetles of 
the genus Photuris, flashing serves an additional purpose. Females of firefly Photuris 
versicolor are highly specialized predators that can mimic flash signals given by 
females of other species. Using this false signal, the predatory females can lure in 
unsuspecting males of Photinus tanytoxus (Trimmer et al., 2001) and then eat them. 
The timing of the flash signal is computationally determined in the nervous system. 
Photuris females can change the flash patterning behavior into flash patterns of 
another genus instantaneously, without changing their genes, by processing in neural 
circuits allospecific flashing patterns.

Despite the considerable evolution of genes, particular neurons and even entire 
circuits in metazoans are conserved across the phylogeny, suggesting that evolution 
of neural circuits is not related to evolution of genes. So, for example, in crustaceans, 
not only the neuronal circuitry of the stomatogastric ganglion (STG) but even the 
synaptic connections of the circuitry have been conserved to a remarkable extent 
during 350 million years of evolution of the group, despite the evolution of genes 
(Katz and Harris-Warrick, 1999).

Three sympatric morphs of the electric fish flock Brienomyrus, which have 
evolved recently, are genetically and morphologically indistinguishable but have dif-
ferent EOD rates and EOD waveform patterns although they occupy the same niche, 
implying that they are under the same evolutionary selective pressure and still show 
this behavioral polymorphism (Arnegard et al., 2005). The fact that these morphs are 
genetically identical and occupy the same niche unambiguously suggests that their 
different EOD behaviors do not depend on genes, but on neural, computational, epi-
genetic mechanisms.

Prairie voles Microtus ochrogaster are monogamous. They display a social bond 
that manifests itself in the tendency of male and female individuals to have only one 
mate, stay together, share the same nest, continue pair bonding beyond the reproduc-
tive period, and show biparental care for pups. Other closely related vole species, such 
as the montane vole, Microtus montanus, and meadow vole, Microtus pennsylvanicus, 
are not monogamous. No evidence has ever been presented, and no assumptions have 
been made, that the difference between monogamous and polygamous species is related 
to relevant differences in genes. The only difference demonstrated to exist between them 
is that several dopamine circuits, which are active in the prairie voles, are not active in the 
montane and meadow voles. Monogamous behavior in voles is impaired by administra-
tion of neuroactive agents such as haloperidol, an antagonist of the dopamine receptor, 
and the monogamous behavior can be experimentally induced by administration of apo-
morphine, a dopamine agonist (Curtis et al., 2006).

In some fish, like the ocellated wrasse, Symphodus ocellatus, males display four 
distinct reproductive behaviors, which may be fixed, irreversible, or reversible, 
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depending on “the dynamics of the state of the individual or environment” (Henson 
and Warner, 1997), a fact that clearly excludes genes as possible determinants of dif-
ferent behaviors during the lifetime of the fish.

Recently, however, it has been claimed that, finally, an innate behavior has been 
identified that is determined by the fru gene. It is about the Drosophila sexual behav-
ior, which male flies perform without previous experience. Male mutants for the fru 
gene display defective sexual behavior and do not develop a male-specific muscle 
known as the muscle of Lawrence (MOL).

The fru gene is only expressed in neurons. Some 500 out of the total of 105 neu-
rons, i.e., about 5% of the Drosophila CNS neurons, express fru and these neurons 
are found in the regions believed to be responsible for the male courtship behav-
ior in the Drosophila brain (Ryner et al., 1997). Besides the CNS neurons, fru is 
also expressed in specific neurons of the olfactory, gustatory, and auditory organs, 
belonging to the male sexual behavior circuitry (Stockinger et al., 2005).

The fact that fru is expressed in male flies, but not in females, led some biologists 
to the conclusion that the product of fru specifies sexual differences in the CNS that 
determine male sexual behavior (but they fail to demonstrate it and show how):

Male sexual behavior is the result of sensory information entering the CNS via largely 
sex-nonspecific sensory systems, which is processed by sex-specific (fru-specified)  
circuitry in higher order neuropils.

Baker et al. (2001)

The authors do not explain why they believe that it is the expression of the gene 
fru that specifies the sex-specific circuitry and not vice versa, i.e., that male sexual-
ity of the brain (which in many experimentally demonstrated cases appears before 
the primary sexual traits) enables the latter to express the male-specific isoforms of 
the fru, as normally occurs with manipulative expression of genes in the CNS (see 
Chapter 2). However, they correctly point out:

Any behavior requires the functioning of a multicellular circuit beginning with input 
to the nervous system, propagation and interpretation of that input in the CNS, and 
output via neurons that directs a response via neuromuscular, or neuroendocrine 
systems, or both. Impairment of any part of such a circuit is likely to cause decre-
ments in the behavior it subserves.

Baker et al. (2001)

Thus, investigators explicitly state that impairment of any part of the male sexual 
behavior circuitry (not any change in the fru gene) “is likely to cause decrements 
in the behavior it subserves.” They make it clear that the fru gene is involved in the 
expression of the male sexual behavior to the extent that it is involved in the function 
of the “multicellular circuit.” Hence, the fru gene is, a necessary, but not sufficient, 
condition for effectuating the male sexual behavior in Drosophila.

Many other products are necessary for the onset of the male sexual behavior, but 
all of them are not more than necessary conditions, among a number of other condi-
tions, for expression of the male sexual behavior. To classify something as a cause 
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of an effect, you must show that it is both necessary and sufficient for inducing the 
effect. The fru gene is not the cause of the behavior, but the circuit, the processing of 
olfactory stimuli in the circuit, is.

Both males and females have the same gene fru, and alternative splicing of the fru 
locus produces a number of transcripts, most of them being common for both sexes. 
fru has at least 4 promoters (P1-P4) but only transcripts initiated from the most dis-
tal promoter (P1) are spliced differently in males and females. (Demir and Dickson, 
2005). These transcripts are potential transcription factors, but as Dulac pointed out,

Most of the transcription factors affected in behavioral mutants have broad dis-
tributions and general functional properties that seem incompatible with a role as 
genetic determinants of specific behaviors…a specific subset of olfactory neurons, 
presumably detecting pheromones, are essential triggers of the male courtship 
behavior, and that they are functionally connected to other FRUM-positive neurons 
in the brain.

Dulac (2005)

The circuit for male sexual behavior also exists in female Drosophila flies. 
Since both males and females possess the same genes and the same circuit, but 
only males display courtship behavior, it is concluded that the courtship behavior 
in males is related not to any specific male genes but to modulation of the respec-
tive circuit in males as a result of the different splicing of fru. Indeed, experimental 
“male splicing” of fru in females causes the latter to behave like males by courting 
other females. In contrast, males undergoing experimental “female splicing” of fru 
cannot display male courtship behavior (Demir and Dickson, 2005). The fact that 
both males and females have the same fru locus suggests that the underlying cause 
of the male courtship behavior is not any genes but an epigenetic mechanism that 
makes possible the manipulative male-specific fru splicing, which is function of a 
neuron-specific system in the nervous system, based on electrical activity and the 
related changes in Ca2 levels of relevant neurons (see Chapter 2, Section Epigenetic 
Manipulation of Genetic Information in the CNS).

The fact that the mating behavior is nongenetically, epigenetically, determined is 
also corroborated by ample evidence that individuals of sibling insect species with 
identical genetic information, including regulatory sequences, display different mat-
ing signalings, mating biases, and behaviors. These phenotypic differences arise 
without changes in genes, from minute differences in specific neural circuits, by 
changing the number of neurons or the patterns of synaptic connections (Katz and 
Harris-Warrick, 1999), and it has been shown that single circuits can generate the 
same behavior, and that different circuits “can combine to produce a single, new 
behavior” (Tierney, 1995).

All of the evidence on the expression of innate behaviors in animals shows that 
expression of specific behaviors is a function of neural circuits, of computational 
properties and activities of those circuits, which can change, and quite commonly 
change, without changes in genes. Extensive evidence on evolution of new innate 
behaviors (sexual behaviors) in insects without changes in genes will be presented in 
Chapter 19.
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Learned Behaviors Evolve into Innate Behaviors

Like innate behaviors, learned behaviors result from the activity of specific neural cir-
cuits that often arise in appropriate responses to changes in the environment. So, for 
example, some nonvolatile male mice pheromones are innately attractive to female 
mice, but volatiles from male-soiled bedding are not. However, repeated exposure of 
female mice to male-soiled bedding “learns” them to confer pheromonal properties to 
the male urine-borne volatiles. Learning, thus, might confer “pheromonal” properties 
to every odorant, as a result of the ability of the CNS “to relate virtually any stimulus 
to any adaptive result,” and this suggests that innate and acquired olfactory attractive-
ness relies on similar neural mechanisms (Moncho-Bogani et al., 2002).

Both innate and learned behaviors are products of the activity of neural circuits. 
Although differences between these two types of animal behavior do exist, they do 
not amount to a “Chinese Wall” between them. For a number of biological phenom-
ena (imprinting, modification of song circuits, and circuits of other behaviors), it 
has been shown that both of these forms of behavior are based on essentially similar 
neurobiological mechanisms. Like evolution of innate behaviors, the learning of new 
behaviors is associated with structural and functional changes in neurons and neural 
circuitries.

The fact that similar neural mechanisms determine both learned and innate behav-
iors raises the question of whether learned behaviors may evolve into innate behav-
iors. Darwin believed that the learned behaviors could be inherited and could lead to 
evolution of innate behaviors:

If we suppose any habitual action to become inherited—and it can be shown that 
this does sometimes happen—then the resemblance between what originally was a 
habit and an instinct becomes so close as not to be distinguished.

Darwin (1859, p. 209)

Even more explicitly, he stated:

Some intelligent actions, after being performed during several generations, become 
converted into instincts and are inherited.

Darwin (1874)

Moreover, Darwin believed that learning of new behaviors may even modify 
innate behaviors:

Habit no doubt sometimes comes into play in modifying instincts; but it certainly is 
not indispensable, as we see, in the case of neuter insects, which leave no progeny to 
inherit the effects of long-continued habit.

Darwin (1859, p. 474)

Currently, as well, it is generally believed that innate behaviors have evolved from 
learned behaviors. However, contrary to Darwin’s view that cerebral organization 
is involved in evolution of instincts, the prevailing neo-Darwinian view is that, in 
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order for a learned behavior to be transmitted to the offspring and become an innate 
behavior, spontaneously arising gene mutations must occur. It is quite ironic that 
on Darwin’s behalf, neo-Darwinians reject Darwin’s idea that variations of innate 
behaviors are not accidental and that randomness and spontaneity of the variations in 
instincts is a product of “our ignorance.” More than adequate experimental evidence 
proves that no changes in genes are necessary for evolution of new innate behaviors, 
and later in this work additional evidence will be presented in support of this idea 
(see Chapter 19).

Being a response to changed conditions of living, a new behavior is often asso-
ciated with a stress condition. It is possible that neuroendocrine mechanisms of 
stress facilitate the transmission of the learned behavior to the offspring as an innate 
behavior. Reliable experimental evidence in support of that hypothesis is modest, 
but now it is almost consensually admitted that any instinct or innate behavior has 
evolved from a learned behavior at some point in the past. Hence, it is worth review-
ing the modest evidence on transformation of learned behaviors into innate behaviors.

Example 1
Although evolution of behavior of unicellulars is beyond the scope of this work, 

an experimental example of transmission of a learned behavior into an innate behav-
ior in a unicellular, involving no change in genes, bears some relevance to the study 
of the possibility of transformation of learned behavior into an innate behavior. For, 
if one believes in the origin of multicellulars from unicellulars, then it is beyond 
imagination, and incompatible with the principles of organic evolution, to think that 
evolution would have lost or not used such a highly adaptive property (transmission 
of learned behavior to offspring) in organisms standing higher on the evolutionary 
ladder.

In 1971, S.R. Bergstrom reported his experiments on learning and transmis-
sion of learned behavior in a unicellular. Those experiments were carried out under 
strictly controlled conditions in Tetrahymena, a freshwater ciliated Protozoa, 0.2 mm 
long. Normally, the microorganism does not react to the light, but it avoids electric 
impulses. In order to learn Tetrahymena to avoid the light, both light flashes and elec-
tric current impulses were simultaneously applied. After a training period of time, 
the microorganism learned to associate the light with electric impulses, so that it was 
able to display avoiding behavior to the light even when the light was applied alone, 
not combined, with an electric impulse. The most important observation was that 
after cell division, daughter cells of the animals which learned to avoid the light dis-
played the same avoiding behavior when exposed to light alone (Bergstroem, 1970).

Bergstroem’s experiments on Tetrahymena demonstrated that the unicellular 
organism transmitted to the first-generation offspring (two daughter cells), a new 
character, without any change in genes.

Nevertheless, one must be wary of premature generalizations. Indeed, there is a 
strong argument against such a generalization: in a unicellular whose reproduction 
is based on mitotic division, there are no great barriers for the transformation of a 
learned behavior into an innate behavior; the acquired epigenetic structure (it can-
not be a gene mutation, since no particular gene mutation would occur so systemati-
cally in whole populations) that makes this transformation possible would be easily 
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divided between both daughter cells. Unlike this, in a sexually reproducing multicel-
lular animal, a similar transformation of a learned behavior into an innate behavior 
would require that the germ cell(s) somehow inherit the epigenetic information for 
that behavior rather than the epigenetic structure per se.

Fortunately, examples of unambiguous sudden evolution of instincts in metazoan 
organisms, however scarce, are also known.

Example 2
When the cane toad Bufo marinus was first introduced to Australia, it was so 

toxic to the Australian black snake, Pseudechis porphyriacus, that ingestion of even 
a small toad was lethal to the snake. Now, about 60 years (~23 generations) after 
introduction of the toad on the continent, the snake has evolved an innate avoidance 
behavior toward the toxic cane toad (Phillips and Shine, 2006).

The shift in prey preference indicates either a congenital disposition to avoid toads 
or an evolved ability to learn from a single noxious encounter.

Phillips and Shine (2006)

Example 3
The solitary sedentary form of the locust Schistocerca gregaria does not practice 

flying. However, when forced to live in sites crowded with conspecifics, the locust 
changes its behavior from solitary to gregarious, preferring to live in crowd and fly 
over distances with other locusts of its species. This behavioral transformation is 
related to perception by the locust, under conditions of crowding, of the aggregation 
pheromone, which binds specific proteins on dendrites of the olfactory receptor neu-
rons. Perception of aggregation pheromone in the brain induces mutual attraction of 
locusts, while cuticular hydrocarbons perceived via antennal olfactory neurons stim-
ulate insects’ activity and group formation. The behavioral change is correlated with 
secretion by the brain of a factor (agoratropic factor) whose injection in locusts also 
induces transition from the solitary to the gregarious behavior. Transition to the larval 
gregarious behavior occurs within 0.5–4 h, but the reverse transition to the solitary 
behavior is slower (Applebaum and Heifetz, 1999).

Phase transition is followed by specific changes in several morphological, morpho-
metrical, and physiological characters, and, what is even more surprising, the new, 
learned behavior of living in group and flying is maternally transmitted to the off-
spring, together with all the morphophysiological characters acquired by the mother. 
Although the acquisition of this innate behavior may be reversed to the original if 
the locust would be exposed to respective conditions, it clearly shows that a parental 
learned behavior is passed on to the offspring in an innate behavior within a single 
generation, without changes in genes.

Example 4
The predatory snake, Natrix maura, was first introduced to the Spanish 

Mediterranean island of Mallorca by Romans about 2,000 years ago as part of an 
ancient Roman fertility ritual. Ever since, the native Mallorcan midwife toad, Alytes 
muletensis, inhabiting natural ponds, has evolved an adaptive innate behavior of 
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suppressing its movement upon visually detecting the presence of the predator snake. 
Moreover, it has been shown experimentally that the toad displays the same adaptive 
behavior even when it does not see the predator but only perceives the chemical cues 
the snake releases in the water, at the same time that it does not respond to chemi-
cal cues of other midwife toad-eating snakes of the mainland Spain (Griffiths et al., 
1998).

It may be assumed that introduction by ancient Romans of the predator snake in 
Mallorca added a threat and an environmental stress to the population of the native 
A. muletensis, which first learned that by suppressing its movements it becomes less 
visible to the predator. Later it might have learned to relate the presence of the preda-
tor snake to the chemicals it releases in the environment. (That it has learned to rec-
ognize chemical cues of the predator is proven by the fact that the toad does not react 
to chemical cues of other nonpredator snakes.) Now, both initially learned behav-
iors have evolved into innate behaviors: Mallorcan midwife toads are born with the 
instinct of “freezing” in the presence of the predator. There is no indication or evi-
dence that any changes in genes might have been involved in evolution of this innate 
behavior.

There is no reason to believe that the above examples (as well as some other 
examples from insects not presented here) of transformation of learned behaviors 
into innate behaviors may be “exception to the rule”; for from an evolutionary point 
of view, i.e., from the point of view of the advantages it offers, once evolved in uni-
cellulars and multicellulars, the ability to transform a learned behavior into an innate 
behavior would have been conserved in multicellulars.

Example 5
Licking and grooming (LG) and arched back nursing (ABN) of pups is an innate 

behavior in rats. Offspring of high LG–ABN dams tend to display the same high 
LG–ABN toward their offspring, and the offspring of the low LG–ABN display low 
LG–ABN. However, the offspring of the high LG–ABN mothers display low LG–
ABN toward their offspring when reared by low LG–ABN mothers in the first post-
natal week, and the offspring of low LG–ABN mothers switch to high LG–ABN if 
reared by high LG–ABN dams. Thus, the offspring “learn” from the adopted mother 
and transmit to the offspring as an innate behavior the LG–ABN behaviour, which is 
different from that of their biological mother.

Essentials of the mechanism of transformation of the learned behavior in an 
innate behavior are known. Processing of the tactile stimuli of the maternal LG 
stimulates serotonin secretion by particular hippocampal neurons, which induces 
there the synthesis of the protein NGFI-A, which by demethylating the glucocorti-
coid receptor (GR) gene stimulates its acetylation and increased expression of GR 
(Meaney and Szyf, 2005). Binding of adrenal glucocorticoids to GR in hippocampus 
and other brain centers inhibits expression of corticotropin-releasing factor (CRF) 
(Zhang and Meaney, 2010; Caldji et al., 2011) (Figure 8.3) and sequentially gluco-
corticoid secretion by adrenal glands. Lower levels of corticosteroids moderate pups’ 
response to acute stress and determine high LG–ABN behavior. The reverse occurs 
with pups reared by low LG–ABN mothers.
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Behavioral Atavisms—Activation of Ancestral Behavioral 
Circuitries

Essentially, evolution of behavior in metazoans is evolution of the structure and con-
nectivity of neural circuits. We have shown that the same behavior may be deter-
mined by distinct neural circuits, and the same circuit may be modulated to produce 
different elementary behaviors (FAPs).

All innate behaviors (e.g., avoiding behavior, mating behavior, courting behavior) 
result from activation of specific neural circuits. Under changed conditions of living, 
the animal may be forced to change a particular behavior and later, in the course of 
its phylogeny, the organ(s) performing the behavior.

Let us consider a hypothetical gradual transformation of a terrestrial habitat into 
an aquatic habitat. Under such conditions, walking will gradually become impossi-
ble, and terrestrial vertebrates will be forced to swim. As for the possibility of acti-
vation of a swimming motor pattern, recall that studies in invertebrates have shown 
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Figure 8.3 A schema outlining the function of the HPA axis, the nexus of which are the CRF 
neurons of the paraventricular nucleus of the hypothalamus. CRF is released into the portal 
system of the anterior pituitary stimulating the synthesis and release of adrenocorticotrophin 
(ACTH), which then stimulates adrenal glucocorticoid release. Glucocorticoids act on GRs 
in multiple brain regions, including the hippocampus, to inhibit the synthesis and release 
of CRF (i.e., glucocorticoid negative feedback). The adult offspring of high LG mothers, 
by comparison to those of low LG dams, show (1) increased GR expression, (2) enhanced 
negative-feedback sensitivity to glucocorticoids, (3) reduced CRF expression in the 
hypothalamus, and (4) more modest pituitary–adrenal responses to stress (references  
provided in text). 
Source: From Zhang and Meaney (2010).
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that the same CPG might serve several different locomotory behaviors, such as swim-
ming, crawling, and burrowing, implying that, from an evolutionary view, the reverse 
transition of burrowing and crawling vertebrates into an aquatic swimming-requiring 
habitat would not be impossible. Swimming circuits are still functional in most ter-
restrial vertebrates as suggested by the fact that most of them can swim when forced 
to do so. The stressfully changed conditions in the new aquatic environment may 
only stimulate their modification for better swimming.

When some 380 million years ago an adventurous fish decided (or was forced) 
to explore the land, it found locomotion in the terrestrial environment very difficult, 
but its fins, to some extent, might have supported its crawling movements. In exper-
iments (Ayers et al., 1983), the isolated lamprey spinal cord bathed in d-glutamic 
acid (an amino acid that also serves as a neurotransmitter) generated a motor pattern 
that has been assumed to represent the central motor program underlying swimming, 
but their analysis shows that undulations produced by exposure of the spinal cord to 
d-glutamate solution are different from those observed during normal behavior, and 
the investigators believe that this central motor program might represent

a fundamental undulatory pattern that is modulated by different descending systems 
to produce the complete undulatory behavioral repertoire.

Ayers et al. (1983)

Thus, behaviors mediated by front-to-rear lateral undulations, including swim-
ming, burrowing, and crawling movements of ancestral lampreys, may be regulated 
by a single motor pattern. The same central motor program might have been used 
by land-exploring fish to switch from swimming behavior to crawling behavior and 
holding up their body. It must have been a very painful journey, but nevertheless 
extremely beneficial and rewarding. The innate half-crawling locomotion of the first 
colonizer of land might have started as a learned behavior, based on the swimming 
central motor program.

Limbs of terrestrial vertebrates, as we see them currently, have lost the hydrody-
namic features of appendages of aquatic vertebrates, such as interdigital membranes 
that are still used by aquatic birds and frogs for paddling in water. Nevertheless, 
there is evidence that having lost these ancestral webbed feet, many mammals have 
conserved not only the swimming circuit and swimming behavior but also the devel-
opmental pathways for developing webbed feet. So, for example, embryos of all the 
vertebrate terrestrial classes, including us humans, still develop webbed feet (with 
interdigital membranes), which are later apoptotically eliminated at various stages of 
embryogenesis.

Let us also remember that the evolution of webbed feet, while adapting them for 
swimming, would not prevent animals from walking, as can be seen in modern ducks 
and other webbed-feet birds. Terrestrial mammals that had to adapt to aquatic condi-
tions of life stepwise returned to ancestral webbed feet by simply preventing apopto-
sis of interdigital membranes they develop as embryos. In all likelihood, this is what 
is actually happening in mammals such as otters and sea lions that seem to be in a 
transition stage of adaptation to aquatic habitat.
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Reversal of lost ancestral behaviors is not only a theoretical possibility. Konrad 
Lorenz obtained a hybrid duck by crossing two races, Chiloe teals and Bahama pin-
tails. To his surprise, he observed that elements of the courtship display of the hybrid 
duck resembled those of neither of two parental species, but a primitive precursor 
of both parental species. According to Gould, the ancestral behavior had not been 
replaced, but simply repressed (Gould, 1982, pp. 302–303).

Another experimental example of reversion of an ancestral behavioral response: 
when female guppies of the species Poecilia reticulata visually detect the presence 
of their cichlid predator, Cichlasoma biocellatum, in the environment, they reverse to 
the ancestral preference for duller instead of bright-colored males (Gong and Gibson, 
1996).

In the course of their phylogeny, animals have shifted to different habitats. In the 
process of evolving new behaviors and structures, animals lose previous behaviors that 
are no longer adaptive to the new habitat, but they conserve the circuits for the “lost” 
behaviors. Species that happen to return to ancestral or quasi-ancestral habitats might 
activate the conserved ancestral circuit and reverse to the lost ancestral innate behavior.

This is not a purely speculative idea. There is evidence that, while losing particu-
lar behaviors and even the structures performing these behaviors, metazoans retain 
the structural basis of the “lost” behaviors. The flightless grasshopper, Barytettix 
psolus, and Schistocerca locusts are in possession of two similar large interneurons, 
the descending contralateral movement detector (DCMD) and the tritocerebral com-
missure giant (TCG). These interneurons, which are homologous in both species, 
enable locusts to fly, while the grasshopper cannot. It has been observed that differ-
ences exist only in the connections made by a single first-order axonal branch of the 
DCMD interneuron with the flight motoneurons; while in locusts, the DCMD sends 
branches to the dorsolateral neuropile and forms synapses with flight motor neurons, 
such branches form only in 52% of cases in the grasshopper, and all of the connec-
tions have abnormal projections in comparison with locusts:

The differences in DCMD projection suggest that a discrete set of output connec-
tions may have been modified in Barytettix by the alteration of a single first-order 
axonal branch.

Arbas (1983)

The grasshopper, Barytettix psolus, lost the ability to fly as a result of the loss of hind 
wings, reduction of immobile forewings to a vestigial state, and the loss of the indi-
rect flight muscle, the metathoracic dorsal longitudinal muscle, which develops in the 
nymphal stage but is lost in adult grasshoppers. However, the motor neurons for flight 
muscles and wings are retained, although their target muscles are lost (Arbas, 1983; 
Arbas and Tolbert, 1986). The conservation of motor neurons that are directly related to 
the lost structures (muscles and wings) and functions (flight) suggests that, despite the 
changed connections, the flight circuitry in nonflying grasshoppers is preserved.

Here is another impressive illustration of the conservation of neural circuits in 
the course of the evolution of metazoans. Innate fear of snakes is common not only 
among humans but among other primates as well. Eleven species of primates exhibit 
fear-related responses (e.g., avoidance, alarm calls, mobbing) in virtually all instances 
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in which they were observed confronting large snakes (Oehman and Mineka, 2003). 
Limbic structures, related to the snake-fear neural circuits, emerged during the evolu-
tionary transition from reptiles to mammals (first mammals were small insectivorous 
tetrapods) but before the evolution of neocortex, as can be concluded by the irratio-
nality of the snake fear observed under natural and experimental conditions and the 
immodifiability of the snake aversiveness. Although the snake-fear circuit evolved 
long before the evolution of man, during transition from reptilians to mammals, the 
circuit still exists in most mammals but has been later modified in mammals that 
preyed on reptiles, including snakes (Oehman and Mineka, 2003). For more than 200 
million years, the “snake-fear” circuit is still functional in the rest of mammals!

The fact that the structure of the nervous system in metazoans and even specific 
neural circuits are conserved to a great extent represents a crucial premise of the evo-
lutionary ability of metazoans to revert to ancestral behaviors and may be an impor-
tant asset of the metazoan evolutionary-adaptive strategy.

If we should believe, as most biologists do, that the swim bladder in teleost fish 
evolved from the lung of ancestral lung fish, the breathing CPG must have been 
modified when they substituted the swim bladder for the lung. The reevolution of 
lungs in tetrapods required reinvention of the lost circuitry for breathing for replac-
ing the “buoying” motor pattern used for controlling the water depth-graded swim-
ming by inflating and/or deflating the swim bladder in teleost fish. In the Urtetrapod, 
this might have required just reactivation of an ancestral silenced “breathing” cir-
cuitry for terrestrial life. Recall that even the same circuit in metazoans (e.g., Aplysia 
circuitry) may be modified to generate more than one motor pattern.

Developmental and Evolutionary Relationship Between 
Behavior and Morphology

Each phenotypic structure is related to one or a number of innate behaviors: a fin to 
swimming, a wing to flying, a digestive tract to eating, a lung to breathing, secondary 
sexual traits—the sexual behavior of males and females, and many other examples. 
For, ultimately, the structure evolves not for its own sake but essentially for the sake 
of the function, of the behavior it must perform. As Evans put it:

One cannot intelligently discuss behavior and structure separately. Behavior is what 
an animal does with its structure; structure is what an animal uses to behave.

Evans (1966)

Behavior is the ultimate cause of the structure. In the first part of this work, I have 
presented empirical evidence that the CNS and neural circuits are essentially involved 
in the development of morphological, physiological, and behavioral characters. The 
question now arises whether neural circuits for behavioral and morphophysiological 
characters may be developmentally and evolutionarily related.

Adaptation of metazoans to sudden environmental changes and the ensuing envi-
ronmental stress begins with adaptive changes in behavior, which precede all other 
forms of the phenotypic (morphological, physiological, and life history) adaptation. 
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In view of the fact that, ultimately, the information for both performing behaviors and 
developing animal morphology comes from the nervous system, it is to be expected 
that, in the course of evolution, causal relationships might have been established 
between behavioral circuits and circuits involved in the development of morphologi-
cal traits. Is there evidence of a causal or noncausal relationship between the evolu-
tion of behavior and the evolution of metazoan morphology?

If evolutionary change is transmission to the offspring of a character that the par-
ents have not inherited but have acquired during their lifetime, or that appears for 
the first time in the offspring, modern biology offers a considerable number of dem-
onstrated and demonstrable cases of evolutionary change, which now are the object 
of an interesting field of the study, the transgenerational developmental plasticity. 
Based on the fact that such cases meet the basic criterion of the evolutionary change, 
i.e., transmission of the new character to the offspring, identification of the mecha-
nisms of their emergence may provide important clues to understanding mechanisms 
of metazoan evolution.

Lex parsimoniae tells us that there is no reason to suspect that the mechanisms 
of transgenerational developmental plasticity might be different from mechanisms of 
long-term evolutionary changes. Evolution is too economical to waste resources for 
the luxury of evolving two different mechanisms for a single end, i.e., generation of 
inherited changes.

It is generally believed that evolution of behavior precedes evolution of the struc-
ture for performing the behavior. In an overused aphorism, “Behavior evolves first.”

From an evolutionary point of view, a causal relationship between evolution of 
behavior and morphology that might arise from performing the new behavior would 
clearly be advantageous.

Evidence of a close relationship between evolution of behavior and animal morphol-
ogy and physiology has been presented earlier by a number of authors. In experiments 
on functional mechanisms of predator-induced changes in morphology and behavior 
of Hyla versicolor tadpoles, Van Buskirk and McCollum (2000) have observed that 
changes in behavior, on the one hand, and the color and relative length and depth of 
tadpole body and tail, on the other, vary as an integrated unit, and they conclude that 
behavior, color, and morphology are highly correlated in naturally occurring tadpoles. 
Fuchs et al. also have described the existence of a relationship between the behavior and 
morphological and physiological changes and have pointed out the role of behavior in 
inducing physiological changes in the case of phase transition in locusts:

Locusts are capable of extreme behavioral plasticity; in response to changes in pop-
ulation density, they dramatically alter their behavior. These changes in behavior 
facilitate the appearance of various morphological and physiological changes, cumu-
latively termed density-dependent phase characteristics… the behavioral changes 
are, on the one hand, a response to specific environmental changes, and on the other, 
stimulant-catalysts of various other environmentally induced physiological changes.

Fuchs et al. (2003)

Theoretically, it might be argued that the experimentally confirmed correlation 
between changes in behavior and morphology is inherently determined by the fact 
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that morphologies in general are means for performing specific functions and behav-
iors, such as feeding; preying; hiding; or aquatic, air, or terrestrial locomotion (swim-
ming, flying, or walking).

As shown, I cannot claim to be the first to have presented evidence on the exis-
tence of a close relationship between behavior and animal morphology and physiology. 
What I claim here, instead, is that adequate empirical evidence exists for validating 
my hypothesis on the existence of a causal relationship in the evolution of metazoan 
behavior and morphology.

It was pointed out earlier (and will be discussed in some detail in Chapters 10 and 
11) that, in response to specific stimuli, locusts of the species Schistocerca gregaria 
(Forskål) switch between two behaviorally and morphologically distinct forms in 
a phenomenon known as phase transition. The solitary form, which lives isolated, 
away from other conspecifics, when put under crowding conditions or under influ-
ence of pheromones or tactile stimuli, switches to the gregarious form, which not 
only displays several new behavioral traits (e.g., tendency to swarm and fly with 
locust crowds, to feed on a toxic alkaloid-containing plant that they used to avoid 
before (Despland and Simpson, 2005) but also exhibits several changes in morphol-
ogy, morphometry, and body coloration. Behavioral changes may appear within 
one to several hours, and they precede the morphological, morphometric, and color 
changes during phase transition.

All the phase change-inducing factors act via the insect CNS. (Crowding in this 
insect is a stressor that also acts via the CNS, as is concluded by the experimental evi-
dence that antennectomized locusts do not change phase under conditions of crowding 
(Applebaum and Heifetz, 1999).) Moreover, the stressed locusts transmit the acquired 
traits to the offspring. The full-scale phase transformation takes several generations and 
occurs probably only in nature (Pener et al., 1997).

At a neuroendocrine level, this transformation is related to an elevated level of 
juvenile hormone (JH) under stimulation of neurohormones allatotropins and nerves 
innervating the corpora allata as well as cerebral secretion of [His7]-corazonin, also 
known as dark-color-inducing neurohormone (DCIN) (Grach et al., 2003). Intense 
changes are also observed in the levels of numerous neurotransmitters in the locust 
brain (Rogers et al., 2004).

All of the changes during transition to the gregarious phase are triggered by sen-
sory stimuli (visual, olfactory, and tactile), which are perceived in the insect brain 
where the information for activating the signal cascade for changes in behavior and 
morphology is generated by processing the afferent neural input from sensory neu-
rons. Aggregation pheromones received by the olfactory neurons are converted into 
electrical spike trains, in which form they are transmitted for processing, first to the 
frontal antennal lobe and then to the mushroom body, and further to the lateral pro-
tocerebrum (Anton and Hansson, 1996). Tactile stimuli (touch on the outer side of 
the upper portion of a hind leg, for example) from mechanosensory trichoid sensillae 
on the hind limb, via metathoracic nerve 5, are also transmitted to the CNS (Rogers 
et al., 2003). At a neurobiological level the phase transition this is determined by “a 
substantial but transient (24 h) increase in the amount of serotonin” in the CNS 
(thoracic ganglia) (Anstey et al., 2009; Figure 8.4).
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The systematic correlation of the change in climbing behavior with the change in 
body color suggests the existence of a causal relationship between them.

The neotropical tadpole, Rana palmipes, in response to the presence of its preda-
tor water bug, or even of predator cues alone, changes its behavior by strongly reduc-
ing its activity, darkening its body color, and increasing the size of its muscles and 
tail (McIntyre et al., 2004).

In response to the presence of its predators, the freshwater snail, Helisoma trivolis, 
simultaneously changes its behavior (preference for a particular habitat and the tim-
ing of the onset of the reproductive behavior) and morphology (the form of the shell) 
(Hoverman et al., 2005).

Acyrthosiphon pisum (Harris, 1776) is a pea aphid that in the presence of predators 
emits a volatile alarm pheromone, which, when perceived in the brains of females, 
induces the latter not only to shift to walking behavior and drop off the plants but also 
to increase the proportion of winged morphs in the offspring (Dixon and Agarwala, 
1999; Kunert and Weiser, 2003).

North American frogs of the genus Scaphiopus are omnivorous amphibians that, as 
tadpoles, inhabit ephemeral ponds and flooded areas, which only exist for short peri-
ods of time, often before the tadpoles could develop into adult terrestrial individuals.  
These species exhibit an adaptive strategy, a developmental plasticity that enables a 
proportion of tadpoles to develop an alternative carnivorous behavior and mouth 
morphology. According to Pfennig (1990), the proportion of tadpoles that develop 
carnivorous behavior and mouth morphology depends on the amount of shrimp they 
eat, and shrimps are more abundant in ephemeral ponds (Pfennig, 1990). The carnivo-
rous tadpole morphology is similar to mouth adaptations of Hoplobatrachus tadpoles. 
Tadpoles of both groups have longer intestines than those of other carnivorous species 
(Grosjean et al., 2004). All these facts support the hypothesis that carnivorous behav-
ior and mouth morphology in anuran tadpoles evolved in correlation, as an adaptation 
to the temporal unpredictability of desiccation of the pond. Tadpoles of desert amphib-
ians live in temporary ponds that contain water for unpredictable periods of time. In 
the years of low precipitation, the pond dries up earlier than usual. This causes a habi-
tat stress to which the tadpoles of that and some other species respond by changing 
their behavior and speeding up their metamorphosis to transform into adult amphib-
ians, able to live on dry land.

Figure 8.5 The black (left) and red larval phenotypes of B. philenor observed in two half-
siblings from Texas. The black larva was reared at 30°C, and the red larva was reared at 36°C. 

Source: From Nice and Fordyce (2006).
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I have already mentioned the example of the Mallorcan midwife toad, Alytes 
muletensis, which, in response to the presence of its viperine predator, and even upon 
detecting a chemical released by the predator, induces rapid changes in its behavior 
and later changes in morphology, which make the toad less vulnerable to the snake.

Konrad Lorenz has shown that birds that make nodding movements while court-
ing eventually develop highly colored feathers or crests, which draw attention to 
these movements—not the reverse (Taylor, 1983, p. 218).

It is believed that a tendency to reptate (wriggle), instead of walking on their 
reduced limbs, which is observed in some lizards, is an indication that this “wrig-
gling” behavior is causally related to the reduction of their limbs and may predict 
their future evolutionary loss (Taylor, 1983, p. 219).

The systematic correlation of specific behavioral changes with specific changes 
in morphology in all of the above cases strongly suggests the existence of a causal 
relationship between the evolution of the behavior and the structure(s) performing it.

What seems to have in common in all the examples of correlated change in 
behavior and morphology is the fact that these changes are stimulated by drastic 
changes in the environment, which trigger a stress response, a response that, as has 
been shown, is neurally determined. The immediate change in behavior often is itself 
an integral part of the stress response. As will be later shown, the stress response 
leads to developmental instability that is an important permissive factor for ensuing 
morphophysiological changes.
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Ontogeny: The Workshop  
of Evolutionary Change
Ontogenies evolve, not genes or adults.

McKinney and Gittleman (1995)

Sexual reproduction is by far the predominant form of reproduction in metazoans. 
Parthenogenesis is a less-frequent phenomenon, sometimes alternated with sexual 
reproduction. Asexual reproduction by budding is restricted to a limited number of 
primitive invertebrates like hydra.

In distinction from unicellulars which, via binary fission, produce “copies” of 
themselves (two daughter cells), metazoans, due to constraints imposed by the com-
plexity of their structure, cannot produce copies of themselves and instead produce 
unicellular structures, egg and sperm cells, capable of independently developing into 
adult organisms of their kind.

While unicellulars rely for their reproduction on a template, Watson–Crick, form 
of heredity (the parental organism replicates itself), metazoan heredity is of a com-
municative type. Metazoans do not build the structure of the young but only com-
municate, via the gametes, epigenetic information that enables the zygote (the egg 
cell in parthenogenetic organisms) to develop up to the phylotypic stage, when the 
embryo is capable of generating itself the epigenetic information for the rest of indi-
vidual development.

The development of the zygote (the egg cell in parthenogenetic organisms) in 
metazoans is enabled by deposition of the epigenetic information necessary for the 
early development from the egg/zygote to the phylotypic stage. This information 
is provided to the gamete(s) parentally in the form of cytoplasmic factors, which 
control and regulate the blastula, gastrula, and neurula stages initially by their own 
activity and later by regulating expression of zygotic genes. In placentals, maternal 
factors continue to influence ontogenetic processes for the whole period of intrauter-
ine development.

The process of individual development from a single cell, an egg cell or a zygote, 
to an adult organism is known as ontogeny. From an evolutionary theoretical point 
of view, it represents the first laboratory for antenatally testing new developmental 
solutions and evolutionary changes, before they are put through the sieve of natural 
selection under natural conditions.

Recapitulationist followers of Ernst Haeckel (1834–1919) held that in embryonic 
stages of all animals we can distinguish features of their adult ancestors. Accordingly, 
the study of ontogeny would give biologists information for reconstructing animal phy-
logenies. Now, most biologists, following Karl Ernst von Baer (1792–1876), believe 
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that only embryonic, not adult, ancestral features appear in the embryonic stages of 
animals.

Haeckel’s biogenetic law has been continually criticized, especially its central 
tenet that ontogeny recapitulates phylogeny. However, Mayr has warned us against a 
“water-bathist” approach in dealing with the law:

The invalidity of (Haeckel’s) law has been demonstrated so often, and so conclu-
sively, that it is easy to fall into the opposite extreme and ignore the fact that many 
organisms that are highly dissimilar as adults go through similar larval stages. 

Mayr (1963)

And the fact that evolutionary relationships between species and higher taxa often 
are reflected in similarities of early stages of their embryonic development is the rea-
son why

Haeckelian concepts have survived, usually misattributed to von Baer, in the disci-
plines using a comparative approach to the study of morphological pattern, such as 
comparative anatomy, paleontology, and classical comparative embryology. These 
are areas where the neodarwinian “populational” approach has not influenced 
much the classical methodology. For example, Haeckelian concepts underlie most 
ontogenetic arguments utilized in the determination of homologies in comparative 
morphology. 

Alberch and Blanco (1996)

Despite the theoretical value, the almost 200-year dispute between supporters of 
these opposing views has contributed little to the deeper causal question: Why must 
ontogeny occur at all?

One of the basic tenets of the neo-Darwinian paradigm is that the zygote pos-
sesses the whole amount of genetic information necessary for the development of 
the adult organism. If one were to follow this still-prevailing view, the conservation 
of the phylotypic stage and repetition of some embryonic stages in species standing 
higher on the tree of evolution would evolutionarily make no sense. Logically, the 
question would arise: If the genetic information or the so-called genetic program for 
developing the species-specific structure is present in gamete(s) from the beginning, 
why has the embryo to follow that circuitous and very costly path often involving 
development of structures that are apoptotically eliminated later in the individual’s 
development? This is not the way evolution works. Evolution would have done away 
with the costly building of ancestral embryonic structures that must be repeatedly 
replaced or transformed.

The cost of developing embryonic structures that later are apoptotically lost is so 
high that where they are unnecessary or “vestigial” biological phenomena, strong 
evolutionary pressures would have arisen for not building them at all. When this is 
considered in the context of the universal occurrence of that ontogenetic “replay” of 
embryonic features in Animalia, it would be quite logical to believe that the “reca-
pitulation” has functions that outweigh its excessive biological cost.
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Ontogeny and the Phylotypic Stage—Why Do All 
Developmental Pathways Converge to the Common Bauplan?

The development of vertebrate embryos starts with the zygote going through a few 
intermediate stages (blastula, gastrula, neurula) before reaching the phylotypic stage, 
when embryos of different species, which heretofore may display distinct morpholo-
gies, converge to the common Bauplan of the phylum known as pharyngula, iden-
tified by William Ballard as essentially “an early post-neurula ‘larva’ with paired 
pharyngeal slits and initiation of the basic vertebrate organ systems” (Hall, 1999, 
p. 228). Pharyngula possesses the dorsal nerve cord, notochord, pharyngeal arches, 
somites, and tail. A similar stage of embryonic development, when all the species 
converge to a common Bauplan, is also observed in most invertebrates. In arthro-
pods, it is known as segmented germ band, which also appears after gastrulation.

The phylotypic stage is a watershed in the individual development from the point 
of view of the source of information. At this point in time, the parental epigenetic 
information, i.e., parental mRNAs, proteins, hormones, neurotransmitters, nutrients, 
and other parental chemicals provided via gametes in the form of cytoplasmic fac-
tors, is totally consumed or no longer functional. This moment of “informational 
crisis” coincides with the beginning of the accelerated process of development char-
acterized by numerous inductions of neural origin, leading to complex processes of 
cell differentiation, histogenesis and organogenesis, which require vast and ever-
increasing amounts of information. Exactly at this moment, at the phylotypic stage 
(whether it is a vertebrate pharyngula, an insect segmented germ band, or an annelid 
“segmented germ band”), the embryo has succeeded in developing a functioning cen-
tral nervous system (CNS). It takes over the individual development up to adulthood.

In defining the vertebrate phylotypic stage, Ballard points out:

The pharyngula exhibits the basic anatomical pattern of all vertebrates in its sim-
plest form: a set of similar organs, similarly arranged with respect to a bilaterally 
symmetrical body axis, possessing chiefly the characters that are common to all the 
vertebrate classes … One sees in them [the pharyngulas of vertebrates] epidermis 
but no scales, hair or feathers; kidney tubules and longitudinal kidney ducts are 
there, but no metanephros; all the little hearts have the same four chambers and 
there is at least a transient cloaca; there are no middle ears, no gills on the phar-
ynx segments, no tongue, penis, uterus, etc. Basically just vertebrate anatomy, 
unobscured by the vast array of characters that appear later in development to dis-
tinguish the various classes, orders, and families. 

Ballard (1981)

Recently, the conventional concept of the phylotypic stage has been criticized by 
a number of authors. Based on a review of the pertinent evidence, Richardson (1995) 
believed that it is inappropriate even to talk about a phylotypic stage, which reflects 
Haeckel’s inaccurate views on ontogeny as recapitulation of phylogeny. What he 
proposes instead is a concept of “a phylotypic ‘period’” because this avoids the 
idea of a narrow timepoint implied by the word “stage.” However, from a semantic 
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aspect, his critique is hardly justified, for commonly in English dictionaries the word 
stage defines not a point in time but a period of time. The word stage is explained as 
“one of the distinguishable periods of growth and development of a plant or animal” 
(Merriam Webster). A number of other authors agree with Richardson but I find con-
vincing Hall’s argument that:

Ballard’s phylotypic stage is essentially a visceral animal—head, branchial arches, 
bilateral symmetrical organs. His criteria were presence of somites, a neural tube: 
“Basically just vertebrate anatomy, unobscured by the vast array of characters 
that appear later in development.” Richardson et al. focus on features such as size, 
numbers of somites, presence or absence of fin or limb buds, types of neurulation, 
and time of appearance of structures. Their rejection of the phylotypic stage there-
fore is not based on criteria used by Ballard to define the stage. The features they 
emphasize are, in large part, embryonic, larval, or life history adaptations. Arriving 
at conserved stages by different mechanisms or with different numbers of repeated 
units is not a reason for negating the existence of the stages. Rather, temporal vari-
ability in appearance of conserved characters directs us to seek the phylogenetic 
suite of characters that typifies a taxon: to ask why those characters so often appear 
at a conserved phylotypic stage: and to understand which developmental and evolu-
tionary processes regulate the temporal and spatial appearance of those characters. 

Hall (1997)

von Baer’s laws say that the development of vertebrate embryos proceeds from 
general features, which are shared by all of them, to more specific features. In other 
words, the laws predict that the earliest embryonic stages must be uniform. However, 
numerous exceptions are known when, starting from different initial states, embryos 
of different taxa of the same phylum converge to the morphologically common type, 
the Bauplan of the phylum. So, for example the hylid frogs of the genus Gastrotheca 
display a pattern of gastrulation from an embryonic disc and an egg size that are 
typical of birds, not of amphibians. But this affects neither the Bauplan nor the 
adult frog morphology. Prephylotypic stage modifications of developmental patterns 
that do not affect the adult morphology are also observed in taxa which were sub-
ject to modification or even to elimination of their larval structure. So, for example 
a species developing via a complex feeding larva and its congener, which develops 
directly, have different embryonic cell lineages and divergent patterns of early devel-
opment, but converge on the adult sea urchin body plan (Raff, 1998).

The morphoconvergent phase is followed by a morphodivergent phase after the 
phylotypic stage with a clear tendency toward divergent types of species-specific 
morphologies.

The phylotypic stage is characterized by inductions initiated by the neural tube/
CNS. These inductions lead to global interactions with the target tissues that are 
observed during the phylotypic stage, which narrow the field of the possibilities of 
evolutionary changes. Constraints imposed on the evolutionary changes during this 
stage are best illustrated by the conservation of the structure of organs (e.g., the 
number of digits and bones in amniotes and of cervical vertebrae in mammals) that 
are determined during the phylotypic stage. Not only is the phylotypic stage itself a 
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conserved stage, but the organs that develop during that stage also are refractory to 
evolutionary change (Galis et al., 2001).

Why do metazoan embryos converge to a common Bauplan before they start 
developing class-, order-, and species-specific features? As of yet, modern biology 
has no firm or convincing answer to this question.

In attempting to understand the developmental significance of the phylotypic 
stage, one should start by examining the spatiotemporal pattern of events associated 
with the stage. The formation of the Bauplan of the phylum at that stage coincides 
with two crucial events:

First, termination of the function of the parental epigenetic information, i.e., the parental 
cytoplasmic factors and
Second, the development of the embryonic CNS, which at this stage is operational and 
triggers a series of inductive events.

The systematic correlation of these three events (the Bauplan, the exhaustion of 
parental epigenetic information, and the formation of the operative embryonic CNS) 
in the early vertebrate ontogeny suggests that a causal relationship between them 
might exist.

We may reasonably relate the two last events to each other, for both represent 
sequential and complementary sources of epigenetic information necessary, respec-
tively, for pre- and postphylotypic development. The fact that the exhaustion of 
parentally provided epigenetic information coincides with the formation of the oper-
ational CNS is unlikely to be a mere coincidence, for vast evidence shows that the 
CNS immediately starts a series of inductions exactly when the reserve of epigenetic 
information is exhausted.

But may we relate the appearance of the Bauplan to the function of the embryonic 
CNS? The coincidence of the formation of the Bauplan with formation of the opera-
tional CNS at the phylotypic stage would suggest that this rudimentary phylotypic out-
line of the future organism may be necessary for the CNS as a preparatory groundwork 
and as a point of reference for the future direction of the individual development.

My hypothesis is that the Bauplan serves as developmental outline of the phy-
lum that the embryonic CNS requires for fashioning initial patterns of synaptic 
connections and neural circuitries as its functional information-generating units. 
Additionally, the Bauplan may provide the CNS with a general sense of direction for 
the postphylotypic development.

The common phylotypic structure (Bauplan of the phylum), on the one hand, and 
the specificity of the incipient operational CNS at that stage, on the other, determine 
the divergent species-specific paths of postphylotypic development. By continually 
interacting with the developing embryonic structure, the CNS is able, in a self-sus-
tainable mode, to generate stage-specific epigenetic information for the sequential 
stages of the postphylotypic development up to adulthood.

In view of the fact that the CNS directs the postphylotypic development by 
sequentially “recapitulating” ancestral embryonic structures, one is tempted to imag-
ine that “recapitulation” may be the simplest or the only possible way the parentally 
“designed” phylotypic CNS is “programmed” to “memorize” ancestral structures. 
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It is also possible that the CNS, while determining the sequential development of 
quasi-ancestral structures, uses small differences in the Bauplan and later stages of 
each species as cues for gradually developing species-specific structures.

Additionally, the conservation of ancestral developmental programs for these 
structures is neither a biological luxury nor designed to help us reconstruct phy-
logenies. It may be a potential adaptive mechanism worth its high biological cost; 
metazoans may retrieve these ancestral programs in a “rainy day,” when the environ-
ment changes in direction of ancestral or quasi-ancestral conditions. Vast evidence 
on evolutionary reversions (see Chapter 15, Evolution by Reverting to Ancestral 
Characters) may represent a validation of the hypothesis.

Many changes in morphology during the evolution of Animalia are related to 
drastic changes in the environment, such as transitions from one type of environment 
to another (e.g., terrestrial–aquatic; aquatic surface to bottom dwelling; seashore to 
open sea; low to high altitudes above the sea level; forest to prairies; and cold, mod-
erate, or warm climates).

It is not a rare occurrence that species in the course of evolution suddenly find 
themselves in very different, or even contrasting, habitats that may happen to be 
similar to those inhabited by their evolutionary ancestors. Under such drastically 
changed conditions, species survival would be in danger if individual organisms 
could not rapidly (in evolutionary “instants”) adapt their behavior, morphology, and 
physiology to the changed conditions of life. Under such circumstances, there is no 
time for gradual, long-term evolutionary adaptation in nature. It is one of those eco-
logical crises that resolve uncompromisingly: change “instantly” or go extinct. At 
such junctures, the ontogenetic retrieval and replay of ancestral developmental pro-
grams during the individual development may offer off-the-shelf solutions for rapid 
phenotypic adaptation.

It is impossible to prove now that this is what has occurred in the cases of evolu-
tionary reversions, but we have adequate corroborating evidence that metazoans, in 
response to stressful changes in environment, can switch to alternative and ancestral 
developmental pathways and life histories (see Chapters 11 and 15 on transgenera-
tional plasticity and evolutionary reversions, respectively).

Ontogeny May Change Without Changes in Genes

The species-specific ontogeny is not immutable. There is a long, and still growing, 
list of cases when organisms, in adaptive responses to significant changes in environ-
ment, or even in the absence of changes in environment, produce offspring of more 
than one morphotype, omit certain embryonic stages, and even undergo the so-called 
reverse ontogeny, which certainly requires new structural information. These discrete 
and often drastic transgenerational changes in morphology, physiology, behavior, 
and life history do not involve changes in genes.

Vast evidence on the lability of the ontogenic processes is accumulated in the rap-
idly expanding field of developmental plasticity (see Chapter 10, Intragenerational 
Developmental Plasticity). All of the predatory-induced defenses in the offspring of 
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animals that have perceived the presence of the predator in the environment imply 
significant changes in developmental pathways or even activation of new devel-
opmental pathways in the process of the ontogeny. All of these cases of inherited 
changes in ontogeny involve absolutely no changes in genes.

Production by insects of a number (two to four) of distinct morphs within the 
same clutch, as well as changes in the proportion of morphs in the offspring, in 
response to environmental stimuli, demonstrate the astounding plasticity of the onto-
genetic processes in metazoans. Cases of facultative paedomorphosis, when sala-
manders of several species can switch between the metamorphic (legged terrestrial) 
and pedomorphic (gilled aquatic) life histories; cases of the development of two (car-
nivorous or herbivorous) behaviorally and morphologically distinct types of tadpoles 
in frogs of some species in response to specific environmental cues, among others, 
all are impressive illustrations of the high lability and adaptability of the ontogenetic 
processes in metazoans. Many such examples will be described and discussed in 
Chapter 10 of this work. Here I will only present an extraordinary example of the 
plasticity of ontogenetic processes, the reversion of the ontogeny.

The phenomenon of the “reverse ontogeny” (Rückbildung) was first described in 
Hydrozoa by H.C. Müller (1913). The life cycle of hydrozoans comprises three stages: 
the planula (a motile gastrula stage), the polyp (the true larval stage), and the adult 
medusa stage (Piraino et al., 2004). In many species of this group, such as Hydractinia 
(Podocoryna) carnea, Eleutheria dichotoma, and a number of Cladonema spp., gono-
zooids, early medusae buds (but not late medusae buds), when they are artificially 
detached from reproductive polyps, regress into the larval polyp stage. In other hydro-
zoans as well, deviations may occur from the normal course of development: medusae 
to stolon and polyps (Piraino et al., 2004). A schema of reverse and regular develop-
ment in particular cnidarians is presented in Figure 9.1.

In addition to the artificial detachment of medusae buds, various environmental 
stimuli or conditions lead to similar processes of “reverse ontogeny.” Strong water 
movements, for example cause fragmentation of gonozooids bearing medusae buds, 
of which the early ones transform into polyps. Retrogression of medusae buds into 
polyps has been possible to induce experimentally in Sarsia tubulosa (M. Sars, 1835) 
by sudden shifts to low temperatures of 6–8°C.

It was thought that the ability of hydrozoans to shift to the reverse ontogeny is 
limited to the early medusae buds, and that a constraint on ontogeny reversion 
is established after the onset of the sexual reproduction. Studies on the hydrozoan 
Turritopsis nutricula McCrady, 1859 (Anthomedusae, Clavidae), however, have 
shown that, under certain conditions, this species has no temporal constraints for 
entering the reverse ontogeny.

The onset of sexual reproduction in this species does not represent a point of no 
return for entering the process of “reverse ontogeny.” Several stressors, which lead to 
“sublethal stress” are known to induce “reverse ontogeny.” Among the environmental 
stressors known to trigger that developmental reversion are starvation, mechanical 
stress, temperature changes, water salinity, exposure to caesium (an inducer of meta-
morphosis in this species), and even an intrinsic physiological stressor such as senes-
cence (starting with the sexual maturation of gonads) (Piraino et al., 2004).
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neuroendocrine hypothalamic–pituitary axis (see Transgenerational Developmental 
Plasticity in Experiments, in Chapter 11).

The high plasticity of ontogenic processes demonstrated in examples presented 
in this section, and in examples to be presented later in this work, point to the adapt-
ability of the ontogeny to the changing environment and its potential to induce evolu-
tionary change without changes in genes.

It is within the phenomenon of ontogeny, regarded here as a workshop of evolu-
tionary change, where the metazoan potential for multiple adaptations of the species 
to sudden adverse changes of the environment unfolds. Each individual organism is 
endowed with a repertory of potential ontogenetic solutions for adapting to ancestral 
and quasi-ancestral environments.

Sudden changes in ontogeny challenge one of the basic tenets of the neo-Dar-
winian doctrine that inherited phenotypic changes result from changes in genes or 
genetic information in general. Accordingly, it would be predicted that, in order 
for adaptive evolutionary changes to occur, changes must take place in the genetic 
information, i.e., favorable mutations must be accumulated over generations. This 
neo-Darwinian prediction is contradicted by a considerable body of evidence dem-
onstrating that such sudden evolutionary changes have occurred and are even repro-
ducibly induced in the laboratory (see on experimental evolution of characters in 
Chapter 13, Origins of Evolutionary Novelty).

Neo-Darwinian synthesis, for a long time, and at its own expense, neglected 
studies in the field of developmental biology, although any gene mutation and any 
change in the genetic information first must be tested in the process of individual 
development:

By viewing evolution as a branching tree of adults or genes, theorists have omitted 
what selection really acts upon: ontogeny. Ontogenies evolve, not genes or adults. 
Mutated genes are passed on only to the extent that they promote survival of ontog-
enies; adulthood is only a fraction of ontogeny. 

McKinney and Gittleman (1995)

Generation of Epigenetic Information for Organogenesis 
After the Phylotypic Stage

The pervasive presence of the nervous tissue throughout the organism, often down 
to the level of individual cells, and the continuous input of the information from ani-
mal structures to the central and peripheral nervous system, endows the CNS with 
the ability to monitor the status of the structure and functions of the embryo in “real 
time.” As shown earlier, the CNS compares the input of information on the actual 
structure with the information on the normal structure it possesses, and makes deci-
sions for restoring the continually disintegrating structures and normal chemistry of 
the body fluids (the neuroendocrinely regulated homeostasis) (see Chapter 1).

On the one hand, the CNS responds to the input from the developing embry-
onic structures by modifying its neural circuits and synaptic morphology (when the 
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afferent input to the CNS is prevented, this does not take place or occurs abnormally) 
and, on the other, in response to the changing embryonic structure, it sends epigen-
etic information for regulating successive stages of the development by activating 
specific signal cascades. The epigenetic information is provided to the developing 
structures via both the local innervation and/or signal cascades, starting with chemi-
cal signals in the CNS. And it is experimentally demonstrated that prevention of 
these brain signals from reaching embryonic structures impairs or even prevents their 
development.

Changes induced by brain signals in the developing embryonic structures via 
afferents are sent for processing in neural circuits. In response, neural circuits mod-
ify their synaptic morphology, which in turn modifies their processing properties and 
the outcome of the processing, i.e., start new signal cascades for regulating consecu-
tive stages of the embryonic development.

Adequate evidence of the CNS as the source of information for individual devel-
opment is presented in Chapter 2 of this work (especially Section Neural Processing 
of Stimuli Generates Information for Postphylotypic Development). Here I will only 
present some experimental evidence demonstrating that just before the phylotypic 
stage the CNS is operative, i.e., the neural circuits and neurons show “spontaneous” 
electrical activity and respond to the developing embryonic structure by modifying 
their synaptic morphology and by inducing development of various organs and parts.

The embryonic CNS responds to the input of internal stimuli (changes in the devel-
oping embryonic structure) by spontaneous electrical activity, which determines the 
wiring and the establishment of neural circuits in the brain (Peinado, 2000; Zhang and 
Poo, 2001). In retina, for example this activity produces highly stereotyped patterns of 
connections before the onset of visual experience (Penn et al., 1998) and experience 
independently instructs formation of eye-specific layers (Shatz, 1996). By contrast, in 
the absence of afferent input, normal neural circuits are not formed (Penn et al., 1998), 
and rat striatal neurons do not develop dendritic spines (Segal et al., 2003).

Prenatally, the embryonic CNS of higher vertebrates establishes trillions or qua-
drillions of specific connections between specific neurons. Establishment of this 
huge amount of specific neuronal connections in the CNS requires information, 
which is neither inherited from parents via gametes nor acquired by the sensory 
experience. That information is computationally, experience independently, gener-
ated in the embryonic CNS, by converting internal stimuli into trains of electrical 
spikes and processing them in neural circuits. The conversion of internal stimuli into 
electrical signals and generation of epigenetic information for the establishment of 
specific synaptic connections by processing electrical signals led biologists to the 
idea that spontaneous electrical activity might represent a “self-organizing prop-
erty” (Weliky, 1999) of the nervous system. Indeed, formation of specific neuro-
nal connections is prevented, or is drastically reduced, when the embryonic CNS is 
deprived of the input of afferent stimuli from the developing organs. So, for exam-
ple the experimental delay of muscle development causes suspension of synaptic 
branching of respective motor neurons (Fernandez and Keshishian, 1998), and male 
rats castrated on day 1 (no afferent input from testicles) have significantly reduced 
numbers of shaft and spine synapses in the ventrolateral part of the hypothalamic 
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ventromedial nucleus (Matsumoto and Arai, 1986). Ovariectomy (no afferent input 
from the ovary) causes a profound decrease in the dendritic spine density of pyra-
midal cells in the hippocampus. In Drosophila melanogaster, where the larva lacks 
the target muscle (no input of stimuli from the muscle), the axon of the motoneuron 
MN5 develops no dendritic connections (Consoulas et al., 2002). In experiments on 
the moth Manduca sexta, it is also observed that this insect shapes the growth of its 
motoneuron dendrites in response to afferent stimuli coming from the leg (Kent and 
Levine, 1993).

Such facts indicate that a clear relationship does exist between the embryonic 
structure and the synaptic morphology, that information for patterning neuronal con-
nections and neural circuits is computationally generated by processing the afferent 
input from developing embryonic structures, according to the “brain’s best guess” 
(Katz and Shatz, 1996).

The above evidence shows that the epigenetic information necessary for the estab-
lishment of the myriad of specific neuronal connections in the embryonic CNS is an 
experience-independent function of the spontaneous activity of the CNS. Designing 
and constructing that great complex of synaptic morphology requires investment of 
an enormous amount of epigenetic information, and the high cost of generation of 
that information suggests that the advantages it offers outweigh the cost of its erec-
tion. Otherwise, evolution, which is so parsimonious, would not have favored its 
appearance. Hence, the question arises: Does that synaptic structure serve any pur-
pose during the embryonic–fetal development, long before the organism starts the 
independent life and communication with the external environment?

This causal relationship between the afferent input from the developing embry-
onic structure and the synaptic morphology may, inter alia, suggest that synaptic 
morphology codifies the actual embryonic structure. The idea that synaptic mor-
phology may store epigenetic information is not new: patterns of synaptic connec-
tions are demonstrated to be at the basis of the long-term memory, which implies 
formation of new synaptic connections and induction of new protein synthesis and 
of short-term memory (strengthening of preexisting synaptic connections) (Milner 
et al., 1998). Could the synaptic morphology also represent epigenetic information 
for the developing embryonic structure?

If so, then the formation of that costly and immense structure of neuronal connec-
tions in the embryonic nervous system might have a meaning: it may be necessary 
for figuring consecutive stages of embryonic development in a neuro-computational 
process of self-organization.

Now I will attempt to substantiate the hypothesis that signal cascades starting 
with epigenetic signals in the CNS and local innervation convey instructions for the 
development of embryonic tissues and organs.

There is significant evidence that the spontaneous activity, which arises in response 
to the input of internal stimuli (changes in the developing embryonic structure), is nec-
essary for the further development of the embryo. For example, suppression of the 
spontaneous activity (and the accompanying change in synaptic morphology—N.C.) 
by paralysis in chick embryos (Hall, 1975), by paralysis of motor neurons in chick 
embryos (Hall and Herring, 1990) and duck embryos (Creazzo and Sohal, 1983), 
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results in the reduction of the bone- and muscle growth and abnormalities in the devel-
opment of bones (Hosseini and Hogg, 1991). Inhibition of skeletal muscle contractions 
in ovo in chicks by a neuromuscular blocking agent prevents the normal development 
of synovial joint cavities leading to formation of stiff and fused joints (Hall, 1975; 
Persson, 1983). Development of the leg musculature is severely retarded in paralyzed 
embryos, and denervation experiments lead to total prevention of the development 
of muscles in duck embryos (Sohal and Holt, 1980; Creazzo and Sohal, 1983) and 
M. sexta (Consoulas and Levine, 1997). Based on experimental observations, it has 
been concluded that spontaneous electrical activity in the spinal cord is involved in the 
development of limb muscles, bones, and joints (Wenner and O’Donovan, 2001). All 
of this evidence points to an instructive role of the efferent output of the CNS (gener-
ated by processing the afferent input) in molding embryonic morphology.

Dramatic changes in neurogenesis, death of neurons, and reduction of the number 
of neurons as well as radical changes in the synaptic morphology of sensory neu-
rons (in the sensory system and the CNS) and motor neurons are closely related to 
changes in the structure of muscles during metamorphosis in M. sexta (Consoulas 
et al., 2000).

The theoretical implication of the above evidence is that, with matter and energy 
supplied by the blood, the necessity of the local innervation for developing embry-
onic structures is an indication that it provides epigenetic information for the embry-
onic development.

Indeed, adequate evidence on the neural origin of signals for postphylotypic 
development presented in this section and in Chapter 2 shows that the CNS is the 
ultimate source of the epigenetic information necessary for the postphylotypic devel-
opment. The fact that no other organ or organ system has been shown to be system-
atically involved in the control of the development of other organs, as the CNS is, 
cannot be an accidental occurrence.

Based on the present knowledge on

1. The role of the embryonic CNS in induction of organogenesis and morphogenesis in 
general,

2. Negative effects of experimental prevention of afferent information from reaching the CNS 
on the structure of neural circuits, and

3. Negative effects of the blockage of efferent information transmitted from the CNS to the 
target tissues on the development of animal structure,

we can reconstruct a hypothetical generalized scheme of the interaction of the 
nervous system with the developing embryo.

The full message that the parental CNS(s) (via the epigenetic information put in 
gamete(s)) conveys to the embryo is embodied in the Bauplan of the phylum, includ-
ing the embryonic CNS, that develops just before the phylotypic stage. The common 
Bauplan implies no identicalness of the structure of all embryos at the phylotypic 
stage. Behind the general design, there is a multitude of differences in the details of 
the structure of the Bauplan, including the CNS. By processing the afferent input 
from the developing embryo, the embryonic CNS reconfigurates the synaptic mor-
phology, thus modifying computational properties of neural circuits. Modification 
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of computational properties implies modification of outputs of the circuits, which 
represent new epigenetic information necessary for the subsequent stage of devel-
opment. The epigenetic information is communicated to embryonic structures in 
the form of inductive signals by the CNS and/or directly by local innervation. The 
new input on the developing embryonic structure is again processed for generating 
and sending information for the consecutive stages of embryonic development in a 
self-sustaining cycle of interaction between the CNS and the developing embryonic 
structure. Modification of the neural circuits in response to sequentially changed 
embryonic structures, as well as formation of new circuits, generates the epigenetic 
information for starting signal cascades that bring about stage-specific transforma-
tions in the morphology of the embryo.

Stress-Induced Developmental Instability and Evolution

In the course of evolution, metazoans evolved not only mechanisms of adaptation to 
the changed conditions in the environment but also mechanisms for preserving evo-
lutionary achievements, which are manifested in the developmental stability of their 
structure and function, in production of offspring that express all the basic parental 
morphological, physiological, behavioral, and life history characters. These mecha-
nisms serve as developmental anchorages for preserving and reinforcing evolution-
ary achievements and for preventing evolution in certain directions, often known as 
developmental constraints.

In the absence of a better criterion, developmental stability of metazoans is com-
monly assessed indirectly by evaluating “fluctuating asymmetry” (FA), which 
measures random deviations (developmental noise) from the perfect asymmetry of 
bilateral traits. Although measurement of FA is far from an ideal means of assessing 
the developmental stability, for more than half a century the disturbed developmental 
stability has been the object of considerable interest.

Under normal, relatively stable conditions, the ontogeny is conservative, and devel-
opmental pathways are generally stable, resistant to change or “noise,” as it is seen 
in the precise implementation of the extremely complex developmental programs. 
Ontogeny and, especially, its “embryonic stages” are so deeply rooted that, under nor-
mal circumstances, their course is invariable and precisely determined. As a rule, organs 
or parts of the animal body that are patterned during the phylotypic stage are refractory 
to evolutionary changes. This is the case, for example with the number of digits and 
limb bones in amniotes and probably with cervical vertebrae in mammals. The evolu-
tionary constraints imposed by the phylotypic stage might have been the cause of the 
frequent appearance of modularity in evolution of vertebrates (Galis et al., 2001).

However, drastic changes in environment, by disturbing the homeostasis and induc-
ing stress response, can affect the developmental stability. The unpredictability of 
environments to which metazoans are exposed during their evolution has given rise 
to an evolutionary pressure for evolving mechanisms that would also provide some 
degree of flexibility to the normal development and allow for changes to occur in 
the individuals experiencing stressful conditions of the environment or even in their 
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offspring. Under conditions of environmental stress, metazoans can switch to mecha-
nisms that induce discrete adaptive developmental changes (developmental plasticity) 
in their own phenotype (intragenerational changes) or may first induce such changes in 
the offspring (transgenerational, inherited changes). Cases are also known when meta-
zoans reactivate dormant ancestral developmental pathways and revert to lost ancestral 
phenotypes (see Chapter 15, Evolution by Reverting to Ancestral Characters).

One important factor that contributed to reduction of constraints on evolutionary 
change (and related higher rates of evolution) in vertebrates has been evolution of the 
neural crest. The class of vertebrates, as it is well known, owes much of its unprec-
edented morphological evolution to neural crest cells, and some of the structures 
produced through specific migration and differentiation of these cells are among the 
most diversified (e.g., jaws, craniofacial structures, heart, the peripheral nervous sys-
tem) in vertebrates.

There is no evidence of any role of gene mutations in evolution of the neural crest 
and even it is impossible, by any stretch of the imagination, to relate the evolution 
of neural crest cells to the accumulation of mutational changes under the action of 
natural selection. Evolution of the neural crest in vertebrates is related to recruitment 
of genes that existed in invertebrates rather than invention of new or changed genes. 
And there is evidence suggesting that gene recruitment in metazoans is under neural 
control (Cabej, 2011).

Neural crest cells have a common origin with nerve cells, and before leaving 
the neural tube they somehow are provided with epigenetic information on where 
to go, and into what to transform themselves and other cells in the migration sites. 
Evolution of these cells is related to the evolutionary pressure for more efficacious 
vertebrate structures necessary for their new and increasingly predatory lifestyle. The 
evolution of the neural crest and use of neural crest cells for developing most of the 
evolutionary novelties in vertebrates indicates that preexisting neural mechanisms 
alone (centrally controlled signal cascades and the activity of the local innervation) 
would not enable formation of complex vertebrate structures, such as cranium and 
the increased general complexity observed in most vertebrate organs.

Both observational evidence from nature and experimental evidence show that 
any change in the conditions of living that disturbs the normal metazoan physiology, 
i.e., that leads to environmental stress of any form, interferes with the homeostasis 
and may disturb developmental stability of the embryonic/fetal and even postna-
tal development in metazoans. The environmental stress creates a developmentally 
less-stable state, prone to changes in the epigenetic programming, as exemplified 
in numerous cases of stress-induced changes during developmental plasticity that 
will be extensively considered in the next chapter (Intragenerational Developmental 
Plasticity).

Evolutionary paleontological evidence presented in Chapter 7 (Metazoan 
Response to Changes in Environment), on the one hand, and vast evidence from the 
study of developmental plasticity to be presented in the next chapter, on the other, 
show that a close relationship exists between changes in the metazoan phenotype 
and the stressful changes or cues presaging stressful changes in the environment. In 
response to such environmental changes and stimuli, animals might not only change 
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or modify developmental pathways for particular traits but also perform radical 
changes by switching, for example from the indirect metamorphic development to 
direct development and the reverse.

Vast evidence shows that environmental (including nutritional and energetic) 
stress leads to higher FA and developmental instability in fish (Leary and Allendorf, 
1989; Swaddle and Witter, 1994; Vøllestad and Hindar, 1997).

Axolotls (Ambystoma mexicanum) skip metamorphosis in nature, but axolotls kept 
under conditions of captivity stress in a Paris museum produced normal metamor-
phosed Ambystoma adults (Gould, 1977). In some neotenic salamander species, meta-
morphosis can be induced even after the reproductive maturity of the brachiate adult by 
various natural and experimental stresses, such as starvation and drought.

An interesting case of developmental instability induced by a stressful event has 
been reported by Badyaev. The sudden closure of garbage dumps in Yellowstone 
National Park caused a high mortality rate in the local bear population as well as 
increased asymmetric growth in the canine, but not the premolar, teeth of bears 
(Badyaev, 1998). The relationship between the FA and environmental stress is so 
strong that the measurement of the FA is considered a good indicator of the environ-
mental stress in natural populations (Leary and Allendorf, 1989).

In relation to the point in time in ontogeny when FA occurs, experiments on an 
aquatic holometabolous insect, Hydropsyche exocellata (Dufour, 1841), have shown 
that FA occurs early in the larval development and gradually decreases to finally 
cease from the last larval instar (Piscart et al., 2005). However, there is some evi-
dence showing that the asymmetry may remain constant in later stages of develop-
ment (Collin, 1997; Servia et al., 2002).

Observations on the ontogeny of FA of primary feathers of European starling, 
Sturnus vulgaris (Linnaeus), led Swaddle and Witter to the conclusion that of six 
hypotheses proposed for explaining the FA, the hypothesis of the compensational 
growth provides the best explanation of the FA of primary feathers (Swaddle and 
Witter, 1994). According to that hypothesis, asymmetries that arise during early 
development later decrease as a result of a compensational growth that is regulated 
by a feedback mechanism.

Developmental Constraints and Adaptive Evolutionary 
Innovations

A serious objection could be raised against the idea that reversion to ancestral phe-
notypes (morphology, behavior, physiology, and life history) is related to a return 
to ancestral or quasi-ancestral environments. It may be argued that if ancestral epi-
genetic programs are conserved in ontogeny, it would be expected that reversions 
to ancestral phenotypes would occur more frequently than are actually observed in 
nature.

In order to survive and succeed in an unpredictable environment, metazoans must 
maintain a balance between their ability to change and their ability to transmit their 
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characters accurately to the offspring. This gave rise to an evolutionary pressure for 
evolving mechanisms for both resisting changes and providing the necessary epi-
genetic variability during the individual development. Evolutionary pressure must 
have gravitated toward the stability of epigenetic programs for avoiding accidents in 
developmental programs, which might have detrimental consequences under gener-
ally little or insignificantly changed environments. This would be the case when indi-
vidual organisms might experience short-term, ephemeral, quasi-ancestral changes in 
the environment.

As a result of the two opposing evolutionary pressures, developmental constraints 
in metazoans rose not as devices for absolute prevention of changes in developmen-
tal pathways, but as mechanisms for sustaining a certain level of probability for 
such events to occur. From this view, developmental constraints represent statistical 
phenomena.

As for their origin, developmental constraints may be

– constitutive constraints resulting from increased complexity and integration of structures 
and functions in metazoans, or

– functional constraints determined by evolutionary inhibition of particular pathways in 
response to the pressure for higher stability in particular pathways.

When the first is the case, the integration of functions of various structures, organs, 
and parts and their functional interdependency related to the cell differentiation, spe-
cialization, and division of labor, may make the morphological change extremely dif-
ficult or impossible. For example, in experiments with several shrew species, a strong 
resistance to changes has been observed in intensely integrated structures, while 
changes in less-integrated structures are more frequent. This fact led to the prediction 
that related species would be more similar in highly integrated structures and exhibit 
more changes in less-integrated structures. This prediction has been validated by obser-
vations on the experimentally induced changes in shrew mandibles under the influence 
of the environmental stress (Badyaev and Foresman, 2000, 2004).

Functional constraints, imposed by the inhibition of developmental processes, 
evolve in response to evolutionary pressures for higher stability in developmental 
pathways. Kirschner and Gerhart (1998) have observed that functional constraints 
are imposed chiefly by inhibitions, but these inhibitions are sometimes relieved by 
other inhibitions. So, for example blockade during gastrula stage of bone morphoge-
netic proteins, inhibitors of neurogenesis, is sufficient to initiate neuralization of the 
ectoderm in Xenopus laevis. Sometimes, constraints can also be weakened by what 
they call “weak linkage” (a process that is minimally dependent on other processes 
or components). Such “weak linkages” are characteristic for the regulatory pathways 
that evolved during the evolution of Metazoa, such as signal transduction and neural 
relays (Kirschner and Gerhart, 1998).

Generally, developmental stability is a relative stability, which means that limits exist 
beyond which actions of environmental or internal factors may weaken or break it.

With the organism under the constant influence of these two opposing tenden-
cies, the evolutionary problem “To switch or not to switch” to new or ancestral epi-
genetic programs has apparently found a compromising solution: the switching to a 
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new available epigenetic program appears to be the “last resort” in the survival effort 
under stressful conditions of drastically changed environment.

Switching to ancestral epigenetic programs seems to be under excessive epigen-
etic constraints. This is the reason why, even when a mechanism for reversion to 
an ancestral structure, behavior, or life history is available, reacquisition of ances-
tral traits normally requires a varying number of generations, if ever, to occur. One 
typical example of the delayed evolution of a character in response to environmen-
tal stimuli is the delayed transition from amictic to mictic (sexual) reproduction in 
some rotifer species (e.g., Brachionus calycifloris, Brachionus angularis, Epiphanes 
senta). In response to a social stimulus such as crowding, these rotifer species pro-
duce mictic female offspring, whose eggs develop into males or, when fertilized, into 
diapausing eggs. However, in the first generation after being exposed to crowding, 
the proportion of mictic (sexually reproducing) females produced by amictic females 
is very low until the fifth generation, after which that proportion increases dramati-
cally (Schröder and Gilbert, 2004). This seems to be the case even in some exam-
ples of transgenerational plasticity, such as the adaptation of the aphid, Dysaphis 
anthrisci, to a hostile plant, Chaerophylum maculatum, on which initially the death 
rate of the aphid population was almost 100%, but after rearing on this plant for four 
to eight generations of asexual reproduction, the aphid heritably changed its mor-
phology (proboscis and body size) and used the ex-hostile plant as its natural host 
(Shaposhnikov, 1965). The case is considered to be one of the most unambiguous 
examples of experimental speciation.

Evolutionary reversions in metazoan populations are not “all-or-none” but statisti-
cal phenomena only affecting certain individuals of the population per generation. 
In experiments on D. melanogaster, populations that have evolved in a number of 
biochemical and life history characters under stressful conditions within a few hun-
dred generations (several decades) in laboratory, it has been observed that the return 
to the ancestral (wild-type) environment does not lead to an immediate reversion of 
ancestral traits and does not affect all of the individuals of the population. Reversion 
to ancestral, wild-type traits may take from 5 to 50 generations to occur, and only 
certain proportions of the population revert to the ancestral characters (Teotonio and 
Rose, 2000). The degree of reversion to ancestral characters for different traits also 
varied from complete to incomplete, and sometimes no reversion occurred at all.

The process of experimental evolutionary reversion of the lost ancestral traits in 
Drosophila followed four different patterns:

1. Full convergence to the ancestral character in little more than 20 generations (e.g., in the 
case of the female developmental time),

2. Initial rapid reversion with partial convergence to the ancestral trait followed by arrest of 
reversion (e.g., starvation resistance),

3. Changes that did not converge to the ancestral traits within 50 generations, and
4. Lack of significant changes after 50 generations (fecundity under high density) (Teotonio 

and Rose, 2000, 2001; Teotonio et al., 2002).

Due to the statistical nature of the reversion of ancestral characters, under natural 
conditions, evolution in the reverse takes place as a process of natural selection.
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The above empirical evidence reveals some general features of evolutionary adap-
tations to changed conditions of living:

– The evolutionary change usually does not appear in F1 of the organisms that experienced 
the environmental change/stress but may first appear in latter generations,

– The evolutionary change appears not in the population as a whole but only in limited por-
tions of the population,

– The evolutionary change might not be complete from the beginning but may unfold 
stepwise,

– There is always a number of individuals in the population that do not show the evolution-
ary change, and

– There may be a proportion of individuals that may change in directions other than the 
expected one.

All of the features of the appearance of the evolutionary change observed in the 
above experimental examples seem to epitomize evolution of metazoans in nature 
under the action of natural selection.
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Intragenerational Developmental 
Plasticity
The central nervous system can integrate information about the animal’s 
internal and external environment and use this information to regulate the 
secretion of hormones. In this way, development can become responsive 
to a wide variety of environmental signals, without the need to have 
developmental processes themselves be sensitive to the environment.

Nijhout

Developmental Plasticity: Beyond the Reaction Norm

Metazoans are dynamic systems that can change during the lifetime, both in response 
to external or internal stimuli and as a result of external influences. This is the phe
notypic plasticity in the broadest sense of the term (Figure 10.1). Phenotypic plastic-
ity may occur in the form of the norm of reaction (Woltereck, 1909), consisting of a 
continuum of incrementally varying phenotypes involving no qualitative changes, or 
in the form of developmental plasticity, which implies appearance of discrete alterna-
tive phenotypes.

Both the norm of reaction and developmental plasticity involve no changes in 
genes or genetic information in general. However, developmental plasticity and 
reaction norm are two qualitatively different phenomena as far as the nature of the 
change they bring about and the underlying mechanisms are concerned.

First, the norm of reaction, as the term itself indicates, is a reaction to changes 
in the environment, whereas developmental plasticity does not always/necessar-
ily depend on environmental stimuli (e.g., developmental polymorphisms). In cases 
when the developmental plasticity is related to, or depends on, environmental stimuli, 
it is an adaptive response rather than a reaction, implying that it is determined not by 
the nature of the stimulus but by the adaptive needs of the organism, which switches 
to a new developmental pathway for achieving a discrete phenotypic change.

Second, developmental plasticity is related to switches in developmental path-
ways and mechanisms, while the reaction norm is not.

Third, and as mentioned earlier, the norm of reaction implies existence of a con-
tinuum of phenotypes displaying only quantitative differences between them, whereas 
developmental plasticity usually implies qualitative changes of the phenotype.

Some authors, however, believe that differences between polyphenisms (herein 
to be considered under the general term of developmental plasticity) and the norm 
of reaction are only quantitative differences (Nijhout, 2003). However, the fact that 
the appearance of polyphenisms depends on switches in developmental pathways, 
while the norm of reaction implies no such switches, is an essential difference and 
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the reason of differences in the phenotypic results of these two forms of phenotypic 
plasticity: the norm of reaction generally produces incremental quantitative changes 
in expression of the same character, whereas polyphenisms, under natural condi-
tions, imply development of new or discrete changes, emergence of qualitatively dif-
ferent characters without intermediate forms that characterize the norm of reaction. 
The discontinuous changes observed in cases of developmental plasticity often are of 
the type “all-or-none” as it occurs in numerous cases of predator-induced defenses, 
developmental polymorphisms (animals give birth to offspring of two or more dis-
tinct morphs), or the development of different castes of insects with conspicuously 
different morphology, physiology, and behavior in social insects.

It is true that in a limited number of cases, when the environmental stimulus 
responsible for the norm of reaction is experimentally escalated beyond an upper 
limit, discrete changes of the type of developmental plasticity are produced. But this 
does not prove that there are no differences between the mechanisms of the norm 
of reaction and developmental plasticity. To the contrary, it proves that the norm of 
reaction and developmental plasticity result from clearly different mechanisms, with 
the later only resulting from activation of a new developmental pathway.

Most of the cases of developmental plasticity (polyphenisms) are related to attain-
ment of a threshold in the sensitivity of the organism to external agents or conditions. 
But what determines a threshold or a set point? Metazoan organisms are under con-
stant action of numerous external agents, but not all of them are perceived as stimuli.  
Whether an external agent will be perceived as a stimulus to which the organism 
responds by a developmental plasticity or not that is neurally determined. An exter-
nal agent acts as a stimulus only when it is perceived as such in the central nervous 
system (CNS), i.e., when it attains a certain level of intensity, which represents a 
threshold or the set point beyond which the organism responds by a specific develop-
mental plasticity. The threshold or the set point is determined by the specific neural 
circuit that processes the action of that agent or the stimulus in the CNS. When the 
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Figure 10.1 Main forms of phenotypic plasticity in metazoans under natural conditions.
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agent is perceived as a stimulus (the intensity of action is above a neurally determined 
set point), the CNS activates a developmental pathway that leads to the sudden (not 
gradual or incremental) development of the new, discrete phenotypic trait, which is 
characteristic of the developmental plasticity rather than of the norm of reaction. By 
processing the stimulus in a specific neural circuit, the organism generates an output 
that switches on a specific developmental pathway leading to the development of dif-
ferent discrete phenotype.

Essential to keep in mind when the norm of reaction and the developmental  
plasticity are compared is the fact that the developmental plasticity, as a rule and  
as opposed to the norm of reaction, excludes intermediates between the two alterna-
tive forms.

Both the norm of reaction and developmental plasticity are biological concepts 
intended to categorize the ways an organism reacts to external stimuli: by incremen-
tal or by discrete changes in the phenotype. Concepts are created for organizing our 
information on the material and immaterial world and phenomena. In the case of the 
norm of reaction and developmental plasticity, we have two clearly defined, related 
but not overlapping, concepts. Hence, no change in our concepts and definitions of 
the norm of reaction and developmental plasticity is necessary. To blur the distinc-
tion is possible but hardly useful.

In the majority of described cases of developmental plasticity, the discrete phe-
notypic changes are not passed on to the offspring. Hence, they represent intragene
rational developmental plasticity (e.g., polyphenisms, seasonal polyphenisms, 
predator-induced defenses, camouflage, changes in life history, discrete changes in 
the body mass). In cases when discrete phenotypic changes are transmitted to the off-
spring (or appear first in the offspring) of individuals that have experienced specific 
environmental stimuli, we speak of transgenerational developmental plasticity.

Intragenerational developmental plasticity may be inborn (appearance of more 
than one morph in the same brood), which represents developmental polymorphism 
(also known as genetic polymorphism) or may be acquired during the lifetime, what 
is known as adaptive developmental plasticity (e.g., camouflage, seasonal polyphen-
isms, predator-induced defenses, changes in the life history, changes in the age of 
maturity).

In developmental plasticity, I also include the so-called genetic polymorphisms. 
This is certainly controversial; hence, I must present the rationale for the inclusion. 
What have been considered to be genetic polymorphisms, the presence of two or 
more distinct morphs in the offspring of the same brood, by definition is not geneti-
cally determined, for all of the individuals of the brood are of the same genotype.

As a validation of the hypothesis that inborn polymorphisms are genetically deter-
mined is usually presented the appearance of Mendelian ratios but, as argued by 
West-Eberhard (2003), such ratios also appear in unambiguous cases of environmen-
tally determined polyphenisms, such as caste determination in insects, suggesting 
that these ratios may be artifacts of constant experimental conditions.

Appearance of Mendelian ratios for specific phenotypic characters in the off-
spring is not necessarily an indication of existence of specific genes determining 
the characters. There is no scientific justification for deducing the presence of one 
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or more genes based solely on the appearance of these ratios. In the modern era of 
genome sequencing, it is scientifically very risky and substandard to infer existence 
of genes for particular phenotypic characters solely based on the experimental ratios 
of the appearance of phenotypic characters in the offspring.

Mendelian ratios are determined by the fact that genetic factors, genes are trans-
mitted to the offspring via the parental gametes, but now we know that in the same 
way are transmitted other hereditary nongenetic, epigenetic factors, such as thou-
sands of parental cytoplasmic factors, whose presence can lead to similar Mendelian 
ratios.

Let us consider only two examples of the fallacy of the genetic approach of infer-
ring presence of genes based solely on the appearance of the Mendelian ratios.  
Based on the appearance of the 3:1 ratio of workers to queens in the bee Melipona 
marginata, and 7:1 in other Melipona species, in 1950 Kerr concluded that these 
ratios were the results of differences in genotypes of larvae that produce workers 
from those that produce queens (Kerr, 1950).

Later, after the recognition of the role of the juvenile hormone (JH) in caste deter-
mining in Melipona, the same investigator put forward the hypothesis that in Melipona 
quadrifasciata there were two sets of sex genes: one set that acts in the embryo and 
determines ovary or testis, and another that acts in the prepupal stage determining the 
transformation of the imaginal discs and tegument in adult female or adult male struc-
tures. Next Kerr et al. (1975) recognized JH as an integral part of the gene control for 
caste determination in Melipona.

Then, in order to reconcile the new data on the JH control of caste determination 
in Melipona, they had to postulate that JH activates some unidentified “feminizing 
genes, inducing differentiation of female larvae into queens” (Bonetti et al., 1995). It 
has also been postulated that JH secretion is regulated by hypothetical genes in two 
loci. However, more than half a century of studies to demonstrate the existence of 
specific genes that in heterozygous state could regulate secretion of these hormones 
(Kerr, 1950) have failed.

Later studies have shown that caste determination in Melipona is determined by 
the amount of food received (van Veen, 2000) rather than any differences in geno-
types of gyne-producing and worker-producing eggs. (Individuals of all the castes 
are in possession of the same set of genes.) Changes in the diet exert their influence 
on caste determination via the CNS, which regulates secretion of hormones JH and 
ecdysteroids. Caste determination in Melipona is a function of switches in endocrine 
developmental programs (Pinto et al., 2002), and JH and ecdysteroid switches are 
under control of neural epigenetic mechanisms (see Chapter 2 on the mechanisms of 
gene expression in the CNS) rather than under control of any hypothetic “feminiz-
ing” or “masculinizing” genes.

Now we know that another example of the unfortunate inference of the pres-
ence of genes from the observed Mendelian ratios of phenotypes in the offspring 
comes from studies on the cave-dwelling fish. Based on results of crosses between 
the blind hypogean and eyed epigean forms of Astyanax fasciatus mexicanus, in 
1973 Sadoglu came to the conclusion that the loss of eyes in cavefish was caused 
by mutations in genes responsible for eye development (Wilkens, 1971) and that the 
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number of degenerative mutations determines the degree of reduction or the loss of 
eyes (Wilkens, 1971). Now we know that no loss or mutations in genes involved in 
the loss of eyes has occurred in the blind hypogean form of A. fasciatus mexicanus 
(Jeffery, 2005).

Developmental Plasticity and Possible Evolutionary 
Implications

Here I will briefly discuss the possible involvement in the evolutionary process of 
the intragenerational developmental plasticity alone. The transgenerational devel-
opmental plasticity virtually represents a special form of evolutionary change, and 
therefore it will be considered as a separate issue in the next chapter.

Discussing the role of developmental plasticity in evolution, West-Eberhard (2003, 
p. 147) has argued that new phenotypic traits, arising in response to the changed envi-
ronment or as a result of mutational events, may become evolutionarily relevant via 
processes of phenotypic and genetic accommodation. Phenotypic accommodation 
implies adjustments that are necessary for integrating the novel phenotypic trait to 
the general phenotype, in order “to reduce the amount of functional disruption occa-
sioned by a developmental novelty,” whereas genetic accommodation implies the 
presence of variation in alleles whose frequency will increase under new selection 
regime determined by the phenotypic novelty. Other authors also believe that novel 
phenotypic traits arise by environmental rather than genetic factors, and they become 
evolutionarily relevant via the process of genetic assimilation (Pigliucci and Murren, 
2003; Pigliucci et al., 2006). Both hypotheses hold that genetic variation is necessary 
for phenotypic/developmental plasticity to be evolutionarily relevant. The difference 
is that the first hypothesis implies that the genetic variation is present in natural pop-
ulations, and selection enables the evolutionary fixation of the phenotypic novelty, 
whereas the latter holds that phenotypic plasticity increases the chances of survival 
under changed conditions, and mutations that may occur thereafter (genetic assimila-
tion) enable the evolutionary fixation of the novelty.

Theoretically, it might be argued that metazoans are capable of producing with 
the same genes not only small evolutionary changes but even different Bauplan 
(recall amphibian metamorphosis: during its lifetime, i.e., with the same genes, a frog 
sculptures such radically different Bauplan as that of the class of fish (as a tadpole) 
and amphibians (as an adult organism)), and flies, during their lifetime, sequentially 
develop both worm and insect Bauplan. The fact that in many cases the plasticity is not 
adaptive, indicates that accumulation of gradual mutational changes under the action of 
natural selection is not necessary for the evolution of the developmental plasticity. One 
should always bear in mind that developmental plasticity involves no changes in genes 
or DNA and hence is essentially a nongenetic, epigenetic phenomenon.

Cases of developmental plasticity described so far, generally, show no signs of 
“functional disruption” that would require any mutations in genes (Pigliucci and 
Murren, 2003).
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But the fact that the developmental plasticity commonly is adaptive to the 
changed environment in response to which it arises suggests that it arises not sponta-
neously or randomly. The plastic response is somehow computed in the meaning that 
a relation is established between two unrelated elements, the environmental stimu-
lus and the appearance of developmental plasticity. The establishment of this rela-
tionship implies as a sine qua non use of new information. The origin and nature of 
that information is essential for understanding the origin and nature of the epigen-
etic plasticity, the mechanism by which animals translate environmental stimuli into 
information for the phenotypic change.

All of the discrete morphological changes to be presented in this chapter start 
with, and essentially involve, reception and processing in neural circuits of visual, 
olfactory, tactile, or interoceptive input, perception or some other sensing by animals 
of environmental stimuli, including their predators. Since perception, or sensing, in 
any case takes place in the CNS, it is logical to assume that the brain is the place 
where the causal chain leading from the stimulus to the changed morphology or life 
history starts (see Chapter 2, Neural Manipulation of Gene Expression).

Adaptive Intragenerational Developmental Plasticity

Camouflage (Adaptive Coloration, Cryptic Coloration, and Crypsis)

Camouflage is generally defined as morphological adaptation “intended” to make an 
individual less visible in its background. It serves mostly preys to hide from their 
predators, but predators, too, may extract some hunting profits by being less visible. 
The chain of events from the visual perception of the environmental background to 
generation of a body pattern resembling the background is often very complex but 
already known in some details.

Let us consider some paradigmatic examples of adaptive coloration in animals 
and use current knowledge for understanding its mechanism.

Under strong disturbance or provocation, the cuttlefish Sepia officinalis undergoes 
a series of colourchanges as conspicuous and complete as they are rapid. The first 
of the successive patterns is one in which two large black spots appear on the dorsal 
surface of the mantle. Then a rapid and complete paling of the rest of the animal 
follows, while the black spots themselves become still more saturated and intense …  
At the same time a black crescent forms beneath each eye, the pupil dilates and  
the edges of the fins become strongly outlined in black—the rest of the body remain
ing white.

Cott (1966)

The body pattern of a cephalopod, its gross appearance, is determined by skin 
chromatophores (from Greek χρωμα (hroma)—color and φορος (foros)—bear, 
carry). The change of color or patterning of the body in cephalopods occurs instan-
taneously and is accomplished by millions of chromatophores, multicellular organs 
consisting of a central pigment-containing cell attached to a set of 6–20 radially 
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arrayed chromatophore muscles. These muscles are innervated directly by the CNS, 
by motor neurons whose cell bodies in the European cuttlefish, Sepia officinalis, are 
located in the posterior subesophageal mass of the brain (Dubas et al., 1986; Gaston 
and Tublitz, 2006) (Figures 10.2 and 10.3).

Figure 10.2 Images of cuttlefish showing disruptive body patterning on black and white, 
green and white, and green and black checkerboards.
 Source: Selected from Mäthger et al. (2006).
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Figure 10.3 Diagrammatic representation of lobes in the cephalopod CNS that are thought to 
control chromatophore patterning. Only one side of the brain is represented, and the anterior 
chromatophore lobe is omitted for the sake of clarity. The main pathway is considered to be: 
optic lobes to lateral-basal lobes to chromatophore lobes to chromatophores.
Source: From Dubas et al. (1986).
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Neural signals from the brain determine patterns of muscle contraction and, con-
sequently, the dispersion of pigment granules within the chromatophore, so that in 
their totality the skin chromatophores produce a pattern that matches the background, 
achieves general resemblance to the substrate, or breaks up the body’s outline. Neural 
control of chromatophores enables a cephalopod to change its appearance almost 
instantaneously, which is a key feature in some escape behaviors and during agonistic  
signaling. This rapid body pattern polyphenism is adaptive because it may hinder 
search-image formation by predators.

By releasing neuropeptides of the FMRFamide-related peptides family and glu-
tamate in the chromatophore neuromuscular junction, these motor neurons regu-
late contraction of muscles and the color patterning according to the perception of 
the background that forms in the cuttlefish’s brain (Loi et al., 1996; Loi and Tublitz, 
2000). Thus, S. officinalis first draws the camouflaging image of its body in the brain. 
The whole pathway of body patterning is neurally determined (Messenger, 2001).

Chromatophore lobes in Octopus vulgaris contain over half a million neurons. 
The fact that those animals change their body pattern to match their background 
within a very short time of about a second in cuttlefish (Hanlon and Messenger, 
1988), and 2–8 s in fish, seems to exclude involvement of any inducer molecules 
(hormones or secreted proteins) as a possible regulator of body patterning:

A neural rather than humoral, mechanism must be involved.
Ramachandran et al. (1996)

Now we know that specific small molecule and peptide neurotransmitters released 
at the cephalopod neuromuscular junction induce chromatophore functions. The first 
neurotransmitter to be recognized to have a role in the functioning of chromatophores 
has been the glutamate. Recently, it has been shown that endogenous neuropeptides of 
the FMRFamide family are involved in the body patterning of S. officinalis (Hanlon 
and Messenger, 1988; Loi et al., 1996).

And since this form of camouflage results from disruptive coloration, i.e., from 
a combination of a varied number of chromatic units, it has been proposed that a 
physiological unit in the brain must be responsible for each chromatic-morphological  
unit in the skin (Packard, 1982). The size, contrast, and number of white squares 
in a black background are cues the cuttlefish (order Sepiidae) use to switch from 
uniformly stippled skin patterns (general resemblance) to disruptive skin patterns 
(Chuan-Chin and Hanlon, 2001).

The pathway of patterning signals from the brain physiological units to the skin 
chromatophores in cuttlefish, within the broader schema of information flow along 
the body patterning circuitry, has been schematized as follows:

visual input → eyes → brain optical lobes → brain lateral basal lobes → brain 
chromatophore lobes → skin.

ChuanChin and Hanlon (2001)

Intraspecific signaling and communication is another function of chromatophores 
that is well documented in several inshore species, and interspecific signaling, using 
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ancient, highly conserved patterns, is also widespread. Neurally controlled chro-
matophores lend themselves supremely well to communication, allowing rapid, 
finely graded, and bilateral signaling.

Many crustaceans can also rapidly modify their color so that it matches the 
background. Blood-borne factors involved in their phenotypic adaptive coloration 
belong to two main groups. There is a group of neuropeptides from the X organ–
sinus gland complex, which acts directly on chromatophores, causing either disper-
sion or concentration of the pigment granules. The second group consists partly of 
neurotransmitters acting within the nervous system by triggering the release of chro-
matophorotropic neuropeptides. The rest of them, primarily amines, are released in 
hemolymph from pericardial organs (Gorbman and Davey, 1991). Two main neuro-
hormones involved in adaptive coloration of crustaceans are light-adapting distal reti-
nal pigment hormone, with light-adapting function, and its antagonist neurohormone, 
red pigment-concentrating hormone (RPCH), with the latter being responsible for 
adaptive coloration of all pigment cells (melanophores, erythrophores, leukophores, 
and xanthophores) (Josefsson, 1983).

It is demonstrated that electrical stimulation of eyestalks in Crustacea results in 
the release of peptides with activity on specific types of chromatophores (Gorbman 
and Davey, 1991, p. 738). The neuropeptide, RPCH, also controls the color changes 
in shrimps (Strand, 1999) and modulates the swimmeret activity rhythms in the cray-
fish. Neurohormones regulate color changes and movement of pigments during light-
and-dark adaptation of eyes in other arthropods (Pearse et al., 1987).

The CNS also determines skin color changes in many fish and amphibians. Fish 
scales and amphibian skin also contain specialized pigment cells, melanophores. 
The neurohormonal stimulation of these cells, under conditions of stress/alertness, 
stimulates melanophores to transport (along microtubules) membrane-enclosed pig-
ment granules toward the periphery (producing darkened cell color) or center (pro-
ducing pale cell color) (Ramachandran et al., 1996). In response to artificial changes 
in the background, fish (Ramachandran et al., 1996), like cuttlefish (Chuan-Chin and 
Hanlon, 2001), repattern their body to match the background if the backgrounds dis-
play “appreciable differences” (Marshall and Messenger, 1996). This clearly implies 
visual input and perception of the background, and since that perception takes place 
in the brain, the color change and repatterning of the skin are clearly under control of 
the CNS:

The fish must have independent visual control of each set (or subset) of markings, 
a possibility that requires verification. There may be “feature detectors” in the fish 
visual centres that are specialized for detecting different spatial frequencies of tex
tures in the environment and these might exert direct control over the corresponding 
set of marks on the skin surface. Indeed, there might be a map of effector neurons in 
(say) the tectum, so that focal electrical stimulation might produce selective contrast 
enhancement of specific spatial frequency components on the skin.

Ramachandran et al. (1996)

The paradise whiptail, Pentapodus paradiseus, is a fish inhabiting the coastal 
waters off Queensland, Australia. The fish has colored stripes on its body and can 
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change its color from blue to red within less than 1 s (Mäthger et al., 2003). The 
coloration of this and many other fish is determined by iridophores (light-reflecting 
cells) in the skin. They contain thin guanine plates, which are multilayer reflectors 
with refractive index higher than spaces separating them. Plates are connected with 
each other by microtubules. Any change in the distance between plates contained 
within the reflective cells will produce a change in the reflected color. Changes in 
the structure or length of microtubules change the distance between guanine plates, 
and this leads to changes in the color reflected by iridophores. It has been found that 
the sympathetic nervous system regulates the distance between plates and the body 
color by regulating the length (polymerization/depolymerization) of microtubules. 
Under stress conditions, the release of noradrenaline shifts the reflection toward red 
(longer wavelength), whereas in response to topical application of the neurotrans-
mitter acetylcholine, spectral reflections shift toward shorter wavelengths (Oshima 
and Fujii, 1987; Mäthger et al., 2004). Fluctuations in intracellular Ca2 also change 
the structure of microtubules (Mäthger et al., 2003) and, consequently, the distance 
between plates and the color reflected by iridophores. In experiments, it has been 
found that the neurotransmitter acetylcholine increases the Ca2 level (Mäthger 
et al., 2004). Studies on the color change (from blue to green) in the blue damselfish, 
Chyrsiptera cyanea, and in the neon tetra (Nagaishi and Oshima, 1989) have led the 
investigators to the conclusion that

the motile iridophores are solely under the control of the sympathetic adrenergic 
system, and that the cotransmitter, adenosine, may function to antagonize quickly 
the true transmitterinduced colored state of the cells.

Kasukawa et al. (1986)

Monocirrhus polyacanthus is a little Nandid fish in the Lower Amazon Valley. 
It resembles a dead leaf. Populations of this fish, known as Peche de folha by the 
Brazilian natives, consist of individuals of three main color groups (light gray, 
golden with only a few mottlings of dark brown and brown). All of them are capa-
ble of changing within 1 h their color to darker or lighter tint according to the tones  
of the background (Cott, 1966). At his time, O. v. Frisch marveled: “How the fish 
brain can command the pigment cells so skillfully challenges comprehension” 
(Frisch, 1973).

When on a white background, the teleost fish medaka, Oryzias latipes, gradually 
acquires a lighter body color. This is the result of two processes: initially, reduction 
of the size of skin melanophores and later the programmed cell death, apoptosis of 
dark pigment cells, melanophores (Sugimoto, 2002). The opposite is observed when 
medaka fish are kept on a dark background: size reduction and apoptosis of leuko-
phores—white pigment cells. Experimental chemical denervation suppresses apop-
tosis of melanophores, suggesting that the process of melanophore apoptosis is also 
regulated by skin sympathetic innervation (Sugimoto et al., 2000).

Some teleost fish also change their body color/patterning as a way of commu-
nication in their social interactions. In Arctic char, Salvelinus alpinus, subordinate 
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individuals, in the presence of dominant individuals, experience constant stress and 
activation of the hypothalamus–pituitary–interrenal axis via serotonergic neurons. 
This is associated with a submissive behavior and darkening of the skin as a result 
of increased secretion of the pituitary α-melanophore-stimulating hormone (α-MSH) 
and adrenocorticotropic hormone. By contrast, release of neurotransmitters catechol-
amine, dopamine, and norepinephrine suppresses secretion of the above pituitary 
hormones and induces aggressive behavior and lighter body color. The darkening 
of the skin in subordinate Arctic char fish has been interpreted as being intended to 
reduce unnecessary fights and energy loss “in an established dominance hierarchy” 
(Höglund et al., 2002).

The clawed toad, Xenopus laevis, also modifies its body color so that it matches 
various environmental backgrounds. The hormone determining this adaptation is 
α-MSH, synthesized and secreted by the pituitary under central neural control. 
Various neurotransmitters are involved in the release of this hormone by the pituitary. 
Using axonal tract tracing, Tuinhof et al. (1994a,b) have identified details of the neu-
ral circuit (from retina to the hypothalamus), whose signals to the pituitary stimulate 
the release of the hormone and make the adaptive coloration possible (Tuinhof et al., 
1994a,b). Neurons of the suprachiasmatic nucleus project to the pituitary α-MSH-
producing cells, where they release neurotransmitters regulating α-MSH synthesis 
(Tuinhof et al., 1994a,b). Another serotonin center in raphe nucleus innervating the 
pituitary is also involved in the regulation of the secretion of the hormone (Ubink 
et al., 1999) (see also Section Generation of Information for Adaptive Camouflage in 
Xenopus in Chapter 2).

Larvae of salamanders of the family Ambystomatidae, when kept in total dark-
ness, blanch after about 1 h. When illuminated, they darken in a dark background and 
brighten when the background is white. Predictably, removal of eyes prevents these 
camouflage responses in salamanders.

Mimicry is a special form of camouflage whereby a species (the mimic) develops 
morphologies and behaviors resembling those of other species (the model). The 
adaptation of the mimic to the model may be profitable to the mimic in the case 
of Batesian mimicry, or may be profitable for both mimicry partners in cases of 
Müllerian mimicry. A hypothesis presented by Darwin (1874) posits that Batesian 
mimics began to evolve at a remote past, when the model and mimic were much 
more similar. Even if right, the hypothesis would only account for a limited number 
of known cases of mimicry (Turner, 1977).

Juveniles of the predator coral fish, fang blenny (Plagiotremus rhinorhynchos), 
develop a striking resemblance to their prey, cleaner wrasse (Labroides dimidia
tus) but only when about 1 m from the prey; when removed from the prey/model, 
they lose the mimetic coloration and restore the normal color (Moland and Jones, 
2004).

Environmental stress (e.g., heat shock or cold shock) can modify the wing pat-
terns in butterflies in such a way that they resemble certain wing pattern mutants, 
implying that morphological changes attributed to mutations are not always or neces-
sarily related to genes, as it has been for a long time taken for granted.
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There are many known cases of coloration and mimicry that do not offer any 
advantage to the carriers, what casts doubt on the role of the natural selection in the 
evolution of the mimicry. As Morgan would put it more than a century ago:

There is no need to question that in some cases animals may be protected by their 
resemblance to other animals, but it does not follow, despite the vigorous assertions 
of some modern Darwinians, that this imitation has been the result of selection.

Morgan (1903)

With neural mechanisms proven to regulate camouflage (cryptic coloration), there is 
no visible reason for excluding the possibility of the involvement of the CNS in the evo-
lution of mimicries. Any case of camouflage and mimicry implies, as a sine qua non, 
perception of the body color and neural representation of the model in the brain of the 
camouflant and mimic. While the neural processing of visual stimuli leading to the cas-
cade of events that change the color and pattern to produce cryptic coloration is experi-
mentally determined in numerous cases, we are still ignorant about the mechanisms 
used by the mimics for transmitting the mimicry to their offspring. It could be argued 
that the insect, the fish, and the clawed frog are aware of the fact that the mimicry and 
adaptive coloration contributes to their survival no more than an amoeba knows that its 
debris-engulfing routine is necessary for its survival. This argument is hardly relevant, 
since the control of the CNS on adaptive changes of color in both fish and Xenopus 
takes place on an unconscious level, and for the color adaptation to take place it is not 
necessary for these animals to “know” what they are doing. The unconscious instinctive 
“knowledge” is all they need to adapt their color or pattern to the background.

The conscious–unconscious dualism is an anthropocentric view rather than an 
evolutionary principle. No matter at what level of the CNS activity cryptic coloration 
might be controlled and regulated, it is an adaptive, nonrandom phenomenon, based 
on the innate instinct that contributes to animal’s survival.

Commenting on the insect mimicry, more than a century ago, Alfred Tylor wrote:

Here, in this common British butterfly, we have the whole problem set before us—
vivid colour, the result of intense and long continued effort; grand display, the object 
of that colour; dusky, indefinite colour, for concealement; and the “instinctive” pose, 
to make that protective colour profitable. The insect knows all this in some way.

Tylor (1886)

Summarizing the evidence on the mechanisms of adaptive coloration presented 
in this section, it is noteworthy that no changes in genes are involved and that no 
hypothetic mechanism has ever been presented to show how changes in genes may 
induce adaptive coloration. The vast majority of the known cases of adaptive color-
ation could reasonably be explained based on the experimental evidence on the neu-
ral mechanisms of coloration determined for a number of species.

Polyphenisms in Invertebrates

Populations of a marine bryozoan, Membranipora membranacea, are polymorphic 
for inducible spine type and consist of a constitutively spined type (6.2%), which 
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produces spines in the absence of the predator stimulus, an unspined type (13.4%), 
and an inducible type (80%), which produces spine when it detects the presence of 
its predator in the environment (Harvell, 1998). This is a complex case that comprises 
both polyphenism and predator-induced plasticity (in the case of the inducible type) 
triggered by the perception of the predator or its kairomones in the bryozoan’s brain.

Butterflies of the families Nymphalidae, Pieridae, and Papilionidae produce 
pupae that display different body colors, depending on the color of the pupation site.

The peacock butterfly Inachis io (Nymphalidae), the white butterfly, Pieris bras
sicae (Pieridae), and Papilio polyxenes (Papilionidae), as pupae, display one of two 
alternative cryptic colors, green-yellow or brown-black, depending on the prevailing 
color at the pupation site. In order for the pupae to be able to adopt the body color 
that better matches the color of its surroundings, they first must perceive the prevail-
ing color of the pupation site. This perception takes place in the insect’s brain. In 
the insect’s brain is also synthesized the first signal of the signal cascade leading to 
production of the cryptic body color (green or brown). That signal is a neuropeptide, 
pupal melanization-reducing factor (PMRF), which is released from the brain into 
the hemolymph. PMRF is located throughout the entire CNS, but its release during 
the prepupal stage is controlled by neural stimulation from the brain. Experimental 
inhibition of PMRF release by applying ligatures results in pupae with brown color 
anterior to the ligature and green color posterior (Jones et al., 2007) (Figure 10.4).

Figure 10.4 Papilio glaucus pupa that was ligatured as a prepupa 
2 h after proleg retraction. Larval skin was removed 2 days after 
pupation to expose pupal cuticle.
Source: Photo by Robert Stark from Jones et al. (2007).
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When pupation of butterflies of the species I. io and P. brassicae takes place in a 
light-green background, the pupa synthesizes PMRF, which starts a signal cascade 
that leads to accumulation of lutein into cuticle and appearance of the green-yellow 
body color. When pupation takes place on a dark site, PMRF is not produced, lutein 
is not incorporated into the cuticle, and the pupa appears black. Butterflies of the 
Papilionidae family, although using the same neurohormone for determining their 
cryptic body color, seem to rely on a different mechanism:

If the plasticity in pupal color in I. io and P. polyxenes is controlled by PMRF, then 
the neural control of the hormone’s release would have to be different in the two 
species. In I. io (and P. brassicae) the hormone is released when pupation is on or 
in green vegetation, while in P. polyxenes it is released when pupation is on a brown 
surface.

Starnecker and Hazel (1999)

Experiments on Graphium sarpedon nipponum have shown that this butter-
fly determines its protective body color during the pupal stage, according to the 
color of the pupation site: green on white background and reddish brown on black 
background.

Pupae of Papilio xuthus, however, do not use the background color but the smooth-
ness of the surface of leaves and twigs, on which they molt, as cues for determining 
their body color. This indirect cue also leads to adaptive coloration. On leaves and 
new twigs, which are smooth and green, they become green, while on dead branches, 
which have rough surfaces and brownish color, they become grayish brown. For 
explaining the mechanism of the body colors in these cases, Hiraga (2005) has pre-
sented the “tactile signals accumulation model,” according to which body coloration 
is related to accumulation of tactile signals and perception in the pupal brain of the 
smoothness/roughness of the surface of the pupation site (Figure 10.5).

Many butterflies show a marked pupal color plasticity, which depends on the 
color of the pupariation background. We know that the pigmentation of the pupae 
is neurally determined. The visual stimuli of the background color are received and 
transmitted to the brain for processing in neural circuits resulting in the synthesis and 
release of a neurohormone called PMRF by secretory neurons in the CNS and vari-
ous nervous ganglia (Bückman and Maisch, 1987).

When pupariated on a light-colored background, neurons in the brain of the pupae 
of the peacock butterfly I. io of the nymphalid family, and the large white butterfly 
P. brassicae of the pierid family, secrete PMRF, the “browning hormone.” The neu-
rohormone leads to incorporation in the cuticle of the lutein, which turns their body 
color yellow. When pupariated on dark background, they do not produce/secrete 
PMRF, leading to appearance of a green body color. Injection of extracts of ganglion 
chains in prepupae produces effects of the pupation site of the donor of the ganglia. 
A model of the neural control of pupal color in swallowtail butterflies is presented in 
Figure 10.6.

In contrast, when pupariated on the same light-colored background, butterflies of 
the Papilionidae family, such as Pa. xuthus and Pa. polyxenes, release no PMRF and 
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Figure 10.5 Upper panel: adult butterflies of Graphium sarpedon (left) and Papilio xuthus 
(right). Middle panel: four pupal color types of G. sarpedon. A, bright yellowish green; 
B, pale green; C, grayish green; D, reddish brown. Lower panel: pupal color types of  
Pa. xuthus. E, green; F, dark brown.
Source: From Hiraga (2005).
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develop a yellow body color; on dark background, they release PMRF and display a 
green body color. Thus, secretion of the same neuropeptide, PMRF, determines two 
contrasting body colorations, yellow coloration in Nymphalidae and Pieridae butter-
flies, and green coloration in papilionides (Starnecker and Hazel, 1999).

How did the divergence in the body color evolve?
It has been hypothesized that both nymphalides and pierides inherited this plas-

ticity from their common ancestor. But since both these families are more remotely 
related to papilionides, it is more likely that the contrasting polyphenisms evolved 
after these families diverged from the common ancestral group. Essential to remem-
ber in this context is the fact that initial information for color plasticity is generated 
by the processing of the visual signals on the pupariation background, which leads to 
two contrasting results: secretion of PMRF in one species and suppression of PMRF 
secretion in the other. This suggests that

the neural control of the hormone’s release would have to be different in the two 
species.

Starnecker and Hazel (1999)

Stemmata

Brain

� �

�

Ventral ganglia

PMRF not released PMRF released

Green pupa Brown pupa

Green photoreceptors Blue photoreceptors

Figure 10.6 Model for the proximate control of pupal color in swallowtail butterflies (family 
Papilionidae). Plus and minus signs indicate stimulatory and inhibitory effects, respectively. 
Note that when pupation is in green vegetation, the green photoreceptors will be stimulated, 
ultimately resulting in the production of a green pupa by inhibiting pupal melanization-
reducing factor (PMRF) release.
Source: From Mellencamp et al. (2007).
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In some cases, social and olfactory stimuli also stimulate adaptive responses in 
the form of changes in phenotype and life history. So, for example, exposure of 
female cockroaches of the species Nauphoeta cinerea to conspecific males, or even 
to male pheromones alone, affects their time of reproduction, increases the number 
of offspring they produce, and increases the biases of producing parthenogenetic off-
spring in this facultative parthenogenetic species (Moore and Moore, 2003).

A proportion of eggs of Drosophila mercatorum develop parthenogenetically into 
adult flies. The proportion of unfertilized eggs, which develop parthenogenetically 
into adult flies, increases with the decrease of the population density (Kramer and 
Templeton, 2001), suggesting that social or olfactory factors play a role of in deter-
mining the parthenogenetic development.

In North American field crickets, Gryllus firmus and Gryllus rubens, formation of 
wings is determined by lack of JH, as may be concluded from the fact that in non-
polyphenic winged female crickets, Gryllus assimilis, formation of wings is prevented 
by stimulating JH secretion (Zera et al., 1998), which is under strict control of brain 
neurohormones (allatotropins and allatostatins). Flightless female offspring with 
enlarged ovaries have been produced in the nonpolyphenic cricket, G. assimilis, by 
simply applying a JH analog on adult females. Experimental increase of the level of 
JH in flight-capable crickets not only increases the ovarian size, similarly to flightless 
morphs, but also leads to the loss of flight muscles by histolysis (Zera and Cisper, 
2001).

Populations of the common pond skater (a long-legged insect gliding over water), 
Gerris lacustris (L.) (Heteroptera: Gerridae), in Bavaria, Germany, show remarkable 
environmentally induced discrete phenotypic differences in life history and morphol-
ogy. Populations living in the field ponds are bivoltine (i.e., produce two generations 
annually) with predominantly long-winged individuals, while forest pond popula-
tions are univoltine with an increased proportion of short-winged flies (Pfennig and 
Poethke, 2006).

Seasonal Polyphenism in Insects

Each year, the African butterfly Bicyclus anynana produces two different seasonal 
morphs: a wet-season generation of individuals with large marginal eyespots of sev-
eral colors and a transverse band on the ventral side of the wings, and individuals 
with small eyespots of fewer colors and no band on their wings in the dry season 
(Figure 10.7).

Both patterns are adaptive under respective conditions in environment: the pat-
terning of the dry-season morph is cryptic, resembling the brown leaves on the for-
est floor, whereas the conspicuous patterning of the mobile wet-season morph might 
serve as a warning to predatory birds and lizards.

It is observed that earlier secretion and higher levels of ecdysteroids in the young 
pupae are responsible for the wet-season morph with large eyespots and transverse 
bands on their wings (Brakefield et al., 1996; Koch et al., 1996) and ecdysteroid treat-
ment, depending on temperature, may enlarge eyespots by locally regulating the syn-
thesis of pigments. Recall that production of ecdysteroids is under the control of the 
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insect CNS: it is stimulated by the prothoracicotropic hormone (PTTH), a brain neu-
rohormone, and inhibited, at least in some insects, by another hormone and by direct 
neural control (Chapman, 1998).

The tropical butterfly, B. anynana, also responds to the predictable seasonal 
changes in temperature by adaptively changing the egg size, and this change is pre-
dominantly nongenetically, maternally, determined (Steigenga et al., 2005). In order 
to perform the eyespot-inducing function, ecdysteroids must bind their nuclear 
receptor, ecdysteroid receptor (EcR), which forms a heterodimer with ultraspiracle 
protein. The final color of the scale cells in B. anynana wings coincides with expres-
sion of nuclear EcRs, and the patterns of EcR expression in the wet-season and dry-
season butterflies are different (Koch et al., 2002, 2003).

The complex patterning of the wing eyespots results from a complex spatial pat-
tern of the activity of the hormone, but ecdysteroid hormones are released in the 
hemolymph and are uniformly distributed all over the butterfly wing and body. 
Hence, it is plausible that the patterning and the color of the wings may be deter-
mined by the patterns of expression of the EcR in the butterfly wings.

The close correlation between expression of EcRs and colored scale cells in  
B. anynana wings raises the critical question: What determines the expression 
patterns of EcRs, and ensuing patterning and colors, in B. anynana’s wings?

Figure 10.7 Bicyclus anynana wet- (left) and dry-season-like (right) phenotypes obtained 
by rearing larvae at different temperatures. Note that the larger eyespot on the forewing 
is typically hidden behind the hindwing in resting butterflies (the posture relevant for the 
antipredatory strategies described). Also, note that wing size (typically larger in dry-season 
phenotypes) was adjusted to emphasize comparison of color patterns.
Source: From Beldade et al. (2011).
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It is known that ecdysteroids themselves upregulate EcR expression, but given the 
fact that they circulate with hemolymph, they cannot determine the spatial pattern 
of expression of EcR in the eyespot foci. One specific inducer of EcR expression in 
insects is local innervation, as it has been demonstrated in experiments with other 
insects where denervation prevents upregulation of EcRs by ecdysteroids. This is 
also corroborated by the fact that denervation (axotomy of the motoneuron) of the 
dorsal external oblique-1 muscle in Manduca sexta almost totally prevents expres-
sion of the EcR-B1 (Figure 10.8) and the growth of the muscle. The inducer of EcR-
B1expression released from the motoneuron is probably a diffusible factor because 
the effects on the EcR-B1 expression are observed beyond the contact of the muscle 
with the arbor (Hegstrom et al., 1998).

Based on their experiments, investigators concluded:

Innervation regulates the choice of EcR isoforms expressed in growing muscle.
Hegstrom et al. (1998)

The main external cue activating the neurohormonal mechanism for seasonal 
diphenism in B. anynana is the temperature during larval–pupal stages (temperatures 
24°C induce wet-season eyespot morph, and temperatures under 20°C, dry-season, 
eyespotless morph).

By manipulating temperatures and selecting (for absence of eyespots under low 
temperature) for up to 20 generations, investigators succeeded in obtaining mono-
phenic forms of B. anynana, which produce only one of the phenotypes (with or 
without eyespots) even when reared under alternative environmental temperature. 
This is an experimentally induced evolutionary change involving no change in genes.

Seasonal polyphenism is also observed in many other insects. For example, the 
black swallowtail butterfly, P. polyxenes produces larvae of darker color in fall, and 
larvae of lighter color in summer. The polyphenism seems to be adaptive, since 
darker larvae, which are produced when the photoperiod is shorter and the environ-
mental temperature lower, have a higher growth rate (Hazel, 2002).
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Figure 10.8 Effect of unilateral axotomy on the 
number of myonuclei expressing EcR-B1 within 
a 10,000 mm2 of the central portion of the intact 
and denervated fiber. Axotomy was performed 
on diapausing pupae; 72 h later, the pupae were 
injected with 20E to initiate adult development.
Source: From Hegstrom et al. (1998).



Epigenetic Principles of Evolution346

In response to experimental winter-approaching cues and predator cues, the dam-
selfly, Lestes sponsa, shifts to the so-called cohort splitting, which is diapausing and 
overwintering by minimizing the developmental rate (Johansson et al., 2001) until 
spring. Remember, cues such as photoperiod and temperature are analyzed in the 
CNS, and the CNS is the site where the external stimuli are related to the changes in 
color of the larvae.

The European map butterfly, Araschnia levana L., exhibits strong seasonal poly-
phenism. It has two seasonal forms: the short-day spring generation developing from 
diapausing pupae into red butterflies with black spots, and the long-day summer gen-
eration of black color with a vertical white stripe that develops from nondiapaus-
ing pupae but also develops larger body and wings and shows greater mobility. The 
seasonal diphenism of A. levana L. is also regulated by timing of ecdysteroid secre-
tion (Koch, 1987), which is under neural photoperiodic control (Fric et al., 2004). 
Switching from one morph to the other is determined by the length of the photope-
riod (Short photoperiods induce formation of the spring morph, and long photoperi-
ods, the summer morph.) (Koch and Bückmann, 1987).

Larvae of a bivoltine race of the silkmoth, Bombyx mori, can change from the 
summer morph into the autumn morph, and the reverse, under action of other neu-
rohormones, such as the brain–subesophageal ganglion (Br–SG) complexes and 
various neuropeptides, such as summer morph-producing hormone (SMPH) and dia-
pause hormone (DH).

Neo-Darwinian Explanation of the Seasonal Polyphenisms in Insects

The neo-Darwinian explanation of the seasonal polyphenism of B. anynana pre-
sented here is based on the interpretation of the phenomenon in the case of some 
Drosophila spp. of California by Theodosius Dobzhansky, one of the founders of the 
neo-Darwinian evolutionary synthesis. These Drosophila species in spring produce 
generations adapted to warm weather, whereas the autumn offspring is adapted to 
cold weather (Dobzhansky, 1971):

The readaptation to warmth need not be any more difficult than the adaptation to 
cold was; both will depend on the availability of genetic raw materials on which 
natural selection can act. But the readaptation may occur in two ways.

Dobzhansky (1971, p. 170)

Dobzhansky tried to explain the phenomenon with the presence of genetic variabil-
ity, i.e., the presence of the necessary adaptive genes in the population’s gene pool:

If old genes, adaptive to warmth were not completely eliminated from the population 
during the cold phase, they may now be selected and the gene pool may revert to 
its old state … a microevolutionary change occurs every year and is undone as the 
season changes.

Dobzhansky (1971, p. 170)

Decades after this hypothesis was presented, there is no hint on the existence 
of “genes adaptive to warmth” in these species. But the strange statement that  
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“a microevolutionary change occurs every year and is undone as the season changes” 
may be responsible for adaptation of a myriad of Drosophila individuals contradicts 
population genetic knowledge.

A strictly determined “microevolutionary change” that would affect whole popu-
lations is an impossible event, hence absurd, from the neo-Darwinian view itself. My 
imagination is too weak to envisage how any “microevolutionary change” could be 
related to the seasonal polyphenism of B. anynana, but for the sake of argument, 
let us take it for granted that such an event is possible. This, however, would cost 
the population an exceptionally high death rate every 6 months. It does not occur, 
because, if it did, this high death rate would not escape observation.

Epigenetic Explanation of Seasonal Polyphenisms in Insects

In all examples of seasonal polyphenism presented here, a neural component is 
involved in determining the color and patterning of insect wings. Environmental 
stimuli related to the appearance of seasonal polyphenism are perceived in the CNS 
of the insect. For example, the changes in wing patterning between the two seasonal 
morphs of B. anynana are systematic and affect all of the individuals in populations, 
a fact that excludes any involvement of gene mutations in expression of the seasonal 
polyphenism. The basic difference (presence or absence of eyespots in the wings) in 
the East African butterfly is determined, on the one hand, by the timing of expres-
sion of the ecdysteroid hormone, which is secreted under strict neural control, via 
the brain hormone PTTH, and, on the other, by the expression of the EcR exclusively 
in the wing eyespots, which is regulated by local innervation, at least in the case of 
expression of this receptor in insect muscles (Hegstrom et al., 1998).

Wing Polyphenism in Insects

The flesh fly Sarcophaga argyrostoma, like most flesh flies, is ovoviviparous. 
In autumn, under short-day conditions, it gives birth to offspring that diapause as 
pupae, whereas during summer, it produces long-day nondiapausing and direct-
developing generations. Using techniques of artificial uterus, investigators found that 
this photoperiod-related developmental plasticity, although determined during the 
intrauterine period, is not induced maternally but is determined by the embryonic 
CNS after it becomes operative during intrauterine life. Investigators conclude that 
photosensitive period in embryos

may begin when the embryonic central nervous system is sufficiently developed and 
continues through larval development and the period of postfeeding “wandering” 
to come to an end before or at puparium formation.

Kenny et al. (1992)

Clearly, no specific changes in genes, DNA, or selection are involved in the evo-
lution of the dramatic change of this life history character.

In the aphid Megoura viciae Buckton (Homoptera, Aphididae), the photoperiod 
and temperature determine whether the female will reproduce sexually or parthe-
nogenetically. In response to long (16 h) days and temperatures higher than 15°C, 
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the aphid loses its wings and switches from the normal ovipara production of the 
adult gynopara to production of vivipara. Both temperature and day length are per-
ceived in the CNS. Hence, it is logical to infer that external stimuli (temperature 
and density) received by sensory organs and processed in the brain enable the latter 
to respond appropriately by secreting neurohormones that induce (allatotropins) or 
inhibit (allatostatins) secretion of JH in corpora allata, leading to or inhibiting forma-
tion of wings, respectively.

Exposure to long days and 25°C temperature, as well as local application of JH, 
induces apterization in Aphis fabae larvae. The wingless insects switch from ovipara 
to vivipara production (Hardie, 1981). Apterized insects can be distinguished from 
juvenilized insects in the fifth instar. Topical application of JH induces both apteriza-
tion and juvenilization (attainment of sexual maturity at larval stage) of presump-
tive gynoparae at different times during larval development; JH treatment during the 
early instars promotes apterization but induces little juvenilization, whereas maxi-
mum juvenilization, without apterization, is produced by middle-instar treatment. 
Thus, the apterizing effects of JH do not depend on its neotenic action. The response 
profile of JH-induced apterization is similar to that observed with long days and 
25°C temperature. It is suggested that such environmental stimuli increase endog-
enous JH levels in A. fabae. Both long-day and JH-apterized insects switch from the 
normal ovipara production to vivipara production.

Not only is the function of corpora allata and JH secretion by these glands under 
the control of the CNS, but it is experimentally determined that the photoperiodic 
mechanism of alternation of sexual and asexual generations in the aphid M. viciae 
Buckton is neurally determined, and its effector is a neurosecretion of the insect 
protocerebrum (Steel and Lees, 1977). Thus, the seasonal switch to two alternative 
reproductive modes in this insect is epigenetically regulated by neural mechanisms 
involving no changes in genes or genetic mechanisms in general (Figure 10.9).

Experimental Polyphenisms in Insects

Daphnia magna females produce only female offspring, but their oocytes, when exposed 
to aqueous solutions of the crustacean hormone methyl farnesoate (a terepenoid syn-
thesized, under neural control, by the mandibular organ), during the late ovarian devel-
opment, develop exclusively into males (Olmstead and LeBlanc, 2002, 2003). The 
reprogramming of the oocytes to produce males by the same genotype that produces 
females shows that sex in Daphnia is determined nongenetically, epigenetically.

Cases of male polyphenisms (production of winged and wingless males) reported 
in some ant species of the genus Cardiocondyla, such as Cardiocondyla obscurior, 
are very interesting, not only because they are observed among individuals of the 
same sex (males) of the same species, but also because of the different nature of the 
external stimuli that induce their appearance. Experimental data show that this poly-
phenism is related to environmental stress rather than any genetic polymorphism 
(Cremer and Heinze, 2003; Schrempf and Heinze, 2006). The main inducing factor 
of the caste polyphenism in these ants is a sudden drop of at least 5°C in tempera-
ture, but other stressors, such as reduction of the colony size by experimental split-
ting of the colony and food shortage, also lead to increased production of winged 
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diphenism is not genetic and not transmitted via the egg cell, but determined dur-
ing the larval development in an adaptive response to the environmental conditions 
(Cremer and Heinze, 2003; De Menten et al., 2005). Experimental evidence led them 
to the conclusion that it is not the male larva itself that determines expression of 
the winged phenotype, but a change in the workers’ social behavior toward larvae, 
the antennation (touching the larvae with antennae) that “instructs” these larvae to 
develop into winged male morphs (Schrempf and Heinze, 2006). Obviously, the tac-
tile information that is provided to larvae is transmitted to the sensory organs, and 
processed in the brain, before larvae determine the developmental pathway they have 
to switch to for developing into winged or wingless males.

Recent studies on the migratory locust, Locusta migratoria, and the silkworm, 
B. mori, have shed additional light on the mechanisms controlling polyphenisms 
in insects. A larval brain neuropeptide, [His7]-corazonin (as well as another neuro-
peptide, [Arg 7]-corazonin, isolated from the larval brain of the silkworm), seems 
to be responsible for body-color polymorphisms of the migratory locust. Injection 
of this brain peptide alone in the young adults of the grasshopper Oedipoda miniata 
(Brakefield et al., 1996) and alone or in combination with JH in migratory locust 
instars (Tanaka, 1995, 2000a,b; Yerushalmi and Pener, 2002) produces a variety of 
body-color patterns, depending on the time and the dose of injection.

Experimental stimulation of JH secretion, which is induced by brain allatotro-
pins, prevents formation of wings in normally nonpolyphenic winged female crickets 
(Zera et al., 1998).

A proportion of eggs of the nonparthenogenetic species D. mercatorum can par-
thenogenetically develop into adult flies. The fact that proportion of unfertilized eggs 
that are able to develop into adult flies increases with the decrease of the population 
density (Kramer and Templeton, 2001) suggests a role of social factors in determin-
ing the parthenogenetic development. Spontaneous transition of whole populations 
of D. mercatorum to parthenogenetic reproduction has been observed in laboratory 
(Takenaka-Dacanay and Carson, 1991). Remember, social stimuli are perceived and 
processed in the CNS.

A bivoltine race (Daizo) of the silkmoth, B. mori, produces two seasonal moths, 
autumn and summer morphs, in response to long- and short-day photoperiods, 
respectively. Transplantation or injection of the extracts of the Br–SG complexes as 
well as injection of the neurohormone DH from long-day pupae (which normally 
would develop into autumn morphs) into short-day pupae transforms the latter into 
autumn morphs. Decerebration of early pupae, like transplantation of Br–SG com-
plexes, also makes short-day males shifting toward developing into autumn morphs. 
Another neurohormone, SMPH, induces transformation of long-day larvae into sum-
mer morphs (Yamanaka et al., 2000).

Polyphenisms in Vertebrates

Cichlid fish are widely known for their exceptionally rapid morphological evolution 
and speciation in East African lakes, but in the Western hemisphere they exhibit sur-
prising polyphenisms.
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Mexican cichlid fish are developmentally extravagant, displaying several pheno-
types of teeth and digestive apparatuses in individuals of the same brood, even when 
raised on soft food in the laboratory (Sage and Selander, 1975). This enables the off-
spring to take advantage of a variety of edibles: snails, algae, fish, and arthropods. 
Thus, the parents increase chances that some individuals of their offspring will sur-
vive even under unpredictable hostile environmental conditions.

While any imaginable neo-Darwinian explanation fails to account for the phe-
nomenon, an alternative epigenetic explanation would be that generation of different 
morphs in a single brood can be induced by differential distribution of maternal fac-
tors in each individual of the brood, similar to the epigenetic process that is experi-
mentally demonstrated to occur in other cases to be described later (e.g., Urosaurus 
ornatus).

Rearing tadpole larvae of the salamander Hynobius retardatus together with het-
erospecific larvae of the frog Rana pirica increases proportion of the broad-headed, 
cannibal morph, in comparison with the normal salamander morph (Michimae and 
Wakahara, 2002). Larvae of this salamander develop broad carnivorous head, not only 
in response to visual stimuli but also in response to experimentally induced mechani-
cal vibrations resembling those of flapping tails of tadpoles, in the water, which helps 
tadpoles to capture and handle the prey (Michimae et al., 2005). Remember, vibra-
tional stimuli are neurally perceived and processed in the CNS before the develop-
mental pathway for developing carnivorous head is activated.

Some salamanders of the genus Ambystoma (Ambystomatidae family), depend-
ing on the environment temperature, may undergo indirect metamorphic develop-
ment, with a larval aquatic stage and a terrestrial reproductively mature stage or 
remain paedomorphic, i.e., they may reach reproductive maturity while still at the 
larval stage in water (retaining external gills and tail with fin margin) and avoid the 
terrestrial stage of life cycle. Other times, salamanders of the above species are poly-
morphic, i.e., in the same population, individuals of both types (paedomorphic and 
metamorphic) coexist, even though there seems to be no advantage from the mainte-
nance of this life history polyphenism (Denoel et al., 2005).

It is interesting to point out that, during the last 3,000 years, the ratio of paedo-
morphic to metamorphic specimens in the population of A. tigrinum from Lamar 
Cave (Yellowstone National Park, WY, USA) has remained unchanged (Bruzgul 
et al., 2005). Most salamanders develop by metamorphosis, which enables them to 
use both aquatic and terrestrial habitats. However, there are also known species of 
salamanders that avoid metamorphosis and remain paedomorphic aquatic species 
during the whole life cycle (Figure 10.10).

Administration of thyroid hormones (THs) induces metamorphosis in neotenic 
axolotls. This and the fact that nuclear receptors for the TH are expressed and are 
functional in this species led investigators to the conclusion that “there is no relation-
ship between TR allelic variation and life cycle modes among other Mexican ambys-
tomatids” (Voss et al., 2000). It is suggested that low levels of THs in blood may be 
the cause of paedomorphosis in these species (Safi et al., 2004).

Some salamander species express an alternate developmental mode in which they 
forego metamorphosis and remain in the aquatic habitat throughout their lifetimes. 
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Tadpoles of the pinewood tree frog, Hyla femoralis, respond with morphological 
changes to the presence in environment of noncontact cues, such as metabolites (their 
nature is still unknown) of digestion of conspecific preys released by the predator and 
alarm pheromones released by the threatened conspecific prey. The morphological 
changes include deeper and shorter tails, changes in tail fin coloration, and reduced 
body size (LaFiandra and Babbitt, 2004). Recently, it has been shown that tadpoles 
of this anuran respond to cues of the larval migratory dragonfly predator Anax junius 
by morphological changes that are graded proportionally to the assessed risk of  
predation (Richardson, 2006).

Females of the polyandrous lizard, Uta stansburiana, display a strange ability 
to selectively use sperm from large-body sires to produce, within the same clutch, 
male offspring, and sperm from small-body sires to produce female offspring. It is 
not known how females make this selection, but they obviously receive visually the 
information about the body size of sires, and that perception takes place in the CNS 
(Calsbeek and Sinervo, 2004).

Figure 10.10 Larval and adult stages of Ambystoma. (A) Larval A. mexicanum. (B) Adult 
A. tigrinum (metamorphic). (C) Adult A. mexicanum (paedomorphic).
Source: From Voss and Smith (2005).
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The pregnant placentotrophic viviparous scincoid lizard, Pseudemoia pagen
stecheri, adaptively manipulates the morphology and life history of its offspring 
according to a number of environmental stimuli it experiences during the pregnancy. 
In response to the olfactory perception of lizard-eating snakes during pregnancy, it 
gives birth to offspring of bigger body mass and very long tail, thus reducing the off-
spring’s vulnerability to the predator snake (Shine and Downes, 1999).

The spadefoot toad, Scaphiopus multiplicatus, produces offspring of two distinct 
forms: fast-growing carnivorous and slow-growing omnivorous individuals, at partic-
ular ratios. Both morphs have significantly different digestive tract morphology and 
dietetic requirements. Experimental treatment with thyroxine induces production of 
a third, quite different morph (Storz, 2004).

Experiments conducted by Denver (1997) shed some light on the signal cascades trig-
gered by environmental stimuli in desert amphibians. As tadpoles, these amphibians live 
in temporary ponds that contain water for unpredictable periods of time. In the years of 
low precipitations, the ponds dry up earlier. This causes a habitat stress to which the tad-
poles of that and some other species respond by changing their behavior and by speed-
ing up the metamorphosis to transform into adult amphibians, able to live on dry land. 
Denver attributes this polyphenism to the earlier activation of a cerebrally activated neu-
roendocrine stress pathway:

The lowering of the level of the water in the environment makes the hypothalamus to 
produce more CRH (corticotropinreleasing hormone—N.C.), which stimulates pitu
itary to produce hormones that stimulate thyroid and adrenal glands whose products 
help organism to cope with stress, in this case by losing their tail and beginning the 
growth of their limbs.

Denver (1997)

Let us remember that the hormone that stimulates the thyroid gland to secrete TH 
is the pituitary thyroid-stimulating hormone, which, in turn, is upregulated by hypo-
thalamic neurohormone thyrotropin-releasing hormone (TRH). In turn, the hypotha-
lamic TRH neurons

receive a dense input from neurons originating in other brain areas, which release 
catecholamines at their synaptic contacts with the cell bodies and dendrites of TRH
containing neurons.

Strand (1999, p. 183)

In the Australian lizard, Bassiana dupperreyi, Scincidae, sex is determined both 
genetically (the species has heteromorphic sex chromosomes) and by the incubation 
temperature, but the incubation temperature overrides chromosomal sex determina-
tion (Shine et al., 2002).

Administration of corticosterone in pregnant lizards, Lacerta vivipara, leads to 
reduction of juvenile body size and increases survival rates of juvenile male off-
spring (Meylan and Clobert, 2005).

It has been believed that, in distinction from reptiles and fish, the sex in birds is 
genotypically determined. Recent experiments with the Australian brush turkey, 
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Alectura lathami, a megapode with heteromorphic Z and W sex chromosomes, have 
shown that in birds, too, environmental temperature may considerably change the sex 
ratio from 1:1, when egg incubation from stage 1 takes place at 34°C, to 3:1 for males 
at 31°C, and 3:1 for females at 36°C (Goeth and Booth, 2005). Again, the epigenetic 
determination of the sex in the offspring overrides the genetic sex determination.

Based on the fact that birds deposit glucocorticoids in their eggs, experiments 
have been conducted to demonstrate the possible roles of glucocorticoids in the off-
spring phenotype. Administration of corticosterone in the eggs of the yellow-legged 
gull (Larus michahellis) was shown to delay hatching, reduce begging display, and 
decrease the body weight (Rubolini et al., 2005).

Predator-Induced Defenses

Predator-induced defenses are discrete changes in morphology, physiology, behavior, 
or life history that invertebrates develop in response to detection in the environment 
of the natural predators or their chemical cues. It is believed that the developmental 
plasticity induced by chemical cues in aquatic animals led to evolution of special 
neural structures for detecting these cues (Wisenden, 2000).

Upon detecting kairomones of its predator, Daphnia magna increases production 
of yolk proteins, shortens the time until the first reproduction, and reduces the size of 
the brood. These changes lead to production of more yolk proteins than are needed, a 
phenomenon that is known as parental optimism (Stibor, 2002).

In response to filtrates of 10 different species of organisms belonging not only 
to rotifers but also to remotely related species of other phyla, a rotifer, Keratella 
testudo, produces posterior spines, which make it less vulnerable to its predators 
(Stemberger and Gilbert, 1987).

The marine colonial bryozoan, Membranipora membranacea, produces spines 
within 2 days of exposure to its waterborne predator extracts, and the type of spines 
produced varies in accordance with the concentration of the cue (Harvell, 1998).

Snails Litorina obtusata in the northern Gulf of Maine have thinner shells than 
their southern conspecifics. This for a good reason: they do not have to bother carry-
ing a heavier shell in that northern habitat, where their predator, Carcinus maenus, is 
very rare or even absent. But, when the northern snails are transplanted to the south-
ern, predator-rich habitat, their shell becomes thicker, and their body mass larger, and 
inversely, the southern snails transplanted to the North develop thinner and lighter 
shells and larger bodies.

The blue mussel, Mytilus edulis, when outplanted to the sites of high predation 
by the crab Carcinus maenus, also produces a thicker shell (Leonard et al., 1999). 
Other marine snails exposed to predatory crabs increase shell thickness at a degree 
comparable to “historical transitions in thickness previously attributed to selection 
by invading predator” (Trussell and Smith, 2000; Trussell, 2001).

The freshwater snail, Helisoma trivolis, shows a remarkable phenotypic flexi-
bility in response to different predators. It responds to the presence of water bugs 
with a particular suite of changes in behavior, morphology, and life history (e.g., the 
extent and type of the habitat, body mass at reproduction, shell width and height, and 



Epigenetic Principles of Evolution356

number of eggs laid), which is distinct from the suite of changes it generates in the 
presence of crayfish (Hoverman et al., 2005).

On detecting, in nature or under laboratory conditions, the presence of their pred-
ator, the brook trout Salvelinus fontinalis, the larvae of the mayfly, Drunella colo
radensis, develop longer caudal filaments, which enhance their survival rate under 
predation (Dahl and Peckarsky, 2002).

The largemouth bass, Micropterus salmoides (Centrarchidae, Perciformes), 
responds with a behavioral plasticity when it detects the Ostariophysan alarm phero-
mone released by the finescale dace, Phoxinus neogaeus (Cyprinidae); it avoids visi-
ting the space where it smells the pheromone (Brown et al., 2001).

Broenmark and Miner (1992) demonstrated that the crucian carp (Carassius 
carassius) raised in pond sections with piscivorous pike (Esox lucius) increased its 
body depth, which represents a morphological defense against pike. They considered 
two possible causes of the appearance of the adaptive morphology: (1) selective pre-
dation and (2) predator-induced phenotypic modification of body shape. Based on 
results of their experiments, they concluded against selection as a factor in the exper-
imental evolution of guppies:

The small variance in the depth and the absence of overlap between treatments sug
gested no polymorphism with regard to this trait in the original population; thus, 
selective pressure on genetically determined morphs does not account for the 
increase in body depth.

Broenmark and Miner (1992)

The authors, thus, exclude a possible role of natural selection in the rapid evo-
lution of the defensive morphology in the crucian carp. Obviously, one crucial ini-
tial step in the evolution of the fish population is perception of the predator threat in 
the brain of the crucian carp. Although we do not know the developmental pathways 
and signal cascades linking the perception of the predator to the adaptive change in 
morphology in this particular case, some relevant experimental evidence will be pre-
sented in the next chapter, Transgenerational Developmental Plasticity.

Red-eyed tree frogs, Agalychnis callidryas, attach their eggs to vegetation over-
hanging water. When attacked by egg-eating snakes, the whole clutch of eggs of the 
tree frog hatch immediately and fall into the water below, thus reducing mortality 
rate from snake predation, although in the water they face aquatic predators. This 
response is not a general response but a specific response to the mechanical distur-
bance caused by the snake, as is proven in experiments where touching and pulling 
of the eggs does not induce hatching (Warkentin, 1995). Embryos seem to distinguish 
predator-specific vibration patterns and on that basis make their hatching decision 
(Warkentin, 2005).

In Panama, the social wasps, Polybia rejecta, also prey on the eggs of the tree 
frogs, killing about one-quarter of them. Most undisturbed eggs hatch relatively late 
in order to survive aquatic predator attacks, but wasp-attacked eggs hatch immedi-
ately, and most of hatching embryos escape aquatic predators. In distinction from 
the case of snake attack, when the whole clutch hatches immediately, in the case of 
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wasp attack, eggs hatch individually, proportionally to the consuming capacity of the 
predator (Warkentin, 2000).

Tadpoles of the frog Rana dalmatina respond to the presence of the fish preda-
tor three-spined stickleback, Gasterosteus aculeatus, by developing longer tails and 
more massive tail muscle (for a higher acceleration speed and higher promptness to 
escape), which helps tadpoles not for swimming (sticklebacks are much faster) but 
for quickly reaching a refuge, such as mud or plant debris. In response to the pres-
ence of dragonfly larvae, they develop a deeper tail fin, which helps them to swim 
faster (Teplitsky et al., 2005a,b).

On detecting predators, and with no refuge available, two salamander species, 
Ambystoma barbouri and Ambystoma texanum, change their body color so that it better 
matches the background, whereas A. texanum, additionally, show a tendency to move 
toward places that better match their body pattern and color (Garcia and Sih, 2003).

No changes in genes are involved in the development of predator-induced 
defenses described so far. From this view, the neo-Darwinian idea that “predators are 
the selecting agent” (Slogget and Weisser, 2002) is not accurate. Natural selection, as 
it is generally understood, acts by gradually accumulating, over long periods of time, 
“useful” gene mutations, but there is no evidence that predator-induced defenses 
evolved gradually or as a result of changes in genes.

Inborn Developmental Plasticity

Developmental Polymorphisms Are Not Genetic Polymorphisms

Presence of different morphs (individuals of distinct discrete morphologies) in 
the same brood has been considered genetic polymorphism. But the very fact that 
morphs occur within the same brood, i.e., belong to the same genotype, excludes the 
possibility that genetic factors may be involved in the phenomenon, making genetic 
polymorphism a misnomer. Hence, and to emphasize the developmental (not genetic) 
origin of such morphs, the term developmental polymorphism, instead of genetic 
polymorphism, will be used here.

The flightless bug, Pyrrhocoris apterus (L.), develops nonfunctional wings and 
produces diphenic morphs for wing length and flight muscles. The macropter-
ous (long-winged) morph develops flight muscles, while the brachypterous (short-
winged) morph only develops rudimentary flight muscles because of the arrested 
growth during development. The flight muscles in macropterous morphs grow until 
the adulthood, when they are histolyzed, in a process that is determined by a series 
of neuroendocrine changes. Histolysis of the flight muscles in this insect is prema-
turely induced by administration of a JH analog (Socha and Šula, 2006). The fact 
that JH synthesis and secretion are under control of brain neurohormones (alla-
tostatins and allatotropins) suggests that development of morphs, with or without 
wings and flight muscles, is under ultimate neural control.

In the adult cricket, Gryllus bimaculatus, the histolysis of flight muscles is neu-
rally regulated via local innervation. Motor neurons innervating the flight muscle 
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M112a send signals for timing the histolysis of muscle fibers. Decapitation of insects 
prevents the muscle histolysis:

JH causes breakdown of flight muscles and motor neurons are involved in the onset 
of degeneration in the presence of JH. Both endocrine and neural factors are impor
tant for flight muscle degeneration.

Shiga et al. (2002)

Furthermore, administration of ecdysone retards the degeneration of flight muscles 
in adult crickets, Acheta domestica, but has no effect on denervated flight muscles, 
indicating that a neural factor is necessary for the action of the hormone in muscle 
degeneration (Srihari et al., 1975).

A proportion of unfertilized eggs of the mayfly, Stenonema femora, develop par-
thenogenetically, and even some female flies produce mixed broods of sexually and 
parthenogenetically developing offspring despite the fact that all of them are of the 
same genotype (Ball, 2001). Cases of spontaneous transformation of whole popula-
tions into parthenogenetic populations of D. mercatorum have been observed in lab-
oratory (Takenaka-Dacanay and Carson, 1991).

Once a year, some aphids produce a sexual generation. Production of males and 
females by parthenogenetic XX females necessitates elimination of an X chromo-
some from the eggs that will produce males; this elimination is again mediated by a 
brain neuropeptide acting directly on oocytes (Chapman, 1998, p. 401).

One interesting case in the crayfish, Procambarus clarkii, may shed additional 
light on the neural mechanisms underlying the production of more than one morph in 
polyphenic invertebrates. Male individuals of this small crustacean belong to one of 
two distinct morphotypes, the reproductive form Is and the nonreproductive form IIs. 
The morphological differences between these two forms consist of Is having larger 
chelae (claws) on the ischiopodites of walking legs and also having spines (lacking 
in IIs) on the ischiopodites. Experimental evidence shows that whether an individual 
will grow as an Is adult morph or as a nonreproductive IIs morph depends not on any 
genetic differences but on the level of the hormone methyl farnesoate (with functions 
similar to the insect JH) secreted by the mandibular organ, which is under strict cere-
bral control (Laufer et al., 2005).

Dispersal polyphenism (production of various morphs in order to increase the 
dispersal capability) in the cricket, G. firmus, is represented by three morphs: a 
flight-capable morph with long wings and fully developed flight muscles, a flight-
less morph with reduced wings and flight muscles, and the third with fully developed 
wings but incapable of flight because of histolysis of flight muscles. Not any differ-
ences in genotype of the individuals of the brood, but neurally regulated levels of JH 
determine production of different morphs (Zera, 2006). The proximate cause of the 
wing developmental polymorphism seems to be JH. As mentioned earlier, wing discs 
in Precis coenia cease growing in the presence of JH, and their growth can be experi-
mentally inhibited by JH (Miner et al., 2000). A simple hormonal manipulation, topi-
cal administration of JH, leads to formation of wingless females of crickets G. firmus 
and G. rubens, which are naturally winged (alates).
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Alate females of another insect, the fire ant, Solenopsis invicta, are induced to 
cast their wings when JH is locally applied, and local application of the JH antago-
nist, precocene, prevents the dealating action of JH (Burns et al., 1999). Precocene 
also induces development of long wings in 30% of short wing–programmed larvae of 
the ectoparasite Melittobia digitata (Consoli and Vinson, 2004).

Occurring among individuals of the same genotype, the wing developmental 
polymorphism precludes involvement of changes in genes and any neo-Darwinian 
explanation of the phenomenon of wing developmental polymorphism in insects.
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11 Transgenerational Developmental 
Plasticity—An Epitome of 
Evolutionary Change
The epigenetic information for transgenerational phenotypic changes is 
generated in the CNS.

Phenotypic changes observed in examples of developmental plasticity considered 
in the previous chapter do not affect the offspring, in the absence of the inducing 
factors that triggered their appearance in parents. In the classical biological termi-
nology, all of them represent nonheritable “acquired characters.” Conventionally, 
the inability to transmit acquired characters to the offspring has been explained with 
the fact that no changes in DNA or genes encoding these characters have occurred. 
Hence, all of them are evolutionarily irrelevant.

However, an ever-increasing number of biologists believe that, in many cases, 
the developmental plasticity is a component of evolutionary process or a stage in the 
process of the evolution of morphological innovations and novelties (West-Eberhard, 
1989, 2003; Thompson, 1991).

The fact that the evolution of animal morphology, by human life span standards, takes 
very long periods of time, impedes attempts to directly observe changes in the develop-
mental mechanisms enabling evolution of morphological innovations in metazoans. One 
empirical way to overcome this difficulty is to look for possible short-term biological 
phenomena where similar mechanisms may be working. Fortunately, it seems that such 
a phenomenon exists, and its study may contribute to the understanding of the nature, 
mechanisms, and origins of the evolutionary change (Cabej, 2004, pp. 192–193). This 
is the phenomenon of transgenerational developmental plasticity (TDP), where offspring 
displays and transmits to the next generation new characters that its parent(s) or close 
predecessors lacked.

Both the evolutionary change and TDP consist in appearance in the offspring, and 
transmission to the future generations, of phenotypic (behavioral, morphological, 
physiological, and life history) characters that the parents did not inherit but may 
(or may not) have acquired during their lifetime. The similarity of results (heritable 
transmission of new characters to the offspring) may suggest that mechanisms and 
the source of information for evolutionary change and TDP are similar. For meta-
zoan evolution is inherently too parsimonious to afford for developing two separate 
mechanisms for achieving the same result.

In view of the fact that any heritable change in a phenotypic character requires 
investment of new information, and in the case of TDP no changes in genes are 
involved, the question arises: Where does the new information for transgenerational 
phenotypic changes come from?

http://dx.doi.org/10.1016/B978-0-12-415831-3.00011-2
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Let us first briefly review the experimental and observational evidence showing 
that metazoan organisms, in response to specific stressful environmental stimuli, can 
not only adaptively change their phenotype (behavior, morphology, physiology, and 
life history) but also transmit phenotypic changes to the offspring.

TDP—Inherited Changes Without Changes in Genes

TDP in Nature

The first report of an experimentally induced transgenerational change in morphol-
ogy was described in 1909 by Woltereck (1909). By cultivating in Italy, a native 
Denmark strain of Daphnia cucullata, he obtained a Dauermodifikation (German—
long-lasting modification): within a number of generations, the crustacean changed 
its morphology and transmitted the morphological change, in the absence of the 
inducing factor, to the offspring for 40 generations before reverting to its ancestral 
form.

When D. cucullata, olfactorily perceives its predator’s kairomones in the environ-
ment, it doubles the size of its own (Figure 11.1) and of its offspring’s (F1) helmet 
(Agrawal et al., 1999) and also doubles its carapace thickness (Laforsch et al., 2004), 
which make it less vulnerable to the attacks of the predator. This is a general mor-
phological change providing defense against different predators. Under labora-
tory conditions, on visually perceiving small-scale turbulence, the crustacean also  
develops extremely large helmets, more elongated than those induced by the predator 
kairomone (Laforsch and Tollrian, 2004).

Figure 11.1 Electron micrograph of an adult helmeted 
D. cucullata. Abbreviations: BL, body length; HL, helmet 
length; SL, tail spine length.
Source: From Laforsch and Tollrian (2004).
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It is also reported that, in response to stressful external stimuli, such as fish 
smells and food shortage, Daphnia reduces its body as well as that of the offspring 
(Hanazato et al., 2001).

On detecting the presence of the predator midge (Chaoborus flavicans) larvae, 
Daphnia pulex develops a neck spine containing several teeth, delays its reproductive 
maturity, and increases the body size of the offspring. In the presence of another of 
its predators, the water bug, Notonecta glauca, it produces offspring of smaller body 
size that reach reproductive maturity at a younger age (Lüning, 1992). In both cases, 
the inherited change is adaptive and, obviously, involves no changes in genes.

Daphnia magna is an all-female asexually reproducing species but when environmen-
tal conditions deteriorate (crowding, depletion of food resources) or presage deterioration 
(shortening of the photoperiod) (Stelzer, 2008), it gives birth to a sexually reproducing 
generation (male and female individuals). It is experimentally demonstrated that produc-
tion of male individuals in this species is a function of increase in the levels of the crus-
tacean juvenile hormone (JH), methyl farnesoate (MF) (Olmstead and LeBlanc, 2007; 
Figure 11.2). The sexually reproducing generation produces freezing- and desiccation-
resistant eggs, which only hatch into male individuals. The transgenerational change is 
also experimentally induced by administration of insecticidal JH analogs, pyriproxyfen 
and methoprene (Olmstead and LeBlanc, 2003), and by exposing maternal organisms 
with maturing oocytes in the ovaries to the crustacean JH, MF (Rider et al., 2005). The 
nuclear retinoic acid receptor is believed to be the receptor for the hormone MF, i.e., 
mediator of the sex-determining activity of the hormone.
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Figure 11.2 Percentage males in broods of offspring produced by maternal daphnids exposed 
to concentrations of methyl farnesoate. Dashed lines demarcate the methyl farnesoate levels 
that produced: (A) only female offspring, (B) mixed-sex broods, and (C) only males.  
The asterisk denotes the methyl farnesoate level at which gynandromorphic offspring were 
produced. Experiments were performed at 20°C.
Source: From Olmstead and LeBlanc (2007).
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The mechanism of the switch from the parthenogenetic reproduction to the  
sexually reproduction generation is empirically known to a large extent. Unfavorable/
stressful environmental stimuli (e.g., crowding, shortening of photoperiod) are pro-
cessed in the crustacean’s central nervous system (CNS). The neural processing results 
in activation of the cholinergic system (Eads et al., 2008) and inhibition of the syn-
thesis of neurohormones mandibular organ-inhibiting hormone-1 (MO-IH-1) and 
MO-IH-2 by the secretory neurons of the X-organ–sinus gland complex, leading to 
secretion of MF by the MO. MF binds its specific receptor during a critical period of 
oocyte maturation (Rider et al., 2005), thus activating genes for sexual generation.

In response to crowding, amictic female rotifers of the cyclically parthenogenetic 
species, Brachionus angularis, give birth to mictic daughters (sexually reproducing 
generation), which produce haploid eggs developing into males or, when fertilized, 
developing into diapausing eggs. Amictic females hatching from diapausing eggs 
respond very slowly to crowding, to reach the normal sexual reproduction response 
only after several generations (Stelzer and Snell, 2003; Schröder and Gilbert, 2004; 
Gilbert and Schröder, 2004). The crowding chemicals, density-dependent kairo-
mones released by B. angularis, like other kairomones, act neurally, and may target a 
maternal tissue, possibly the nervous system, which then stimulates some oocytes to 
differentiate into mictic females (Gilbert and Schröder, 2004).

Another small rotifer, Brachionus calycifloris, when detecting the presence in 
the environment of its predator, Asplanchna brightwelli, produces offspring with an 
additional pair of spines, which protects them from being eaten by the predator. The 
character is transmitted for many generations (Gilbert, 1966). The predator itself pro-
duces different morphs according to the quantity of prey it perceives in the environ-
ment (Gilbert, 1980). It is believed that both the predator-induced defense in the first 
case and the prey-induced polyphenism in the second are transmitted to the offspring 
via some maternal cytoplasmic factors, but the factor(s) and the steps of transmission 
of the information on the presence of a predator from the animal’s CNS to its eggs 
are still unknown. However, we can safely assume that whatever the route might be 
(visual, olfactory, or via the interoception), the sensing and/or perception of the pred-
ator/prey takes place in the CNS, implying that there is a causal chain extending from 
the CNS to the synthesis and deposition in the egg of the maternal cytoplasmic factor.

The offspring of the cotton aphid, Aphis gossypii, consists of four different phe-
notypes: alatae (winged), normal light green apterae (unwinged), normal dark green 
apterae (unwinged), and dwarf yellow apterae (unwinged) (Figure 11.3), each with 
distinct life histories. When on predator-free plants, apterous and alatae aphids 
produce primarily offspring of apterous and alatae types, respectively, but under 
increased predation risk (e.g., when exposed to search track of the ladybird bee-
tles, Hippodamia convergens), the aphids produce a greater proportion of alatae for 
several generations (Mondor et al., 2005).

When it is attacked by its predators or when it visually detects their presence, 
the pea aphid, Acyrthosiphon pisum emits a volatile compound, the alarm phero-
mone, (E)-β-farnesene, which is the only volatile compound emitted by these aphids 
in the presence of their predators (Kunert et al., 2005). The synthesis of the alarm 
pheromone in many insects is induced by pheromonotropic neurohormones (Masler 
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et al., 1994; Rafaeli, 2009). The alarm pheromone is received by olfactory neurons 
and perceived in the brain of conspecific aphids, inducing an immediate behavioral 
change, walking or dropping off the plant. In response to the alarm pheromone or 
to the presence of predators (e.g., ladybirds, hoverfly larvae, lacewing larvae), 
these aphids also increase the proportion of winged individuals in the offspring 
(Dixon and Agarwala, 1999; Kunert and Weiser, 2003). This shift in morphology 
does not protect the prey from the predator, but allows it to avoid the predator by  
flying to other plants (Weisser et al., 1999).

Recently, investigators have demonstrated that exposure of mother aphids to the 
alarm pheromone alone also increases the proportion of winged morphs in the off-
spring (Kunert et al., 2005; Podjasek et al., 2005). A. pisum also produces a greater 
proportion of alatae individuals when exposed to its natural parasitoid enemy, 
Aphidius ervi, but it does not if is parasitized (Sloggett and Weisser, 2002).

There is another impressive example of TDP, that is considered to be a genu-
ine case of speciation by many authors. It comes from experiments conducted by 
Shaposhnikov with the parthenogenetic aphid, Dysaphis anthrisci majkopica, reared 
on the unsuitable host plant, Chaerophylum maculatum, leading to almost 100% 
death rate. After eight asexual generations, however, a proportion of aphids changed 
their morphology (their body size and rostrum), became able to survive, and adopted 
the ex-hostile plant as their host.

In response to deterioration of food quality, crowding, and other adverse  
factors, female individuals of some parthenogenetic aphids, such as Sitobion avenae 
Fabricius, A. pisum, and rosy apple aphid, Dysaphis devecta, switch to production of 

Figure 11.3 Photograph showing a parasitized aphid (a mummy), the green “normal” morph, 
the yellow “dwarf” morph, and the alatae “winged” morph of the cotton aphid, Aphis gossypii.
Source: From Mondor et al. (2008).
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alatae (winged) offspring, but in absence of these factors give birth to apterae (wing-
less) offspring. The change has adaptive character.

Another aphid, Aphis fabae, experiences very high mortality when reared on the 
garden nasturtium, Tropaeolum majus. However, after three generations of rearing on 
this inhospitable plant, the aphid is able to use that plant as its specific host.

And finally, an example of the TDP determined by mother’s behavior. Flying alatae 
vetch aphid, Megoura viciae, that have not flown produce both alatae and apterae off-
spring, but those that have flown produce almost exclusively apterae (Burns, 1972).

Phase Transition in Locusts

Under natural conditions, the locust species, Schistocerca gregaria (Forskål) and 
Locusta migratoria, occur in one of two behaviorally and morphologically alternative 
and reversible states known as “solitary sedentary” and “gregarious migratory” phases.

Most of the time in the wild, these locusts are in the solitarious phase with a pop-
ulation density of ~3/100 m2. When solitarious larvae of these locusts experience 
crowding, they dramatically, within 4 h, change their behavior from the tendency to 
stay away from, or avoid, other locusts (solitarious phase) to a strong bias of associ-
ating with other conspecifics (gregarious phase), reaching a population density of up 
to 100,000/100 m2.

These locusts have an extremely strong ability that, in response to a social cue 
(living alone or in crowd with other conspecifics), as well as to olfactory, visual, tac-
tile, or auditory stimuli, to switch between the above two phases. This phenomenon 
of phase transition is characterized by a number of behavioral, physiological and 
morphological changes, including several changes in head size, wing size, and the 
number of sensilla, as well as morphometric and behavioral characters. All of these 
new characters are maternally transmitted to the offspring.

Transition from the solitary to the gregarious phase is also associated with a 
change from the cryptic green to dark coloration. Administration of the brain neuro-
hormone [His7] corazonin changes to dark the body color of the albino nymphs.

Gregarious locust nymphs also switch to the solitarious phase, with all of the 
accompanying behavioral and morphological changes in reverse, when they are kept 
isolated.

A factor from accessory glands of the adult females determines the maternal 
inheritance of gregarious behavior; by washing eggs of gregarious locust females 
with a saline solution, a solitarious offspring is produced, but gregarious behavior 
may be restored by administration of extracts of gregarious females (Hügele et al., 
2000). From field observations, it has been concluded that the color of locust hatch-
lings is correlated with the degree of crowding that the locust mothers have experi-
enced rather than by volatile chemicals in pods (Bouaichi and Simpson, 2003).

One crucial proximate inducer of transformation of the solitary form into the gre-
garious form is JH. The hormone has a significant effect on the external coloration of 
locusts (Tawfik et al., 1997; Figure 11.4). In this context, it is important to remember 
that the JH secretion by corpora allata in insects is under strict cerebral control of 
stimulating neuropeptides (allatotropins) and inhibiting neuropeptides (allatostatins) 
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secreted by secretory neurons in the insect brain (Stay et al., 1996) as well as via 
nerves innervating corpora allata (nervi corpori allati I and nervi corpori allati II) 
(Kou and Chen, 2000).

Besides the above controls via the brain–corpora allata axis (JH secretion) and 
innervation of corpora allata, the CNS exerts a humoral control on the process of phase 
transition by secreting in hemolymph the neurohormone dark-color-inducing neurohor-
mone, an 11-amino acid residues long peptide, also known as [His7]-corazonin (Grach 
et al., 2003), whose primary structure, to a large degree, is similar to the vertebrate 
melanophore-stimulating hormone. Administration of [His7]-corazonin in solitary 
nymphs of both sexes induces morphometric changes, characteristic of the gregari-
ous form, especially F/C (length of the hind femur/head width) and E/F (length of fore 
wing/length of the hind femur) ratios (Maeno and Tanaka, 2004). Administration of 
[His7]-corazonin in nymphal solitary locusts also induces a gregarious type of reduc-
tion in the number of antennal sensillae at the onset of adulthood (Maeno and Tanaka, 
2004). Injection of the neuropeptide [His7]-corazonin, alone or combined with JH, in 
migratory locust instars (Tanaka, 1996, 2000a,b; Yerushalmi and Pener, 2002) pro-
duces various patterns of coloration, depending on the time of administration and 
the dose. Differences between the two phases are also observed in the number and 
amount of neuropeptides secreted by corpora cardiaca in the hemolymph, suggesting 
that these neuropeptides may also play a role in the transition to the gregarious phase 
(Clynen et al., 2002).

Intense changes are also reported on the levels of a number of neurotransmitters in 
the locust brain (Rogers et al., 2004), but a transient increased secretion of serotonin 
seems to be responsible for behavioral change (Anstey et al., 2009) (see also figure 8.4).

Summarizing the above evidence, it may be said that a number of neural and 
endocrine factors, such as the brain neuropeptide [His7]-corazonin, corpora cardiaca 

Figure 11.4 Photographs showing the effect of [His7] corazonin on the body color in Locusta 
migratoria (A and B) and S. gregaria (C and D). Locusts were injected with the hormone in 
4 µl of oil or with 4 µl of oil alone at day 3 of the third instar and photographed 2 days after the 
subsequent ecdysis. Hormone was injected into L. migratoria and S. gregaria, respectively. 
(A) Oil-injected, crowded albino nymph. (B) Hormone-injected, crowded albino nymph.  
(C) Oil-injected, isolated nymph. (D) Hormone-injected, isolated nymph.
Source: Selectively from Tawfik et al. (1999).
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neuropeptides, serotonin, and JH, act as a conveyor of CNS gregarizing messages to 
target cells and tissues during gregarization in locusts.

At this juncture, for our purpose, it is helpful to switch to the reverse approach, 
i.e., to follow the chain of events in their natural course, as they unfold under the 
influence of the external stimuli. External (visual, olfactory, auditory, or tactile) 
stimuli are received by the sensory neurons (exteroceptors), converted into specific 
electrical spike trains, and as such transmitted to the respective neural circuits in the 
CNS, via interneurons. By processing the input of electrical signals, neural circuits 
generate their chemical output, mostly in the form of neurotransmitters and neuro-
modulators, which stimulate secretory neurons to release neurohormones ([His7]-
corazonin, allatotropins, etc.).

In the case of the desert locust, Schistocerca gregaria (Forskål), the olfac-
tory stimuli (aggregation pheromones) are converted into electrical signals, which 
are transmitted to interneurons of the frontal antennal lobe for further processing, 
and then to the mushroom body and the lateral protocerebrum. These interneu-
rons respond with different specificity to different pheromone stimuli (Anton and 
Hansson, 1996). The CNS response to aggregation pheromones also depends on the 
presence of JH, as is demonstrated by the fact that in allatectomized or old individu-
als, which do not secrete JH because their corpora allata are atrophied, the neural 
circuits do not respond to the pheromone (Ignell et al., 2001). Tactile stimuli (e.g., 
touch on the outer side of the upper portion of a hind leg) from mechanosensory 
trichoid sensillae on the hind limb, via metathoracic nerve 5, are transmitted to the 
CNS (Rogers et al., 2003). Tactile stimuli induced in head hair receptors by wind 
are transmitted to specific interneurons and then to thoracic motor centers, inducing 
flight behavior in gregarious locusts (Ayali et al., 2004).

Many studies have shown that phase transition in locusts is also associated with 
differences in the neuronal function. Analysis of responses of the descending contra-
lateral movement detector interneuron have shown that in solitary locusts habituation 
to approaching objects is five times stronger than in gregarious locusts (Matheson 
et al., 2004). Changes related to behavioral phase transition are observed especially 
in the activity of flight-related neurons. So, for example, tritocerebral commissure 
giant (TCG) interneurons have weaker wind-induced spiking activity in solitary 
locusts than in gregarious locusts, and the spontaneous activity of the tritocerebral 
commissure dwarf interneuron in darkness is significantly weaker in solitary than 
gregarious locusts (Fuchs et al., 2003).

The darker color of gregarious locusts results from deposition of melanin in 
the cuticle, which is cerebrally regulated by secretion of pheromone biosynthesis- 
activating neuropeptide (PBAN), also known as “melanization and reddish color-
ation hormone.”

While the olfactory (gregarizing pheromone) and visual (crowding) stimuli can 
induce gregarious behavior when combined, tactile stimuli per se, uncombined with 
other stimuli, are capable of inducing that behavior even when applied to individual 
locusts (Rogers et al., 2003). Repeated mechanical stimulation in the hairy femoral 
region leads to transition of the solitary locusts to the gregarious behavior within 
a few hours. Electrical stimulation of the metathoracic nerve 5 is very effective in 
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inducing gregarious behavior. However, its branches, the nerves 5A and 5B, are less 
effective in that respect. Electric stimulation of the 5B nerve branches, 5B1 and 5B2, 
can induce gregarious behavior when applied on both nerves simultaneously but not 
separately (Rogers et al., 2003).

The neuronal circuits that integrate mechanosensory gregarizing stimuli should 
combine exteroceptive signals from the anterior surface of a hind femur with a spe-
cific proprioceptive signal that naturally results from the inward displacement of the 
leg on contact with another locust. These neuronal circuits are the first central ele-
ments of the pathway that initiates the rapid and widespread neuronal plasticity that 
underlies the behavioral phase change (Rogers et al., 2003).

Electric stimulation of the nerve 5B causes gregarization, but stimulation of nei-
ther 5B1 nor 5B2 alone leads to gregarization. The nerve 5B1 innervates tactile 
hairs on the anterior face of the femur and is the provider of the exteroceptive input, 
whereas the nerve 5B2 innervates hairs on the posterior face and is the main source 
of the proprioceptive input. Only combination of the exteroceptive and interoceptive 
input serves as a gregarizing signal (Rogers et al., 2003; Figure 11.5).

Neural tissue (brain and/or corpora cardiaca, subesophageal ganglion (SOG), tho-
racic ganglion) of insect species belonging to 18 orders, when implanted to albino 
locusts, induce darkening of their body, as illustrated for the case of the heelwalker, 
Hemilobophasma montaguensis (Tanaka, 2006) in Figure 11.6.

Now, based on the above evidence and the general knowledge on processing of 
external/internal stimuli in the CNS, we can connect the dots and outline the recon-
structed pathway of the development of gregarizing characters in locusts (Figure 11.7; 
see also Section Reconstructing the Chain of Events in Transgenerational Plasticity, 
later in this chapter).

Sensory (visual, olfactory, auditory, and tactile) stimuli related with crowd-
ing are received by respective locust exteroceptors, converted into electrical signals 
and via interneurons transmitted to the respective neural circuits in the mushroom 
body. Further processing in the pars intercerebralis results in the release via axons 
of specific chemical outputs (neurotransmitters/neuromodulators) in hemolymph or 
in the corpus cardiacum (the pars intercerebralis–corpora cardiaca axis is considered 
to be the insect equivalent of the vertebrate hypothalamus–pituitary axis; Clynen 
et al., 2002). These chemicals stimulate secretion of neurohormones such as [His7]-
corazonin, mainly by protocerebral lateral secretory neurons (Roller et al., 2003) 
and a number of other neuropeptides, which act directly for developing gregarious 
characters in parental locusts. The brain neurohormone corazonin is necessary for 
expression of the green color in solitarious locusts and is involved in the changes  
in morphometric ratios of F/C (hind femur length/maximum head width) and E/F 
(elytron length/hind femur length).

Similarly to crowding, experimental injection of corazonin alone induces transi-
tion of solitarious locusts to gregarious phase (Tanaka, 2006). Injection of some other 
neuropeptides secreted in the brain and neural structures, such as corpora cardiaca (as 
well as implantation of brains from gregarious locusts), at various larval stages of 
albino locusts, produces all the spectrum of body colors characterizing gregarious 
locusts. Injection of corpora allata extracts from gregarious locusts into an albino 
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strain locust that lacks corazonin induces typical morphometric changes but does not 
produce dark color (Tanaka, 1996, 2000a,b, 2007).

In contrast, activation of the brain–corpora allata JH pathway induces green color, 
inhibits the pheromone secretion, and generally contributes to a shift to the solitary 
phase (Tawfik et al., 1997).
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Figure 11.5 Summary of the innervation of the exteroceptors, proprioceptors, and muscles 
of the hind leg and their possible roles in eliciting behavioral phase change. Nerves or sense 
organs in white boxes need to be stimulated in order to elicit phase change. Nerves or sense 
organs in the lightest gray boxes are implicated in signaling appropriate mechanosensory 
gregarizing stimuli. Nerve 5A and its innervated structures, in mid-gray boxes, may contribute 
to signaling gregarizing stimuli, but it is not necessary to stimulate this nerve for phase 
change to occur. Nerves, muscles, and sense organs in the dark gray boxes have no role in 
mechanosensory-elicited phase change. Abbreviation: FCO, femoral chordotonal organ.
Source: From Rogers et al. (2003).
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As shown in Figure 11.7, the chain of events for phase transition in locusts starts 
with reception of gregarizing stimuli. The stimuli per se do not represent epigen-
etic information for phase transition. Transformation of these stimuli into gregariz-
ing cues is a function of the locust neural circuits, which by processing these stimuli 
generate a gregarizing chemical output, in the form of neurotransmitters/neuromod-
ulators. This processing-dependent origin of gregarizing signals in the CNS deter-
mines the epigenetic nature of the information for phase transition in locusts.

TDP in Experiments

1. When D. magna, a small crustacean organism, is fed with toxic cyanobacteria, during its 
lifetime, it develops an inducible defense against the bacteria and transmits to the offspring 
not only that resistance but also a shorter time to maturity and reproduction (thus reducing 
chances of being eaten by predators). It also increases the number of offspring produced. 
The inherited defense increases from F1 to F2 and is sustained for generations. Here is the 
explanation of the phenomenon:

Such a pattern is consistent with the presence of maternal effects, in which expe-
rienced mothers transferred information about their environment to their offspring 
to improve their survival. In contrast, offspring of inexperienced mothers matured 
later, delivered their first clutch approximately 2 days later than the other group, 
and had fewer offspring.

LaMontagne and McCauley (2001)

 Let us remember that the “maternal effects” are anything but changes in genes or genetic 
information. Hence, the resistance to cyanobacteria is provided to the offspring in the form 
of epigenetic information.
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Figure 11.6 Dark-color-inducing activity of various organs from a heelwalker, 
Hemilobophasma montaguensis, when implanted into albino nymphs of Locusta migratoria.
Source: From Tanaka (2006).
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2. Under normal-to-favorable conditions in the environment, D. magna reproduces asexually 
by producing diploid female offspring. It responds to the environmental stressful condi-
tions (e.g., shortening of the photoperiod, drop in food quality and quantity, crowding) 
by activating the neuroendocrine cascade crustacean hyperglycemic hormone (CHH)—
MF hormone, via the CNS–X-organ/sinus gland complex–ovary axis. Thus, the crusta-
cean transduces unfavorable environmental stimuli into inherited phenotypic changes in 
the offspring, giving birth to both male and sexually responsive female individuals, lead-
ing to sexual reproduction and production of eggs that are different from parental eggs 
in morphology (contain a protective cover, ephippium), biochemistry (contain substances 
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Figure 11.7 A generalized diagram of the chain of events and the flow of epigenetic 
information for the development of gregarious characters in locusts. Note that the information 
is computated by the nervous system in brain circuits involving respective sensory neurons 
and interneurons in response to specific external stimuli.
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that prevent them from drying and freezing), and life history (can delay hatching for many 
years until favorable conditions in the environment return) (Rider et al., 2005).

3. The natural host plant of the rosehip fruitfly, Rhagoletis alternata, is the rose, Rosa 
canina. When the fruitfly is experimentally reared on rugosa rose (Rosa rugosa), it 
responds to the new host plant by changing its morphometry (it develops a bigger body 
mass) and life history (it reduces its developmental time and produces a larger number of 
eggs) (Leclaire and Brandl, 1994).

4. In 1896 Standfuss demonstrated that heat-shocked Swiss subspecies of scarce swallow-
tail, Iphiclides podalirius, produced offspring that resembled subspecies of warmer parts 
of Europe (Sicily). By heat-shocking the European form of Papilio mochon, investigators 
succeeded in producing offspring resembling the Syrian form of the butterfly.

5. In experiments on central European subspecies of the butterfly Aglais urticae, were  
obtained offspring resembling the Sardinian subspecies after heat-shocking, and North 
Scandinavian subspecies after cold-shocking. The same phenomenon of producing char-
acters of subspecies living in warmer (southern) regions or of those living in colder 
(northern) regions by heat-shock or cold-shock, respectively, was later echoed by Shapiro 
on brush-footed butterflies Nymphalis antiopa (Shapiro, 1976) and on the pupa of Pieris 
occidentalis (Shapiro, 1982).

6. D’Amico et al. (2001) have observed that over a period of 30 years (220 generations) under 
laboratory condition, the tobacco hawkworm, Manduca sexta, increased its body mass by 
50% (from 7.8 to 11.1 g) and this coincided with an increase in the critical weight (from  
5 to 6 g), the time when corpora allata, under action of brain signals (allatostatins) stops JH  
synthesis (D’Amico et al., 2001).

7. The offspring (F1) of the marine stickleback fish of the species Gasterosteus aculeatus, 
transferred from marine tide pools to freshwater ponds, when females had ripe ovaries, 
and males had breeding coloration, showed significant morphological changes manifested 
in a lower number of armor plates and in general body morphology (Kristjansson, 2005).

8. Developmental stress experienced by female zebra finch (Taeniopygia guttata) nestlings 
reared in crowded broods leads to a maternal transgenerational effect of producing off-
spring of smaller size, probably as a result of lower testosterone levels in the eggs of 
stressed zebra finch mothers (Naguib and Gil, 2005).

9. Licking and grooming (LG) of pups during the first week of postnatal life is an inborn 
behavior in rats and dams may display high or low LG. Generally, the offspring of high-LG 
and low-LG dams show, respectively, high and low LG toward their offspring. However, 
when during the first postnatal life females born to low-LG dams, but fostered to high-LG 
dams, exhibit high LG toward their offspring, and when females born to high-LG dams are 
reared by low-LG dams, they display the same low-LG behavior to their offspring.

 Two neural epigenetic mechanisms for explaining the inherited change of behavior have 
been proposed (Meaney and Szyf, 2005; Champagne, 2008).

 According to one of them, this inherited change in behavior of rats is related to “an epi-
genetic change in the brain of the offspring” (Meaney and Szyf, 2005). The proximate 
cause of the inherited change is a change in the DNA methylation of the NGFI-A response 
element of the glucocorticoid receptor (GR) exon-17 promoter in hippocampal neurons 
of the offspring. Succinctly the pathway from maternal tactile stimuli to transmission of 
high-LG behavior in the next generation (of female offspring of low-LG behavior dams) 
may be described as follows. The processing in the rat puppies’ brains of the tactile stim-
uli of the high maternal LG stimulates hippocampal neurons to secrete serotonin recep-
tor, which, by binding its receptor in hippocampal neurons, stimulates NGF1-A secretion. 
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The frequency of the abnormal phenotypes observed ranges from 12–50%. The 
frequency of a hot spot DNA sequence mutational event has been shown to be 
approximately 5% at its highest and generally is less than 1%. A genetic DNA 
sequence mutation also involves segregation with reduced frequency in subsequent 
generations. Therefore, the high frequency of the disease states and absence of nor-
mal Mendelian transmission observed in the current study suggests the transgenera-
tional nature of the phenotype appears to be epigenetic through the germ-line.

Anway et al. (2006)

 While the above examples of transgenerational changes in morphology are clearly stress 
induced, let us remember that stress response is also neurally controlled and regulated (see 
Chapter 7).

Now, let us attempt to reconstruct the mechanism of TDP in a few of the examples 
that are known best.

Reconstructing the Chain of Events in Transgenerational 
Plasticity

The Mechanism of Induction of Sexually Reproducing Generation  
in D. magna

This transgenerational change results from a neurogenic increase in the level of the 
crustacean juvenoid hormone, MF (the crustacean equivalent of the insect JHs) pro-
duced by the MO, an endocrine gland homologous to the insect corpora allata (Tobe 
et al., 2004).

External stimuli (e.g., decreasing photoperiod, higher temperature) are received 
by sensory neurons and processed in neural circuits in the crustacean ganglia/brain. 
Neurons of the X-organ–sinus gland complex of the eyestalk secrete neuropeptides of 
the MO-IH family, which negatively regulate secretion of MF (Wainwright et al., 1996) 
by inhibiting the synthesis of farnesoic acid methyl transferase, which is secreted mainly 
in the nervous system, X-organ–sinus gland complex of the eyestalk and is necessary 
for the synthesis of MF by the MO, as is indicated by the fact that removal of the eye-
stalk causes MF production by the MO to increase (Li et al., 2010). Thus, the epigenetic 
information for the synthesis of MF flows from the nervous system to the MO.

The sinus gland neurohormone, CHH (crustacean hyperglycaemic hormone), 
is another negative regulator of the secretion of MF (Wainwright et al., 1996) (its 
action is similar to the action of allatostatins, neurohormones that suppress secretion 
of JH in insects). Inhibition of the release of these neurohormones in neurons of the 
X-organ–sinus gland complex determines pulses of secretion of MF by the MO. MF, 
in turn, activates a downstream cascade (genes sex-1, dsx, csd (?)), leading to pro-
duction by female parthenogens of male and female individuals (sexual generation) 
(Figure 11.9) and production of drought- and freeze-resistant eggs (ephippia).

While the structure of the neural circuit(s) inducing secretion of neurohormones, 
MO-IHs and CHHs, in D. magna is not known, experimental studies on another 
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Insect Diapause

Insect diapause is a neurally determined arrest of development characterized by 
extremely low metabolic activity. It is an adaptation arising in response to specific 
environmental stimuli presaging deterioration of the conditions of living, such as the 
annual changes in the temperature and photoperiod.

Diapause in the Silkworm

The silkworm, Bombyx mori, determines the diapausing/nondiapausing fate of its 
eggs by synthesizing or not a neuropeptide, the diapause neurohormone (DH), by 
processing a precursor protein consisting of DH, PBAN, and three other SOG neuro-
peptides. However, the production of DH is controlled by the dorsal protocerebrum 
(Shimizu et al., 1997). The neurohormone targets the insect ovaries via the hemo-
lymph (Kitagawa et al., 2005).

A correlation was found to exist between the dopamine levels in the brain–SOG 
and hemolymph, on the one hand, and the induction and onset of diapause, on 
the other. Later it was determined that secretion of DH by neurons of the SOG is 
induced by a dopaminergic circuit (Noguchi and Hayakawa, 2001) and inhibited by a 
γ-amino butyric acid (GABA)-ergic circuit (Shimizu et al., 1997), in response to the 
brain photoperiodic clock (Hasegawa and Shimizu, 1987).

Experimental elevation of the dopamine level stimulates switching to diapause 
of nondiapausing larvae and young pupae of the silkworm (Noguchi and Hayakawa, 
2001). Release of dopamine by the brain is correlated with increased firing activity 
of the SOG labial secretory (Lb) neurons of the diapause-egg producers but not non-
diapause-egg producers (Ichikawa, 2003). In response to the onset of illumination, 
Lb neurons increase the firing rate, a fact that has been explained with the existence 
in the brain of B. mori of extraocular photoperiodic receptor neurons. Ablation of 
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the labial (posterior) neurons of the SOG impairs induction of diapause eggs, and it 
seems that active Lb neurons are the exclusive source of DH.

A correlation exists between the differences in firing activity of the Lb cells in 
diapausing and nondiapausing pupae, on the one hand, and the differences in their 
DH content, on the other. DH content in diapausing (D) pupae begins to decrease just 
after pupation, unlike nondiapausing (ND) pupae in which it returns to the initial low 
level as pharate pupae. Electrical activity in Lb (active labial neurons) of the pupae 
of the diapause type persists during the whole stage, while Lb neurons of the nondia-
pausing type become electrically active by the last third of pupation (Figure 11.10).

A Neurotransmitter Coding for a Life History Character

Now let us consider an experimentally determined case of a maternal neurotrans-
mitter that starts a brain cascade leading to TDP. This is prevention of diapause in 
the offspring of the flesh fly (Sarcophaga bullata) diapausing mothers reared under 
short photoperiod (SP). Firing activity patterns in nondiapausing pupae suggest that 
an inhibitory signal from the brain suppresses almost completely the secretion of DH 
during the initial stage and higher activity on day 9 may indicate release from that 
inhibition. GABA is a possible candidate for the brain inhibition signal, as it may be 
concluded from the experimental prevention of production of nondiapausing eggs in 
B. mori. Thus, a GABAergic circuit may be responsible for cerebral inhibition of DH 
in the silkworm (Shimizu et al., 1989).

Flesh fly mothers that have experienced pupal diapause give birth to a progeny 
that does not express pupal diapause even when they experience diapause-inducing 
SP. Since only mother’s photoperiod history matters in determining this transgenera-
tional change in the life history, it has been concluded that the character is deter-
mined by a maternal factor deposited in the egg cell (Webb and Denlinger, 1998).

Extracts from brains of mothers that have experienced SP also suppress the 
appearance of diapause, and recent experiments have shown that a neurotransmitter, 
GABA, can do the same. Therefore, it is suggested that a GABA-mediated response 
might control the placement or synthesis in the oocyte of a maternal cytoplasmic fac-
tor that determines the nondiapause phenotype. It is believed that

the information transfer from mother’s brain (the site of photoperiodic reception) 
to her ovaries occurs sometime after pupariation but before the second day of 
adult life.

Henrich and Denlinger (1982)

The maternal information is transferred to the ovary long before egg matura-
tion, which is also consistent with the observation of a unique transcript present in 
the ovary of SP females on the first day of adult life (Denlinger et al., 1995). Later, 
investigators discovered that the neurotransmitter GABA, when applied to the moth-
ers that would normally diapause, drastically reduces the likelihood of diapause to 
occur (Webb and Denlinger, 1998).
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Diapausing flies can survive the cold weather because they contain cryopro-
tectants that enable insects and their larvae to overwinter in freezing temperatures 
despite the high proportions of water in their body. In the case of S. bullata, the tran-
sition to diapause in response to stressors such as low temperature and desiccation, 
cryoprotectants, such as glycerol, are synthesized and accumulated in the body and 
this is cerebrally controlled, as has been shown in experiments with brain-ligated  
larvae (Yoder et al., 2005).

The nature of the maternal factor suppressing diapause in S. bullata is not known 
yet, but in the silkworm, B. mori, a GABAergic circuitry is involved in regulation of 
DH synthesis and the onset of diapause (Shimizu et al., 1989).

What essentially takes place in the case of the flesh fly, S. bullata, is the appearance 
in the next generation of a new life history character (diapause skipping) without any 
changes in genes or genotype in general. But this is unheard of and thought provoking. 
Something different from genes is responsible for the new life history character.

All the data suggest that the information for switching to that new character 
comes from the nervous system in the form of the neurotransmitter GABA released 
by the mother’s brain. Via hemolymph, it can reach ovaries and determine the syn-
thesis or placement of the diapause-preventing maternal factor(s) in the egg cell.

Thus, whether the flesh fly, S. bullata, produces diapausing or nondiapausing 
eggs depends on the information on the length of the day that is computated in the 
brain of the mother. Production of diapausing eggs is induced by a dopaminergic  
circuit and inhibited by a GABAergic circuit (Webb and Denlinger, 1998).

The Mechanism of Transgenerational Phase Transition  
in Locusts

Crowding intensifies the contact of locusts with the aggregation pheromone secreted 
by the pheromone gland. The pheromone binds a pheromone-binding protein on the 
dendritic membrane of antennal olfactory neurons (Klause-de-Pupka et al., 1997).

Most locusts have ~100,000 olfactory receptor neurons (ORNs). Each ORN con-
tains cilia, which have receptor molecules sensitive to pheromones. ORNs respond to 
the contact of receptor molecules with pheromone molecules by generating electrical 
spike trains (even a single pheromone molecule can stimulate the receptor neuron to 
generate nerve impulses; Kaissling, 1996). These trains, via axons, are transmitted to 
the ipsilateral antennal lobe, which contains neurons of two types: axonless inhibi-
tory GABAergic local neurons (LNs) and excitatory cholinergic projection neurons 
(PNs), which project and arborize to specific glomeruli. There are about 1,000 glom-
eruli in the locust macroglomerular complex (MGC), which is the first-order center 
of the antennal lobe for synaptic processing of olfactory information. The basic neu-
ral olfactory structure is similar in all of the insects, and Figure 11.11 illustrates the 
reception and initial processing of olfactory stimuli in Drosophila.

From the MGC, PNs send axons to the brain higher processing centers to the 
base of ipsilateral mushroom body branching to form contacts in the calyx with PNs 
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phenotypic results it induces is the fact that the only difference found so far between 
the eggs of the gregarious and solitarious locusts is that the gregarious locusts con-
tain in their eggs amounts of ecdysone that is five times higher than the solitarious 
eggs, even though the amount of ecdysteroids in the hemolymph of solitary individu-
als is higher than in gregarious locusts (Tawfik et al., 1999; Tawfik and Sehnal, 2003; 
Hägele et al., 2004). The fact that ecdysone is increased only in the insect ovary 
of the gregarious females suggests that the well-known cascade that starts in the 
insect’s brain with the synthesis of prothoracicotropic hormone, which stimulates the 
prothoracic gland to secrete ecdysone, might not be responsible for the difference in 
amounts of ecdysone between the eggs of gregarious and solitary locusts.

It also suggests that the high levels of ecdysteroids in the eggs and ovaries of the 
gregarious females may be determined by local ecdysteroid secretion in their ovaries. 
Let us try to reconstruct the “missing” links from the processing of the pheromonal 
stimulus in the locust CNS to the differential deposition of ecdysone in the eggs of 
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Figure 11.13 Projection of antenna1 lobe interneurons in antennal lobe and mushroom body 
and Kenyon cell morphology (camera lucida drawing of neurons stained by iontophoresis 
of cobalt hexamine). (A) Arborizations of antenna1 lobe (al) projection neuron, showing 
tufts of short dendrites in individual glomeruli, radial secondary dendrites, soma, and axon 
(ax), exiting deutocerebrum via the antennoglomerular tract (agt). The axon sends varicose 
collaterals in the calyx (cal) of the mushroom body (MB), before projecting to the lateral 
protocerebral lobe. Abbreviations: an, antenna1 nerve; mid, midline; ol, optic lobes; on, 
ocellar nerve. (B), Kenyon cell in mushroom body. Note the small soma (7 pm diameter), the 
primary neurite, the spiny secondary dendrites in the calyx (cal), the axon in the peduncle  
(p), and the relatively unbranched axonal terminals in the α- and β-lobes.
Source: From Laurent and Naraghi (1994).
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gregarious locusts. The structure of the olfactory system “is exceptionally similar 
across animal phyla—from molluscs to insects, crustaceans and vertebrates,”

the functional principles that can be established from studying one system might 
apply to the others as well, because similar circuit design principles are likely 
(although by no means certain) to underlie similar functional or computational 
principles.

Laurent (1996)

This suggests that, cautiously, we may extrapolate the knowledge on neural  
factors that regulate TDP in other insects to the neural circuits involved in induction 
of gregarious phase transition.

The phase transition in both directions (toward gregariousness and solitarious-
ness) in locusts is correlated with changes in the level of various neurotransmitters 
and neuromodulators in the brain and ganglia. Among them, the most impressive are 
changes in the serotonin level (Anstey et al., 2009) in early stages of gregarization 
and solitarization. A clear difference is observed in the location of neurochemical 
changes, mainly in the brain during solitarization and in thoracic ganglia in the case 
of gregarization. Changes in the synaptic morphology may also be involved:

Perhaps phase change may alter the branching patterns and numbers of neurons 
expressing different neurochemicals.

Rogers et al. (2004)

It is also possible that changes in the synaptic morphology of the behavioral cir-
cuits may change the properties of these circuits and lead to the behavioral changes 
characterizing switches from one phase to the other. So, for example, it has been 
observed that wind-induced spiking activity in the TCG interneurons that relay input 
from head hair receptors to thoracic motor centers is weaker in solitary locusts than 
in gregarious ones (Fuchs et al., 2003).

The experimental evidence on specific changes in neurotransmitters and neuro-
peptides released from the CNS during phase transition seems to suggest that they 
may have a role in determining deposition of maternal factors, particularly ecdysone, 
in the egg cells of convert gregarious locusts.

Biologists have already demonstrated a number of cerebrally regulated mecha-
nisms of deposition of maternal factors in the egg cytoplasm, such as receptor-medi-
ated endocytosis (Handler and Postlethwait, 1977; Raikhel and Lea, 1985; Richard 
et al., 2001), neurally controlled increase of hormone in each of the successively laid 
eggs (Lipar and Ketterson, 2000; Sockman et al., 2001; Gil et al., 2004; Hayward 
and Wingfield, 2004), neurally controlled squeezing of the nurse cell content into the 
oocyte (Buszczak and Cooley, 2000), etc. The neural regulation of the deposition of 
maternal factors may be a general mechanism of deposition of those factors in meta-
zoan egg cells (Cabej, 2004, pp. 87–100), but these neural mechanisms do not seem 
to be related to the differential deposition of ecdysteroids in the locust eggs.
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mosquitoes, Aedes aegypti and Aedes taeniorhynchus (Lea, 1967; Hagedorn et al., 
1979; Manière et al., 2000; Brown and Cao, 2001). Brain insulin-like peptides (ILPs) 
are also essentially involved in the induction of ovarian ecdysteroidogenesis.

Regulation of the ovarian production of ecdysteroids by brain/cephalic factors is also 
observed in other insects, such as the blowfly, Phormia regina (Manière et al., 2000). In 
Manduca sexta, OEH is found throughout the nervous system (Brown and Cao, 2001). 
In blowfly, P. regina, the control of ecdysteroids is a function of two neurohormones, 
OEH secreted by neurons of the pars intercerebralis and another neurohormone secreted 
by another, but still unknown, part of the brain (Hetru et al., 1982; Manière, 2000).

Theoretically at least, the high levels of ecdysteroids in the ovary may be deter-
mined and maintained by local innervation as part of the binary neural control of 
gene expression in metazoans, where local innervation may induce expression of 
ecdysone receptors in the ovary (Cabej, 2004, pp. 35–47) (see Section The Binary 
Neural Control of Gene Expression in Chapter 6).

Summarizing this brief review on the signal cascades determining transmission of 
gregarious characters to the offspring (transgenerational phase transition), we have 
seen that the pheromonal stimulus received by the ORNs in the insect antennae is 
converted into a train of electrical spikes, which are transmitted to the olfactory cir-
cuit. The end result of the elaborate processing of these spike trains in the olfactory 
circuit is the release of a chemical output, probably a neurotransmitter, on secretory 
neurons in at least two areas of the insect brain, leading to secretion by the latter of 
at least two types of neurohormones (OMPs and ILPs) with ecdysteroidogenic action 
in the ovary. Local innervation in the ovary may be responsible for the observed 
exclusive ovarian expression of the receptor for ILPs.

Since no changes in DNA or genetic information have been reported to be 
involved in the phase transition in locusts, the question arises: Where does the new 
information for transgenerational phenotypic changes come from?

The Origin of the Information for TDP

TDP is an adaptive response to stressful stimuli or to stimuli presaging deteriora-
tion of conditions of living. Stressful stimuli are interpreted by the neural circuits 
as problems requiring solutions. There are two different schools of thought on the 
nature of problem solving in neural networks. The classical hypothesis posits that 
neural networks are universal and are remodeled in order to solve the problems they 
are facing. Another hypothesis holds that not the network remodeling but the flexi-
bility of the inborn networks, their ability to learn and self-organize are the source of 
the problem-solving capacity, creativity, and ability to solve unpredictable problems 
that might arise during the life:

Universality cannot solve the brain’s problem, which is rather characterized by, 
“given the concrete network that an individual is born with, learn to cope with situ-
ations and problems as they arise.”

von der Malsburg (1999)
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The source and nature of information for erecting the metazoan structure are 
crucial for understanding evolution of metazoans. Although no changes in genes 
are involved, TDP is related to specific changes in patterns of gene expressions  
determined by activation in the offspring of signal cascades that were different, or 
inactive, or entirely lacked, in their parents. Being not a random but an ordered pro-
cess, any specific change in the pattern(s) of gene expression during TDP unques-
tionably requires new information.

Tracing back the temporal sequence of events in the signal cascades is the logical 
way to identify the ultimate source of the information that determines transgenera-
tional developmental changes and, by extension, evolutionary changes.

Adequate evidence, especially the three examples of reconstructed mechanisms 
of TDP considered in this section (induction of sexually reproducing generation in 
D. magna, prevention of diapause in the offspring of S. bullata, and transgenera-
tional phase transition in locusts) make it clear that the epigenetic information for 
transgenerational (inherited) developmental plasticity originates in the maternal/
paternal CNS. That epigenetic information is not stored in the CNS but it is generated 
by processing relevant stimuli in neural circuits.

Looking at Figure 11.14 one wonders: Why must the brain meander the stimu-
lus through before a specific transgenerational signal cascade is activated in response 
to the stimulus? As explained in Chapter 2, the reason is simple: the environmental 
stimulus per se is causally not related to the specific cascade or the effector gene(s), 
hence cannot activate them. A chemical secreted as a result of its processing in the 
brain does. The chemical represents the information for selectively activating a spe-
cific cascade. How is that information generated?

The first step in the chain of events for transgenerational plasticity is the exter-
nal or internal stimulus. All the environmental stimuli involved in cases of transgen-
erational plasticity considered earlier in this section are received by exteroceptors. 
These stimuli represent no information: the probability that these stimuli will induce 
expression of any particular genes, start a signal cascade, or lead to transgenerational 
plasticity is virtually zero. As data on the environment, the stimuli “tell” nothing to 
genes, in the meaning that, per se, they do not, and cannot, induce any particular 
gene or activate a particular signal cascade. These stimuli “make no sense” to genes.

In the second step, sensory neurons convert these environmental (e.g., visual, 
olfactory, tactile, auditory, tactile) stimuli into a universal neural language by encod-
ing them in the form of electrical signals that are transmitted to specific neural cir-
cuits in the brain. The conversion generates data suitable for neural processing, but 
they still represent no information for activating/inactivating any gene or starting a 
signal cascade. The probability that these electrical signals themselves may induce a 
specific transgenerational plasticity cascade still remains practically zero.

The third link in the causal chain is the processing of the input of electrical data in 
neural circuits. This is a computational process, i.e., a process of transformation by a 
nonlinear dynamic system (nervous system) of the input of electrical data into a chem-
ical output (neurotransmitter/neuromodulator), which is released on particular secre-
tory neurons. In response, the secretory neurons synthesize and/or release a specific 
neurohormone, which activates the signal cascade that ultimately leads to a change in 
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the epigenetic information (cytoplasmic parental factor) deposited in the gamete(s) or 
in the epigenetic structure (imprinted gene, centrosome, cytoskeleton) of gametes.

Biologists know what this processing does but they have very little knowledge on 
how neural circuits computate their final result, the epigenetic information that in the 
form of a specific chemical starts a specific signal cascade for inducing changes in 
epigenetic information or epigenetic structures in gametes.

From a biological point of view, the neural processing is a nongenetic, hence epi-
genetic, process, and so is the information it generates (Cabej, 2004, pp. 35–47). The 
result of the processing, i.e., the release of neurotransmitter(s)/neuromodulator(s) on 
specific secretory neurons, represents an “instruction” for selectively activating a sig-
nal cascade inducing a specific epigenetic change in the form of parental cytoplas-
mic factors and changes in epigenetic structures and, probably, other parental factors 
of unknown nature. The parental epigenetic information is the crucial link in the 
bigenerational chain of events leading from the environmental stimulus acting on the 
parent(s) to the heritable phenotypic change appearing in the offspring.

Returning to the problem of the source of epigenetic information for inherited 
transgenerational changes, as pointed out earlier, external stimuli represent no infor-
mation that would be somehow related to expression of genes. However, empirical 
evidence shows that a correlation between specific environmental stimuli and expres-
sion of genes does exist. This is anything but paradoxical. Metazoans have evolved 
the ability to develop novel, extrabiologically nonexisting, relationships between 
entities that are causally not related, between the external stimuli and expression of 
specific genes. They manipulate external and internal stimuli by converting them 
into electrical spike trains, according to still unknown codes, and by processing the 
input they can adaptively generate a chemical output (neurotransmitter/neuromodu-
lator), which activates particular signal cascades that ultimately lead to changes in 
epigenetic information or epigenetic structures of gamete(s). As shown in Figure 
11.15, the crucial element in the chain of events is the processing-dependent release 
on specific neurons of the specific chemical output. It is at this juncture that organ-
ism’s response to the stimulus (the release of a neurohormone that activates the  
specific signal cascade) is irreversibly determined: the probability of inducing  
the relevant cascade, thus, increases from 0 to 1, while the possibility of activation of 
the rest of the possible cascades is excluded. This is new information sensu Shannon.

As we have shown (chapter 2, Neural Manipulation of Gene Expression), the ner-
vous system can establish causal relationships between virtually any particular stim-
ulus and any particular gene, by activating a particular signal cascade and, via the 
binary neural control, restrict the action of the cascade to a specific part of the body. 
But the exclusion of all the rest of optional cascades for actualizing a specific one 
implies the generation of epigenetic information for producing a specific phenotypic 
result.

Thus the processing of the stimulus in the parental neural circuit generates epi-
genetic information (release of a specific chemi cal on a specific neuron) that rep-
resents an “instruction” to induce a specific signal cascade leading to a specific 
transgenerational phenotypic change. This is another way of saying that the infor-
mation necessary for inducing the adaptive phenotypic change in the offspring 
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originates in the parental neural circuit. Thus, we have obtained a conjectural answer 
to the earlier posed question: “Where does the new information for transgenerational 
phenotypic changes come from?”

The result of the neural processing, as a neural response to the environmen-
tal stimulus, does not depend on the nature of the stimulus. For there is nothing in 
the stimulus that would bias the nervous system toward the actual result, as may be 
proven by the fact that the same stimulus in different species leads to different and 
often to opposing results. The processing of the stimulus is a manipulative and goal-
oriented solution.

As for how the information for transgenerational plasticity is generated in neural 
circuits, no answer could be provided at this time of ignorance on the nature of com-
putation taking place in the nervous system. However, the available evidence allows 
us to reasonably relate the generation of the information for developing new char-
acters in the offspring to the dynamics of structural changes taking place in neural 
circuits. To reiterate, our hypothetical scenario on the principles of the generation of 
epigenetic information in the CNS would look as follows:

Environmental stimuli are received by sensory neurons, which convert them into 
electrical signals, the “common language” into which all stimuli are converted in the 
nervous system. In response to the electrical signals from sensory neurons, the spe-
cific neural circuit reconfigures its synaptic morphology (Gould et al., 1990; Calizo 
and Flanagan-Cato, 2000; Widmer et al., 2003; Choi et al., 2005) and structure. The 
reconfiguration results in a modification of computational properties of the neural 
circuit (von der Malsburg, 1999; Montag-Sallaz et al., 2003), leading to specific 
changes in the chemical output of the circuit (Getting, 1989), which represent new 
information or “instructions” for adaptively activating a specific signal cascade lead-
ing to a new adaptive phenotypic character(s) in the offspring.
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Evolution of Metazoans  
and Their Control System
The same genes are used over and over in different contexts and 
combinations.

West-Eberhard

Principles of Organization of the Multicellular Structure

The complexity arising from aggregation of cells in multicellular structures and 
coordination of their function unavoidably led to the evolution of hierarchies of 
organization in metazoans. The structural complexity and hierarchical organization 
naturally led to functional complexity (Valentine, 2003) to differentiation and spe-
cialization of cells based on the division of labor between them.

As argued in Chapter 1, the maintenance of such amazingly complex structures 
such as metazoan organisms implies the presence in them of a control system that 
would memorize that structure in the process of their reproduction and maintain it 
during their lifetime.

One of the biggest challenges for the transition from unicellular life to the mul-
ticellular organization is the coordination of the activity of cells that would enable 
the emergence and maintenance of the multicellular system. Individual cells would 
be instructed to relinquish their independent existence, show some elementary 
“altruism,” and subject their existence to the need of maintaining the structure and 
function of the multicellular system. Ultimately, their own life depends on, and is 
subordinate to, the life of the organism to which they belong.

What is it that essentially brought about this great transition in the evolution of 
life on earth?

The ability of unicellulars to form colonies, loose aggregates of relatively autono-
mous cells, seems to have appeared as early as prokaryotes of the type of modern 
bacteria, with considerable progress shown in the eukaryotic colonies of the Volvox 
type. These aggregations are qualitatively different from what is normally under-
stood to be a metazoan organism; the activity of the cells in the colony is neither 
coordinated nor subordinate to the “demands of the colony.”

Transition from those loose communities of cells (multicellular colonies) to the 
more complex multicellular structure of parazoans (porifera and parazoans) occurred 
no later than 600 mya. But even before the emergence of eumetazoans, elements 
of the coordination at the level of the multicellular system evolved in Porifera. 
Moreover, nongenetic, epigenetic control evolved early in unicellular eukaryotes 
(cortical inheritance), as will be shown later in this chapter.
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Parazoans (Porifera and Placozoa) display a minimal degree of coordination and 
cooperation at suborganismic levels and a degree of structural integration at the 
level of organism, which inspired some biologists to speak of the presence of a still 
unidentified “neuroid” system in that group. They also display a surprising degree of 
cellular differentiation, which is comparable to that observed in lower eumetazoans 
(Cnidaria).

Needless to say, the development of complex structures such as metazoan organ-
isms of this primitive group from unicellular gametes, egg or zygote, implies the 
presence of a developmental program at the supracellular level, which is necessary 
not only for the individual development from the unicellular stage to adulthood but 
also for maintaining the unavoidably eroding adult structure. What both the individ-
ual development of the metazoan organism from a unicellular state to adult and the 
maintenance of that structure, the homeostasis in the broad meaning of the word, 
have in common is that both imply the use of information for that normal adult 
structure.

When it comes to the nature and origin of information for erecting the enor-
mously complex metazoan structure, one widely accepted hypothesis is that evolu-
tion of genes and genetic information made possible the transition to multicellularity 
and genes are responsible for both the development of metazoan adult structure 
starting from a single cell, egg or zygote. According to this hypothesis, it is to be 
expected that a correlation must exist between the amount of genetic information and 
genes on the one hand, and the complexity of living organisms on the other. Indeed, 
this seems to be the case in unicellulars.

Evolution of unicellular life obviously depends on the increase in the num-
ber and changes in the structure of their genes: mycoplasmas, a group of the sim-
plest unicellular organisms known so far, contain in their genome several hundred 
genes, whereas the prokaryote Escherichia coli contains more than 4,000 genes. A 
more complex unicellular eukaryote, the protozoan Plasmodium falciparum, has 
5,300 genes but that number dramatically increased to 40,000 in an evolutionarily 
higher unicellular eukaryote, Paramecium tetraurelia (Aury et al., 2006). The paral-
lel increase in the number of genes and the degree of functional and structural com-
plexity in the kingdom of unicellular organisms suggests the existence of a causal 
relationship between genes on the one hand, and the function and morphology in 
evolution of unicellulars on the other.

However, the unicellular principle of the correlation between the number of 
genes and degree of structural complexity is not valid for metazoans. The early 
expectations of geneticists that the number of genes in higher metazoans would 
be larger than in lower metazoans did not prove to be true. Genome sequencing of 
various metazoan organisms has shown that no relationship between the number of 
genes or the size of the genome and the complexity or the position of metazoans 
in the tree of life exists. A human organism has about 20,000–25,000 genes in its 
genome (International Human Genome Sequencing Consortium, 2004), i.e., only 
little more than Caenorhabditis elegans, one of the smallest worms, only ~1 mm in 
length, consisting of fewer than 1,000 somatic cells, but fewer than a sponge with 
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18,000–30,000 genes and, even more surprisingly, half of the genes of a unicellular 
eukaryote (Aury et al., 2006).

Metazoans, and multicellular organisms in general, evolved from unicellulars, 
which clearly lack any “coordinating genes” for they had no cells to coordinate. 
Evolution does not work prophetically.

If the degree of metazoan structural and functional complexity and the evolution-
ary progress related to it do not depend on the genetic information or the number of 
genes, what it may depend on?

In order to behave as, and evolve into, a multicellular organism, a cell aggregation 
must meet the following minimal requirements:

1. Create a stable internal environment that would sustain the life of all the cells throughout 
the multicellular system.

2. “Memorize” its own supracellular structure and function and, on this basis, set standards 
(set points) of the parameters of its structure and functions.

3. Continually monitor the status of its structure and function by receiving a continuous input 
of information.

4. Process the input of information from the internal and external environment for detecting 
deviations from the normal structure and function and generate its output in the form of 
signaling molecules that start signal cascades for maintaining and restoring the unavoid-
ably eroding structure and functions of the organism.

5. Transmit to the germ cells its information on the species-specific structure and function.

The above functions are essentially the functions of a control system.
It seems that the first multicellular systems capable of meeting all the above 

requirements emerged ca. 550–540 mya, during the Cambrian explosion. This seems 
to have roughly coincided with the differentiation of the nerve cell, the resulting 
nerve net, and the central nervous system (CNS), the core of the metazoan integrated 
control system (ICS) (see Chapter 1).

Unicellular Antecedents of Metazoan Life

From an evolutionary point of view, the emergence of metazoans may be 
considered a natural result of the ca. 2.5 billion years evolution of unicellular life 
and accumulated “evolutionary experience and wisdom”. In a specific meaning, 
Protista was pregnant with multicellular life. Primitive multicellulars used differenti-
ated cells, instead of molecules, as building blocks of their structures, tissues, and 
organs. Just as unicellulars use different macromolecules in molding their organelles, 
multicellulars use differentiated cells as building blocks for erecting their structure 
and must produce these building blocks starting from a single initial cell (an egg 
cell or zygote). Differentiated metazoan cells adopt different morphologies and spe-
cialize to perform different physiological and structural functions, despite the fact 
that they are genetically identical. Division of labor between differentiated cells 
in metazoans has its counterpart in a “division of labor” at the molecular level in 
unicellulars.
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Unicellular Premises of Coordination of Cell Activity  
in Metazoans

If one would accept the prevailing idea that metazoans are monophyletic, then the 
last common ancestor (LCA) of Porifera and eumetazoans, the Urmetazoa, has been 
in possession of

nearly all developmental gene families used by living animals and that these  
families evolved before metazoan cladogenesis.

Degnan (2006)

One crucial condition for evolution of the metazoan structure has been estab-
lishment in unicellulars of a link between the extracellular stimuli with specific 
signal transduction pathways, which in metazoans are related to the cell differentia-
tion, such as tyrosine kinase pathway, TGF-β, and Wnt pathways. Some biologists 
believe that these pathways could be activated by morphogen gradients (Degnan 
et al., 2005), but this seems very unlikely because such gradients could not deter-
mine the intricate and convoluted patterns of different cell types in developing 
metazoan tissues and organs. The presence of signal transduction pathways in the 
immediate ancestor of the Urmetazoan has been an essential condition for the con-
trolled expression of transcription factors during embryogenesis that is observed as 
early in the evolution of metazoan life as sponges are.

Although multicellularity evolved about 1 billion years ago, sponges as first 
metazoans in paleontological record are dated 580 mya, i.e., between 30 and 
50 million years before the Cambrian explosion (Müller et al., 2004). Among the 
metazoan-specific transcription factor families expressed during sponge embryo-
genesis are members of POU homeobox genes, LIM-HD, Pax, Bar, Prox2, NK-2, 
T-box, MEF-2, Fox, Sox, and nuclear hormone receptor gene families (Degnan et al., 
2005).

Vast evidence shows that many of the genes that are responsible for production 
of a number of vitally important molecules in unicellulars are conserved in higher 
metazoans. If metazoans evolved from unicellulars and if the Urmetazoan had “mas-
ter” control genes, it inherited them from its unicellular ancestor. This is not just 
a speculation. All Hox genes in metazoans, and even in metaphyta, share a helix–
loop–helix (HLH) and one or more modules containing a 180 bp DNA segment, 
called homeobox. But it is known that regulatory proteins in prokaryotes also con-
tain a similar 60 amino acid (what corresponds to 180 bp in DNA) long HLH that is 
found in all of their repressor molecules. Similar sequences are contained in yeast 
protein molecules MAT (mating type)-a1 and MAT-a2. It is noteworthy that switch-
ing on/off of each of these genes determines the morphological type of the yeast or 
mating type or both. In support of the hypothesis that Hox genes evolved in protists 
before the appearance of metazoans and metaphyta also comes the fact that both ani-
mals and plants share “master control genes,” implying that their unicellular LCA 
has possessed at least one Hox gene.
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It is assumed (based on the number of common Homeobox genes in arthropods 
and mammals) that the Urmetazoan had three to five Hox genes in a single cluster. 
Later on, a considerable expansion of these genes took place via gene duplication. In 
sponges, the number of Hox genes surprisingly decreased to one from a calculated 
five or six in the Urmetazoan. In arthropods, their number is eight, while in mam-
mals the Hox gene cluster has been repeatedly duplicated to form four clusters, all 
slightly different, with a total of 38 genes (Erwin et al., 1997).

In summary, we know that:

1. a unicellular homeobox domain is present in numerous transcription factors in unicellulars,
2. unicellulars are capable of developing different morphological or mating types depending 

on whether one or the other of two alternative homeodomain genes is expressed,
3. the Urmetazoan had not one or two Hox genes but at least five of them, and
4. Metaphyta and Metazoa share common Hox genes inherited from their common ancestor, 

which has been a unicellular.

Hox genes evolved from one (or a few) primitive Hox gene(s) that probably 
appeared in unicellulars ca. 1 billion years ago (Lappin et al., 2006). Evolving by gene 
duplication, in most extant metazoans, Hox genes in extant metazoans are found in 
gene clusters (Figure 12.1).

Figure 12.1 A representative dendrogram illustrating the evolution of Hox gene clusters from 
a primordial Hox gene in unicellulars.
Source: From Lappin et al. (2006).
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Most other gene families, and even gene regulatory networks, are conserved 
across metazoan taxa with few essential changes. Even species and higher taxa  
that are only remotely related use similar gene regulatory networks and the same  
regulatory Hox genes for molding widely different morphologies:

Thus, strikingly similar gene expression in embryos produces strikingly dissimilar 
adults. This broad-scale evolutionary dissociation between cause and effect is the 
Hox Paradox (Wray 2002), so named because the Hox cluster has been emblematic 
of the phenomenon of conserved developmental genes and expression domains.

Wray (2003)

But paradoxes are expression of wrong views, illusions, and logical incongruities 
arising from fallacious understanding or erroneous information on the phenomena 
under study. In dealing with paradoxes, it is always wiser to revise our ideas rather 
than blame nature for creating them.

Recent studies have added new evidence that increase in the number of genes has 
not been necessary and is not related to the evolution of metazoans. It came as a 
great surprise the finding that the number of genes in sponges, the oldest and lower 
standing phylum of the animal kingdom, a “dead end” of evolution, is about twice 
the number of genes in higher animal groups, including humans (Müller et al., 2004).

The presence of all the essential gene families related to the development shows 
that the Urmetazoan had, in an overly used metaphor, the common “genetic tool 
kit” necessary for cell differentiation and development of metazoan structure. But 
the tool kit is only a necessary condition, a prerequisite for individual development, 
neither a sufficient condition nor the cause of development. The “genetic tool kit” 
metaphor, however, unintentionally, seems to perfectly express the real role of the 
genetic component in the individual development of metazoans: tools are not more 
than tools. The tools have no idea or information on what should be done and how 
to do anything. They can be used for many different purposes by a user that has the 
information on what needs to be done, and also when and how. But the tool kit is 
indispensable, too. It may put restrictions on what the user can do with it, and this 
reminds us of Medawar’s aphorism: “Genetics proposes, epigenetics disposes.” In a 
different context, Carroll says:

Well, we now understand that animal form is not so much a matter of the genes an 
animal has, but how they’re used during the process of development, of going from 
a single egg to the complete mature animal, the building of all of its body parts. So 
these genes are used in every animal, but the choreography is what differs. And it’s 
that different choreography between species that accounts for the endless forms of 
animals.

Carroll (2006)

To build further on the metaphor, we need to know who is the choreographer, 
which, with the same actors, produces different shows. Returning from the metaphor 
to the metazoan cell, we need to know what determines activation of genes, includ-
ing “master” Hox genes; we need to know, not ignore, the origin of the epigenetic 
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information flowing into the cell for using these genetic tools at the right time and at 
the right place.

Unicellular Precursors of the Metazoan Epigenetic 
Informational Structure

Metazoans are dynamical multicellular systems capable of maintaining their 
unavoidably eroding structure and function that, despite the inevitable death, perpet-
uate their kind by reproducing themselves. The maintenance of an eroding structure 
and self-reproduction of a system imply possession of a control system.

The metazoan control system implies memorization of the structure of the liv-
ing system, i.e., heredity (Pattee, 2001; Cabej, 2004) and “memorization” of the 
species-specific spatial arrangement of billions/trillions of cells, of different types 
from which complex metazoan structures and functions arise, is a formidable task to 
accomplish in the process of reproduction.

Being qualitatively inappropriate and quantitatively negligible, genetic informa-
tion contained in the genomic DNA is excluded as a possible carrier of the tremen-
dous amount of information necessary for building the metazoan structure. Where, 
then, in the metazoan organism should one look for possible information-storing 
structures capable of memorizing the metazoan morphology?

As biological information implies a material carrier, the first structure that intui-
tively comes to mind as a potential carrier or encoder of the huge amount of infor-
mation invested in metazoan organisms is the nervous system. There is evidence to 
assume that the specificity of synaptic connections in the nervous system may encode 
information in the form of the short-term memory (generated by processing of the sen-
sory input) and long-term memory. The number of these synaptic connections is on 
the order of trillions (in humans and most vertebrates it amounts to quadrillions) of 
bits, a fact that speaks to the vast information-storing capacity of the metazoan ner-
vous system. We are still far from a full understanding of the underlying chemical and 
computational mechanisms that enable the generation of the epigenetic information for 
establishing these highly specific connections mainly before birth that is experience 
independent. We still wonder how a neuron performs such an incredible function:

A single nucleus, with the same DNA, must serve an entire lifetime for the formation 
and maintenance of tens of thousands of synapses. It seems difficult to imagine a dif-
ferential distribution of genetic material from a single nucleus to each of these tens 
of thousands of synapses unless we conjure up a mysterious “demon” who selec-
tively channels this material to each synapse according to a preestablished code! 
The differential expression of genes cannot alone explain the extreme diversity and 
specificity of connections between neurons.

Changeux (1985)

How was this astounding cell type differentiated from the original stock of  
“protozoan” cells the Urmetazoan consisted of?
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Let us remember that extremely complex cells evolved before the advent of the 
multicellularity. In Sonneborn’s opinion (1950), a Paramecium is “far more compli-
cated in morphology and physiology than any cell of the body of Man” (Sonneborn, 
1950) and Gould considered it to be a “promising nerve cell analogue” that seems to 
have “all the complexity of real nerve cells and more” (Gould, 1982). This implies 
that protozoans had already built up the potentialities of becoming neurons or any of 
the major types of metazoan differentiated cells. What they necessitated to accom-
plish that was a mechanism for controlled actualization of those potentialities, rather 
than acquisition of additional potentialities.

Impulse Conduction and Sensory–Motor Properties  
in Protozoans

Based on their ability to transmit throughout the cell electric impulses induced by 
various environmental stimuli, protozoans move toward or away from various 
objects by perfectly coordinating movements of their cilia and flagellae. They can 
distinguish concentrations of chemicals in the environment, sources and intensity of 
light and to move accordingly (positive and negative chemotaxis and phototaxis), to 
“recognize” their food and ingest it, etc. They can learn, that is, memorize environ-
mental stimuli, a fact that attests to the presence in these unicellulars of an elemen-
tary system for receiving, storing, and using information on their environment. So, 
for example, when a Paramecium collides with an obstacle

the cilia that cover its body reverse their beating stroke for a few seconds … the 
tactile stimulus has an effect on the electrical charge gradient across the membrane …  
this change makes cilia to reverse their beating stroke.

Alcock (1989)

This clearly is an adaptive behavioral response that suggests existence of an inte-
gration system in unicellulars.

A protist is both a receptor and an effector cell. On receiving stimuli, it conducts 
electric impulses to different parts of the cell, particularly to effectors such as cilia 
and flagellae, and can activate a surprisingly large repertory of neurotransmitters and 
neuromodulators that are also used in the nervous system of metazoans.

Like animal receptors, protozoans often receive external stimuli as signal substances 
that bind to specific membrane molecules. Binding can cause a specific ion chan-
nel to open, allowing ions (often Na+ and K+) to flow down their concentration 
gradient (Na+ in, K+ out) … opening the ion channel depolarizes the membrane … 
calcium ions enter the cell … trigger other changes such as reversal of ciliary beat. 
Paramecium, for example, has at least nine different ion channels, some of which 
are localized at the front and others at the rear of the cell. Such localized recep-
tor fields differentiate “head” from tail and are thus analogous to the concentration 
of receptor organs of many animals. Intracellular chemical signaling (pheromones) 
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in protozoans, in fact, often involves signal molecules such as serotonin, beta- 
endorphin, acetylcholine, and cyclic-AMP, which, in animals, function as neu-
rotransmitters and internal messengers.

Ruppert and Barnes (1994)

Perfectly coordinated movements of cilia in protozoans suggest that stimuli are 
sequentially conducted from one cilium to another (Purves et al., 1992).

In Paramecium

nerve-like neurofibrils leading to individual cirri coordinate this locomotion. The 
coordination is lost if the neurofibrils are experimentally cut.

Purves et al. (1992, p. 488)

Generalized protoplasmic conduction is apparently used in amoeboid organisms. 
In organisms with specialized, permanent locomotor organelles, it is not unreason-
able to expect that some kind of permanent conduction structures should evolve. 
In a few Protozoa, evidence of conducting fibrils appears to be incontestable; 
in Euplotes, severing the fibrils results in a loss of coordination. The fibrillar ele-
ments of the infraciliature provide a system that could be, and perhaps is, used for 
coordination.

All of the above point to the existence of a system of integration, a neuroid system 
in unicellulars such as Protozoa:

In their receptiveness to environmental stimuli, protozoans resemble the sensory 
nerve cells of animals.

Ruppert and Barnes (1994)

From the view discussed here, a nerve cell as those that appear in lower metazo-
ans is essentially a differentiated cell that overexpresses the impulse conduction and 
storage of information of its molecular ancestor.

Epigenetic Information in Unicellulars

Contrary to conventional wisdom, there is adequate observational evidence that, 
besides the genetic information, epigenetic information of some kind is participating 
in transmission of inherited characters in unicellulars. This has been unambiguously 
demonstrated in experiments with Stentor.

A fragment of its cell, containing at least one of the total of 15 or more macro-
nuclear beads, a portion of the cortical ectoplasm with its kinetosomes, and some 
of the intervening cytoplasm will be able to regenerate into a complete stentor cell 
(Goss, 1969).

When a piece of cortex is microsurgically removed from a ciliate and then rein-
serted with its polarity relative to the ends of the cell reversed, it reverses the pattern 
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of cilia that develop in that location, and the reversed pattern persists for many 
generations, indicating that the new character transmitted to following generations 
involved cytoplasmic structures rather than any genes.

The hereditary phenomenon known as cytotaxis (movement toward or away from 
other cells) or structural guidance is also attributed to the cytoplasmic organization, 
excluding gene involvement. It is believed that it is the organization of the cytoskel-
eton and other components in the cell’s cortex that provides the information for the 
pattern of cilia movement:

An enucleated interior piece of a stentor can quickly reorganize a new holdfast on 
its posterior end …. The contractile vacuole is in the same category, for it too can be 
regenerated in the absence of the nucleus. Wounds in the ectoplasm can also heal in 
enucleate pieces, and pigment stripes can reconnect their cut ends.

Campbell et al. (1999)

Potentially, any cortical region of the stentor can form a head, and any head 
grafted to the anterior part of a decapitated stentor would inhibit the formation of a 
new head. A polarized anterior control seems to be present in stentor, which prevents 
the formation in posterior head-forming regions (Goss, 1969, pp. 96–99).

In 1963, Tracy Sonneborn (1905–1981) observed that during conjugation, a 
Paramecium received a piece of its partner’s paroral cortex. In subsequent divisions 
that Paramecium formed a clone of double-mouthed Paramecia, as a result of what 
he called cortical mutation (Sonneborn, 1964).

In numerous cases of conjugation, pieces of cortex of one Paramecium went with 
the partner, and in other cases pieces of cortex of one of the conjugant partners were 
experimentally grafted to the other. The grafted cortex was integrated to the host, and 
the reversed polarity of the donor rows of cortical units was inherited for many gen-
erations (Beisson and Sonneborn, 1965).

Complete doublets and cells with rows of RP cortical units, can apparently be main-
tained indefinitely with periodic selection. Even those which revert 100 per cent to 
normal and do so rapidly (for example, incomplete doublets that revert after 30–40 
cell generations) transmit the variant organization to a remarkably large number of 
progeny cells.

Beisson and Sonneborn (1965)

Based on his extensive experiments on cortical inheritance with Paramecium, 
Sonneborn concluded:

For all cortical traits examined, development is hereditarily determined by existing 
and self-reproducing cortical arrangements: the genes (or DNA) doubtless control 
synthesis of the molecular building blocks, but not their site of assembly or the posi-
tion, orientation and number of assemblies.

Sonneborn (1970)
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Sonneborn’s results on epigenetic cortical determination of the orientation 
of ciliary rows were later echoed by Ng and Frankel (1977) in experiments on 
Tetrahymena.

Studies on the cortical/cytoplasmic inheritance have shown that no genetic mate-
rial (genes, DNA, or RNA) is involved in the appearance and inheritance of the new 
characters:

The available evidence on role of microtubules of the cytoskeleton on impulse 
conduction, sensory–motor properties, sensibility and adaptive behavior in response 
to external stimuli led to the hypothesis that the cytoskeleton might play the role 
of the cell “brain” (Glade, 2008), which looks like an echo of an idea expressed 
more than 60 years ago by the great neuroscientist Sherington, who, in relation to 
protozoans, wrote: “of nerve there is no trace, but the cytoskeleton might serve” 
(Sherrington, 1951). Sherrington also believed that cytoskeleton might process infor-
mation (Hameroff, 2008).

The “neuroid,” sensory and motor, properties of the cortical skeleton and these 
properties may be related to the computational capability of microtubule arrays, 
achieving a single final distribution to disparate spatial signals (Gerhart and 
Kirschner, 1997 p. 160), which is a feature of neurons. Indeed, microtubules are an 
important factor in the control of the cytoplasmic structure, including the intracellu-
lar distribution of endoplasmic reticulum, lysosomes, intermediate filaments as well 
as most of vesicular transport (Gerhart and Kirschner, 1997, p. 159). They may rep-
resent a general mechanism of intracellular communication as well as a mechanism 
for the transport of chemicals within the cell. The structure of a microtubule array 
depends not on the properties of its protein units, tubulin molecules, rather than on 
its location within the cell (Harold 2001), a fact that may point to some computa-
tion capabilities of microtubules and cytoskeleton that are responsible for cell shape, 
intracellular transportation, and processes of cell division.

It has been argued that tubulin dimers, which microtubules consist of, possess at 
least two different conformations so that the single tubulin dimer can represent the 
two values of a binary digit. Such binary structures may act as novelty detectors that 
perceive differences in physical quantities rather than absolute values. Any change in 
the environment will be “perceived” by the subunit. If the change exceeds a critical 
value, it may lead to a “quantum jump,” which may result in a change of the con-
formation of the tubulin molecule. The individual tubulin molecules participating in 
the quantum jumps are integrated to a single information-bearing experience of the 
microtubule (Pitkanen, 1998).

The above properties seem to underlie the unusual feature of the assembly of 
microtubules, characterized as “dynamic instability”; they never reach a characteris-
tic length but continually adjust their length to the homeostatic and other fluctuations 
of the environment. Dynamic instability is also observed when pure tubulin subunits 
assemble in vitro, suggesting that it is an intrinsic property of tubulin molecules 
(Gerhart and Kirschner, 1997, p. 154).

Unlike metazoans, where microtubules are produced by centrosomes or micro-
tubule organizing centers, in unicellulars they usually grow at particular nucleating 
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points in the cytoplasm and their direction and extent of growth is often controlled so 
that the final array has a well-defined geometry and polarity.

In principle, therefore, any cytoskeletal structure that is passed on from mother cell 
to daughter cell … could act as a seed to nucleate the growth of another similar 
structure. The cytoskeleton would in this case carry epigenetic information.

Bray (1992)

The presence of the epigenetic information in cortical structures of unicellulars 
can explain the above-mentioned phenomena of nongenomic inheritance in protozo-
ans, such as the inherited reversion of rows of transplanted cilia that beat in opposite 
direction of the host cilia, and the cortical inheritance in general.

The Origin of Eumetazoan Life

About 540 mya, within the 10–50 million years that the “Cambrian explosion” is 
believed to have lasted (Fortey, 2001; Cummings, 2006), about 50 phyla (all of the 
known phyla that readily fossilize), a large number of classes, and about 300 new 
major body plans evolved. No new phyla have evolved ever since (Cummings, 
2006). Such an explosive evolution of phyla is impossible to explain by extrapolation 
from the known rates of evolution (Carroll, 2000). What gave rise to the extraordi-
nary acceleration of the tempo of evolution during the Cambrian, after 3 billion years 
long of only limited evolutionary progress, since the emergence of life on earth?

In searching for an answer to that question, it would be helpful to identify essen-
tial features that distinguish the Precambrian Porifera, that dead end of evolution, 
from the Cambrian fauna, which gave rise to the tremendous wealth of forms of 
eumetazoan life.

From the neo-Darwinian point of view, it would be expected that, ascending the 
ladder of evolution, from the Urmetazoan on, eumetazoan forms would be charac-
terized by an increase in the number of genes. The new evidence that the number 
of genes in eumetazoans, including higher vertebrates and humans, is approximately 
two times smaller than that of sponges, the less evolved of all the known metazoans, 
unequivocally disproves the long-held view that evolution of metazoans is related 
somehow with the evolution and increase in the number of genes. No essential 
changes in genes (both quantitatively and qualitatively) have been involved in the 
transition from the Urmetazoans to eumetazoans: the Urmetazoa was in possession 
of all the important gene families we find in modern lower eumetazoans.

The only relevant difference between sponges and eumetazoans is the differentia-
tion of the neuron and evolution of the neural net and the CNS.

Judging by differences in tracks left by Precambrian and Cambrian animals in 
sediments, a tremendous change occurred in the patterns of their behavior that, in all 
likelihood, is related to the evolution of the nervous system in the latter. The simple 
meanders, often crossing themselves, which characterized the Neoproterozoic (570–
543 mya), are supplanted by nonrandom patterns of movement, spirals, and regular 
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meandering that do not cross each other and burrow with elaborate branches through 
the sediment (Raff, 1996).

Complex brains and sophisticated sensory systems evolved very rapidly, in a time 
interval perhaps shorter than 5 million years, during the Early Paleozoic (545–542 
mya). It is argued that these brains and sophisticated sensory systems

must have been forged via a modular mode of reorganization rather than by inven-
tion of a large number of novel elementars (new proteins, new gene control regions, 
or new cell types).

Miklos et al. (1994)

Indeed,

many of the regulatory genes in butterflies, giraffes and squid, for example, are sim-
ilar, having been inherited from their last common ancestor, the protostome–deu-
terostome ancestor which lived at least half a billion years ago. Thus the striking 
changes in body plans have been accompanied by relative modest tinkering with the 
machinery of early development of that long-extinct precursor.

Erwin et al. (1997)

Genes and even gene regulatory networks are conserved across species for long 
evolutionary periods. While the size and the composition of metazoan genome expe-
rienced relatively modest changes, the nervous system from invertebrates to higher 
vertebrates evolved and grew rapidly: the nervous system of a rotifer or a nematode 
has about 300 neurons, that of the octopus—30 million, with whales and elephants in 
possession of 10 billion to 10 trillion neurons, and humans about 100 billion neurons 
(Prosser and Greenough, 1991), theoretically capable of performing an incredible 
amount of operations per second.

Although generally it is thought that all the extant phyla appeared during the 
Cambrian explosion, there is also evidence that one phylum–level body plan might 
have evolved afterwards: the inversion of the dorsoventral axis in chordates, which 
might have been accomplished via a “small step,” by switching the position of the 
mouth from the neural to abneural side (Arendt and Nübler-Jung, 1994). In chor-
dates, the mouth opens—given their dorsoventral inversion—to their former dorsal 
side, suggesting that the chordate mouth is a new mouth, with the old mouth having 
been obliterated (Arendt and Nübler-Jung, 1994; Nübler-Jung and Arendt, 1996).

Transition to the multicellular form of life came as the crowning achievement of 
ca. 2.5 billion years of evolutionary achievements. The individual cell in the mul-
ticellular organism gave up its original totipotency, identity and freedom for the 
sake of a collective life in a “cell society” of different types of cells. Far from a 
Virchowian democratic republic of cells, the metazoan organism is hierarchically 
structured. Differentiated cells express only a fraction of their genetic potential. They 
only produce a very limited number of specific molecules required for the living sys-
tem, besides the products of some hundred to a few thousands of genes necessary for 
cell’s own subsistence. The degree of expression of genes ranges in increasing order 
from an adipose cell or a red blood cell in the lower extreme to a nerve cell in the 
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higher end. Differentiated cells have to sacrifice their initial totipotency and freedom 
for the sake of the survival and ceded the “totipotency” to the living organism. Thus, 
free will of multicellular organisms increases at the cost of the loss of the freedom of 
its cells.

Precambrian Metazoans: An Obscure Control System

It is generally believed that multicellularity evolved ca. 1 billion years ago, with the 
appearance of red algae. The paleontological record suggests that the metazoan king-
dom may not have arisen earlier than ca. 650 mya (Morris, 1998), with the advent of 
Ediacaran fauna, including sponges that evolved ca. 580 mya (Schütze et al., 1999) 
(Figure 12.2).

Of all the extant metazoan representatives of the subkingdom Parazoa (placozo-
ans and sponges), placozoans have the simplest Bauplan. They have four types of 
somatic cells but show no body symmetry, no organs, nor muscle nor nerve cells.

Sponges are in possession of about a dozen of cell types, and some sponge species 
show an axial symmetry. Sponges may have originated from choanoflagellates. The 

Figure 12.2 Proposed branching order of the three major subkingdoms, Viridiplantae, 
Fungi, and Metazoa, evolving from ancestral unicellular eukaryotes. Porifera form the basis  
of the Metazoa. With the classes Hexactinellida, Demospongiae, and Calcarea, Porifera have  
a common ancestor with higher metazoan phyla. The approximate dates of divergence  
are indicated.
Source: From Schütze et al. (1999).
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differentiation of both types of cells in the primitive sponges may have been facilitated 
by the preexisting signal transduction systems as it is concluded from the presence in 
choanoflagellates of a family of tyrosine kinases and components of the tyrosine kinase 
pathway as well as other signaling protein families (King et al., 2003). However, like 
palcozoans, sponges also lack nerve and muscle cells (Collins et al., 2005).

It is believed that the transition from the hypothetical Urmetazoan to sponges took 
place in two stages: first evolved colonial systems with a limited number of differen-
tiated cells, with the appearance of signal transduction pathways and the evolution 
of communication between cells, and later evolved immune and apoptotic systems, 
which mark the integration of structure in Porifera (Müller, 2003).

When we speak of a Bauplan, we imply the presence of a control system that 
directs erection of the multicellular structure. Earlier in this book (Chapter 1), we 
have shown that the neuroendocrine system represents the basic structure of the ICS 
that is responsible for both erection and maintenance of metazoan structure. The first 
metazoan systems, the Urmetazoan and even Parazoa (Porifera and Placozoa), have 
no nervous system and no differentiated nerve cells, hence they lack a neural control 
system. But the fact that they evolved as multicellular organisms is clear evidence 
that they possess a control system, fully capable for developing and maintaining their 
simple structure. However, the incapability of these primitive metazoans to learn 
by experience and transmit that experience to the offspring may be the reason why 
they, unlike eumetazoans, still now, ca. 600 million years after their emergence, have 
made almost no evolutionary progress, representing “living fossils” of the primitive 
metazoan life.

Although sponges have a greater number of genes than eumetazoans do, and 
were in possession of all the gene families that enabled eumetazoans to perform the 
astounding evolution and diversification observed in the animal kingdom, they are 
stuck in an evolutionary dead end. This fact suggests that the unprecedented rapid 
evolutionary diversification and progress of eumetazoans proceeded separately from 
evolution of genes. Hence, if the extraordinarily rapid evolution of eumetazoans has 
a causal basis, it is clearly nongenetic.

There is reason to believe that the cause of the extraordinarily accelerated rates 
of evolution during the Cambrian explosion is the emergence of the ICS, which 
resolved the fundamental informational problem of memorizing the multicellular 
structure and transmitting instructions for erection of the same structure to the off-
spring. That system, as explained in Chapter 2, is capable of manipulative expres-
sion of genes, thus making it possible for metazoans with the same genes to mold 
widely varying morphologies. That mechanism is at the basis of what West-Eberhard 
calls “developmental recombination” during which “the same genes are used over 
and over in different contexts and combinations” (West-Eberhard, 2005) and which 
is the cause of the conservation of genes and gene networks over evolutionarily long 
periods of time.

Sponge cells are autonomous functional units with broad functional capabilities. 
Each cell must find and use the food themselves, and this is the reason they must 
stay in contact with the external environment and cannot form tissues or layers of 
more than two or a few cells thick.
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Sponges represent an evolutionarily successful group of 5,000–10,000 species. 
They possess 6–12 different types of cells, i.e., as many as cnidarians do. If the num-
ber of different cell types is one of the main criteria of the structural complexity in 
metazoans, the question arises: what determined the quite different evolutionary 
fates and positions of sponges and cnidarians, with the first representing a dead end 
of evolution and the latter group at the base of the evolutionary tree? The only dif-
ference at the level of cell differentiation is that Cnidaria, or a Cnidaria-like extinct 
group, evolved the nerve cell and neural net, while sponges failed to do so (Mackie, 
1990; Ruppert and Barnes, 1994, p. 91). The absence of neurons and neural net may 
also be the reason why sponges do not show the coordination of activity that is char-
acteristic of eumetazoans.

In sponges, after fertilization, the zygote divides unequally without cell growth, 
thus the cleavage produces small cells (micromeres) and large cells (macromeres). 
However, unlike eumetazoans, the process is random with variable patterns of cells 
within the embryo, with no fixed cleavage pattern, and no cell lineages exist (Degnan 
et al., 2005). Formation of the “gastrula” results from migration of macromeres into 
the interior of the embryo and micromeres surrounding them. The mechanism of this 
migration and later-occurring directed cell migration is not known, but maternal fac-
tors may be involved (Degnan et al., 2005).

The absence of a fixed cleavage pattern, that in eumetazoans is determined by 
parental factors, may explain the fact that sponges, unlike any eumetazoan, show no 
symmetry (oral–aboral or bilateral) and polarity (anterior–posterior or dorsoventral) 
at the organismic level (Finnerty, 2003).

As argued earlier (Chapter 1), due to the functional and structural complex-
ity as well as to the unavoidable tendency of the living systems to lose order at all 
the levels of organization, no multicellular organism can evolve, develop, and exist 
without a control system at the supracellular and organismic levels. Parazoa are not 
an exception. A control system for restoring the lost order at the supracellular and 
organismic levels during their lifetime and for regulating the individual development 
in the process of biological reproduction is certainly operative in Parazoa. While we 
have considerable knowledge of the material basis and function of the control sys-
tem in unicellulars (genome and related structures involved in expression of genetic 
and epigenetic information) and eumetazoans, the control system in parazoans is not 
known in any details. A neuroendocrine control of vital phenomena, analogous to 
that of eumetazoans, is not known to exist in this group.

Despite the absence of the nervous system, in sponges it is observed that a sharp 
stimulus given at a definite point slowly spreads and evokes responses in nearby 
cells or in a special group of cells. This so-called neuroid conduction inspired some 
biologists to believe that sponges display a minimal coordination. The idea is that 
intercellular communication and nonnervous signaling pathways for an elementary 
coordination of the activity of cells exists even in these “living fossils.” It is note-
worthy that sponges react by contracting the body and by changing the rhythm of 
contractions in response to a number of neuroactive substances.

They have an endogenous contraction rhythm that makes possible water 
exchange, which implies the presence of at least two signaling pathways (Ellwanger 
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and Nickel, 2006). In sponges also neuron-like receptors are identified (Perovic 
et al., 1999). The presence of a minimal coordination and integration in sponges, in 
the absence of differentiated neurons and nerve nets, is not surprising, for even their 
protozoan ancestors evolved mechanisms of signal conductance.

Sponges exhibit some evolutionary premises for performing neuronal conduc-
tance of stimuli and differentiation of the neuron. In the hexactinellid sponge, 
Rhabdocalyptus dawsoni, experimentally induced electrical and tactile stimuli are 
propagated throughout the body, causing the flagellae of the flagellated chamber to 
stop beating, with the resulting arrest of the feeding current. The proximate cause of 
the arrest of the flagellae are Ca2 channels and the conducting tissue is the trabecu-
lar reticulum, a syncitial structure (a multinucleate protoplasma mass) that pervades 
the entire body of the sponge, unimpeded by membranous structures. Surprisingly, 
prenervous/nonnervous tissues conducting electrical impulses are still conserved in 
lower invertebrates, along the nervous net (Leys et al., 1999).

Very recently, in a number of studies, it has been shown that a specific cell type, 
epidermal ciliated flask cells, in Amphimedon sponges, which, like all sponges, 
have no neurons (Sakarya et al., 2007), express together the “synaptic” genes, which 
represent the core of the postsynaptic scaffold of neurons in eumetazoans and are 
essential for the postsynaptic transmission in neurons (Grant, 2006; Gerrow et al., 
2006). It is believed that these epidermal flask cells may have a role as receptors for 
sensing environmental stimuli and may be evolutionary precursors of the eumetazoan 
neuron:

The few innovations that came with the origination of nervous systems were novel 
binding partners to an existing scaffold.

Sakarya et al. (2007)

Although sponges have no nervous system or muscles, they are in possession of 
a complex system of chemical messengers that regulate their contraction behavior 
and movement in response to various external stimuli, including diurnal rhythms 
(Ellwanger and Nickel, 2006) and a rudimentary coordination of cell activity, which 
may be related to a number of evolutionary innovations such as sexual reproduction 
and embryogenesis (Degnan et al., 2005). It is assumed that the system of chemi-
cal messengers in sponges schematically presented in Figure 12.3 represents the first 
nonneural control system at the supramolecular level known in metazoans.

The system is based on intercellular communication via various inducers, includ-
ing some hormones secreted in eumetazoans (Hartenstein, 2006) and probably other 
“neuroid” factors, as may be concluded from the presence of the GABA (gamma-
aminobutyric acid) receptor in sponges and from the responsiveness of these primi-
tive metazoans to various neurogenic substances. The next step, the great transition 
in the evolution of metazoan control system, is related to the differentiation of the 
neuron and evolution of the nerve net.

The origin of cell differentiation observed in sponges, although innovative in 
some respects, can be traced back to unicellular systems. So, for example, Sonneborn 
obtained from a single Paramecium clone a dozen of different serotypes, each 
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The Diffuse Control System and the Neural Controller:  
The Eumetazoan’s Eureka

The evolution of the Urmetazoan could not have been a straightforward process. 
The first extant group evolving from Urmetazoans, Parazoa (sponges and Placozoa) 
turned out to be an evolutionary “dead end.” It took a long time for Urmetazoans 
to find an open evolutionary pathway, and the success was essentially related to the 
advent of the neuron and formation of the neural net. As pointed out earlier, transi-
tion from Urmetazoans to eumetazoans is not characterized by relevant changes in 
the genetic information: all of the gene families involved in the individual devel-
opment of eumetazoans were present in the Urmetazoan, as they are present in 
sponges. Even the nervous system–related genes have existed in metazoans before 
the emergence of the nervous system. Bilateral animals share 95% of nervous sys-
tem–related genes, and “these genes have remained unchanged in the evolutionary 
lineage from the ancestral CNS in the common ancestor of bilaterians to the highly 
ordered human brain” (Mineta et al., 2003). More surprisingly, 30% of nervous 
system–related genes of platyhelminthes have homologues in the plant Arabidopsis 
and yeast, which have no nervous system (Mineta et al., 2003).

It is a widespread opinion that, initially, the neuron differentiated from the stock 
of pluripotent cells of primitive invertebrates as a secretory cell, which was able 
to respond to an external or internal stimulus to secrete a diffusible substance that 
changed the function or the structure of other cells in order to adapt the organism to 
the changed external or internal environment:

The origin of differentiated nervous tissue must have proceeded in a number of 
steps, of which the first would obviously be the development of a specialized recep-
tor, monitoring changes in the external environment, such as light. In order for the 
detected changes to influence the organism, the receptor or primitive neuron would 
have to communicate in some way with the rest of the organism. There is no meta-
zoan taxon from which the neuroendocrine cell is absent …. Chemical communica-
tion is an obvious means of establishing the communication, and primitive receptor 
neuron might be seen as secreting a chemical in response to appropriate stimuli. 
That scenario defines a minimal neuroendocrine structure, in which a receptor 
becomes also an independent effector, secreting a molecule that carries a message 
to all parts of the organism.

Gorbman and Davey (1991)

Differentiation of the neuron, with its potential to communicate with other neu-
rons, led to formation of the pervasive neural net, which could also monitor the status 
of the internal environment, detect deviations from the norm, and release chemical 
signals (neurosecretions) for restoring the normal state by stimulating other cells to 
produce depleted elements in the internal environment, or stimulate proliferation of 
cell types that are lost, or even induce programmed cell death, when necessary.

Probably, the most important difference between the Precambrian control systems 
and the neurally determined control systems is learning of new behaviors based on 
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While genotypically identical to all the cell types of the metazoan organism, a neu-
ron expresses a greater part of the genome than any other cell type. Morphologically, 
it is a cell with a very branched structure, dendrites on one side, and a long trunk 
(axon) that is branched only at its tip. Neurons communicate with each other via 
those branched structures connected in synapses. Generally, the axon transmits infor-
mation from the presynaptic neuron to the postsynaptic neuron through dendrites of 
the latter.

Unlike higher organisms, in Cnidaria neurons are multipolar or bipolar nerve 
cells that can conduct stimuli in either direction. Neurons in Hydra, for example, are 
generalists lacking the functional specialization observed in neurons of higher meta-
zoans. However, cnidarian neurons produce almost all of the neurotransmitters, neu-
rohormones, and nonneural hormones that arthropods and chordates do (Hartenstein, 
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of other cell types into nerve cells by PAF is demonstrated almost in all stages of 
the development of Hydractinia echinata, in planula and even after metamorphosis 
(Plickert, 1989).

From an evolutionary viewpoint, the most difficult problem to resolve, in the  
process of transition to multicellular life, would have been the acquisition by the 
multicellular system of the ability to memorize its supracellular structure and evolu-
tion of mechanisms for transmitting that memory ( information) to the offspring. 
In the first part of this work, I have shown that this is a function of the control system 
with the nervous system as its controller. From the beginning of the eumetazoan life, 
even the simple cnidarian neural net was able to function as a control system, as is 
proven by the fact that the neural net in species of this group controls and regulates 
their vital functions, including their behavior, reproduction (individual development, 
cell differentiation, and growth), cell proliferation, and regeneration. In cnidarians, 
the proximate regulators of all of these functions are neurohormones released by 
secretory neurons:

The nervous system of hydra serves two functions. It is responsible for the coordi-
nation of movement and behaviour, and it controls morphogenesis. For the coor-
dination of movement this evolutionary oldest nervous system uses peptides for 
neurotransmission. Classical transmitters like acetylcholine, serotonin and catechol-
amines and their processing enzymes do not seem to be present in nerve cells of 
hydra, but neuropeptides are abundant both in hydra and in other coelenterates … 
two sets of substances, secreted by nerve cells, regulate head- and foot-specific dif-
ferentiation events and thus pattern formation in hydra, an activator and an inhibi-
tor of head formation, and a second set for foot formation … The head inhibitor 
controls where a head structure is induced, primarily by regulating, presynaptically, 
the release of the head activator and also its own release.

Schaller et al. (1996)

The neuropeptide head activator (HA) at higher concentrations determines differ-
entiation of stem cells to head-specific fates (Schaller et al., 1996).

The nervous net of Hydra also regulates the growth and related process of regen-
eration and budding, and at the same time, it maintains its head-to-foot morphology 
(Rezgaoui et al., 2006) by regulating patterns of secretion of the neuropeptide HA. 
As a strong mitogen in the G2-mitosis transition, the neuropeptide regulates cell-
cycle progression during embryonic development (Figure 12.7).

Hydra continually produces new neurons from interstitial cells (Bode et al., 
1988) for supplying neurons to young buds as well as for replacing neurons that 
are lost in extremities. Differentiation of neurons from interstitial cells in Hydra is 
under control of the nervous net, whose neurons send signals for transdifferentiation 
of interstitial pluripotent cells (I stem) into neurons on their way to the head and 
foot (Figure 12.8). The differentiation signal released by neurons is the neuropep-
tide Hym355, which overpowers inhibiting action of epithelial peptides. Interstitial 
cells committed to nerve cell differentiation have information on the site they must 
migrate (Koizumi, 2002).
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Source: From Koizumi (2002).
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Many features that are characteristic of higher metazoans, such as precise pattern-
ing and axis formation during development, and the presence of a nervous system, 
were probably “invented” by cnidarians or an equally ranked or related ancestral 
group.

The epigenetic information for the early stages of development in cnidarians 
is provided to the egg cell in the form of maternal factors, provided by nurse cells 
(David et al., 2005) and by ingesting surrounding apoptotized nurse cells (Technau 
et al., 2003).

Apoptosis in Hydra and many other cnidarian species is a widely used process 
for maintaining cytological homeostasis. It is almost indistinguishable from the pro-
grammed cell death in higher metazoans (Böttger and Alexandrova, 2007) and clearly 
implies presence of epigenetic information on the normal number of cells Hydra has 
to maintain.

There is no evidence on the nature of the control of the number of cells in this organ-
ism, but, based on the evidence on the present knowledge on mechanisms of the con-
trol of cell number and body mass in higher metazoan organisms (Gorbman and Davey, 
1991, pp. 731, 744; Halaas et al., 1995; Pelleymounter et al., 1995; Adams et al., 2001; 
Baeckberg et al., 2003; Nijhout, 2003), a neural mechanism may be operative in Hydra 
as well.

Recently Nordström et al. (2003) have described an interesting phenomenon: 
while planula larvae of cnidarians generally have a simple nerve net, they could 
not discover any neurons in the larvae of the jellyfish (cnidarians of the class 
Scyphozoa). The extremely simple organization of these larvae, with only five cell 
types and no neurons, is reminiscent of sponges rather than cnidarians (Nordström 
et al., 2003).

As already pointed out, the early development in Cnidaria, like other oviparous 
animals, is determined by the maternal epigenetic information contained in the egg 
cell in the form of cytoplasmic factors.

The next phase of the individual development, the metamorphosis (Figure 12.9) 
of the planula into a polyp, is also under epigenetic control, but signals for meta-
morphosis now come from the embryonic nervous net. Larvae have chemosensitive 
and mechanosensitive cells. Hydractinia planulae mostly settle on hermit crab shells. 
They have sensory neurons on both extremes of their bodies, which discharge sticky 
threads of nematocysts to attach to the shells.

If the shell happens to be of a hermit crab, it contains a thin film of bacteria, 
whose outer membrane chemicals serve as a cue for inducing the planula to meta-
morphose (several bacterial species are identified to have such an effect) (Müller and 
Leitz, 2002). Planulae respond specifically only to cues from bacteria of the genus 
Alteromonas.

Upon attaching to the shell, ectodermal neurosensory cells at the anterior of the 
planula respond to the bacterial cue by secreting the neurotransmitter serotonin 
(5-HT or 5-hydroxytryptamine), which starts a signal cascade (McCauley, 1997) 
(Figure 12.10) leading to release by secretory neurons of a neuropeptide. Here is the 
interpretation of the phenomenon by the investigators:
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It is experimentally demonstrated that metamorphosis of H. echinata planulae is 
prevented by blocking LWamide neuropeptides and can resume by administration of 
synthetic LWamide neuropeptides (Plickert et al., 2003).

LWamide neuropeptides are secreted by about 40 neurons (out of a total of 450 
neurons in the planula) located in the anterior half of the ectodermal cell layer, 
which function as sensory neurons for monitoring the environment. These sen-
sory neurons send long processes to the posterior part of the planula, thus making 
it possible that LWamide neuropeptides reach the target larval cells all over the 
planula body, stimulating them to enter metamorphosis (Katsukura et al., 2003a). 
A similar number of planula sensory neurons secrete an RFamide neuropeptide, 
which has an opposite effect, i.e., it inhibits the metamorphosis. Sensory neurons 
also control and regulate the migration of planulae. The above neuropeptides, in 
concentrations that are one to two orders of magnitude lower than those affect-
ing metamorphosis, regulate the migration of planulae. Migration of planulae is 
not continuous. Planulae intermittently experience phases of migration and rest-
ing behavior. It has been suggested that migration periodicity may be controlled 
and regulated by a neural control mechanism in which secretion of LWamide by 
LWamide neurons stimulates muscle contraction and migration but at the same 
time stimulates secretion of RFamides, which inhibit migration and determine the 
resting phase and other phenomena (Katsukura et al., 2003b).

Thus, the cnidarian nervous net represents a neural control system that is respon-
sible for all of the vitally important phenomena, such as behavior, homeostasis, 
sexual and asexual reproduction, including the growth and cell differentiation, and 
animal physiology in general. This control system made it possible the evolution of 
the asymmetry and the strict determinism and patterning of the early development in 
metazoans as compared to sponges. Most importantly, it provided eumetazoans with 
the potential for producing and storing the great volume of information necessary for 
building the metazoan structure and the morphological diversity, based on the ability 
of the control system to memorize not only its own structure, behavior, and functions, 
but sometimes also changes in phenotypic traits that the metazoan might develop in 
response to environmental stimuli. The control system enabled metazoans to escape 
the evolutionary dead end where Precambrian metazoan life was long trapped.

Centralization of the Neural Control System

Segregation and concentration of neurons of particular types in specific regions of 
the metazoan body have been universal trends of metazoan evolution. The tendency 
for a centralized nervous system appeared as low in metazoan evolution as Cnidaria, 
which, despite the generally diffuse character of the neural net, show simple neuro-
nal concentrations in the form of the nerve ring.

From a physiological point of view, transition from the diffuse neural net of 
primitive metazoans to centralized nervous system implies transition from process-
ing of the sensory input for generating local locomotory and neurosecretory outputs 
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to a higher processing and integration of the sensory input in the CNS for generat-
ing systemic responses via neuroendocrine pathways or centrally coordinated motor 
activities (Arendt et al., 2008). This concentration is the result of the evolutionary 
pressure for more complex processing of the internal and external stimuli necessary 
for generating the more complex adaptive behaviors, morphologies, and life histories 
that characterize evolution of higher metazoans. Concentration of neurons in ganglia 
and brains is not related to any changes in genes, and more than 95% of 116 ner-
vous system–related genes are shared by organisms of different phyla, such as platy-
helminthes (planaria), nematodes, invertebrates (insects), and vertebrates (humans) 
(Mineta et al., 2003).

An intermediate position in the evolution of the nervous system is occupied by 
the deuterostome enteropneusts, which display aspects of both central and diffuse 
organization (Holland, 2003).

One of the lower extant invertebrates that evolved a CNS is the planarian Dugesia 
japonica, a platyhelminth that displays a concentration of neurons in the head region, 
which has been considered to be a simple brain (Nakazawa et al., 2003). Its CNS 
consists of a bilobed cephalic ganglion and a ventral nerve cord. The ganglionic neu-
rons exhibit a structural novelty similar to dendritic spines and express otx genes, 
facts that are believed to justify ranking the planarian cephalic ganglion as a brain 
(Nakazawa et al., 2003).

The planarian brain shows functional regionalization (Figure 12.11), which 
allows them to perform complex functions, comparable to those observed in higher 
metazoans (Nakazawa et al., 2003).

While all of the primitive Cnidaria and Ctenophora have a diffuse nervous net, the 
modern protostomes and deuterostomes evolved the CNS. This fact raises questions 
about the first metazoan group(s) that evolved the CNS: Did the Urbilaterian, the earli-
est of bilaterian metazoans, to which both protostomes (ecdysozoa and lophotrochozoa) 
and deuterostomes (mainly chordates) belong, evolve a CNS? Recent studies on the 
evolution and ontogeny of the CNS in these groups have shed some light on the issue.

Similarities in the organization of the CNS in all the bilaterian groups have been 
observed since the nineteenth century, at the dawn of neurobiological studies, but 
a recent study in Arendt’s laboratory, Heidelberg, focused on both similarities and 
divergences of the CNS in these groups.

Investigation of the CNS of a lophotrochozoan, the polychaete annelid 
Platynereis dumerilii, showed some surprising similarities in the mediolateral pat-
terning and neuron-type distribution of the developing trunk CNS of the worm and 
the mediolateral architecture of the developing vertebrate neural tube, which “sur-
passes that documented previously for vertebrate and fly and indicates that a CNS 
already existed in Urbilateria” (Denes et al., 2007). Their evidence suggests that

a large part of the spatial organization of the annelid and vertebrate CNS was 
already present in their last common ancestor, which implies that Urbilateria had 
already possessed a CNS.

Denes et al. (2007)
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The fact that ecdysiozoans (flies and nematodes) have lost some transitory neural 
structures has been explained with an evolutionary pressure for speeding up neurode-
velopmental processes (Denes et al., 2007).

Evolution of the Neuroendocrine Control System

Neuroendocrine Control System in Invertebrates

Centralization and functional regionalization of the nervous system in bilaterians 
might have been stimulated by the evolutionary pressure for coordinating ever-increas-
ing complexity of functions and structure of metazoans, which required more sophis-
ticated neural processing of the sensory input in neural circuits. At the same time, the 
evolution of more complex metazoan structures required and led to evolution of hier-
archies in the control system. One great manifestation of the hierarchical structuration 
of the neural control system in invertebrates is evolution of the neuroendocrine system, 
in which the CNS takes control of the three tiers of endocrine glands whose products 
became mediators and effectors of the neural signals in the control system.

The following excursus on the evolution of the neuroendocrine control system is 
based on the review of Hartenstein (2006).

The CNS evolved first in bilaterians. The fact that the spatial arrangement of pro-
genitors of the neuroendocrine system is conserved in metazoan groups as different 
as Drosophila and vertebrates suggests that

fundamental elements of a primordial “neuroendocrine system” were already  
present in the Bilaterian ancestor.

Katsukura et al. (2003a)

The chemosensory neuronal structures involved in reproductive and feeding 
behaviors in invertebrates may be evolutionary precursors of the pituitary and com-
parable endocrine glands in vertebrates, which were later placed under the control of 
the hypothalamus, the brain neurosecretory gland.

Specialized neurons in the epidermis and in the gastrodermis of primitive eumeta-
zoans delaminated to form the brain, nerve plexuses, peptidergic endocrine glands, 
and cell clusters close to the brain (corpora cardiaca in insects and pituitary in verte-
brates) gave rise to specialized endocrine glands.

A process of centralization (cephalization) of the nervous systems led to forma-
tion of the CNS and evolution of a neuroendocrine system as the central element 
of the ICS, which in invertebrates included neurally controlled endocrine glands 
(Figure 12.12D).

All of the reproductive functions (reproductive physiology, gametogenesis, early 
development and postphylotypic development, including metamorphosis and regenera-
tion) and behavior in invertebrates are under strict control of the neuroendocrine system.

It has been suggested that an intermediate step in the evolution of the vertebrate neu-
roendocrine control, a precursor of the hypothalamal–pituitary–target endocrine glands 









Evolution of Metazoans and Their Control System 439

called Rathke’s pouch, invaginates from the roof of the stomodeum and comes into contact 
with the primordium of the hypothalamus. In a Drosophila embryo of a corresponding stage 
(D), the primordium of the SNS forms three invaginating placodes in the roof of the foregut. 
Precursors of the corpora cardiaca are associated with the SNS primordium. The expression 
pattern of relevant signaling pathways and transcription factors (boxed) involved  
in neuroendocrine system specification is indicated. Abbreviations: PI, pars intercerebralis; 
PL, pars lateralis; SNS, stomatogastric nervous system.
Source: From Hartenstein (2006).

Evolution of the Neuroendocrine Control in Vertebrates

In the course of evolution, the neuroendocrine control system in vertebrates became 
progressively more complex. However, despite the independent evolution for more 
than half a billion years, astounding similarities are observed between the neuroen-
docrine system of extant invertebrates and vertebrates. The insect brain–pars inter-
cerebralis/pars lateralis–corpora cardiaca–corpora allata complex is the counterpart 
of the vertebrate neuroendocrine brain–hypothalamus–pituitary–target glands axis 
(Veelaert et al., 1998). Like the vertebrate pituitary, the insect’s corpora cardiaca 
consists of a glandular lobe and a neurohemal lobe where nerves projecting from 
the brain release their neurohormones that are stored or regulate production of other 
hormones there. Not only the general hierarchy of the neuroendocrine structure is 
conserved in both groups, but even the patterns of the development of the neuroen-
docrine structure are surprisingly similar (Figure 12.14). In both invertebrates and 
vertebrates, the neuroendocrine system arises within the anterior neural plate. In both 
groups, the pars intercerebralis and the hypothalamus develop behind the corpora 
cardiaca and the pituitary, respectively. Patterns of gene expression in the process of 
the development of neuroendocrine systems are also similar to a considerable extent 
(Veelaert et al., 1998; Hartenstein, 2006).

The general pattern of the organization of the neuroendocrine system in verte-
brates is very similar to the one observed in invertebrates and is represented by the 
hypothalamic–pituitary–target glands system (Figure 12.15), which is highly con-
served across vertebrate taxa.

The hypothalamus produces a number of neurohormones, which program and 
stimulate secretion of the corresponding pituitary hormones. As an evolutionary 
innovation of vertebrates, evolution of the hypothalamus added another level in the 
hierarchy of the ICS in vertebrates. In vertebrates a diffuse neuroendocrine level of 
secretory neurons distributed in various regions of the body also evolved. Peripheral 
neurons of the autonomic nervous system also participate in the regulation of hor-
monal secretion of the adrenal medulla, pancreas, and intestinal wall (Hartenstein, 
2006). The neuroendocrine system in vertebrates also controls and regulates pro-
cesses of metabolism, homeostasis, reproduction, and growth and determines the 
vertebrate neuroendocrine response to stress.

Existence of a collection of such “synthesis islands” in invertebrates led to for-
mulation of the bridging hypothesis according to which preexisting ligand-receptor 
systems could be bridged to form new networks, and then structural innovations in 
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proteins could produce changes in signaling pathways, including formation of the 
hypothalamal–pituitary–target (peripheral) endocrine glands axis. But the problem is 
that no one has any idea how that bridging might take place. Neither this nor the 
model of the sequential capture of preexisting regulatory pathways (Campbell et al., 
2004) could satisfactorily explain the evolution of the vertebrate hypothalamal–
pituitary–peripheral gland system.

Evolution of the hypothalamus is related to the evolution of the vertebrate brain 
in general. The central role of the hypothalamus in controlling functions, structures, 
and behaviors of vertebrates via the hypothalamal–pituitary–target gland axis cannot 
be considered isolated from the activity of the brain, of which it is an integral part. 
Ultimately, all of the neuroendocrine signals released by the hypothalamus result 
from integration of the various inputs of information it receives from many parts of 
the brain.

By the time the vertebrates split from their ancestral chordates, a series of evo-
lutionary changes in the brain developmental program took place. With vertebrates 
began a new stage in the evolution of the patterns of development of the CNS, the 
controller of the ICS: the segmental development of the brain with neuromeres as its 
basic units. Prosomeres, mesomeres, and rhombomeres are neuromeres from which 
the forebrain, midbrain, and hindbrain, respectively, develop. Vertebrates have seven 
or eight rhombomeres, each with specific patterns of gene expression.

The vertebrate neuromeric structure evolved first in agnathans, such as lampreys. 
This implies that the segmented brain may have first appeared in the common ances-
tor of agnathans and gnathostomes, i.e., not later than 540 mya (Rosa-Molinar et al., 
2005) during the Cambrian explosion.

Another characteristic feature of the evolution of the CNS in vertebrates is evolu-
tion of the cerebellum. The midbrain–hindbrain boundary in vertebrates serves as an 
organizing center of morphogenetic patterning with a characteristic pattern of gene 
expression that is involved in the anterior–posterior patterning of the midbrain and 
cerebellum. In lampreys, this organizing center does not induce formation of a cer-
ebellum, probably because lampreys do not express Pax6, whereas the rest of ver-
tebrates do (Murakami et al., 2005). The most recent vertebrate brain structure to 
evolve is telencephalon, which appeared first in hagfish and lampreys.
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Origins of Evolutionary Novelty
We now understand that animal form is not so much a matter of the genes an 
animal has, but how they’re used during the process of development, of going from 
a single egg to the complete mature animal, the building of all of its body parts.

Carroll (2006)

The Epigenetic Hypothesis of Evolution and its Predictions

The modern neo-Darwinian theory has not succeeded in its long attempt to account 
for the mechanism of the emergence of evolutionary change. In Neural Control of 
Development (2004), I put forward an alternative epigenetic theory of heredity of 
metazoans. Almost all predictions of that theory have been validated and substanti-
ated by adequate evidence presented in the first part of this book (Chapters 1–6).

Substantial research I conducted on relevant observational and experimental evi-
dence of evolutionary change encouraged me to extend and apply the epigenetic the-
ory of heredity in developing an epigenetic hypothesis of metazoan evolution, which 
essentially posits that evolution of metazoan morphology, behavior, and life history 
is the result of heritable epigenetic changes in developmental pathways.

These epigenetic changes are essentially different from genetic changes (gene 
mutations) in an essential aspect. Genetic changes unavoidably and randomly arise 
from errors occurring in the process of DNA replication. In contrast, epigenetic 
changes in developmental pathways are anything but random. They arise as solutions 
to the problems of adaptation of the organism to the changed environment. These 
solutions result from the computational activity of neural circuits that perform the 
processing of the external/internal stimuli. This is suggested by three general facts:

First, unlike gene mutations, which are randomly occurring solitary events affecting individ-
uals in population independently of the changes in environment, epigenetically determined 
changes (intragenerational developmental plasticity, transgenerational developmental plastic-
ity, and evolutionary changes) are responses of the organism to the changed environment that 
affect many, most, or even all individuals in a population.
Second, epigenetic changes in developmental pathways are the result of epigenetic 
changes in neural signals (or their spatiotemporal pattern of secretion) that activate devel-
opmental pathways.
Third, and in clear distinction from gene mutations that are mostly deleterious, epigenetic 
changes, as a rule, are adaptive.

In anticipation of the criticism of possible teleological implications of the concept, I 
will remind the reader that it excludes any teleological agent in the sense that while 
the change is triggered by neural computation it has nothing to do with the conven-
tional meaning of consciousness, for most of neural computation is not related to 
consciousness.
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The main predictions of the epigenetic theory of evolution developed in this  
work are:

1. Evolutionary changes in phenotype arise during the individual development as a result of 
epigenetic changes in developmental pathways occurring without, or independently of, 
changes in genes.

2. Evolutionary loss of phenotypic traits is epigenetically determined and occurs without loss 
of genes.

3. Evolution of animal phenotype (morphology, physiology, behavior, and life histories) is 
reversible.

4. Reversion to ancestral phenotypes is epigenetically determined and is not related to rever-
sion of any lost genes.

5. Sympatric speciation is possible because reproductive isolation can prezygotically evolve 
by neuro-cognitive mechanisms, without geographic isolation of populations.

The remaining part (Chapters 13–19) of this work is devoted to verification and 
substantiation of the above predictions of this epigenetic hypothesis of evolution.

The traditional taxonomic classification, determination of nodes in cladograms 
and cladogenesis in general, whose study has contributed so much to establishing 
relationships between taxa and elucidating patterns of evolution, is out of the scope 
of this work. My causal inquiry will overextend at the expense of these descriptive 
aspects of metazoan evolution. I will focus on the developmental mechanisms of 
evolutionary change by tracing back the development of these traits as they occur in 
the course of ontogeny, from the early development to adulthood.

To the extent that the present knowledge allows it, I will consider the evolution of 
metazoan morphology, behavior, and life histories in concrete examples, focusing on 
the changes in developmental mechanisms that made these changes possible. There 
is no alternate way for an evolutionary change in metazoan morphology to arise but 
through a specific change in a developmental pathway. Hence, what controls changes 
in developmental pathways in metazoans also controls their evolution.

To enable the reader to assess the explanatory power of the neo-Darwinian and 
epigenetic paradigms, I will use a comparative approach: the neo-Darwinian expla-
nation of the evolutionary change will be followed by an epigenetic rationalization of 
the concrete examples of evolutionary change.

The Nature of the Evolutionary Change

Far from an ideal world of a stable, unchanging environment, our planet is a 
dynamic, ever-changing system. Hence, evolutionary pressure for evolving not only 
intragenerational phenotypic plasticity but also evolutionary changes, inherited 
adaptations to change living conditions, would have risen as soon as living systems 
emerged.

For a long time, biologists have focused on the process of selection of evolu-
tionary changes rather than on their origin and the mechanisms determining their 
emergence. Natural selection acts on, and even exists for the sake of, evolutionary 
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changes. No selection will occur before the evolutionary change arises. In the begin-
ning, there was evolutionary change. Selection follows it:

All novel adaptive phenotypes must originate before they can be molded by selec-
tion, and they need not be altered under selection to be adaptive.  

West-Eberhard (2003)

The fact that the science of biology focused for such a long time on selection rather 
than on generation of evolutionary changes that must be selected is anything but sur-
prising. Only in the past few decades have the substantial breakthroughs been made 
in the molecular mechanisms of individual development, the ontogeny at a deep 
causal level, where all the evolutionary changes originate.

In their perpetual effort to heritably adapt to the changing environment, meta-
zoans evolved numerous novelties (sensu West-Eberhard, “a trait that is new in 
composition or context of expression relative to established ancestral traits” (West-
Eberhard, 2003, p. 198)) and modifications of their parts, traits, and organs. Most 
of the new evolutionary adaptations arise in the form of modifications of existing 
structures (Bock and Wahlert, 1998). The idea that most evolutionary novelties are 
modified versions of older structures (Campbell et al., 1999) still remains almost 
unchallenged. De novo adaptations are relatively rare phenomena in the living world.

By the early 1980s, Raff and Kaufman expressed the revolutionary idea that evo-
lution by DNA mutations “is largely uncoupled from morphological evolution” (Raff 
and Kaufman, 1983). Indeed, no example has ever been presented of a gene muta-
tion leading to an adaptive novelty in metazoans, although gene mutations unavoid-
ably occur and are selected over time. But if there is no genetic information involved 
in the emergence of evolutionary novelties, then the only remaining alternative is to 
assume that some form of epigenetic information (in the broad meaning of the word) 
is responsible for that change.

The discovery of the transgenerational inheritance of methylated DNA by Holliday 
and Pugh (1975) and Riggs (1975) provided the impetus for a revival of the interest in 
epigenetic mechanisms as source of evolutionary changes. For obvious reasons, this 
interest was initially focused on epigenetic changes in DNA and chromatin (Holliday, 
1987; Jablonka and Lamb, 1989; Strahl and Allis, 2000; Jaenisch and Bird, 2003, etc.). 
While this basically chromosomecentric approach to epigenetics made tremendous 
progress in laboratory research, a holistic approach seems to have been more fruitful 
in regard to demonstrating the epigenetic origin of changes in developmental pathways 
that lead to evolutionary changes (West-Eberhard, 1986, 1989, 2003; Matsuda, 1987; 
Schlichting and Pigliucci, 1998; Cabej, 1999a, b, c, 2001, 2004, 2008, 2011; Newman 
and Müller, 2000; Pigliucci, 2001; Ginsburg and Jablonka, 2010, etc.).

In the first part of this work, I have presented adequate empirical evidence that the 
signals for activating developmental pathways determining the normal development of 
animal tissues, organs, and morphology in general come from the central nervous sys-
tem (CNS). In Chapter 10, I argued that intragenerational discrete changes in animal 
morphology, physiology, behavior, and life history also involve no changes in genes 
or genetic information but result from signal cascades starting in the nervous system 



Epigenetic Principles of Evolution452

in response to specific external/internal stimuli. The epigenetic information, gener-
ated by processing these stimuli in neural circuits, flows from the nervous system to 
the target organs/parts of the organism. In Chapter 11, I have also presented adequate 
observational and experimental evidence that inherited changes in morphology, i.e., 
transgenerational developmental plasticity, which, in principle, is indistinguishable from 
evolutionary changes, also involves no changes in genes. In all the considered cases  
of transgenerational developmental plasticity, the CNS functions as generator of the  
de novo epigenetic information necessary for inducing inherited phenotypic changes.

Interactions Organism–Environment in Evolution: The Causal 
Relationship

Unlike anorganic systems, which adequately react to external factors, living systems 
respond adaptively to external influences. This is the reason why external influ-
ences on biological systems are known as stimuli (from Latin stimulus—goad). All 
the cases of stress response, intragenerational and transgenerational developmental 
plasticity, and evolutionary changes in general are intended to adapt the organism’s 
phenotype to the external change so that it avoids its harmful effects. There is an 
inherent intentionality in these responses; it is certainly unconscious but “in the best 
of their interest” of living systems.

The adaptive response to external stimuli is a novel, essential, and unique feature 
of living systems in general, unknown in anorganic systems. It tends to counteract, 
avoid, overcome, or compensate for the harmful effects of the action of external agents. 
The considerable degree of the free will that metazoans, and living systems in general, 
exhibit in their adaptive reactions to environmental influences is the reason why their 
responses cannot be fully predicted by the nature or intensity of the external influences.

For at least two centuries, the causal basis of evolution has been a major topic 
of theoretical biology. While the role of environment in evolution has been recog-
nized from all the parties involved in the debate, disagreements have always arisen, 
and still arise, on the issue of the relative role of organisms and the environment in 
metazoan evolution. All the different views on the issue may roughly be grouped in 
two opposing classes. On the one hand, there is a school of thought holding that the 
environment is the driving force of the evolutionary change in living systems, and 
on the other, those believing that it is the living system itself, its inherent properties, 
that determines the evolutionary change, its nature and extent, with the environmen-
tal factors representing conditions that may favor the evolutionary change or not.

The issue is fundamentally related to the problem of causation in biology. The 
concept of the final cause (causa finalis from Latin causa—cause and finis—
purpose) was introduced by Aristotle (384–322 bc) in conformity with his idea of the 
rule of order and finality in nature. He believed that the aim of biological studies is

not merely to discover facts (that things are so), but reveal causes (how and why 
they are so), and in particular reveal the final causes and the absence of chance in 
the works of nature. 

Lloyd (1999)
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Aristotle believed that causa finalis, the “end” of the change, could be found within 
the end-product of the goal-oriented action of the causa finalis and that “natural 
objects have their ‘ends’ within themselves” (Lloyd, 1999, p. 64). For Aristotle, the 
purposes and causes of things are in things themselves. Accordingly, the end of the 
evolutionary change is the organism itself. Here I use the concept of the “end” sensu 
Mayr, implying that, although there is no evidence for teleology, “there is no conflict 
between the causality and teleonomy” (Mayr, 1961).

Aristotle’s concept implies that intrinsic, not external, causes determine the 
change. Darwin introduced the idea of the end of evolution as a product of natural 
selection, but even he was skeptical of the idea that it is the environment alone that 
determines evolutionary changes:

Naturalists continually refer to external conditions, such as climate, food, &c., as 
the only possible cause of variation. In one very limited sense, as we shall hereafter 
see, this may be true; but it is preposterous to attribute to mere external conditions, 
the structure, for instance, of the woodpecker, with its feet, tail, beak, and tongue, so 
admirably adapted to catch insects under the bark of trees. 

Darwin (1859)

One important implication of the Aristotelian concept of causae finales is that if the 
study of the developmental mechanism of formation of a new phenotypic trait would 
lead to a complete knowledge of that mechanism, it would automatically reveal 
the causa finalis. Numerous examples on the developmental plasticity reviewed by 
West-Eberhard (2003) and others, as well as additional examples to be presented 
in this work, especially several cases of transgenerational developmental plasticity, 
seem to prove that causa finalis is not an external cause but an information-generat-
ing process taking place within the animal organism:

The self-organized ontogenesis of brain structures constitutes a natural language, and 
all evolution had to do is use this language to write the particular text that defines us. 

von der Malsburg (2002)

In his attempt to apply Aristotelian principles of proximate and ultimate (final) 
causes to the neo-Darwinian doctrine, by the 1960s Ernst Mayr came to the conclu-
sion that the causal chains of any evolutionary change start in the distant past in the 
natural selection, which shaped all the genetic programs, whose change makes evo-
lution of living beings possible.

Identification of causae finales in biology makes sense as far as they are helpful 
to understanding the underlying mechanisms of evolutionary change. Natural selec-
tion has always been used, even by Darwin himself (see Introduction of this work), 
ambiguously, sometimes implying the cause, and sometimes the effect of the evo-
lutionary change. In assessing the problem of the causation and natural selection in 
evolution, however, it is necessary to avoid the ambiguity.

If natural selection will be conceived as a result of the struggle for life, of differ-
ential reproductive success, or as a result of the organism–environment interaction 
in a broad sense of the word, by definition it cannot be a cause, let alone the causa 
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finalis. If we, after Mayr, were to identify the causa finalis with the principle of nat-
ural selection, a principle that is external to the living organism, we would hardly 
add anything to our modest knowledge on the mechanisms of evolutionary change 
and to the Darwinian principle of natural selection. Any attempt to reconstruct the 
causal chain (the numerous untraceable steps of the action of natural selection over 
generations on the structure and functions of animals) of the evolutionary change is 
doomed to failure.

However, Mayr implies that the action of natural selection as a causal agent is mate-
rialized in the structure and functions of the animal. If this interpretation is correct, if 
the structure of metazoans embodies causes that acted on metazoans in the past, then 
developmental mechanisms that determine formation of these structures during the 
ontogeny may give us crucial clues on the mechanisms of evolutionary changes that 
occurred in the course of phylogeny. Hence, the study of developmental mechanisms 
could lead to identification of mechanisms that determined particular evolutionary 
changes, which, beclouded in the evolutionary past, would otherwise be unidentifiable.

Understood as a means for preserving the “useful” and eliminating the disadvan-
tageous inherited changes, natural selection determines the survival or extinction of 
a species, but it tells nothing about the deeper cause, about “why” and “how” the 
internally determined evolutionary change emerges. And the real problem in biology 
is why and how evolutionary changes are produced rather than how the changes are 
accumulated or eliminated under the action of natural selection.

Using natural selection as an off-the-shelf answer for explaining any particular 
evolutionary change adds nothing to our still-modest knowledge on the cause and 
mechanisms of evolution. Natural selection is not, and cannot be, a substitute for 
empirical identification of the mechanisms of evolutionary change. Restriction of the 
scientific inquiry to the action of natural selection would prevent investigation of the 
underlying causes of the evolutionary changes, of the “raw material” on which natu-
ral selection has to act.

It is commonplace in modern biology to speak, sometimes in a Lyssenkoan style, 
of environmental stimuli (e.g., changes in photoperiod, temperature, humidity, social 
environment, and intraspecific and interspecific competition) as being in “control” of, 
or even “regulating,” various structures and functions of the organism. This concept 
implies recognition of the metazoan organism as a passive entity, destined to “obey” 
“instructions” from external agents. It implies that the environment possesses, and can 
transmit to metazoan organisms, information on the morphological changes they must 
accomplish to adapt to current changes in the environment. It is not difficult to show 
that metazoans are neither “regulated” nor “controlled” by environmental stimuli, by 
the environment in general. It is easy to prove the opposite, i.e., that metazoan organ-
isms are not “changed by external environment” but rather respond to changes in the 
environment, usually adaptively and antientropically, by changing their behavior, phys-
iology, and morphology at both the developmental and evolutionary levels.

Unlike gene mutations, epigenetic changes are adaptive responses to the changed 
environment, not random changes. Solid evidence from nature and from experiments 
shows that living organisms can change, sometimes suddenly, developmental pathways 
and produce adaptive phenotypic changes without changes in genes.
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From the neo-Darwinian point of view, ultimate causes of evolutionary change 
have been selective processes that occurred in the past.

Where, then, is it legitimate to speak of purpose and purposiveness in nature, and 
where it is not? To this question we can now give a firm and unambiguous answer. 
An individual who—to use the language of the computer—has been “programmed” 
can act purposefully. Historical processes, however, cannot act purposefully. A bird 
that starts its migration, an insect that selects its host plant, an animal that avoids 
a predator, a male that displays to a female—they all act purposefully because they 
have been programmed to do so. 

Mayr (1961)

In relation to the cause of bird migration, he adds:

The lack of food during the winter and the genetic disposition of the bird, are the 
ultimate causes. These are causes that have a history and that have been incorpo-
rated into the system through many thousands of generations of natural selection. 
It is evident that the functional biologist would be concerned with analysis of proxi-
mate causes, while the evolutionary biologist would be concerned with analysis of 
ultimate causes. 

Mayr (1961)

Migration of birds, like migration of all metazoans, invertebrate and vertebrate spe-
cies, is an innate behavior. Now, almost half a century since Mayr’s publication, we 
know that, while one or many genes are involved in expression of behaviors, all the 
attempts to prove that specific gene(s) may be responsible (i.e., both necessary and 
sufficient) for any behavior have failed (see Animal Behavior Is Not Determined by 
Genes in Chapter 8). Hence, the neo-Darwinian point of view on accumulation of 
“useful mutations” in the DNA that leads to new programs and characters is, at best, 
far from being proven. To the contrary, adequate empirical evidence from the field of 
developmental plasticity, especially transgenerational plasticity, shows that changes 
in developmental pathways/programs often occur within one, two, or several genera-
tions and affect all the individuals of a population, a fact that excludes gene muta-
tions, existing genetic variability, and the related action of natural selection in the 
evolution of developmental programs. Adequate empirical evidence also shows that 
changes in genes and accumulation of “useful gene mutations” have not been neces-
sary for evolution of characters and speciation in metazoans.

In the case of migrating birds, environmental stimuli per se provide instructions 
neither for starting migration nor for the course that the birds must follow during the 
flight to the migration site. It is the hypothalamic clock that determines the timing of 
migration based on the environmental cues (which represent only environmental data 
from which the hypothalamus generates the information for timing the migration) 
and there are other neural circuits that determine the position of the bird during the 
flight and the itinerary, based on the processing of other sensory cues (e.g., visual, 
acoustic, geomagnetic) and turn these cues into instructions (epigenetic informa-
tion) for staying or correcting the course of migration. Thus, the causa finalis of the 
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bird migration is in the processing activity of migration neural circuits, activation 
of identified complex neural circuits in the birds’ brain (Beason, 2005) rather than 
any imaginary accumulation of “useful gene mutations” and their selection over 
generations.

As for the proposition that the causae finales may be embodied in the genetic pro-
grams that living beings have acquired during their evolution, one should be reminded 
that all attempts to prove the existence of genetic programs have failed. But even if, for 
the sake of argument, the genome were to embody a “genetic program,” then it would 
be expected that somatic cells, which contain the same genome, the full set of species-
specific genes, could develop into an adult organism of their kind. As we all know, 
somatic cells fail to do so, and only the zygote (and the egg cell in parthenogenetic 
metazoans), which contains the same set of genes, succeeds in developing into an adult 
organism. This fact proves two things:

First, that the zygote and the egg cell of parthenogenetic organisms contains a developmen-
tal program that enables it to enter the process of individual development.
Second, that the genome contains no “genetic program” for individual development. Indeed, 
for more than three decades, we have known that the program determining the development 
of the egg/zygote during the early stage of embryonic development is an epigenetic program, 
consisting of mRNAs, proteins, hormones, neurotransmitters, nutrients, and other materials 
arranged in the egg cell/zygote in a strictly determined spatial order. The lack of this epigen-
etic program in somatic cells, which have all the genetic material the egg/zygote possesses, 
is why somatic cells fail to enter the individual development and develop into an adult organ-
ism. With the benefit of the knowledge accumulated in about half a century since Mayr’s 
publication, we know that all behaviors, such as migration of birds, are determined not by 
DNA, by any genes, or by any “genetic program,” but by information generated by a nonge-
netic, computational integration and processing of internal/external stimuli in neural circuits 
in the CNS (see Section Neural Mechanisms of Metazoan Migration in this chapter).

In anticipation of the neo-Darwinian counterargument that the activity of the neu-
ral circuits themselves is determined by genes, recall that the properties of neural 
circuits, and behaviors they determine, can and do change, not only in the course 
of evolution, but even within the life of an individual, what excludes changes in 
genes.

By definition, natural selection is the second stage in the process of the evolution-
ary change: the inherited, evolutionarily relevant change must occur (by changing a 
developmental pathway or by a gene mutation) before the natural selection can act 
on it. It exists not for its own sake but for the sake of the evolutionary change. There 
can be no selection without change: In the beginning, there is the change.

The change in the developmental pathways precedes the action of natural selec-
tion and the generation of the evolutionary change is the first event of the causal 
chain. The ultimate cause in a causal chain is the first link in the chain, which is 
the emergence of the evolutionary change, not the ensuing selection of the change. 
Natural selection, although necessary, is always a post factum process in relation to 
the emergence of the evolutionary change. Hence, it is logically inaccurate to believe 
that “many thousands of generations of natural selection” have been the causa finalis 
of actual phenotypes in metazoans; the inherited change is.
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But any evolutionary change at a supracellular level is always a manifestation of 
a corresponding change in the developmental pathway that takes place during ontog-
eny. This suggests that the study of the ontogeny of the extant organisms can give 
us important clues as to the ultimate causes that might have acted long before in 
the course of the species phylogeny. For, as a rule, the developmental pathway that 
brought about the evolutionary change is still present and operational, even though 
often blurred, in the ontogeny of the bearers, as long as they express the evolved 
character.

The species ontogeny, thus, is a chronicle of the evolutionary history, often writ-
ten in undeciphered epigenetic codes. It may reasonably be argued that the present 
ontogeny might not exactly reflect the original change in the developmental path-
way. By analogy, identification in the ontogeny of the initial change in the evolu-
tion of a structure presents to the biologist the difficulties that a linguist encounters 
in attempts to reconstruct the ancient root of a modern word. However, comparative 
developmental studies give sufficient clues to make that identification possible, just 
as comparative linguistics in etymological studies does.

Obviously, natural selection is not involved in the emergence of the new/
modified developmental pathway. What natural selection can do, in exact terms, 
is to eliminate carriers of the change if less fit under existing conditions of the 
environment.

Vast empirical evidence (part of which is included in this work) shows that liv-
ing organisms, in sharp contrast with anorganic systems, not simply react but adap-
tively respond to environmental agents that disturb their homeostasis, by adaptively 
changing their behavior, physiology, morphology, and life histories. These responses 
are teleonomic responses (sensu Mayr) enabled by the existence in living systems 
of control systems (see Chapter 1) that actively serve to restore the normal function 
and structure, their homeostasis, when they are disturbed by adverse actions of envi-
ronmental agents. Living systems are actively adapting machines rather than passive 
receivers of external influences.

Adaptive responses are manifestations of the ultimate cause, of an intrinsic drive, 
which intends to restore the disturbed homeostasis, by counteracting, resisting, or 
avoiding harmful effects of the changes in environment. The causa finalis is real-
ized and embodied in the end-product of evolution, in the adaptively changed animal 
phenotype.

Crucial in evolving new characters in biological systems is not the matter or free 
energy, rather than the source of information, “instructions,” on how to produce the 
evolutionary change. Any evolutionary change requires and implies change (acqui-
sition, but sometimes loss) in the informational content of the system. Does the 
environment possess that information, and can it provide metazoans with specific 
information to adaptively change their behavior, morphology, or physiology? The 
answer is clearly no. Metazoans themselves can generate and use the information 
necessary for erecting and evolving their structure.

The neo-Darwinian distinction between the so-called functional biology (develop-
mental biology) and causal biology (evolutionary biology), with the first answering 
the question how, and the latter the question why, is artificial and erroneous. That 
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distinction is based on the wrong premise that causa finalis of evolutionary changes 
is in the environment and natural selection. (See earlier in this section.) The artificial 
separation of biology into causal and functional has played a negative heuristic role. 
As West-Eberhard has pointed out:

The answer to “why” an organism is, or behaves in a certain way can be answered 
either in terms of mechanisms (proximate causes) or in terms of selection and evo-
lution (termed “ultimate causes” by Mayr, 1961). This distinction is designed to 
prevent confusion between levels of explanation in biology. But it was an easy step 
from this important point to the idea that the mechanisms of development have noth-
ing directly to do with evolution or that they are the focus of a different research 
approach, one not primarily concerned with evolution and justifiably left aside by 
those primarily interested in selection and adaptation. 

West-Eberhard (2003, p. 198)

There is no other discipline in biology where both the “hows” and “whys” of biolog-
ical processes unfold so clearly as in developmental biology. The study of individual 
development could provide answers to many fundamental hows and whys of biologi-
cal phenomena. There is no other way to understand how a structure develops, but 
by identifying the developmental mechanism that leads to the development of that 
structure, and there is no other way to understand why that structure develops, but by 
identifying the function it performs.

Behavioral Prelude of Evolutionary Modifications of Animal 
Morphology

As a rule, any evolutionary change triggered by drastic changes in environment, 
whether it is a modification, a loss of a feature, a reversal to an ancestral feature, or a 
de novo morphology, begins with, or is preceded by, an adaptive change in the behav-
ior of animals. This is related to the fact that behavior is the most plastic of all the 
phenotypic traits in metazoans. It is the environmentally imposed change in behavior 
and the accompanying stress state that sets the stage for the morphological adaptations. 
According to the “behavior evolves first” hypothesis, all the major morphological 
changes in evolution are preceded by changes in the behavior of animals, in response 
to changes in conditions of living. The idea is not new and has been attractive to a 
majority of biologists during the past two centuries. Charles Darwin unambiguously 
pointed out the role of behavioral changes in evolution:

Habit also has a decided influence, as in the period of flowering with plants when 
transported from one climate to another. In animals it has a more marked effect; for 
instance, I find in the domestic duck that the bones of the wing weigh less and the 
bones of the leg more, in proportion to the whole skeleton, than do the same bones in 
the wild-duck; and I presume that this change may be safely attributed to the domestic 
duck flying much less, and walking more, than its wild parent. 

Darwin (1859, p. 11)
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To survive in adversely changing environments, animals must adaptively change their 
behavior. Adaptive behavioral changes represent extemporaneous responses necessary 
for their survival, but they can also help the species for “buying” the time necessary for 
evolving corresponding heritable changes in morphology, physiology, and life history.

Normally, under drastically changed conditions of living, animals learn to behave 
differently, adaptively. The animals’ learning is aided by the fact that in learning new 
behaviors, animals quite often use preexisting fixed action patterns (FAPs) and motor 
patternings. This logically raises a question: Is it possible for an animal to be in posses-
sion of such an apparently large number of FAPs and motor patternings it might need 
under different conditions of an ever-changing environment? The difficulty is obvious 
but not as insurmountable as it may look at first sight, if one bears in mind that:

First, the survival in a severely changed environment does not necessarily require a perfect 
behavioral adaptation from the beginning; once the changed behavior makes the survival 
possible, perfection of the behavior may come later.
Second, radical changes in environment imply contrasting conditions of living, such as 
aquatic-terrestrial environment, cold–warm weather, low–high degree of illumination, 
abundance–scarcity of food, presence–absence of predators, or herbivorous–carnivorous 
diet, which are not as numerous as their intermediate states would be.
Third, there is evidence that the same circuitry for a FAP or motor pattern can often be 
modified to serve more than a single “purpose,” without changes in genes. It is also experi-
mentally demonstrated that the same neuronal circuit may produce different behavior pat-
terns in response to application of different stimuli or hormones.
Fourth, animals can adaptively modify their behavior by switching to new patterns of con-
nections between the same neurons as occurs with neurons that control a lobster’s eating 
and digestion.
Fifth, there is experimental evidence showing that the neural elements and connections for per-
forming an ancestral behavior are conserved even in cases when the species has lost the specific 
part or organ used to perform the behavior. (See Chapter 8 for an expanded discussion.)

Epigenetic Determination of Modifications  
of Existing Phenotypes

Any animal structure has evolved for performing some function, which is the ulti-
mate cause of the evolution of the structure. Under changed environmental condi-
tions, metazoans may use an existing organ for performing a new behavior. It is 
likely that the first fish species that ventured to explore the terra firma might have 
used its fins to support and carry its body weight for locomotion on dry land. There 
is reason to believe that a switch from the innate swimming behavior to a “learned” 
shambling, which was facilitated by the existence in the fish brain of a highly plas-
tic neural circuit for different forms of locomotion, including crawling, enabled the 
early aquatic gambler to survive until it succeeded in remodeling its fins into walk-
ing limbs. In all likelihood, the “learned” shambling preceded and facilitated the evo-
lution of tetrapod limbs from swimming fins.

Arguably, new behaviors precede evolutionary modifications, and if the behav-
ioral adaptation is indeed the first step in the process of evolution, it suggests that 
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evolutionary changes start with a neural mechanism. How these neural mechanisms 
of behavioral adaptation to the changed environment are related to the ensuing spe-
cific evolutionary changes in morphology still represents one of the great enigmas 
of modern biology. Difficult as the understanding of that relationship is, it must be 
pointed out that examples of neural determination of morphology, and even of evolu-
tion of morphology and other phenotypic characters, are not lacking.

As mentioned earlier, it is generally believed that most evolutionary innovations 
arise by modification of existing structures and probably represent the most wide-
spread mode of evolution of morphology in metazoans. De novo structures that are 
not homologous to any structure in ancestral species are rare events in metazoan 
evolution. Morphological novelties result from adaptive changes in developmental 
programs rather than gradual accumulation of useful gene mutations. On a large evo-
lutionary scale, this is monumentally manifested in the “Cambrian explosion”: about 
540 mya, in the space of only several million years, an incredibly rapid evolution 
and morphological diversification of the animal world occurred, with the appearance 
of ~100 phyla, including all of ~30 modern phyla, characterized by distinct major 
body plans (Baupläne). Abundant paleontological evidence also suggests that new 
taxa appeared so suddenly that accumulation of extremely rare and randomly occur-
ring and undemonstrated “useful mutations” does not come into account as a pos-
sible cause.

Numerous cases of polyphenisms, when individuals of the same genotype, in 
response to specific environmental stimuli, switch to alternative discrete morpholo-
gies, demonstrate the ability of animals to change their morphology without chang-
ing their genotype in an adaptive response to the changed conditions of life.

Metamorphosis, a widespread phenomenon in the animal kingdom, also demon-
strates that no changes in genes are necessary even for radical morphological changes, 
affecting Baupläne of different classes of invertebrates and vertebrates. For exam-
ple, premetamorphic anuran amphibians develop a fish Bauplan, and insects a worm 
Bauplan, before metamorphosing into the Baupläne of their own classes. It is interest-
ing to observe that, during the larval stages, these species along the ancestral morphol-
ogy also display ancestral behaviors related to that morphology, which suggests that 
basic neural circuits for performing these ancestral behaviors (fish and worm behav-
iors, respectively) are also conserved after the loss of ancestral structures.

Although evolutionary modifications of animal morphology are usually trig-
gered by environmental stimuli, the mechanisms that determine modifications, and 
the source of information necessary for their development, are of intrinsic origin. 
As argued in Chapter 2, the external stimulus provides no information for the mor-
phological change, as is suggested by the fact that the modification it triggers is not 
predictable from the nature of the external stimulus: in response to the same envi-
ronmental stimulus, different organisms respond by developing different, and often 
opposite, phenotypic modifications.

How is the environmental stimulus related to the evolutionary modification of the 
morphology that it triggers? As pointed out earlier, there is reason to believe that 
the change in behavior provides a crucial link in the causal chain of events extend-
ing between the environmental stimulus and the evolutionary modification of the 
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morphology it stimulates. This epigenetic link among environment, behavior, and mor-
phology is visualized in many observations from nature and experiments. R. Denver, 
for example, has shown that as tadpoles, desert amphibians live in temporary ponds 
that contain water for unpredictable periods of time. In the years of low precipitations 
these ponds dry up earlier. The input of the external stimulus (earlier receding water 
in the pond) and internal stimuli of growth are integrated and processed in neural cir-
cuits in the tadpole’s brain (hypothalamus). This leads to a neurally determined stress 
response (habitat stress) in tadpoles and a series of identified changes in the behavior 
of tadpoles. The epigenetic link between the behavior and morphology in the case of 
tadpole metamorphosis is provided by the output of the processing of sensory infor-
mation in the limbic system, which stimulates secretion of the hypothalamic neuro-
hormone corticotropin-releasing hormone (CRH), which is responsible for both the 
behavioral stress and inducing metamorphosis (Denver, 1997). Secretion of CRH, the 
principle vertebrate stress neurohormone, by the hypothalamus is the key element for 
the changed behavior, stress response, and speeding up the morphological transforma-
tion of the aquatic tadpole into an adult terrestrial amphibian organism.

Denver demonstrated that the same result of speeding up the transformation of 
the fish-like tadpole into an adult amphibian is also obtained in laboratory when the 
water level is experimentally lowered earlier. The lowering of the water level is a 
“drastic change in the environment,” which causes a stress condition and the related 
changes in the behavior of tadpoles struggling to avoid the threat of drought:

The lowering of the level of the water in the environment makes the hypothalamus to 
produce more CRH, which stimulates pituitary to produce hormones that stimulate 
thyroid and adrenal glands whose products help organism to cope with the stress, in 
this case by losing their tail and beginning the growth of their limbs. 

Denver (1997)

Evolution of Body Size in Manduca sexta

Attainment of species-specific body size in animals roughly coincides with the onset 
of sexual maturity. Mechanisms of control and regulation of body mass have only 
recently been thoroughly investigated. Different mechanisms seem to be operative at 
different steps of the evolutionary ladder. Studies carried out so far show that signal 
cascades for regulating this basic phenotypic character start in the nervous system.

Among invertebrates, several studies on regulation of body size have been car-
ried out in insects such as Drosophila and M. sexta (Sphingidae). An experimental 
case of the evolutionary change in body weight is recorded under laboratory con-
ditions on M. sexta. Within ~220 generations (30 years), the insect increased its 
body mass by 50% (D’Amico et al., 2001). Experimental studies have shown that 
the adult body size in M. sexta depends on a number of factors: the initial size 
of the last larval instar, the growth rate during that instar, the value of the critical 
weight, the time required for the clearance of juvenile hormone (JH) during the last 
instar, and the timing of the photoperiodic gate for secretion of the neuropeptide 
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during larval stages (Rulifson et al., 2002). The insulin/IGF signaling pathway is the 
mediator of the function of the CNS in determining the growth rate in Drosophila 
melanogaster (Colombani et al., 2005). Five Ilps genes, homologous to human and 
mouse insulins, are identified in Drosophila (Rulifson et al., 2002), and an insulin 
supergene family of 37 genes is identified in the nematode worm, Cenorhabditis ele-
gans (Leevers, 2001). Although these genes are expressed in other tissues, it seems that 
their expression in the insulin-producing neurons in the CNS during larval stages is of 
determining importance for larval growth and development in Drosophila. These Ilps 
are synthesized and secreted by two bilateral clusters of neurons in the pars intercere-
bralis of the protocerebrum: ablation of these secretory neurons leads to production of 
flies of normal body proportions but of smaller size, with wing size reduced to 61% 
and wing cell number reduced to 72% of the normal condition.

Critical Weight

There is a moment during the last instar of M. sexta when secretion of JH suddenly 
stops, and the activity of JH esterase increases so that hemolymph is cleared of JH, 
thus making secretion of ecdysteroids by the prothoracic gland possible. Secretion of 
ecdysteroids is regulated by a brain signal, the neuropeptide PTTH, whose synthesis 
starts during the first photoperiodic gate after the clearance of JH, 2.5 h after onset of 
the photophase (Davidowitz et al., 2003). With secretion of ecdysteroids, the insect 
stops feeding and growing. This is also corroborated by the fact that ablation of neu-
rons that secrete PTTH (and, consequently, stimulate ecdysteroid production) results 
in production of larger flies (McBrayer et al., 2007). Suppression of JH secretion 
and of JH esterase activity coincides with the time when the insect attains the critical 
body mass, which is about 55% of the adult body mass. This suggests that a causal 
relationship exists between the attainment of the critical body size and the cascade of 
events leading to metamorphosis.

The assessment of this critical body size is made in the brain and is based on pro-
cessing of signals sent by the insect’s stretch proprioceptive neurons that receive 
mechanical stimuli of increasing stretch as a result of increased body size. 

Gorbman and Davey (1991)

By integrating and processing these stretch stimuli, neural circuits determine the 
time for sending signals (neuropeptides of the family of allatostatins) to corpora 
allata for suppressing the synthesis of JH.

PTTH Delay Time

The growth of the fifth instar larvae continues after the termination of JH secretion 
until ecdysteroids from the prothoracic gland are released in hemolymph. Although 
at the time that the larva suppresses JH secretion and it is competent for PTTH syn-
thesis, it does not do so until the brain is stimulated by a photic cue, which is the first 
photophase after the interruption of JH secretion.
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The fact that the brain starts secreting PTTH, not at any time of the day but only 
during the photoperiodic gate, creates a time span between the suppression of JH 
secretion and the commencement of PTTH secretion. This interval between the ter-
mination of JH secretion (its secretion is also terminated by brain signals) by corpora 
allata and the beginning of PTTH secretion is known as PTTH delay time. During 
this interval, larvae continue to grow until the PTTH secretion. Evidently, the length 
of this interval influences the adult body size that the insect attains at the onset of 
metamorphosis.

A generalized diagram of the mechanisms involved in determination of body size 
in insects is presented in Figure 13.2.

It is important to know what determines the timing of PTTH release in the 
insect’s brain. As early as 80 years ago, Wigglesworth found that insect propriocep-
tors may receive and transmit to the brain input on increasing stretch of body growth, 
and processing of this neural input leads to secretion in the brain of PTTH, which in 
turn stimulates secretion of ecdysone by the prothoracic gland (Gorbman and Davey, 
1991; West-Eberhard, 2003). This suggests that a set point for an upper limit of 
stretch must exist, beyond which the brain activates the ecdysone cascade and sup-
presses JH cascade, thus stopping further growth and determining the species-spe-
cific adult body size.
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Figure 13.2 Generalized diagrammatic representation of the neural suppression of body 
growth in insects.
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Based on the mechanosensory information sent by stretch proprioceptors, the 
CNS assesses the degree of stretch, which is matched against a neurally determined 
stretch set point. The existence of this set point is experimentally demonstrated 
to exist in both vertebrates (Adams et al., 2001) and invertebrates (Munyiri et al., 
2004). Evidently, neurally changed stretch set points could lead to corresponding 
evolutionary changes in an animal’s body size.

Summarizing: the evolutionary increase of the body size observed in M. sexta lab-
oratory strain within 30 years is determined by epigenetic factors (the growth rate, 
critical weight, and PTTH delay time), all nongenetic phenomena determined by 
the computational activity of the insect’s CNS. There was no genetic variation for 
plasticity of critical weight, and no indication exists of mutations having played any 
role in the evolutionary increase of the body weight of the laboratory strains of the 
tobacco hawkworm, M. sexta. Hence the conclusion:

Plasticity of body size must thus be due to plasticity in this underlying endocrine 
control mechanism.

Davidowitz et al. (2004)

Evolution of Wings in Insects

Although the earliest fossilized insects belong to the Devonian (up to ~410 mya), 
paleontological evidence shows that wings in insects evolved only ~300 mya. 
Ancestral insects evolved two pairs of wings. In the course of evolution, various taxa 
evolved morphological differences between the forewings, which remained fully 
membranous and flight-capable wings, and hindwings, which were reduced to hal-
teres, morphological adaptations with flight-balancing function.

Two main hypotheses have been proposed for explaining the evolution of wings in 
insects. One sees the insect wings as de novo structures on the body wall, not related to 
preexisting structures, which is only endorsed by a limited number of biologists. The 
second one posits that wings in insect evolved by modification of gill-like epipodites 
of the triple-branched (endopod, exopod, and epipod) limbs of ancestral crustaceans 
(Wigglesworth, 1973; Averof and Cohen, 1997; Jokusch and Ober, 2004) (Figure 13.3).

The support for the crustacean origin of insect wings has been summarized as 
follows:

Some epipods resemble insect wings more closely than insect legs in the follow-
ing ways: wg is expressed along the entire margin rather than being restricted to 
the ventral side, ap and nub are expressed in large domains, and Dll expression is 
restricted or absent. Significant differences in these expression patterns include ap 
expression throughout the epipod, whereas in wings it is confined to the dorsal com-
partment, and wg expression along the dorsoventral margin of Drosophila wings but 
the anteroposterior margin of branchiopod epipods. 

Jokusch and Ober (2004)

Here we will only consider the second, the so-called wings-from-legs hypothesis 
on the origin of insect wings from ancestral crustacean branched limbs, which has 
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found wider support from developmental and phylogenetic studies but has been 
questioned recently (Niwa et al., 2010). But first, let us recapitulate the present 
knowledge on the ontogeny of insect wings.

Neural Control of Developmental Pathways and Gene Regulatory Networks 
of Insect Wings

If insect wings evolved by modification of ancestral crustacean limbs, then it is to 
be expected that during the ontogeny the same key regulatory genes (en (engrailed), 
pdm (nubbin), ap (apterous), and Dll (Distalless)) will be used in both groups. In 
Drosophila, the Apterous protein determines separation of dorsal and ventral com-
partments of the wing. This function of the Apterous is made possible by the activ-
ity of the Notch receptor, which, in turn, is activated by Fringe (Milan and Cohen, 
2003). Anterior–posterior (A–P) patterning is similar in legs of crustaceans and 
wings of insects (Averof and Cohen, 1997).

Development of wings in insects involves activation of specific gene regulatory 
networks (GRNs), which have been conserved across holometabolous insects for 300 
million years (Abouheif and Wray, 2002). Quite commonly, GRNs are considered 
separately from the systems to which they belong (Davidson et al., 2003) and from 
the upstream channels of communications through which the epigenetic information 
for activation of these GRNs flows. GRNs represent downstream networks of signal 
cascades that start with neural signals, which result from the computational process-
ing of internal/external stimuli in the CNS. GRNs per se, as commonly studied and 
described in modern biological literature, are not self-regulated systems. Attributing 
to the part the properties of the whole (the signal cascade), in the case of GRNs, may 
be conceptually misleading.

In the case of the development of wings in insects, it is known that a neurohor-
monal control and regulation is superimposed onto the described wing GRN. The 
growth of wing disks in insect larvae depends on the level of nutrition, which is 
sensed not by wing disks themselves but by the insect’s CNS. Three insulin-like 
neurohormones are secreted by seven secretory neurons in the central region of the 
Drosophila’s brain (Ikeya et al., 2002). These neurohormones act as growth factors 

Exopod Endopod

Epipod

Figure 13.3 A lobster (Homarus americanus) uropod.
Source: From Fox (2006).
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for regulating the growth and development of wing imaginal discs. (Experimental 
ablation of the secretory neurons prevents the growth of wing imaginal discs.)

In experiments on Precis coenia, it is demonstrated that wing disks may be 
grown in tissue culture, in presence of the hormone ecdysone and hemolymph. The 
active principle of the hemolymph is a neurohormone, bombyxin, which also is an 
insulin-like neuropeptide produced by secretory neurons in the brain. By assessing 
the nutritional state of the body, the CNS determines the timing of secretion of the 
neurohormone bombyxin and the hormone ecdysone. (Secretion of the latter is also 
cerebrally regulated by the neurohormone PTTH.)

What is the evidence that the nutritional status of the organism is sensed by the 
CNS? Decades ago, it was observed that in some locusts brain neurosecretions dou-
ble within 10 min to 1 h after the start of feeding, while their transport to corpora car-
diaca (CC) doubled (Highnam and Mordue, 1974) or tripled (Friedel and Loughton, 
1980). Administration of glucose in Bombyx mori also stimulates secretion of 
insulin-like neuropeptides by CC (Masumura et al., 2000). Neurons that secrete 
insulin-like neurohormones receive input on the nutritive status of the insect organ-
ism based on the changes in the level of glucose in hemolymph, which represents a 
reliable indicator of the nutrition status and food availability. Based on this assess-
ment, secretory neurons determine whether, when, and how much of the insulin-like 
neurohormones to secrete (Masumura et al., 2000; Britton et al., 2002).

The CNS, thus, assesses the level of nutrition and, via bombyxin and ecdysone, 
at the right time, activates the wing development GRN, thus regulating the growth of 
wing imaginal disks according to the nutritional status.

It appears that the level of bombyxin in the hemolymph is modulated by the brain in 
response to variation in nutrition and is part of the mechanism that coordinates the 
growth of internal organs with overall somatic growth.  

Nijhout and Grunert (2002)

The most widely held hypothesis on wing determination in insects is that the pres-
ence of JH above certain levels inhibits wing development (Zera and Denno, 1997). 
Indeed, topical application of JH III or methoprene (a JH analog) at various develop-
mental stages of the cricket Gryllus rubens switches the insect from long- to short-
winged morphology. Experiments conducted on the aphid Aphis fabae and the brown 
planthopper, Nilaparvata lugens, also demonstrate the role of the neurally controlled 
JH as inhibitor of wing development (Zera and Denno, 1997). The fact that the same 
brachypterizing effect is obtained under the influence of a social factor, the transfer 
from individual to group rearing (Zera and Tiebel, 1988), also corroborates the cru-
cial involvement of a neural mechanism in the development of insect wings.

The Hox protein, Ubx (ultrabithorax), is necessary for specification of the third 
thoracic segment. It suppresses development of wings and promotes development of 
halteres by suppressing expression of sal (Galant et al., 2002). Evolutionary changes 
in the target genes of Ubx in Drosophila and the butterfly P. coenia (portions of 
the expression patterns of genes DSRF (Drosophila serum response factor), AS-C, 
and wg, which are repressed in Drosophila halteres, are expressed in the butterfly 
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Second, besides the direct control by the ecdysone pathway described above, by 
binding its receptor EcR, ecdysone acts downstream as suppressor of Ubx expression 
(Monier et al., 2005), thus stimulating the development of imaginal wing disks. It is 
redundant to say that secretion of ecdysone by the prothoracic gland is under brain 
control, via the neurohormone PTTH.

Wing development in insects is negatively regulated by JH. In the buckeye but-
terfly, P. coenia, a decline in JH titer during the first few days of the last larval instar 
determines pupal commitment of the wing imaginal disc. Wing disks in P. coenia 
cease growing in the presence of JH, and their growth can be inhibited by applica-
tion of JH or its analogs (Kremen and Nijhout, 1989; Miner et al., 2000). A simple 
hormonal manipulation, topical administration of JH, leads to formation of wingless 
females in crickets Gryllus firmus and G. rubens, which are naturally winged. So, 
the development of wing disks is determined upstream the Ubx and is negatively 
controlled by JH, whose expression or suppression is determined by brain signals, 
allatotropins, and allatostatins, respectively.

Ilps are also involved in the process of wing disk growth in Drosophila. Seven 
Ilp genes are discovered in Drosophila, and the silkworm B. mori has at least 38 
Ilp genes. The primary source of Ilps are brain medial neurosecretory cells (MNCs), 
which project their axons to CC, where they release the neurohormone (Wu and 
Brown, 2006). Bombyxin, a DILP neurohormone, stimulates wing disk growth in 
P. coenia (Nijhout and Grunert, 2002).

A number of environmental stimuli, such as photoperiod, crowding, and tempera-
ture, also exert their influence on wing formation via specific changes in endocrine 
pathways (Consoli and Bradleigh Vinson, 2004). Remember, there is no other way 
that these external stimuli can modify endocrine pathways but through reception and  
processing in the CNS, which, via neurohormones, PTTH, other neuropeptides,  
and allatostatins/allatotropins, control secretion of wing-related hormones ecdysone 
and JH, respectively.

Neo-Darwinian Explanation

The neo-Darwinian paradigm would predict that evolution of insect wings from crus-
tacean branched limbs has been a gradual process that has been made possible by 
accumulation of favorable mutations at least in the genes involved in the patterning 
of wings, under the action of natural selection.

No evidence has ever been provided, and no hypothesis has been presented to 
show how a mutation in a particular gene or regulatory sequence might cause evo-
lution of crustacean branched appendages into insect wings. All the key genes and 
GRNs responsible for wing development are shared by insects and their arthropod 
ancestors (crustaceans) and even vertebrates, but only specific groups of insects 
develop wings. Within the class of insects, there are no differences in relevant genes, 
or DNA in general, between the winged and wingless insects. The production of 
winged and unwinged offspring (morphs) by the same individuals, and even in the 
same brood, implying the same genotype, makes any imaginable neo-Darwinian 
explanation unfeasible.
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Epigenetic Explanation

From the epigenetic view, it would be predicted that the changes responsible for evo-
lution of wings in insects must occur in the CNS signals that trigger activation of 
wing signal cascades and GRNs.

Let us remember a few important facts about the mechanism of development of 
wings in insects:

– Secretion of the ecdysone activates the specific wing GRN.
– The drop of the JH level in the last larval instar of the butterfly P. coenia induces formation 

of the wing imaginal disc.
– Administration of JH and its analogs prevents formation of wings and activation of the 

wing GRN in insects that normally develop wings (G. firmus and G. rubens).
– Expression of both hormones, the ecdysone and JH, is under strict control of the insect 

CNS.
– Expression of ecdysone is stimulated and regulated by the brain neurohormone PTTH and 

other neuropeptides secreted in insect’s brain, which start the signal cascade that activates 
the GRN for wing development in insects (Figure 13.6).

– JH is also cerebrally controlled by neurohormones allatostatins and allatotropins.
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Figure 13.6 Flow of epigenetic information along ecdysone pathway for cell differentiation 
and growth in the process of the wing development in insects.
Source: Modified from Abouheif and Wray (2002).
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The fact that the JH, the ecdysone, and the wing genes remained functionally 
intact across the insect taxa indicates that the change that led to the evolution of 
wings in insects has taken place upstream these hormones (Figure 13.6), i.e., in the 
spatiotemporal patterns of expression and secretion in the insect CNS of the men-
tioned neurohormones that control secretion of ecdysone, JH, and Ilps.

Given the distribution of ecdysone via the hemolymph all over the insect body, 
evolutionary changes in insect wing and haltere morphology might have required dif-
ferential expression of EcR in wings, which in at least some cases is demonstrated to 
be determined by the local innervation (Hegstrom et al., 1998).

Evolution of Caste Developmental Polymorphisms in Insects

One of the impressive examples of polyphenisms (developmental polymorphisms) is 
observed in social insects, where castes consist of individuals of distinct morphology 
and behavior, with the latter acting as biological glue to hold the colony together as 
a functional unit. The postembryonic production of individuals of morphologically 
and behaviorally different types from eggs of the same genotype is still not fully 
understood.

It is thought that wing polyphenism in ants evolved only once, ~125 mya, and 
wing-patterning network of wingless worker castes is evolutionarily labile although 
the GRN has been largely conserved across holometabolous insects for the past 325 
million years (Abouheif and Wray, 2002).

Wing polyphenism of any castes challenges the basic neo-Darwinian tenet on the 
determining role of the genotype in the development of phenotypic traits. Individuals 
belonging to different castes and expressing different behavioral, morphological, and 
life history characters have the same set of genes! The cause of the caste polymor-
phism is an epigenetically determined differential expression of genes in individuals 
of the same genotype. All the wing-patterning genes that are interrupted in workers 
must still retain the ability to specify and pattern the wings in queens and males, as 
well as the legs or CNS in all castes (Abouheif and Wray, 2002).

Before dealing with the evolution of the caste wing polymorphism in insects 
let’s first schematize the mechanism of the normal development of wings in insects 
(Figures 13.7 and 13.8).

Typically, in D. melanogaster, the development of the insect wing takes place 
in three stages: during the first embryonic stage, activation of a specific GRN leads 
to the establishment of wing disk precursors (Figure 13.8). Then, by the end of the 
embryonic stage, another GRN is activated, which leads to formation of imaginal 
wing disks. Finally, during the late larval stage, activation of a more complex GRN 
determines formation of wings with all their structures. Activation of the three GRNs 
is under neural control via hormones ecdysone and JH.

Ants of the genus Pheidole have four castes: the queen, major workers, minor 
workers, and soldiers. Whether wings develop or not in each of the castes (queens, 
workers, and soldiers) of the ant Pheidole morrisi, it depends on the presence of 
the environmental stimuli during the development (Abouheif and Wray, 2002). 





Epigenetic Principles of Evolution474

formation of soldiers from worker larvae, and the lack of JH pulse determines forma-
tion of worker larvae (Abouheif and Wray, 2002). No genetic factor has been shown 
to determine any of the three switch points. Switch points are related to the activity 
of hormones (ecdysone and JH), but brain neurohormones are responsible for their 
expression in aphids, locusts, and some butterflies (Nijhout, 1999).

Pheidole megacephala has a winged queen caste, two wingless worker castes 
(major and minor workers), and one wingless soldier caste. The final instar larvae 
of presumptive queens and of major workers develop normal wing disks, but only 
71% of minor larvae develop barely detectable wing disks. Later, during the prepu-
pal stage, only queens’ larvae develop intercellular structures, while the wing disks 
of major workers start degenerating as a result of programmed cell death (PCD). 
Experimental evidence from Pheidole species (P. megacephala and Pheidole bicari-
nata) (Figure 13.9) suggests that a neurally determined early pulse of the JH level 
induces formation of incipient mesothoracic wing disks in both queen and worker 
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Figure 13.8 The wing-patterning network in D. melanogaster. During embryogenesis (A), 
interacting signaling molecules and transcription factors establish a cluster of about 20 
ectodermal cells as precursors of both the leg and wing imaginal discs (dark gray).  
(B) A second set of interacting gene products then divides these cells into separate clusters 
that give rise to three pairs of leg (dark) and two pairs of wing (light gray) imaginal discs. 
During the last larval instar (C), the wing precursor cells proliferate into full-sized imaginal 
discs. A third set of interacting gene products then patterns these discs, imparts a wing-
specific identity, and activates downstream target genes that pattern detailed structures, such 
as veins and bristles (D). Genes examined are shown in gray. Dashed lines indicate regulatory 
interactions specific to the hindwing disc, arrowheads indicate activation, and bars indicate 
repression.
Source: From Abouheif and Wray (2002).
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lines, and a second pulse is responsible for the growth in major workers and the 
absence of growth in minor workers (Sameshima et al., 2004; Wheeler and Nijhout, 
1983). All embryos develop wing disks, which later degenerate during the prepupal 
stage in all but the presumptive queen, by evagination in the major workers and by 
PCD in minor workers.

In some cases, the behavior of the colony members has a great role in determining 
the female individual that becomes queen. For example, at the onset of the prepupal 
stage in females of the Japanese ponerine ants of various Diacamma species, fore-
wing buds of larvae develop into a pair of glandular gemmae, secreting pheromones, 
while the hindwing buds undergo PCD (Gotoh et al., 2005; Miura, 2005). Workers 
of the colony then clip off or mutilate gemmae from all but one female, which will 
develop into the sole reproduction-capable queen in the colony (Miura, 2005) in a 
strange behaviorally determined process. What occurs in the wingless castes of 
major and minor workers is a drop in the level of JH in the latter and a PCD in major 
workers.
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Figure 13.9 A diagram of differential wing formation/degeneration in P. megacephala, 
showing that homologous organs (wings) follow completely different developmental fates 
according to caste.
Source: From Sameshima et al. (2004).
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neurohormones, allatotropin/allatostatins as well as other neuropeptides; an Ilp 
secreted in the brain of Drosophila (Wheeler et al., 2006) and three types of brain 
Ilps in the mosquito Culex pipiens (Sim and Denlinger, 2009) are necessary for JH 
production by corpora allata.

The GRN for PCD in insects also is hormonally determined by ecdysone. The 
synthesis and secretion of ecdysone, which regulates the PCD in insects, is also 
neurohormonally regulated by the neuropeptide PTTH, which via its dimer recep-
tor EcR/Usp induces expression of the apoptosis caspase Dronc and other apoptotic 
downstream genes (Cakouros et al., 2004).

Another impressive example of the neural/behavioral control of wing develop-
ment in insects is that of dealation (wing shedding) by virgin queens in colonies of 
the fire ant, Solenopsis invicta. It has long been observed that sexually mature vir-
gin queens cannot begin reproductive activity (start oogenesis and dealate) as long 
as they remain in the same colony with the mother queen. When the mother queen 
is removed from the colony, in a number of virgin queens the ovaries are enlarged, 
numerous oocytes are produced, wings are shed, and at least one of the virgin queens 
starts laying eggs. In the meantime, workers eliminate the rest of virgin females, 
again behaviorally determining the maintenance of the caste structure of the col-
ony. It has been determined that both oogenesis and dealation (wing shedding) in 
virgin queens are determined by the fact that with the removal of the mother queen 
is removed the source of a pheromone she releases for preventing virgin females to 
develop into queens (Fletcher and Blum, 1981).

The fact that dealation is induced by a pheromone unambiguously indicates that the 
signal cascade starts in the insect’s CNS where the pheromonal stimulus is perceived 
and processed. Indeed, there is experimental evidence showing that both the decrease 
of the neurotransmitter dopamine level in the brain (Robinson and Vargo, 1997) and 
the dopaminergic innervation of corpora allata (Granger et al., 1996) cause a decrease 
of the synthesis of JH, thus leading to dealation and oogenesis (Figure 13.11).

In examples presented above, JH switching, PCD (Sameshima et al., 2004), and 
secretion of pheromones that are responsible for wing polyphenisms are neurally 
determined. The only confirmed known signals for switching JH production are 
brain signals, neurohormones allatotropins and allatostatins. The “degeneration pro-
cess,” that is the PCD, in insects as well, is determined by a signal cascade that starts 
in the CNS with the release of the neurohormone PTTH and other neuropeptides 
(PTTH  other neuropeptides → ecdysone → preapoptotic genes) (Draizen et al., 
1999; Namba et al., 1997) (see also Section Apoptosis in Invertebrates in Chapter 5).

One clear neural pathway for avoiding loss of wings in mature females is 
observed in colonies of the fire ant, S. invicta. The queen releases a pheromone that 
inhibits dealation and production of eggs by females. The pheromone is received by 
antennal olfactory neurons and perceived in the insect’s brain, where it starts a still-
unknown cascade that (presumably via brain hormones, allatostatins) leads to sup-
pression of JH in corpora allata, drop of the JH titer in the hemolymph, and inhibits 
dealation.

Another cue for preventing dealation is related to the social environment of 
females: in presence of workers, dealation of alates (winged) is faster. Removal 
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Figure 13.11 Proposed general model for the mode of action of the primer pheromone of 
queen fire ants that inhibits dealation and ovary development in virgin queens. The pheromone 
triggers antennal receptors, which send inhibitory signals to the median neurosecretory 
cells in the brain. Largely inhibited, the median neurosecretory cells only weakly stimulate 
the corpora allata to synthesize JH, maintaining low titers of this hormone. At low levels, 
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corpora allata to produce larger quantities of JH. At higher titers, JH stimulates vitellogenin 
uptake by the ovaries and dealation. The latter process possibly involves an effect of JH on the 
nervous system. Dealation may result from a JH-independent pathway in the nervous system 
in lieu of, or in addition to, the JH-mediated pathway. These two possible pathways for control 
of dealation are flagged with question marks.
Source: From Vargo (1998).
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of the queen as well as antennectomy disinhibit dealation of insects (Burns et al., 
2005). This triggers drastic neuroendocrine changes, which are reflected in morpho-
logical changes in ovaries and reproductive behavior of alates. In the presence of 
males, an increase in ecdysteroid level in hemolymph is believed to act via a neuro-
hormonal pathway (involving brain and CC and release of allatostatins by the latter) 
to inhibit JH production in corpora allata (Brent et al., 2005). Under normal con-
ditions, pea aphids, Acyrthosiphon pisum, produce winged and wingless offspring. 
However, under conditions of predator stress, caused by the presence of ladybirds, 
lacewing larvae, hoverfly larvae, and others, these aphids release a pheromone, the 
sesquiterpene (E)-β-farnesene (EBF).

The pheromone is received by antennal receptor neurons and is processed in a 
specific neural circuit in the brain of conspecific aphids (females with amputated 
antennae produce only few winged offspring) (Weisser et al., 1999; Kunert and 
Weisser, 2005). On receiving and perceiving the pheromone, females respond adap-
tively by activating a developmental pathway that leads to production of a larger pro-
portion of winged offspring, which by flying could escape the predator and colonize 
other predator-free plants. Some plants also release a similar sesquiterpene, but pea 
aphids can compare the proportion of the sesquiterpenes released by the plant and 
their conspecifics (Kunert et al., 2005) in their brain circuits and activate signal cas-
cades for production of more winged morphs on assessing that more sesquiterpene 
comes from conspecifics rather than from plants.

Another example of developmental lability, with significant implications for the 
evolution of wings in insects, is the marked wing dimorphism observed in the lygaeid 
bug, Dimorphopterus japonicus. This insect can selectively and adaptively regulate 
proportion of short-winged (brachypterous) and long-winged (macropterous) individu-
als. In response to social stimuli, such as conspecific crowding, high temperature, and 
long photoperiod, during the nymphal stage, this bug increases the proportion of mac-
ropters in the offspring, or even produces only macropters, depending on the intensity 
of the perceived stimuli. This is an adaptive response for escaping the deteriorating 
habitat (Sasaki et al., 2002, 2003).

All the above factors that trigger/suppress wing development in insects are neurally 
acting/sensed, and a simplified mechanism of various stimuli (external and internal) in 
the development of insect wings is diagrammatically presented in Figure 13.12.

Neo-Darwinian Explanation of the Caste-Specific Wing Developmental 
Polymorphism in P. megacephala

As discussed earlier, not only castes of these insects share the key wing-patterning 
genes, but the wing-patterning network has been conserved across holometabolous 
insects. No changes in genes or in genetic information are involved in production of 
winged and unwinged individuals. Development of phenotypically different castes 
in colonies consisting of individuals of the same genotype often under the same con-
ditions of living (e.g., soldiers and workers) cannot be accounted for from a neo- 
Darwinian view for the phenomenon contradicts one of the basic theoretical tenets of 
the neo-Darwinian paradigm on genes as determinants of phenotypic characters.
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Epigenetic Explanation of Caste-Specific Wing Developmental 
Polymorphism in P. megacephala

Signal cascades responsible for the development of wing disks and wings ultimately 
originate in the brains of insect larvae. However, this fact does not tell us anything 
about why some of the larvae (queen and major workers) develop full wing disks, 
and some develop barely detectable wing disks. In P. megacephala, the initial dif-
ferentiation of the queen line from the worker lines is determined by a first JH pulse 
during the early embryonic development, and the differentiation of the major work-
ers from minor workers is determined by a second JH pulse taking place during 
larval development in the minor worker line. The wing disk that develops in pre-
sumptive major workers is later eliminated by apoptosis. Both JH secretion and the 
PCD are neurally determined by signal cascades that start in the insect brain, as a 
result of the processing of external and internal stimuli.

Crucial for understanding the nature and evolution of these morphological adap-
tations is the mechanism by which an animal, in response to these external biotic 
and abiotic (physical, chemical, and social) stimuli, generates “instructions” or the 
epigenetic information for regulating switches in JH secretion. With the nervous sys-
tem being the site where external stimuli are integrated and processed, and where the 
signal cascades for caste polymorphisms start, it is logical to conclude that the caste 
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Figure 13.12 Generalized and simplified diagram of the wing development in response to 
internal and external stimuli in insects.
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neurotransmitters/neuromodulators that start signal cascades determining the sea-
sonal diphenism.

Recent studies demonstrate the determining role of hormones in switching 
African satyrine B. anynana to alternative developmental pathways and the adaptive 
(hence intrinsic) nature of the response to the changing environment. These experi-
ments seem to reconstruct the first links of the causal chain extending from environ-
mental stimuli to the development of the B. anynana seasonal camouflage, which, 
like other insect polyphenisms, is based on hormone-induced switches in develop-
mental pathways (Nijhout, 1996).

While the temperature, which is related to the seasonal weather, is the main trig-
ger of the diphenism, mediators of the switch from one morph to the other are neu-
rally controlled ecdysteroid hormones (Oostra et al., 2011). The switch is determined 
maternally, i.e., the mother provides eggs with the alternative wing pattern informa-
tion (Steigenga et al., 2005). The seasonal diphenism appears in the final stage of B. 
anynana’s development, and this might suggest that it is an evolutionarily new (not 
ancestral) feature. Phylogenetically earlier characters, such as the number of eyespots 
per wing, which vary among butterfly species, appear in the earlier stages of butterfly 
development (Brakefield et al., 1996).

Ecdysteroids bind their nuclear receptor, EcR (in the form of the heterodimer EcR-
USP), and it is observed that the color of scale cells and wing eyespots coincides with 
patterns of EcR expression (Koch et al., 2002, 2003). There is evidence that expression 
of EcR in insects is determined by motoneurons (Hegstrom et al., 1998).

The complex patterning of the wing eyespots results from a complex spatial pat-
tern of the activity of the hormone, but ecdysteroid hormones are released in the 
hemolymph and are uniformly distributed all over the butterfly wing and body. 
Hence, it is plausible that the patterning and color of the wings may be determined 
by the patterns of expression of the ecdysone receptor (EcR) in the butterfly wings.

Neo-Darwinian Explanation

Any gradualist mechanism of the accumulation of favorable hereditary changes 
under the action of natural selection or genetic drift would immediately be rejected 
as an explanation of the seasonal diphenism. Indeed, no attempt has been made to 
explain the phenomenon from a neo-Darwinian view.

The widely held idea that the seasonal polyphenism of B. anynana is under con-
trol of environment (Brakefield et al., 1996) seems to be too vague and misleading: 
living systems are under control of their own control system rather than under any 
unidentified and unidentifiable environmental control. Environment definitely influ-
ences the behavior of living systems, but environmentally triggered changes in these 
systems represent intrinsically determined responses for adapting the system to the 
environment, rather than automatic products of the environment.

Epigenetic Explanation

There can be no doubt that the seasonal polyphenic adaptation did not arise instantly 
at the moment this butterfly diverged as a separate species from its ancestral stock. 
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First, the butterfly might have evolved a phenotypic plasticity for wing patterning, 
where individuals of the same population, or even of the same brood (implying  
the same genotype), might express one of alternative phenotypes, as often occurs  
in cases of developmental polymorphisms (see Developmental Polymorphism, 
Chapter 10), which abound throughout the living nature.

Suppose a situation of developmental polymorphism where populations of the 
incipient species of B. anynana were composed of individuals of two morphs, each 
of them with one of two alternate wing phenotypes, spotted and nonspotted, in cer-
tain proportions. Given that no genetic changes are involved in the appearance of two 
different morphs, it may reasonably be inferred that an epigenetic factor determines 
activation of the spring and fall season polyphenism.

What determines the appearance of each of the seasonal morphs in B. anynana? 
To put the question in another way: How and where are the visual and thermosensory 
environmental cues related to the activation of alternative developmental pathways 
for spotted and nonspotted wing patterning?

We can answer this question with a high degree of certainty. Wing patterning in 
seasonal morphs of B. anynana is neurally determined during the individual devel-
opment according to the principle of the binary neural control (see on the subject in 
Chapter 6): on the one hand, the CNS control of the wing patterning is mediated by 
the neurally controlled secretion of ecdysone and, on the other, by expression of the 
EcR by the local neural innervation.

We know that both ecdysone and its receptor in both the wet and dry season morphs 
are unchanged and functional. What is essentially different in these morphs is the pat-
tern of expression of the ecdysone receptor in the wing, and this pattern is experimen-
tally demonstrated to be epigenetically determined by the local innervation (Hegstrom 
et al., 1998) (for further discussion see Section Seasonal Polyphenism in Insects in 
Chapter 10). But if the development of the eyespot in B. anynana wings is epigeneti-
cally determined by the nervous system during individual development, its evolution 
also would have been epigenetically determined by an inherited change in the neural 
regulation of expression of the gene for the ecdysone receptor. For there is no other 
way that evolutionary changes in morphology could take place but by changes in 
developmental pathways.

Evolution of Horns in Beetles

There are thousands of beetle species in which a proportion of male individuals 
develop horns (Moczek and Nagy, 2005) as cuticle extensions. Some representatives 
of the dung beetles of the genus Onthophagus, consisting of more than 2,000 known 
species, have been the object of extensive studies on the development of horns in 
male beetles. Males use horns, which represent more than 10% of their body mass, 
as weapons in combat with other males to get access to resources accumulated by 
females in tunnels in the soil beneath dung (Emlen, 2000). Horned males block the 
tunnel entrance, thus preventing other males from having access to the buried female 
and the dung deposited at the bottom of the tunnel.
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Onthophagus taurus, Onthophagus nigriventris, and other species of the 
Onthophagus genus display two distinct morphs: individuals that develop horns after 
attaining a threshold in body mass, and hornless individuals. Horn Anlagen develop 
early during the prepupal stage. Large male pupae develop a long pronotal horn 
(developing on the dorsal exoskeletal plate of the first thoracic segment), whereas 
small male pupae only form a pronotal outgrowth. Such an outgrowth also develops 
in female pupae, but it disappears later.

The fact that at least one gene, Dll (distalless), is expressed in all horn Anlagen, 
as well as in all arthropod appendages, has been interpreted as indication that the 
proximal–distal (P–D) development of horns and arthropod limb development may 
depend on the same ontogenic mechanism (Moczek and Nagy, 2005). Investigators 
speak about “some upstream activators and downstream targets of Dll” but do not 
identify the upstream activators. However, studies on the development of insect 
wings have shown that Dll expression is regulated by the Hox gene Ubx, which in 
turn is regulated by the hormone ecdysone: ecdysone binds its receptor (EcR), and in 
this form they bind the Ubx, which downregulates expression of Dll. Needless to say, 
the synthesis and secretion of ecdysone is cerebrally regulated by the neurohormone 
PTTH.

Investigation of the facultative nature of the horn diphenism in male dung bee-
tles has shown that whether male beetles develop horns or not depends on reaching 
a threshold body size; only males that reach that threshold become horned beetles 
(Figure 13.14).

A slight increase in the levels of ecdysteroids and a drop in JH titers occur in 
females and hornless males. This is consistent with the role of ecdysone as a down-
regulator of the Dll. In contrast, large pupae, which develop horns, show an increase 
in the hemolymph level of JH at the end of the third larval stage. When methoprene, 
a JH analog, is topically applied, 80% of the hornless males also develop horns 
(Emlen and Nijhout, 1999). During a short period of about 30 h, high levels of JH 
induce proliferation of the epidermal cells and formation of horns in males of the 
dung beetles, O. taurus (Emlen, 2000).

The correlation between horn development and higher level of JH is corroborated 
by experiments in which local application of the JH analog, methoprene, induces for-
mation of horns even in smaller male pupae of O. taurus, which normally do not 
develop horns (Emlen and Nijhout, 1999).

From an evolutionary view, it is important to point out that horn development 
in dung beetles is characterized by expression of transcription factors Dll (distal-
less) and al (aristaless) qualitatively similarly to the case of the development of 
insect appendages. Male morphs in both O. taurus and O. nigriventris express 
Dll in the developing horn or horn rudiment, respectively, and differences in 
horn development among major and minor morphs in these species are not due 
to the presence or absence of Dll protein in the horn region (Moczek and Nagy, 
2005).

Not only horn-patterning genes but also genes for the relevant hormones (ecdys-
teroids and JH) are unchanged in dung beetle species that evolved distinct mor-
phologies, and no differences in genes exist between the horned males and hornless 
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females and small males. Thus, the horn in the dung beetle O. taurus is epigeneti-
cally determined by shifts in the body size threshold:

One major avenue of evolutionary change in this group has involved shifts in the 
threshold body size regulating horn growth. 

Emlen (2000)

Hence, an understanding of the mechanism of the evolution of horn size and mor-
phology requires knowledge of

1. How these insects might change the body size threshold, and
2. How they can modify expression of JH receptors in epidermal cells.

Nijhout believes that “suppression of horns in small males required the evolution of a 
size-sensing mechanism in the final larval instar” (Nijhout, 2003), and it is believed that 
the stretch stimulus, after the third larval stage, is received by proprioceptive neurons in 
the soft regions of the cuticle and transmitted for processing in the insect brain (Gorbman 
and Davey, 1991), where the set point for body size is believed to be in insects. The loca-
tion of the set points in the insect brain is also suggested by the fact that all the mor-
phological and physiological changes that follow the reach of the growth threshold start 
with signal cascades from the brain. Other body mass set points are identified in the brain 
of Peromyscus maniculatus (Adams et al., 2001) and other mammals (Baeckberg et al., 
2003), the thermoregulation (e.g., Hammel et al., 1963; Boulant, 2000), and a number 
of components of body fluids (see Section Central Control of Animal Physiology in 
Chapter 1).

Our current hypothesis is that size-sensing mechanism during the larval stage reg-
ulates the program of juvenile hormone level during the prepupal stage. Juvenile 
hormone normally declines just before the prepupal stage and is absent at the time 
that ecdysone-stimulated cell division occurs in the horns. It is possible that in small 
males the decline of juvenile hormone is delayed, so that it is still above threshold 
and is able to inhibit ecdysone-stimulated horn growth. 

Nijhout (2003)

A comparative study on the North American and Western Australian populations of 
dung beetle, O. taurus, has shown that these populations have undergone a very rapid 
evolution of the horn polyphenism. Individuals of this circum-Mediterranean species 
were introduced to the above regions by the late 1960s. Within as little as ~40 years, 
these races have diverged dramatically in the body size threshold for the development 
of horns in nature, while maintaining the original threshold under laboratory conditions 
for many generations. West Australian populations now switch to the horned morph 
at a much larger body size, and North American populations, at a much smaller body 
than their Mediterranean ancestors (Moczek and Nijhout, 2003). Differences between 
the Western Australian and North American races are of the magnitude of differences 
between species. These “race” differences are of a magnitude comparable to differ-
ences of the original form with another dung beetle species, Onthophagus illyricus. 
This suggests that North American and West Australian populations have entered 
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separate paths of evolving into two new species in the genus Onthophagus (Moczek 
and Nijhout, 2003) by only changing the body size threshold via a size-sensing mecha-
nism, which, in all likelihood, is a neural mechanism.

Experimental development of horns in dung beetles by application of JH at sensi-
tive stages of the larval development suggests that the body size threshold may be 
correlated with the increased secretion of JH:

Changes in sensitivity to juvenile hormone, or changes in the timing of sensitivity 
to juvenile hormone relative to other developmental events, could modify the range 
of larval body weights that would fall above or below the threshold required for 
horn induction … The divergence in body size thresholds between exotic and native  
O. taurus populations may have been mediated by evolutionary modifications in the 
degree and timing of sensitivity to juvenile hormone.

Moczek and Nijhout (2003)

Now, let us bear in mind that the only “size-sensing mechanisms” we are aware of 
(i.e., that are described so far in metazoans) are neural mechanisms (see Sections 
The Central Control of Body Mass in Chapter 1 and Neural Control of the 
Development of Body Mass in Chapter 5).

Emlen et al. (2005) envisage the basic mechanism of horn development in beetles 
as well as the evolutionarily important switching (horned/hornless) as a hierarchical 
mechanism consisting of a

1. sensory apparatus, which determines secretion of a hormone (JH) and
2. temporally restricted expression of the receptor for that hormone, which makes possible 

the downstream expression of secondary hormones and transcription factors.

The fact that during the development at least the first two steps and the fourth 
step reside/are determined in insect’s brain suggests that the evolutionary switching 
from horned to hornless beetles and the reverse involved a corresponding change in 
the neural circuits that determine the body size threshold and regulate JH secretion. 
Indeed, there is no other way for an evolutionary change that involves no changes in 
genes to occur but via appropriate changes in development.

The neural determination of the “size-sensing mechanisms” could explain the 
exceptional evolutionary lability of horns in beetles: horn sexual dimorphism in beetles 
has been gained seven times, lost thirteen times, and regained once, whereas male horn 
dimorphism has been gained eight times and lost twelve times (Emlen et al., 2005).

Neo-Darwinian Explanation

Neo-Darwinian theory would predict that in order for horns, as a new character, to 
evolve in dung beetles, one or an undefined number of “useful” mutations need to 
occur in DNA or genes, whose products play key roles in the development of horns, 
such as the patterning genes Distalless and aristaless or the genes for ecdysteroids 
and JH. There is neither evidence nor a hint that such changes have occurred. On the 
contrary, all the above genes and their protein products are functionally well con-
served. Hence, the basic neo-Darwinian prediction on the evolution of horns in dung 
beetles is patently refuted.
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Epigenetic Explanation

From the epigenetic view, it would be predicted:

1. No changes in genes relevant to development of horns are necessary for evolution of head 
horns in dung beetles.

2. Evolution of horns in dung beetles is a result of epigenetically determined changes in the 
patterns of expression of genes that are essentially involved (e.g., ecdysone, JH, Dll) in the 
development of horns.

3. Evolution of horn sexual dimorphism and horn intrasexual polyphenism in dung beetles of 
the genus Onthophagus involved an epigenetic change in the body size threshold.

4. Epigenetic information necessary for inducing signal cascades determining these specific 
changes in expression patterns of genes involved in horn development originates in the 
beetles’ CNS.

The first prediction is validated by the experimental evidence that the products of 
genes (e.g., ecdysone, JH, Dll) involved in the development of horns are conserved 
and have not changed their function.

The second prediction is also validated by the experimental evidence presented in 
this section. That evidence shows a clear distinction in the patterns of expression of 
genes (ecdysteroids and JH and Dll) involved in the process of proliferation of epi-
dermal cells during formation of horns in large-size beetles, compared to small-size 
male beetles, although all of them share a common genetic background.

The third prediction is also substantiated by the evidence already presented in 
this section. The regulatory, i.e., epigenetic, changes are the only changes that have 
been scientifically demonstrated to occur systematically in the process of horn devel-
opment in dung beetles. The most relevant difference in determining the horned/
hornless alternative is the body size, as perceived in the insect brain. This body size 
threshold of the same circum-Mediterranean species O. taurus, in response to differ-
ent environmental conditions, in North America and Australia, was respectively low-
ered and elevated, thus leading to formation of two incipient species (Moczek and 
Nijhout, 2003) within an evolutionary instant of less than 40 years.

The fourth prediction is that the signal cascade for horn development originates in 
the CNS. The signal cascades for production of ecdysteroids and JH, which are the 
only known signal cascades that activate genes involved in the development of dung 
beetle horns, start in the brain after the processing in neural circuits of the stretch 
input coming from sensory cells (proprioceptors).

Evolution of Appendages and Tetrapod Limbs

The astonishing similarity of GRNs involved in patterning appendages in groups that 
are phylogenetically so far apart as insects and vertebrates suggests that these network 
have been present in their common ancestor and have been essentially conserved in 
both groups for patterning their appendages (Shubin et al., 1997). Changes that have 
occurred in relevant appendage genes in both insects and vertebrates have not affected 
their function. What should surprise us, in view of the unavoidable change of genes 
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over the evolutionary time, is the amazing conservation of the function of genes 
involved in appendage patterning in both groups for hundreds of millions of years. Not 
only the relevant appendage-specific genes but also the GRNs involved in appendage 
development have been conserved to an incredibly high degree.

All the above is especially true for the evolution of vertebrate limbs, which also 
involved no changes in genes or new genes but was based on the use of an evolution-
arily preexisting genetic toolkit. The study of the developmental mechanisms of limb 
development seems to be a rational approach to the problem of the evolution of the 
tetrapod limbs from fish fins.

Fish and tetrapods share Hox gene modules involved in the development of pec-
toral fin/forelimb, and the most conspicuous change associated with evolution of tet-
rapod limb from fish pectoral fin is the decoupling of limb motoneurons from the 
hindbrain (Ma et al., 2010; Figure 13.15).

Evolution of tetrapod limbs from fish fins has been a critical event in the his-
tory of life on earth that led to tetrapod domination of terrestrial life. This transition 
occurred within the space of less than 40 million years, from the Middle Devonian, 
~380 mya (tetrapodomorph osteoichthyans) to ~360 mya (aquatic tetrapods such as 
Acanthostega) until the appearance of the fully terrestrial tetrapod ~340 mya (Long 
and Gordon, 2004). The transition was characterized by functional and morphological 
transformations related not only to terrestrial locomotion (e.g., evolution of tetrapod 
limbs, shoulder girdle, digits, and modification of the pelvis). It was also associated 
with the aerial respiration, implying the evolution of lungs (Daeschler et al., 2006) 
and adaptation to aerial hearing, which implies radical morphological and functional 
diversification of ears as specialized hearing organs. Ears adapted to both underwa-
ter and aerial hearing appeared for the first time in Ichthyostega (Clack et al., 2003). 
Appearance of Ichthyostega and Acanthostega marks a clear transition from fish to 
aquatic tetrapods with digits (Figure 13.16).

The early stages of fin and limb development show a common pattern of gene 
expression, and only later differences in that pattern determine formation of tetrapod 
limbs (Hinchliffe, 2002). The homology of tetrapod limbs with fish fins declines in a 
P–D direction, i.e., it is almost complete in stylopod to absent in digits (Laurin et al., 
2000).

The limb bud in tetrapod embryos represents a conserved developmental stage, in 
the sense that all tetrapod classes exhibit the same interactive developmental processes 
(Hinchliffe, 2002). It contains the apical ectodermal ridge (AER) and the underly-
ing zone of polarizing activity (ZPA) of mesodermal-somatic origin at the distal tip 
of the limb bud (Figure 13.17). The development of the AER on the ectoderm of the 
presumed limb bud occurs in response to mesodermal fibroblast growth factor (FGF) 
signals, by stages 16 and 17. In turn, AER signals (FGF-8) induce formation of the 
underlying ZPA, which is responsible for determining the A–P axis of the limb.

Inhibition of retinoic acid (RA) synthesis with sulphiram before limb bud induc-
tion leads to the prevention of limb bud development and the suppression of Shh, 
suggesting that FGF-8 alone, in the absence of RA, is not sufficient for the expres-
sion of Shh (Stratford et al., 1996). Administration of retinoid receptor antago-
nists “not only abolishes Hoxb-8 expression, but also prevents the establishment of 
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In a series of experiments, it was conclusively shown that HoxA-13 regulates formation 
of digits in the autopod by patterning expression of Bmp2 and Bmp7 in the interdigital 
and distal joint tissues, where these BMPs direct interdigital PCD, digit development, and 
chondrogenesis (Knosp et al., 2004). A clear correlation is also observed to exist between 
the spatiotemporal shift in the expression of Hox genes and morphological transforma-
tions in the fossil record (Shubin et al., 1997).

Based on the above facts, it is argued that it was not evolution of new regulatory 
genes but a change in expression pattern of existing genes (i.e., an epigenetic mecha-
nism) that made the evolution of the tetrapod limbs and digits possible (Daeschler 
and Shubin, 1995; Long and Gordon, 2004).

Evolution of Digits

There is no consensus on the time when digits evolved in tetrapods, but paleontologi-
cal evidence shows that the rule of observed pentadactyly is a latter development in 
the evolution of tetrapod limbs that probably was preceded by a stage of polydactyly.

In a recent model, it is the Shh that determines patterning of digits in two phases. 
Initially (the long-range phase), Shh primes mesenchyme cells to become competent 
for digit formation. Later (short-range phase), it regulates expression of Bmps, which, 
in a dose-dependent way, determine the pattern of digit formation (Drossopoulou et al., 
2000), while the number of the digits is related to the length of the apical ridge.

But what controls expression of Shh for patterning digits?
The Shh gene expression in the limb mesenchyme is activated by RA and FGF-4, 

but, once induced, Shh expression is maintained by FGF-4 alone. This fact led to the 
hypothesis that retinoids are most likely part of a cascade of signals providing posi-
tional information in the limb, which may also include signals from Hox genes, Shh, 
and FGF (Ross et al., 2000).

A crucial role in the development and evolution of free digits is played by apoptotic 
processes, the PCD, which ultimately sculpts the species-specific digit morphology. In 
amniota (reptiles, birds, and mammals), apoptosis affects mainly interdigital mesoder-
mal cells, but this process is limited to the distal parts of interdigital tissue, thus leading 
to formation of webbed digits, as is the case with aquatic birds (Zuarte-Luis and Hurle, 
2002). Apoptosis of interdigital tissues in amniota is mediated by a signal cascade with 
caspases as downstream elements and with a few growth factors/hormones playing 
important roles in the process (Figure 13.29). RA is an upstream element in this cas-
cade in the interdigital tissues. Recall, the synthesis of RA is a function of retinalde-
hyde dehydrogenase enzymes, whose synthesis, during limb development, is closely 
related to the neural tissue (Maden et al., 1998; Berggren et al., 2001).

Role of the Nervous System in Limb Development

The early belief that Hox genes are master control genes regulating the function of 
other genes is now replaced by the idea that the function of Hox genes themselves 
is regulated by extracellular signals, hormones. Hence, identification of upstream 
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signals that regulate patterns of expression of Hox genes could contribute to our 
understanding of the causes and mechanisms of the evolution of the tetrapod limb. 
Experimental evidence in the past two decades has shown that RA is a specific 
inducer of Hox genes (Conlon and Rossant, 1992).

RA is necessary for specification of mesenchymal cells and their interaction with 
AER. Besides its role in initiating formation of the limb bud and the axial patterning, 
RA plays a role in the specification of muscle and bone tissues and, depending on its 
concentration, induces several different cell fates (Berggren et al., 2001).

In all its functions in limb bud and limb development, RA only acts as mediator 
of the activity of the local innervation (Berggren et al., 1999). Following the pattern 
of the synthesis of RA during stages 17 through 30 of the chick wing, Berggren et al. 
observed that there are two distinct phases in the synthesis of RA: a strong presence 
in the limb bud of RA during stages 17 and 18 that is followed by its absence during 
stages 19 through 21, and again high levels of RA in the presumptive brachial plexus 
region after the stages 22 through 30 (Berggren et al., 2001).

The role of the innervation as a source of RA in the developing limb bud and limb 
development is also inferred by the observation that denervation leads to defects that 
are similar to those produced by the absence of RA activity in limb development 
(Berggren et al., 2001). Indeed, studies on limb development in the frog Rana pipi-
ens have shown that temporary denervation of limbs causes decreases in muscle and 
bone tissues and general reduction of the limb size in comparison with the controls 
(Dietz, 1987). Sciatic denervation performed in R. pipiens at stages 14 through 20 
led to reduction of bone and foot size (Dietz, 1989).

RALDH-2, the most important enzyme for RA synthesis, is especially abundantly 
secreted by the cervical and lumbar regions of the spinal cord, corresponding to the 
forelimbs and hindlimbs, but it is also secreted by the axons of the motor spinal 
nerves extending toward the limbs (Berggren et al., 2001):

Within the embryonic CNS, the limb motor neurons in the spinal cord represent 
major sites of RALDH2 expression. 

Ross et al. (2000)

Empirical evidence shows that RA plays a key role as an upstream inducer of signal cas-
cades that triggers and drives the limb development on tetrapods. The mediators of the 
RA limb-inducing activity are Hox genes, which, in turn, induce secretion of Shh FGFs 
and formation of the ZPA and AER (Zakany and Duboule, 2007; Gillis et al., 2009).

As already mentioned, the neural tube and spinal cord are the main producers of 
RA in embryos. At E13 (embryonic day 13) in mice, the neural tube shows two (bra-
chial and lumbar) RA maxima or “hot spots,” which created haloes of RA in the 
surrounding tissues. These coincide with the sites where limb buds develop (Figures 
13.23 and 13.24). RA levels between the maxima are several hundred times lower 
(McCaffery and Dräger, 1994).

Three other observations are relevant to understanding the mechanism of limb 
development. First, temporally RA hot spots coincide with the appearance of the 
limb buds (McCaffery and Dräger, 1994); second, RA levels decline with increased 
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Figure 13.23 Fluorescent view of E12.8 spinal 
cord labeled with DiAsplO from the limbs showing 
the brachial and lumbar RA hot spots.
Source: McCaffery and Dräger (1994).

Figure 13.24 Localization of RA in the 
cervical and lumbar regions of the spinal cord, 
corresponding to fore- and hindlimbs, in E12.5 
mouse embryo.
Source: From Colbert et al. (1993).

distance from the spinal cord (Maden et al., 1998); third, the RA maxima colocalize 
with the origin of nerves that innervate limbs (McCaffery and Dräger, 1994).

To understand whether these spatial and temporal coincidences of spinal cord 
RA maxima with limb development may reflect a causal relationship, it is logical to 
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examine whether the limb innervation from the spinal cord is involved in the embry-
onic development of the limb. The most interesting study in this respect is made by 
Berggren et al. (2001) on the development of forelimb (chick wings). RA is the regu-
lator of expression of Hox genes and their downstream genes in tetrapod limbs, and 
that study has shown that, initially, the limb bud expresses no RA, while the motor 
neurons (but not the sensory neurons (Berggren et al., 1999)) of the adjacent brachial 
plexus express it (Figure 13.25).

Production of RA by the mesenchyme of the developing limb bud coincides with 
the penetration of motor axons in the chick wing, and even RA production in the 
limb mesenchyme is at least partly under control of the motor axons and vasculature 
(Berggren et al., 2001). Experiments of denervation of chick wings have also dem-
onstrated that limb innervation is necessary for RA production by limb mesenchyme 
(Figure 13.26) and for limb development in general.

Figure 13.25 Normal series showing retinaldehyde dehydrogenase type 2 immunoreactivity 
(RALDH-2-IR) (green) in the developing wing. (C) Stage 23 wing section, RALDH-2-IR is 
present in the brachial plexus but not in the rest of the wing. Long arrow, axons; short  
arrow, mn. (D) Stage 25 wing section, RALDH-2-IR is present surrounding the axon tips 
as they extend into the wing. Abbreviations: D, RALDH-2-IR surrounding the dorsal nerve 
branch; V, RALDH-2-IR surrounding the ventral nerve branch; E, RALDH-2-IR at the distal 
end of the wing bud. Yellow color in motor axons (long arrow) results from colocalization of 
RALDH-2-IR and TUJ-1 (red). Sensory neurons in the dorsal root ganglion (d) label only with 
TUJ-1. Short arrow, mn; BP, brachial plexus; TUJ-1, an antibody against class III β-tubulin 
that serves as neuron-specific marker. 

Source: From Berggren et al. (2001).
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It is interesting also to know that

The hot spots appear with formation of the limbs and persist until limb innervation 
is about complete … the hot spots are a likely factor in the formation of the limb 
zones. 

McCaffery and Dräger (1994)

The role of the spinal cord in limb development is also suggested by experiments in 
which segments of the spinal cord and central vasculature added in culture stimulate 
normal wing outgrowth (Tanaka et al., 1996).

According to Berggren et al. (2001), in chick embryos,

it seems likely that innervation of the limbs is necessary for both muscle and bone 
development …. RA is a factor that could mediate this neuronal influence. Between 
stages 23 and 30, localized regions of RALDH-2 expression develop in the mesen-
chyme along the vasculature and nerve branches; this RALDH-2 is partially under 
the control of the blood vessels and motor axons as they enter the wing. This later 

Figure 13.26 Decrease in wing mesenchymal retinaldehyde dehydrogenase type 2 
immunoreactivity (RALDH-2-IR) seen after motor denervation. (A) Stage (St) 26 control 
wing section. Dorsal (D), ventral (V), and distal (E) mesenchymal RALDH-2-IR are seen in 
relation to the dorsal (db) and ventral (vb) nerve branches. Abbreviations: NT, neural tube; 
m, motor neurons; d, dorsal root ganglia; sn, spinal nerve; A, aorta; M, mesonephros. (B) 
Decrease in the area of RALDH-2-IR after motor denervation in a stage 26 embryo that had 
been denervated at stage 16. Sensory nerves stained with TUJ-1 are present in axial regions 
(TUJ-1 stain, short arrow) but very sparse in the wing.
Source: From Berggren et al. (2001).
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regional expression of RALDH-2 provides localized sources of RA in the limb dur-
ing the period of mesenchymal specification. As RA is known to be involved in many 
aspects of cellular differentiation, we propose that the RA synthesized locally by 
RALDH-2 in the wing is involved in the specification of mesenchymal tissues of the 
limb, including cartilage, skeletal muscle, and vascular smooth muscle.

The evolutionary and developmental implications of the role of the local innervation 
in cell differentiation and patterning of limbs in tetrapods cannot be overestimated:

If some of this RA-mediated differentiation is under the control of innervation and 
vasculature, there are broad implications for the role of motor nerves and blood ves-
sels in the development of many other systems of the body. 

Berggren et al. (2001)

The development of muscle fiber types in chicks coincides with the penetration of 
nerves in these muscles. Upon entering the developing chick limbs, motor neurons 
release RALDH-2 (RA-synthesizing enzyme), inducing muscle cell differentiation 
and muscle formation there (Berggren et al., 2001).

The role of the nervous system in the development of limbs in tetrapods is not 
limited to the above, and the evidence presented so far would be incomplete if one 
were to neglect the neurohormonal activity of the CNS during the latter stages of 
limb development. Signal cascades starting from the CNS are involved in the for-
mation and specification of limb tissues. So, for example, a cascade starting with 
secretion of growth hormone-releasing hormone (GHRH), via the pituitary growth 
hormone (GH), stimulates proliferation of prechondrocytes in the epiphyseal growth 
plates of developing bones (Wolpert et al., 1998).

Neo-Darwinian Explanation

Transition from fish fins to tetrapod limbs is characterized by tremendous changes 
and diversity in the morphology of vertebrate limbs. That transition was based on the 
use of preexisting genes rather than any changes in genetic information or DNA in 
general. All the essential genes involved in limb development are functionally con-
served from lower vertebrates to higher mammals, including humans. This makes 
impossible any gene-centric explanation.

Epigenetic Explanation

From the epigenetic view, it would be predicted that evolution of limbs in tetrapods:

– Required no new genes or changes in genes involved in the formation of limb tissues and 
structure,

– Involved changes in the spatiotemporal expression of the preexisting functionally con-
served genes,

– May involve participation of neural crest cells,
– Involved neurohormonal regulation of the development of limb tissues,
– Involved participation of local innervation in the limb development.
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The evidence presented in this section validates all the above predictions.
No changes in genes whatsoever but

Changes in the temporal expression, spatial expression, and levels of expression of 
key developmental regulators such as Bmp and Fgf appear to be important in driv-
ing the evolution of vertebrate limbs. 

Weatherbee et al. (2006)

Crucial to the evolution of the tetrapod limb, like evolution of any new phenotypic 
character, is the source of the new information necessary for the development of that 
character during the ontogeny. With changes in the function of genes or evolution 
of new genes being excluded as potential sources of information for the evolution 
of tetrapod limbs from fish fins, the experimental evidence presented in this section 
shows that all the stages of the limb development are related to epigenetic factors 
related to the activity of the embryonic and postembryonic CNS.

Evolution of Wings in Bats

Bats appeared during Eocene (56–40 mya) in an extraordinary mammalian Big Bang. 
They are grouped in 18 families comprising 20% of extant mammal species. The group 
is characterized by the powered flight, which is unique among mammals, and echolo-
cation abilities, both of which may be functionally and evolutionarily linked (Simmons, 
2005). The length of wing bones relative to the body size in bats has remained unchanged 
during ~50 million years, as is inferred from the bat fossil records (Figure 13.27).

The fact that these species have evolved their present wing skeletal morphol-
ogy suddenly (in a few million years; Sears et al., 2006) and early in their evolution 
stimulated some investigators to search for mechanisms that could have facilitated or 
made the rapid evolution of bat wings possible. In tracking the embryonic development 
of the bat Carollia perspicillata, they observed that all the embryonic parts of the bat 
forelimbs (humerus, ulna, radius, phalanges) are of the same length as those of mice 
(Figure 13.28), until the segmentation, when an accelerated rate of proliferation and 
differentiation of chondrocytes causes the characteristic elongation of forelimb digits 
in bats. When cultured in the presence of bone morphogenetic protein 2 (BMP2), both 
bat and mouse embryos grow longer, and in presence of the BMP2 antagonist, Noggin, 
they grow shorter. The presence of BMP2 stimulates increased proliferation and differ-
entiation of chondrocytes, and the development of longer wing digits in bats is related 
to higher levels of BMP2 in the flying mammal. The increased expression of BMP2, 
but not any mutation affecting the function of the Bmp gene (which did not occur), 
seems to have been the critical event for the evolution of wings in bats. This epigenetic 
(regulatory) change in the forelimb developmental pathway might have been sufficient 
for the rapid evolution of these exaggerated mammal structures (Sears et al., 2006).

Bats retain interdigital membranes in the forelimbs, while eliminating them in 
the hindlimbs. The mechanism of this differential development in the forelimbs 
and hindlimbs is evidently not related to any mutational changes in genes: the same 
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(A) (B)

Stage 16 Bat E12.5-day mouse

Figure 13.28 Comparable stages of development of cartilaginous forelimbs in bat and mouse.
Source: From Sears et al. (2006).

Figure 13.27 The relative length of bat forelimb digits has not changed in 50 million years. 
(A) Icaronycteris index (American Museum of Natural History specimen no. 125000), which 
is a 50 million-year-old bat fossil. (B) Extant adult bat skeleton. The metacarpals (gray arrows) 
of the first fossil bats are already elongated and closely resemble those of modern bats. This 
observation is confirmed by morphometric analysis of bat forelimb skeletal elements.
Source: From Sears et al. (2006).

set of genes is present in all cells throughout the bat organism, including fore- and 
hindlimbs. While retaining the ancestral mechanism of elimination of interdigi-
tal membranes in the hindlimbs, bats evolved an epigenetic mechanism of retaining 
embryonic interdigital membranes consisting of induction of a BMP antagonist, grem-
lin (a secreted protein of the group of BMP antagonists), and FGF in the forelimbs. In 
ducks, the antiapoptotic gremlin expresses strongly in the proximal side of the limb, 
whereas in mice it expresses still less distally (Weatherbee et al., 2006; Figure 13.29).

The fact that the relevant change in BMP expression pattern occurred in the fore-
limbs alone, but not in the hindlimbs (despite the fact that all the genes are the same 
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The evidence presented in this section validates the first prediction, but we 
have no reliable evidence for substantiating the second prediction. However, there 
is evidence that increased proliferation and differentiation of chondrocytes during 
embryogenesis, as a result of increased expression of Bmp2, is responsible for elon-
gation of digits in bats (Nishihara et al., 2003; Sears et al., 2006). The fact that RA 
regulates expression of Bmp2 in chondrocytes (Cohen et al., 2006), in view of the 
dominant role of the neural tube–derived RA and later RA secreted by nerves inner-
vating limbs in the development of tetrapod limbs, suggests that the CNS may have 
played an essential role in the evolution of wings in bats.

Evolution of Blood Circulatory System

Blood circulation system in metazoans evolved from open circulation systems with a 
peristaltic heart in invertebrates into closed systems in vertebrates characterized by a 
multichambered heart that, via outflow and inflow tracts, pumps blood into a closed 
system of blood vessels. Surprisingly (not from the present-day view), the develop-
mental pathways used during the development of widely different blood circulation 
systems of invertebrates and vertebrates are very similar (Yoshida et al., 2010). This 
led to the idea of a common genetic toolkit that is used to develop the most varied 
hearts and circulatory systems in metazoans. Key signaling molecules in the develop-
ment of the cardiovascular system, such as VEGF receptor (VEGFR), FGFR (Cripps 
and Olson, 2002; Yoshida et al., 2010), and Nkx2.5/Csx (Elliott et al., 2006; Figure 
13.30), are shared between cephalopods and vertebrates. This idea is further corrobo-
rated by the fact that there are also invertebrates that have evolved closed and com-
plex hearts and circulatory systems. Such is the case with cephalopods, for example.

Based on the above experimental evidence, it is proposed that “the conserved molec-
ular developmental program for cardiovascular systems were recruited independently to 
the closed circularity systems of cephalopods and vertebrates” (Yoshida et al., 2010).

When this evidence is considered in the context of the fact that VEGFR is induced 
by VEGF (Zentilin et al., 2010), that the endogenous neurotransmitter dopamine, by 
binding its receptor D2 in endothelial cells, regulates angiogenetic action of VEGF 
(Sarkar et al., 2004), that neural tube is the midline signaling center for vascular pat-
terning in higher vertebrates (Hogan et al., 2004), that the brain and spinal cord deter-
mine the formation of the perineural vascular plexus around themselves by releasing 
VEGF and other signals (Hogan et al., 2004), that peripheral nerves by secreting 
VEGF determine skin blood vessel patterns (Mukoyama et al., 2005), one cannot 
escape the idea that the nervous system is essentially involved in the development and 
evolution of the blood circulatory system.

Evolution of Air-Breathing and Surfactant System in Vertebrates

Lungs develop as a pair of evaginations from endodermal buds of the foregut (Stenmark 
and Gebb, 2003). Lungs and swim bladder in fish evolved from different structures and 
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for different functions, respectively, for air breathing and buoyancy. In modern fish, air 
breathing evolved independently, at least 38 (and possibly as many as 67) times. Lungs 
may have appeared first in the armored fish, placoderms (Figure 13.31), but are not 
homologous with Ostheoichthyan lungs; they differ with respect to both the embryonic 
origin (placoderm lungs derive from the anterior pharynx), and the function they per-
form (in placoderms, they serve for buoyancy regulation rather than air breathing).

With extinction of placoderms, primitive cartilaginous fish had no lungs, and fish 
had to re-evolve lungs. Sarcopterygii and Actinopterygii evolved paired lungs in the 
ventral part of the body from the posterior pharynx.

One precondition for the evolution of lungs has been evolution of the surfac-
tant, a mixture of phospholipids and proteins. Because of the surface tension from 
water droplets and the small size, the lung alveoli tend to cave in, which would make 
breathing impossible. To prevent this from happening, vertebrates secrete the sur-
factant, which decreases the surface tension, thus avoiding the collapse of the alve-
oli. Defects in the production of surfactant lead to numerous lung and respiratory 
pathologies; no lung alveolization takes place in the absence of surfactant and, con-
sequently, embryos cannot survive postnatally. This is why the surfactant excretion 
in the alveoli and airways is a common characteristic of lungs in all vertebrates.

The surfactant is produced by the pulmonary alveolar type II cells, and experi-
mental evidence has shown that placental leptin is involved in both surfactant pro-
duction and the increase of the number of alveolar type II cells in lungs (Kirwin 
et al., 2006). Production of surfactant in lungs is stimulated by parathyroid hormone-
related protein (PTHrP), which in turn is induced by stretch. PTHrP receptor is the 
mediator of the surfactant-producing action of the PTHrP in lungs. Similarly to 
bones, the stretch affects expression of the hormone PTHrP and, consequently, the 

Teleostei Halecomorphi
Ginglymodi

Chondrostei Polypteriformes Tetrapoda

Dipnoi

Actinopterygii

Sarcopterygii

Osteichthyes

Chondrichthyes
Placodermi

Placoderm
“lungs”?

• Gill pouches 7 8 for air breathing
• Arterial supply from 6th branchial arch

• Loss of respiratory function
  in some species
• Swim bladder artery

Lungs ventral

Lungs ventral

Loss of
respiratory function

Respiratory swim
bladder dorsal

Figure 13.31 Schematic diagram of the evolutionary sequence of air-breathing organs among 
the fish. The ontogenetic origin (i.e., ventral or dorsal) and the evolution of lungs, swim 
bladders, and their blood supply and the loss of respiratory function are shown.
Source: From Daniels et al. (2004).
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Over time, the blood–gas barrier became progressively thinner in land vertebrates 
from amphibians to reptiles, mammals, and birds (Torday et al., 2009). Despite the 
lower efficiency and differences in the embryonic origin of the fish surfactant, the 
surfactant systems of fish and tetrapods are homologous because they “had a sin-
gle evolutionary origin that predated the evolution of the vertebrates” (Daniels and 
Orgeig, 2003).

Neural crest cells also migrate to the early budding epithelial tubules and in the 
developing lungs to develop there the intrinsic lung innervation (Freem et al., 2010). 
They form a neural tissue in the proximal part of the lung, and nerves follow smooth 
muscle-covered tubules at the base of the growing lung buds that put “smooth mus-
cle and neural tissue in a prime position to influence growth and development” 
(Tollet et al., 2001).

Neo-Darwinian Explanation

From the neo-Darwinian view, evolution of the surfactant system and the related 
evolution of the alveolar structure in vertebrates would depend on occurrence and 
selection of changes affecting function of PTHrP or PTHrP cascade. The fact that no 
changes affecting the function of PTHrP or its cascade have occurred during ~500 
million years of vertebrate evolution shows that the cause of evolution of the surfac-
tant system is not genetic, and there is no reasonable neo-Darwinian explanation of 
that evolution.

Epigenetic Explanation

As pointed out earlier, evolution of the surfactant system is not related to evolution 
of changes in DNA, genes, or allele frequencies, but only to regulatory, epigenetic 
changes in the expression of PTHrP and to different combinations of the same com-
ponents (phospholipids and proteins) in the surfactant mixture.

The developmental pathway that determines surfactant production is regulated 
prenatally by the following brain signal cascade:

hypothalamic CRH → pituitary corticotropin → adrenal cortisol → the fibroblast 
pneumocyte factor (secreted by lung fibroblasts) → surfactant (secreted by type II 
pneumocytes) (see also Figure 5.18).

Evolution of Dentition in Vertebrates

About 500 mya, jawed vertebrates evolved exoskeletal body armors. It is believed 
that teeth of jawed vertebrates evolved by modifications of dentinoid and enameloid 
odontodes, ridges of tubercles on vertebrate body armor. Dermal bony plates of 
gnathostomes represent an intermediate stage in the evolution of teeth from odon-
todes (Hildebrand et al., 1995). Ever since, dentition patterns have diversified widely 
among vertebrate taxa.
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Role of the Nervous System in Tooth Development

Two observations attracted the attention of investigators to the possibility that the nervous 
system is directly involved in vertebrate tooth development. First, that the dental nerve 
enters the jaw before the beginning of odontogenesis (Hildebrand et al., 1995; Fried 
et al., 2000) and, second, that axons are detected in the sites where the teeth develop.

When a dental lamina is formed, a plexus of nerve branches is seen in the sub-
epithelial mesenchyme. Shortly thereafter, specific branches to individual tooth 
primordia are observed. In the bud-stage tooth germs, axon terminals surround the 
condensed mesenchyme, and in the cap stage, primordia axons grow into the den-
tal follicle (Hildebrand et al., 1995; Figure 13.35). The tooth anlage is innervated 
by nerves from the trigeminal ganglion, and this innervation is tightly linked to the 
tooth development (Kettunen et al., 2005). However, conflicting experimental evi-
dence came from studies of odontogenesis in mammals. Experiments on rat embryos 
have shown that the local innervation is not necessary for the initiation of odonto-
genesis (Luukko, 1997; Lumsden and Buchanan, 1986). According to Luukko 
(1997), although dental nerves control the rate of dentinogenesis, the main branches 
emerging from the trigeminal ganglion run parallel to, and beneath, the oral epithe-
lium, i.e., they do not reach the presumptive tooth-bearing area:

Trigeminal nerve fibres were not detected in the vicinity of the developing rat tooth 
germ before the bud stage.

Hence, his conclusion:

Trigeminal nerve fibres do not influence initiation (my emphasis—N.C.) of mamma-
lian tooth development. 

Luukko (1997)

Initiation Bud Early cap

Nerves from plexus

Dentinogenesis

Nerves under papillaNerves below primordium
 and presumptive area

Late cap

Innervation of follicle Innervation of papilla

Figure 13.35 A schematic summary of the structural relation between nerves and tooth germs 
during development.
Source: From Hildebrand et al. (1995).
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However, as Tuisku and Hildebrand observed later, these experiments did not justify 
the conclusion drawn, because the teeth in these experiments were examined after 
denervation, and investigators did not consider the possibility of the influence of the 
trigeminal placode, which produces some trigeminal neurons at a very early stage 
(Hildebrand et al., 1995).

Besides, the murine trigeminal ganglion commences at ED (embryonic day)  
8.5–9.5, when the neural crest cells from the rhombencephalic neural crest have 
formed the tooth-forming mesenchyme in the mandibular process, and by ED10, 
axons from the trigeminal ganglion enter the mandibular process, and some reach the 
presumptive incisor and molar regions of the oral epithelium (Hildebrand et al., 1995).

In an attempt to resolve the controversy, investigators undertook a series of experi-
ments on the formation of mandibular tooth germs in the cichlid polyphyodont fish, 
Tilapia mariae. Given the experimental difficulties of an earlier denervation of the mouse 
embryo, they made use of the fact that in polyphyodont vertebrates, such as cichlid fish, 
teeth are continuously replaced in cycles of about 100 days. They performed unilateral 
denervation of the lower jaw of T. mariae through neurectomy of the ramus alveolaris 
trigemini. No new (replacement) tooth germs formed in the denervated lower jaw, but 
“numerous mineralized replacement teeth were present in the innervated jaw cavity on 
the unoperated side” (Tuisku and Hildebrand, 1994). Prospective dental nerves are pres-
ent in the fish jaw before the onset of tooth formation, nerve branches are seen just under 
the odontogenic epithelium, and later specific branches extend to individual tooth primor-
dia (Tuisku and Hildebrand, 1994; Hildebrand et al., 1995). Based on the evidence from 
their experiments, Tuisku and Hildebrand conclude that

de novo formation of tooth primordial in the lower jaw of the cichlid T. mariae was 
arrested following denervation … the local presence of trigeminal nerve branches in 
the jaw cavity is necessary for the formation of tooth germs in the lower jaw of the 
cichlid T. mariae. 

Tuisku and Hildebrand (1994)

and that mandibular innervation

may have a primary initiating or instructive role in early odontogenesis. 
Tuisku and Hildebrand (1994)

Summarizing extensive experimental work done at the time, Tuisku and Hildebrand 
argue:

Histologically, tooth initiation commences as a local thickening of the oral epithe-
lium (dental lamina) and a beginning condensation of the underlying mesenchyme. 
The subsequent development of tooth primordia runs more or less autonomously. 
Hence, if nervous influences are involved in the tooth formation, they should occur 
before or during the emergence of a dental lamina. Indeed, nerve endings have been 
observed to occur transiently and selectively at loci where epithelial thickenings 
indicative of tooth development appear some hours later. 

Tuisku and Hildebrand (1994)
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Based on results of the above experiments for interpreting evolution of the teeth 
shape in cichlid fish, Streelman et al. believe that

Tuisku and Hildebrand (1994) demonstrated that the development of replacement 
tooth germs in the cichlid lower jaw is dependent on mandibular innervation. It is 
possible that such neural input directs not only the process of replacement but, in 
certain cases, the shape of new teeth as well. This might result in rapid changes in 
dentition given changing feeding behaviors.

Streelman et al. (2003)

Investigators have explained the reason why other studies have overlooked the pres-
ence of innervation in incipient tooth germs:

First, the initial steps in mammalian and teleost odontogenesis may not be identi-
cal. In fact, the odontogenic oral epithelium seems to have partly different roles in 
mammals and teleosts. In teleosts, the epithelial tooth component does not produce 
true enamel. The functional surfaces of teleost teeth are covered with a structure 
different from that of enamel. In actinopterygian teleosts, which comprise T. mariae, 
the dental epithelium and the odontoblasts both contribute extracellular matrix pro-
teins to the enameloid layer. To what extent the oral epithelium participates in initi-
ating odontogenic events in these teleosts is unknown. An instructive or patterning 
role of local nerves at an early stage of odontogenesis cannot be excluded. Second, 
some few, tiny trigeminal axons, which were not readily revealed by silver staining 
of paraffin sections, might possibly have entered the E9 and E10 mouse mandibu-
lar arches used for explantation. That this might have been the case is indicated by 
the absence of stained axons coursing from the host eye to E9 and E10 mandibular 
arch grafts after 2 weeks in oculo. Third, trigeminal ganglion neurons have a dual 
origin–the neural crest and the trigeminal epidermal placode. Placode-derived tri-
geminal neurons develop before crest-derived ones. In the mouse, placode-derived 
trigeminal ganglion neurons start to differentiate very early in E9. Interestingly, 
the avian placodal neurons, which develop even if the neural crest is removed, may 
form peripheral projections before reaching the ganglion proper and before the 
crest-derived trigeminal sensory neurons emit processes. If the development of the 
murine trigeminal ganglion is principally similar to that of the chick, as seems to be 
the case, murine E9 and E10 mandibular arch grafts could possibly have been con-
tacted by placodal trigeminal sensory neurons.

Tuisku and Hildebrand (1994)

Another interesting phenomenon, relevant to the possible involvement of the tri-
geminal nerve fibers in the regulation of teeth formation in vertebrates, is the fact, 
that in contrast to the mandibular and maxillar odontogenic areas, where these 
fibers are abundant, no nerve fibers are detected in the diastema, the space between 
two teeth, where teeth primordia soon disappear, and no teeth develop (Løes et al., 
2002).

Besides the neural crest cells and nerve fibers, neurons localized in the region of 
the developing teeth are also essentially involved in regulation of mammalian odon-
togenesis (Luukko et al., 1997), and it is noteworthy that this conclusion is drawn 
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by investigators who previously denied the possibility that local nerves are involved 
in the initiation of tooth formation. Indeed, in a later study, these investigators have 
obtained, both in vivo and in vitro, results suggesting that neurons may also partici-
pate in tooth formation in mammals. Now they believe:

Neuronal cells are present in the developing rat tooth. Their localization during the 
bud and cap stages suggests that local neurons may participate in the regulation 
of mammalian tooth formation. Moreover, the apparent neuronal characteristics of 
the cells of the dental mesenchyme may reflect the specific ability of neural crest-
derived cells to contribute to mammalian tooth formation. 

Luukko et al. (1997)

The neural network that is involved in tooth development contains, at its core, a set 
of over 50 genes (among which at least 12 transcription factors) expressed in the 
enamel knots–signaling centers of the odontogenic epithelium. These enamel knots 
secrete BMPs, which act as stimulators, as well as FGFs and Shh, which act as 
inhibitors (Salazar-Ciudad and Jernvall, 2002) of odontogenesis. A secreted pro-
tein, termed ectadin (Laurikkala et al., 2003), also acts as inhibitor of BMPs, whose 
expression pattern regulates formation of cusps (Kassai et al., 2005). The GRN for 
tooth development seems to have been conserved across vertebrate taxa.

The innervation of odontogenic regions is correlated with specific patterns of 
expression of odontogenic genes in the region (Figure 13.36). It is possible that the 
sensory or autonomic nerve terminals in proximity of odontoblasts release specific 
neurotransmitters/neuroregulators that, by binding to odontoblast receptors, start onto-
genetic cascades (Chiego, 1995). Studies on the evolution of molars in two mammal 
species, mice and voles, have shown that changes in the number and configuration of 
molars in these species are not related to any mutations in “molar patterning genes” but 
simply to a regulatory shift in lateral topography in mice and to a greater number of 
iterations of the established lateral topography in voles. These evolutionarily important 
changes take place in very early stages of development (Jernvall et al., 2000).

The rapid evolution of East African cichlid fish in lakes Tanganyika, Malawi, and 
Victoria was accompanied by evolutionary changes in the morphology of dentition 
consisting of multiple rows of teeth in the mouth and pharynx. Metriaclima zebra 
and Labeotropheus fuelleborni are two cichlid species that diverged from their com-
mon ancestor ~50,000 to 500,000 years ago. It is observed that interspecific differences 
in the CNC are correlated with corresponding differences in the feeding morphology 
(Albertson and Kocher, 2006). Changes in the tooth morphology of the two species (M. 
zebra has bicuspid teeth, and L. fuelleborni, tricuspid) are not related to any changes in 
odontogenic genes. This is corroborated by the observation that both species produce 
similar first-generation unicuspid teeth, and later in the life M. zebra replaces them 
with bicuspids, and L. fuelleborni with tricuspids (Streelman et al., 2003).

Neo-Darwinian Explanation

From the neo-Darwinian point of view, it would be predicted that vertebrate denti-
tion is the result of evolution of new genes and/or mutations in existing ones or their 
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other places, such as pharyngeal slits, demonstrates the “dominant role for the neural 
crest mesenchyme over epithelia in tooth initiation” (Soukup et al., 2008). Both the 
“outside-in” hypothesis that propounds the ectodermal origin of dentition from skin 
odontodes and the “inside-out” hypothesis that relates evolution of dentition to the 
endodermal epithelium of oro-pharyngeal cavity imply the essential role of neural 
crest cells in tooth development (Fraser et al., 2010). Indeed, even temporally, the 
advent of skin odontodes was preceded by evolution of the neural crest cells in verte-
brates (Reif, 1982).

This essential role of the neural crest in odontogenesis and in the evolution of 
dentition must be considered in the context of the experimental observation on the 
role of local innervation in odontogenesis. Experiments with denervation of the man-
dibular arch in fish (Tuisku and Hildebrand, 1994) have shown that the local innerva-
tion is indispensable for odontogenesis.

The fact that the neural crest and local innervation play such a crucial role in 
the development of teeth in vertebrates, in the context of the absence of changes 
in relevant genes and genetic information, strongly suggests that the nervous sys-
tem is the source of information for the development and evolution of vertebrate 
teeth.

Sudden Evolution of Morphology in the Threespine 
Stickleback, Gasterosteus aculeatus

When female (with riped ovaries) and male (with breeding colorations) threespine 
stickleback fish of the species Gasterosteus aculeatus, at the beginning of their 
breeding season, were transferred from marine tide pools to freshwater ponds, they 
produced offspring of different shape and with fewer armor plates than their parents 
(Kristjansson, 2005).

In 1987, the Hraunsfjordur, a fjord in northwest Iceland, was dammed to form a 
freshwater lagoon for cultivating salmon (Salmo salar). Ever since, within 12 years, 
the stickleback (G. aculeatus) population of the freshwater lagoon experienced a 
rapid morphological evolution that led to a remarkable divergence in morphology 
from its marine ancestral population. The rates of evolution for dorsal spines and for 
keeled armor plates were comparable only to the exceptionally fast rates of evolution 
of coloration and decoration of Trinidad guppies, Poecilia reticulata, and of the beak 
in Darwin’s finches (Kristjansson, 2005).

In the Queen Charlotte Islands (British Columbia, Canada) as well, populations 
of the stickleback, G. aculeatus, show remarkable differences in morphology. These 
differences seem to have arisen as adaptive responses to the local habitat and fish 
predators (Moodie and Reimchen, 1976; Figure 13.37).

Neither changes in gene functions nor selection on the existing genetic variabil-
ity have been proposed for explaining the exceptionally rapid morphological evolu-
tion of this fish species. Hence, epigenetic changes in the regulation of expression of 
genes is the only alternative explanation of the phenomenon.
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Evolution of the Auditory System

Mechanosensation appeared early in the evolution of metazoans, probably as early 
as the common diploblastic ancestor of bilateran metazoans. The simplest metazoan 
mechanosensory structure consists of a ciliated sensory neuron and its associated 
nonsensory cells (Fritzsch and Beisel, 2004).

Evolution of metazoan ears essentially is evolution of an ancestral mechano-
sensory system or mechanosensory modules, i.e., hair cells that form epithelia for 
detecting and transmitting mechanical stimuli via axons directly to the brain (pri-
mary sensory cells). At a later stage of evolution, in craniate chordates, the sensory 
hair cells lose their axons, and these axonless secondary sensory cells are connected 
to “sensory” neurons, which were used for conducting to the brain the information 
detected by the secondary sensory cells. This has occurred independently several 
times during the evolution of metazoans (Fritzsch and Beisel, 2004).

Diploblastic metazoans evolved mechanosensory cells, whereas triploblasts 
evolved the ability for detecting high-frequency sounds. In the evolution of the audi-
tory system, it seems that the neurosensory specialization preceded the morphologi-
cal evolution of the system of tubes and associated recesses (Maklad and Fritzsch, 
2003).

Crucial for the development and evolution of the mechanosensory cells in meta-
zoans is the product of the fly atonal gene, which is conserved across metazoans and 
even existed in unicellulars (Simionato et al., 2007). In vertebrates it evolved to two 

Figure 13.37 Variability among Gasterosteus 
aculeatus populations in the Queen Charlotte 
Islands. Top to bottom: Boulton Lake, Gold 
Creek, Yakoun Lake, and Mayer Lake. Typical 
representatives were drawn to the same scale with 
the aid of a camera lucida; body proportions were 
measured and transferred to the drawings.
Source: From Moodie and Reimchen (1976).
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atonal orthologs, Atoh1 and Atoh5, but this group also expresses neurogenin genes, 
which are not expressed in insects and other arthropods. However, the most recent 
evidence, in fact not at all surprisingly, shows that the absence of neurogenin genes 
in insects like Drosophila is result of the loss of these “vertebrate” neural genes: 
orthologs of the most important neural bHLH genes known in vertebrates, including 
the Olig and NeuroD genes, are found to be active in simpler organisms such as the 
marine annelid worm, Platynereis dumerilii (Simionato et al., 2008). Thus, evolu-
tion of the auditory system from lower metazoans to mammals does not seem to be 
related to (or at least to depend on) evolution of “auditory” genes, and the great mor-
phological evolution of hearing organs is in contrast with the conservation of genes 
and developmental modules that are used across phyla (Fritzsch and Beisel, 2004).

Evolution of Ears and Ultrasonic Echolocation in Insects

More than 14 families of moths have ears adapted for detecting ultrasonic echoloca-
tion calls generated by predatory bats (Waters, 2003). They are located in thoracic or 
abdominal segments, legs, wings, or mouth parts and have evolved independently at 
least 19 times (Yager, 1999).

Insect ears consist of a tracheal sac with a tympanum on the front and a tympanal 
chordotonal organ formed of a group of sensillae, each containing between three and 
15 sensory cells. These receptors together provide neural input to the CNS.

The evolutionary precursors of tympanal chordotonal organs are chordotonal pro-
prioceptors. A comparative study with two metamorphic insect species, the eared 
gipsy moth, Lymnatria dispar (Lymnatriidae: Noctoidea) and the earless caterpillar 
Malacosoma disstria (Lasiocampidae: Bombycoidea) has shown that both of them 
possess a homologous chordotonal organ, which has auditory function in L. dispar 
but lacks such a function in M. disstria. Both species have three chordotonal sen-
sory neurons and one nonchordotonal multipolar cell, projecting to the homologous 
brain sites. Neurectomy of the homologue of the adult auditory nerve (IIIN1b1) in 
L. dispar larvae prevents development of the auditory chordotonal organ (Lewis and 
Fullard, 1996), suggesting that the auditory nerve (IIIN1b1) might have played a 
role in the evolution of the auditory chordotonal organ in L. dispar. The fact that 
both species, the eared and the earless ones, at the larval stage possess a homologue 
chordotonal organ suggests that the putative proprioceptor nonauditory chordo-
tonal organ of M. disstria may represent the evolutionary precursor of the auditory 
chordotonal organ of L. dispar and other metamorphic insects. A model of the evolu-
tion of the auditory organ from mechanosensory systems in insects is presented in 
Figure 13.38.

Developmental and comparative studies conducted on eared and earless insects 
suggest that insect ears represent a later stage in the evolution of the long-range audi-
tory reception system from the mechanosensory, proprioceptive system. The fact that 
chordotonal and auditory organs are sensitive to respiratory movements suggests that 
they share a common origin (van Staaden and Römer, 1998).
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However, often this is not associated with dimorphism in the structure of the ears 
(Fong et al., 1995).

During flight, moths themselves produce ultrasounds as a result of hindwing flap-
ping, but they have evolved neural filters for ignoring their own low-level activity ultra-
sounds, which would interfere with identification of bat ultrasounds (Waters, 2003).

Insects have also evolved mechanisms of modulation of the acoustic signals to 
adjust those signals to parameters encodable and recognizable in respective neural 
circuits. Female crickets, Teleogryllus commodus, have two temporal filters for sylla-
ble periods in the CNS, one for chirp and one for trill of the male song. These filters 
are tuned to the species-specific syllable periods. In distinction, its sibling species,  
T. oceanicus, has a single filter for the chirp part of the male song (Hennig and 
Weber, 1997). Appearance of a new filter in a sibling species shows the exceptional 
evolutionary plasticity of the neural mechanisms of hearing in insects.

There is no evidence on a possible involvement of changes in genes, in DNA or 
existing genetic variability in the process of the evolution and diversification of audi-
tory organs and related behaviors in insects.

Evolution of Ears in Vertebrates

Evolution of the vertebrate ear is characterized by specialization of sensory epithe-
lia within an increasingly complex network of tubes and recesses within which the 
ancient mechanosensory module is conserved (Figure 13.39). Hair cells are sensory 
receptors, which can detect motions of atomic dimensions and respond more than 
100,000 times per second (Hudspeth, 1997). Having no axons, hair cells in verte-
brates are connected to the brain via sensory neurons.

During the development, invagination of the embryonic ectoderm leads to formation 
of the otocyst from which neurons delaminate that migrate to the presumptive vestibu-
lar and auditory ganglion between the hindbrain and the ear. These auditory and vestibu-
lar neurons send projections to precisely determined areas of the brain (in the absence 
of spontaneous activity from hair cells), thus creating central representations of the end 
organ. As for the origin of the individual auditory nuclei, studies in chickens have shown 
that neurons of the nucleus laminaris in the brainstem originate in the brain, mainly in 
the rhombomere 5, with neurons of nucleus magnocellularis from rhombomeres 5–7 and 
those of nucleus angularis from rhombomeres 4–5 (Maklad and Fritzsch, 2003).

Ear development appears to use the same ear-patterning genes across vertebrates. 
During the development, the hindbrain secretes FGF signals, which induce formation 
of the otic placode, a thick area of ectoderm adjacent to the hindbrain, and expres-
sion of a number of transcription factors (Pax2, Pax8, Dlx5, Gbx2, Hmx3) in the otic 
epithelium. The next stage, the development of the dorsal otocyst, which is critical 
for the development of the vestibulum, is regulated by Wnt signals also emanating 
from the dorsal hindbrain.

It is believed that other hindbrain signals are involved in formation of the inner 
ear, and experimental evidence shows that these brain signals restrict Shh expression 
to ventral and medial regions of the ear epithelium (Bok et al., 2005; Riccomagno 
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Eyes are specialized extensions of the brain that begin developing at late gastrula 
stages in the form of epithelial Anlagen, the eye field at the anterior end of the body 
axis (A–P axis) in the prospective forebrain. The eye field splits to form two optic 
vesicles consisting of neuroectodermal (future retina) and ectodermal (future lens 
and cornea) cells, which evaginate from the forebrain (Carl et al., 2002; Wittbrodt, 
2002). Invagination of the lens placode leads to formation of the lens vesicle, and 
the optic vesicle forms the bilayered optic cup, which gradually develops into an eye 
(Fernald, 2004). An important role in formation of the vertebrate eye is played by 
neural crest-derived mesenchyme cells.

Formation of the neural retina is a crucial moment in the development of eyes 
in metazoans. Retinogenesis consists in differentiation of retinal progenitor cells 
(RPCs) into six different neuronal types. As many as ~2,500 genes are involved in 
the process of the eye development, but expression of Pax6 and a number of other 
transcription factors (Rx1, Lhx2, Six3, and Six6) in a highly conserved GRN in 
RPCs is essential for the eye development to take place, as may be inferred from 
the fact that in absence of Pax6 (in Pax6/mutants) no neurons are differentiated 
and, when Pax6 gene is switched off, RPCs produce only amacrine cells (Marquardt 
et al., 2001). The crucial role of Pax6, Six2, and Ath is shared by almost all metazo-
ans, beginning with Urbilateria (Arendt et al., 2002; Arendt and Baptista, 2002).

Differences among species in “nonocculogenic” genes involved in eye develop-
ment exist, but all of them have those genes and use their products for different pur-
poses. In evolving new eyes, metazoans used the same old genes. Thus, the wide 
differences in the building plans of different eyes in metazoans result from the fact 
that different species, in the course of evolution, recruited different genes to the eye 
developmental GRN. There is evidence suggesting that the CNS may be critically 
involved in gene recruitment (Cabej, 2011), and this may have been hinted at earlier 
by Nilsson:

when a simple nervous system became more elaborate, and new sensory organs 
were acquired, the ancient Pax-6 genes gradually changed their role to include new 
targets which were functionally related to, or physically near, older targets. 

Nilsson (1996)

Evolution of Feathers

Feathers are hierarchically branched structures of birds, covering their bodies, insu-
lating them from cold temperatures and water, and providing a necessary means of 
flight. They are one of the most important defining features of the class of Aves.

Molecular Mechanism of Feather Development

Feather buds develop as a result of complex interactions between the epidermal plac-
ode and the underlying mesenchyme. The skin feather macropattern in chickens is 
determined by the dorsal neural tube, for the dorsal part of the body, and from the 
ventral neural tube for the ventral side.
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is similar (Eames and Schneider, 2005). These experiments demonstrated that “neu-
ral crest cells function as the dominant source of spatial and temporal patterning 
information via the regulation of genes essential to cranial feather morphogenesis” 
(Eames and Schneider, 2005).

Successive Stages in Evolution of Feathers

The prevailing opinion now is that feathers initially served to insulate the body and 
only later evolved into flight structures (Xu et al., 2001; Prum and Brush, 2002). This 
hypothesis has found considerable support by the fossil evidence showing that filamen-
tous integumental structures evolved in reptiles such as the dinosaur Sinornithosaurus 
millenii, which display two types of branching structures corresponding to two first 
stages of the embryonic development of feathers (Xu et al., 2001).

Prum and Brush (2002) have proposed a model of evolution of the feather in five 
stages. In the first stage, the primitive feather grows in the form of a feather papilla sur-
rounded by the feather follicle. In the second stage, the epidermal layer of the follicle 
(follicle collar) generates barbs. The third stage comprises formation of branched struc-
tures, which is followed by differentiation of the distal and proximal barbule plates 
(stage IV). Additional novelties in the evolution of the feather morphology appear in 
the stage V. The model is only partly recapitulationist (Prum and Brush, 2002). Two 
alternative models have been presented in regard to the sequence of events in the 
evolution of feathers in birds. According to the first, widely accepted model, rachis 
appeared as a final event in the evolution of feathers (from barbs to barbules and finally 
to rachis), therefore known as the barb to rachis model. According to the second 
model, rachis represents the first element in the evolution of feathers in birds.

Neo-Darwinian Explanation

The fact that despite the numerous studies on the patterns of gene expression in the 
dermal mesenchyme, skin placode, and even in the surrounding tissues and in the 
neural tube, no relation has been found to exist between any changes in genes or 
DNA and the evolution and development of feathers, currently makes impossible a 
neo-Darwinian explanation of the evolution of feathers in birds.

Epigenetic Explanation

Evidence of the molecular mechanisms of the feather development presented in the 
beginning of this section unambiguously shows that all the signals (Wnts, Bmps, 
Shhs) and signal cascades involved in the process originate in the neural tube. The 
key genes (Wnts, Bmps, Shhs) involved in feather development are functionally 
unchanged across Aves. What has changed in the course of evolution of feathers in 
birds is the expression pattern of these genes, especially expression of Wnt signals 
from the neural tube and the behavior of the neural crest cells involved in the devel-
opment of the feather structure as well as in the patterns of distribution of feathers 
on the bird body. With changes in genes or genetic information excluded as possible 
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agents of the evolution of feathers and plumage in birds, the mechanisms of feather 
evolution, as would be predicted by the epigenetic view, are related to changes in the 
activity of the neural tube/CNS and the neural crest cells involved in formation of the 
dermal mesenchyme.

Evolution of Sexual Dichromatism in Birds

Differential plumage coloration of individuals of two sexes is characteristic of 
numerous bird species. The evolution of sexual dichromatism in birds often is 
reduced to selection of sexual traits. However, to say that male-specific characters 
that are preferred by female birds, over generations, will increase their presence in 
populations does not add anything to our knowledge of the causal basis of evolution 
of sexual dichromatism. It is something behind that truism that forms the crux of the 
problem: How do evolutionary changes in birds’ plumage coloration arise, without 
changes in genes?

The prevailing idea is that sexual dichromatism depends on a combination of hor-
monal and nonhormonal factors, but in some bird species, plumage coloration is not 
affected by hormones (Kimball and Ligon, 1999). According to Owens and Short 
(1995), in species such as the mallard and peacock, where the plumage display is 
characteristic of males, the male plumage is the default state, whereas the cryptic 
female plumage results from secretion of estrogens (Owens and Short, 1995). So, 
e.g., suppression of the secretion of estrogen by ovaries, as a result of salmonellosis, 
leads to the development of male plumage in female poultry and pheasants.

If one were to believe that sexual dichromatism in birds is hormonally regulated, the 
fact that in birds no gene mutations affecting the function of hormones have occurred 
clearly implies that evolution of dichromatism in birds is a nongenetic phenomenon.

Neo-Darwinian Explanation

Based on the fact that in birds and butterflies, where females are heterogametic 
(ZW), males have more ornate traits than mammals (in fact, male mammals have 
no ornate traits at all), where females are homogametic (XX), Hastings proposed a 
model of sexual selection and suggested that sex-linkage genes are responsible for 
W-linked female preferences and male display traits by indirect selection for good 
genes (Hastings, 1994). Other authors also argued that male display genes and 
female preference for male display traits may be sex-linked (Houde, 1992; Reeve 
and Pfennig, 2003; Kirkpatrick and Hall, 2004).

Our comparative analysis revealed an association between sexual dimorphism and 
genetic system. Hence, taxonomic biases for showy males may stem from differences 
in sex chromosome systems. 

Reeve and Pfennig (2003)

The existence of sex-linked genes for sexual traits is inferred from genetic ratios  
of crosses, but this might not be a reliable criterion, since, theoretically, similar  
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ratios may also result from epigenetic factors provided in abundance to gametes. 
Besides, the belief that W-linked genes in birds are involved in evolution of male 
showy traits seems to be contradicted by the fact that W chromosome in birds is 
severely truncated (Fridolfsson et al., 1998), contains excessive repetitive DNA 
(Tone et al., 1982; Saitoh et al., 1991), and is almost devoid of genes (Kirkpatrick 
and Hall, 2004), hence from the small number of genes in the W chromosome it is 
not known how many, if any, are sex-linked. Brooks also reported the existence of a 
correlation between the male guppies’ (P. reticulata) preference for female ornamen-
tation and the evolution of that ornamentation determined by genes in Y chromo-
some via mating success (by producing more attractive offspring) (Brooks, 2000), 
but others, in later experiments with the same guppy species for selection on female 
preferences and male sexual traits, were not able to find any evidence of such a cor-
relation (Hall et al., 2004).

The theoretical conclusion that female preferences and male signal traits were 
related to sex-linked genes is supported by some investigators and is rejected by oth-
ers. Hence, the correlation of sex-linked genes with female preferences and male 
ornate characters, far from being scientifically validated, remains speculative at best. 
To add to the confusion,

a reporting bias probably exists wherein positive associations between sex chro-
mosome system and sexually selected traits may have appeared in print more often 
than outcomes in which no such empirical relationship was detected. These factors 
have complicated efforts to assess any general relationship that might exist between 
male heterogamety and good-genes processes, or between female heterogamety and 
Fisherian runaway. 

Mank et al. (2006)

Most recently, investigators, including some of the contributors and supporters of the 
hypothesis on the sex-linked evolution of female and male secondary sexual traits, 
have come to realize that theoretical predictions of the hypothesis are not supported 
by the empiry of observation and experiments. Based on Fisher’s runaway hypoth-
esis of sexual selection, one would predict that female heterogamety would favor 
evolution of extreme male traits, but studies on evolution of exaggerated male orna-
ments in actinopterygiian fish, in which heterogametic systems of sex determination 
have repeatedly evolved in males and females, have identified no significant correla-
tion between female chromosomes and sexually selected traits in males (Mank et al., 
2006).

In direct selection experiments on female mating preferences and male attractiveness 
on the guppy P. reticulata, Hall et al. (2004) observed that, contrary to the expectations 
from models of sexual selection hypothesis, no significant changes in female prefer-
ences and male sexual signals were detected (Hall et al., 2004), suggesting that sexual 
selection may not be responsible for evolution of female preferences for attractive males 
and male attractiveness. Even the widely held opinion that male ornate traits in groups 
where females are heterogametic (butterflies and birds) are more conspicuous than in 
groups with homogametic females (mammals) is discredited by the empirical evidence:
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In conclusion, our phylogenetic analyses suggest that the particular mode of sex 
determination has had no consistent and discernible impact on the evolution of 
sexually selected traits in ray-finned fish … our analysis suggests that female-het-
erogametic (ZZ–ZW) lineages are not significantly more or less prone to male orna-
mentation than male-heterogametic (XY–XX) lineages in these fish …. 

Mank et al. (2006)

Theoretical arguments against the role of sexual selection in sexual dichromatism 
have also been presented. One of them derives from the fact that gain and loss of 
ornamentation often precedes evolution of female preferences, i.e., they evolve inde-
pendently of sexual selection. Also, sexual dichromatism is often an ancestral state, 
not a derived state (Badyaev and Hill, 2003).

It is also argued that if mutations in sex chromosomes and their selection were 
related to the evolution of dichromatism in birds, it would be expected that no bias 
would be observed in the occurrence of loss and gain of male sexual ornamenta-
tion (Badyaev and Hill, 2003). Contrary to this neo-Darwinian prediction, males in 
numerous bird taxa have lost sexual dichromatism several times more frequently 
than they have gained it. In an attempt to address and resolve this apparent contradic-
tion, some evolutionists (Mayr, 1942) have resorted to gene drift as a possible cause 
of the loss of sexual dichromatism in birds, but falling short of substantiating the 
hypothesis. In addition to the theoretical arguments to be presented in sections of 
the basic allopatric model and the peripatric model in Chapter 18, that explanation is 
discredited by the fact that while yellow-green color is lost in the plumage, it is con-
served in the bill of many monochromatic birds (Omland, 1997), suggesting that the 
loss of the plumage color is not related to changes in sex chromosome-linked genes 
or any other gene. The same is true for other bird groups as well.

Additional evidence shows that very distinct sister oriole species, which have 
evolved very recently, show no differences in the sex chromosome genes. So, for 
example, the Baltimore oriole and the black-backed oriole, which diverged from their 
common ancestor between 5,000 and 150,000 years ago, are not known to hybrid-
ize under natural conditions. Although these species, to a considerable extent, have 
diverged morphologically, genetically they are almost identical, with only one differ-
ence in the cytochrome b sequence (that has not affected the function of the molecule), 
which might have occurred sometime between now and the time of their divergence. 
Despite the extraordinary genetic similarity, these new species have diverged in 17 
plumage characters (Kondo et al., 2004), unambiguously indicating that numerous dif-
ferences in plumage between these sister species are related to nongenetic processes 
and involved no changes in sex chromosomes.

In ducks as well, the difference between males and females in plumage and color 
patterning is not related to differences in DNA or genetic information. One indi-
cation of this is the fact that male ducks in dichromatic species, as juveniles, dis-
play female plumage and only later, as adults, develop male sexual dichromatism 
(Omland, 1997). The difference is a result of changes in neurohormonal mechanisms 
controlling and regulating specific GRNs (Owens and Short, 1995), which will be 
discussed later in this section.



Epigenetic Principles of Evolution532

Another neo-Darwinian explanation for the interspecific variation in the plum-
age color in birds is that existing variations are selected to avoid or reduce hybrid-
ization (the species isolation hypothesis). If this hypothesis were true, it would be 
expected that sympatric species, which are more prone to hybridization, would dis-
play a stronger divergence in plumage coloration than species that have evolved in 
allopatry. This would be the result of the so-called reproductive character displace-
ment. However, observations in nature have shown that, in the majority of cases, 
the contrary is true. Studies on birds in Australia, for example, have shown that the 
divergence in plumage coloration between sympatric species is smaller than between 
allopatric species (McNaught and Owens, 2002).

Epigenetic Explanation

On the proximal end of the causal chain leading to the development of male sexual 
traits, in most of the cases studied so far are sex hormones, estrogens, testosterone, 
and luteinizing hormone (LH) (Kimball and Ligon, 1999). On the other extreme of 
the causal chain of sexual dichromatism act female preferences. How could one con-
nect these two terminal points of the causal chain of the development of sex-related 
body coloration in birds?

Different sex steroid hormones are involved in determining sexual dichromatism 
in different species of birds. The main hormones involved in the appearance of sexual 
dimorphism in birds are estrogens, androgens, and pituitary LH. In birds of the orders 
Struthioniformes, Galliformes, and Anseriformes, sexual dichromatism is estrogen-
dependent: the bright colors develop in the absence of estrogen, while the estrogen 
presence determines dull plumage coloration (Figure 13.43). In Charadriiformes, the 
sexual dimorphism depends on testosterone: the presence of the hormone determines 
bright-colored plumage, and the reverse, the absence of the hormone, leads to duller 
plumages. In the fifth order of Passeriformes, the bright color depends on the presence 
of LH and on unknown nonhormonal factors.

Studies on species of the dabbling ducks of the genus Anas have shown that in 
northern temperate zones, males molt twice per year, alternating between bright and 
dull plumage. The seasonal change in the coloration of male birds clearly shows that 
changes in plumage coloration are determined not by changes in genes (these genes 
are the same during the whole life cycle of the bird) but by changes in the patterns of 
gene expression, which are epigenetically determined.

Attempts have been made to explain the seasonal dichromatism with aromati-
zation of testosterone into estrogen (Kimball and Ligon, 1999), but the seasonal 
switches in aromatization as well represent an epigenetic phenomenon rather than 
a genetic one, for the phenomenon has nothing to do with any changes in DNA. 
Besides, castrated males and females, in which the absence of circulating estrogen 
and testosterone is implied, maintain the bright color year-round.

Another widely held hypothesis on the evolution of dichromatism in birds posits 
that the ancestral state has been bright coloration (dichromatism) in both sexes, with 
females later losing the brightness and evolving into duller monochromatism.
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To arrive at estrogen-dependent plumage dichromatism, the pathway requiring the 
fewest evolutionary steps begins with brighter coloration in both sexes, followed by 
selection for duller color in one sex. This is in contrast with arguments based on sex-
ual selection that assume that dichromatism is a result of selection for brighter col-
oration in one sex. If brighter plumage initially developed in the absence of gonadal 
hormones (as seen in the ostrich, galliforms, and anseriforms), the evolution of estro-
gen-dependent plumage dichromatism would require selection for duller plumage in 
one sex, plus a novel mechanism (estrogen-dependent plumage) for the development 
of this evolutionarily new plumage (Kimball and Ligon, 1999).

Experimental evidence shows that the proximate causes inducing dichromatism 
and monochromatism in most birds are sex hormones, testosterone, and estrogens. 
Administration of testosterone in male ducks leads to molting into duller plumage. 
This transformation of plumage color is explained with the aromatization of the 
androgens into estrogen (Haase, 1993), a conclusion drawn from the fact that levels 
of estrogen in male ducks are higher in late spring and early summer, when they 
molt into duller plumage as a result of changes in the melanin and pheomelanin con-
tent (Haase et al., 1995).

Presence or absence of estrogens determines the dull or bright plumage color-
ation, respectively, but in Charadriiformes it is testosterone that has the determining 
role. So, for example, a sex-role reversal has occurred in Alascan Wilson’s pharalope 
(Pharalopus tricolor). Males of this species have dull plumage, and females have 
bright plumage coloration, and testosterone has been found to be responsible for 
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Figure 13.43 Phylogenetic distribution of the proximate mechanisms controlling sexual 
plumage dichromatism. 1 represents the evolution of estrogen-dependent plumage 
dichromatism, assuming a single evolutionary event; 2a, 2b represent the evolution of 
estrogen-dependent plumage dichromatism, assuming it evolved twice. Abbreviations: ED, 
estrogen-dependent; LHD, LH-dependent; NH, nonhormonal plumage dichromatism;  
TD, testosterone-dependent.
Source: From Kimball and Ligon (1999).
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the bright female plumage coloration. It is the female of this shorebird that aggres-
sively competes for mates, although the blood level of sex steroids in breeding 
phalaropes do not differ from other breeding birds. The only differences observed 
in the Wilson’s pharalope breeding females is the aromatase level, which is lower 
in females (hence insufficient for converting androgens into estrogen) than in males 
(Schlinger et al., 1989).

In several species of passerine birds, the breeding season plumage is bright, and 
the nonbreeeding season plumage is henny. Castration of both males and females 
does not affect the plumage dichromatism, suggesting that gonadal hormones, testos-
terone and estrogens, are not involved in plumage coloration. Indeed, it is the pitu-
itary LH that determines plumage coloration in these species (Kimball and Ligon, 
1999). Let us remember that induction of LH secretion in the pituitary and the level 
of circulating LH are neurally controlled by hypothalamic neuropeptides.

Another phenomenon with significant bearing on the mechanism of plumage 
coloration is the occurrence in galliforms, anseriforms, and passerines of gynandro-
morph birds in which half of the body exhibits plumage of one sex, and the other 
the plumage of the opposite sex. Obviously, in such cases, the plumage is not deter-
mined hormonally, for circulating hormones cannot produce two different plumages 
in two sides of the same body. Attempts to explain the phenomenon from a genetic 
point of view (loss or nondisjunction of chromosomes or supernumerary spermato-
zoa) (Kimball and Ligon, 1999) have failed.

The prevailing idea that gonadal steroids only are responsible for the development of 
sexual morphological traits and sexual dichromatism in birds is no longer tenable. The 
brain can accomplish all the stages of synthesis of sex steroid hormones (estrogen and 
testosterone) de novo (Keefe, 2002), starting from cholesterol. This seems to be the case 
not only for male zebra finches, where the circulating estrogens are of cerebral origin and 
peripheral aromatization of androgens does not significantly contribute to the level of cir-
culating estrogen (Schlinger and Arnold, 1993; Gahr and Hutchison, 1992; Schlinger and 
Arnold, 1993). Adequate evidence shows that circulating estrogens are synthesized in the 
brains of male birds and even of male mammals (Carroll et al., 1988).

In the brain of adult songbirds, a neurosteroidogenic pathway is operational, 
which transforms dihydroepiandrosterone (DHEA) into androstenedione (AE), and 
finally aromatizes AE into estrogen, via aromatase (CYP19). High brain aromatase 
activity for conversion of androgens into estrogen has been observed not only in 
songbird species but also in other nonsongbird species (Silverin et al., 2000).

The role of the brain sex hormones is also corroborated by experiments on cas-
trated males of Gambel’s and Scaled quails, which do not change their ornate plum-
age (Hagelin, 2001), indicating that brain-derived testosterone, rather than gonadal 
testosterone, is responsible for the development of male ornate plumage.

A number of neurally active progestogens and androgens are synthesized de novo 
in the brain, and androgens can be converted into estrogens within the brain by the 
enzyme aromatase. Dull female-like plumage of males in some bird species is a con-
sequence of aromatization of testosterone at the time of the molt (Hagelin, 2001).

It is clear that circulating hormones (testosterone, estrogen, LH) alone cannot reg-
ulate patterns of plumage coloration: as circulating hormones, they would tend to 
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produce rather uniform coloration of the plumage all over the bird’s body. While the 
neo-Darwinian paradigm offers no explanation of the spatially restricted coloration 
patterns in birds, the epigenetic model offers two possible alternative explanations. 
First, birds may be in possession of regulatory mechanisms for local expression of 
respective nuclear receptors, mediators of the functions of sex hormones, or sec-
ond, by neural regulation of local secretion of aromatase. The first alternative is a 
characteristic of the binary neural control of gene expression in metazoans (Cabej, 
2004, pp. 192–193; see also Section The Binary Neural Control of Gene Expression 
in Chapter 6), where the local innervation switches on/off expression of hormone 
receptors. The second alternative derives from the recent experimental evidence that 
the steroidogenic enzyme, aromatase, produced synaptically by neurons in the brain, 
via axonal innervation can be transported

to terminals far from their source. This action combines the relatively long-range 
characteristic of an endocrine mechanism with the targeted specificity of axonal 
innervation. 

Peterson et al. (2005)

In this regard, according to the epigenetic paradigm would be predicted that:

1. Sexual signaling traits will be more frequently lost than gained, and
2. Transition from dichromatism to monochromatism will occur more frequently than the 

reverse transition (Badyaev and Hill, 2003).

Both of these predictions are empirically validated.

Evolution of Life Histories

Evolution of Sexual Reproduction and Alternation of Asexual  
and Sexual Modes of Reproduction

Why living systems evolved sex and sexual reproduction, is still an unresolved prob-
lem in biology. Various hypotheses are presented to explain why sex evolved and 
why natural selection might have favored evolution of sexual reproduction despite 
its high cost and complexity. One of the most frequent answers to the question of the 
evolution of sex is that it makes possible genetic recombination, which, as a source 
of genetic variation, is more important than gene mutations. This view is already 
rejected. First, because the role of genetic recombination in generating genetic 
variation is an assumed role that has not been scientifically substantiated, and, sec-
ond, evolution of parthenogenetic insects and asexual rotifers, which experience no 
genetic recombination, has proceeded at a pace that is not slower than that of sexu-
ally reproducing organisms.

The prevalence of sexual reproduction in the animal world, despite its high cost, 
related to waste of resources for producing male individuals, the complex processes 
of meiosis, and the probability of disrupting favorable gene combinations, implies that 
this mode of evolution offers some advantage, of which we have no clues as of yet.
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In a number of rotifer species, the increase in the proportion of the mictic offspring 
appears not in the first generation but several generations after the exposure to the 
mixis-inducing stimuli. So, e.g., the response of certain clones of B. calyciflorus to 
crowding is very low in females of the first generation after hatching from the dia-
pausing egg, but increases in subsequent generations until it reaches a maximum 
from the 12th to 18th generation (Gilbert, 2002; Gilbert and Schröder, 2004).

The threshold is determined in the rotifer’s brain (see on set point determination 
in Chapter 2), and the stimulus serves as a forewarning to the rotifer population on 
depleting food resources and/or increasing predation risk, as a result of the increased 
density of rotifer population.

The above examples give us some significant clues for understanding the evolu-
tion of sexuality and reversion to asexuality in nature. In the case of the water flea, D. 
magna, external stimuli (crowding or scarce food resources) or cues such as shortening 
or prolongation of the day (forewarning the approach of the winter or drying up of the 
ponds during the summer, respectively) cause an environmental stress to which daph-
nids respond adaptively by producing desiccation-resistant eggs and male individuals, 
thus shifting to the sexual mode of reproduction for surviving in the hostile environ-
ment. At an endocrine level, in parthenogenetic females it is observed that the response 
is characterized by secretion of hormone methyl farnesoate (MF), which determines 
production of females and males by diploid females (Olmstead and LeBlanc, 2002), 
thus starting the sexual phase of reproduction in D. magna. Experimental administra-
tion of the hormone in Daphnia, at a critical time of oogenesis, leads to production of 
eggs developing into male individuals (Rider et al., 2005).

MF is chemically similar to juvenoid hormones of insects and retinoid hormones 
of vertebrates (Rider et al., 2005), and its action is mediated by a nuclear recep-
tor (Olmstead and LeBlanc, 2002). Downstream, the MF receptor, by binding its 
response element, induces expression of sex-determining genes (sex-I, dsx, csd). The 
natural juvenoid hormone, MF, which exists in a few isoforms, is synthesized and 
secreted by the mandibular organ (Liu and Laufer, 1996) under negative control of 
two neurohormones, mandibular organ-inhibiting hormone-1 (MO-IH-1) and man-
dibular organ-inhibiting hormone-2 (MO-IH-2), members of the crustacean hyper-
glycemic hormone (CHH) family, produced in the X-organ/sinus gland complex in 
response to deteriorating conditions of living in environment. The X-organ/sinus 
gland complex is in the eyestalk and consists of a neurosecretory organ containing 
neurons that secrete various neurohormones and the sinus gland, a neurohemal organ 
where neurohormones are released (Nagaraju et al., 2005).

Besides MF, JH and several other juvenoid substances (10 substances identified so 
far) have been demonstrated to induce formation of male offspring when administered 
to female parthenogenetic water fleas (Tatarazako et al., 2003; Oda et al., 2005).

Neo-Darwinian Explanation

The author is not aware of any attempt to interpret the phenomenon from a neo-
Darwinian view. It would be almost impossible, by any stretch of the imagination, 
to explain from that view such a “major transition,” the sudden transformation of a 
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whole asexual population into a sexually reproducing population, taking place in a 
unigenerational “instant,” without changes in genes, genetic recombination, or natu-
ral or sexual selection.

Epigenetic Explanation

From the epigenetic viewpoint, it could be predicted that transition from asexual-
ity to sexuality in rotifers is related to activation of specific neuroendocrine cas-
cades that start in the CNS in response to mixis-inducing protein (MIP), released 
by conspecifics or environmental stimuli (photoperiod) presaging deteriorating 
conditions of living in the environment. It is self-evident that modification of the 
cascade, i.e., secretion of MF, in a whole population of rotifers requires an epi-
genetic change, suppression of the release of specific neurotransmitters on MO-IH 
secretory neurons rather than changes in the downstream “sex-determining genes.”  
A look at the cascade of events leading to transition from the asexual generation 
(all-female generation) to the sexual reproduction (production of male individu-
als and females) in D. magna (Cabej, 2011; Figure 13.46; see also Figure 11.9, in 
Chapter 11, Transgenerational Developmental Plasticity) clearly shows that the 

Environmental stress

Sensory organs
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Figure 13.46 Neural mechanism of transition to sexual (male  female) reproduction of the 
offspring of parthenogenetically reproducing female water fleas (D. magna), in response to 
external stimuli (crowding and cues presaging deteriorating conditions in the environment).
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epigenetic information for starting the cascade of events that leads to production of 
the sexually reproducing generation, is generated by processing of the external stim-
uli in the brain of these small aquatic animals.

The synthesis and secretion of neuropeptides in the nervous tissue is known to 
be controlled and regulated by the activity of respective neural circuits that results 
in the release of neurotransmitters on secretory neurons. Based on this fact, it might 
be predicted that the effect of the external stimuli (stressors) in inducing secretion of 
neuropeptides MO-IH-1and MO-IH-2 is mediated by a neurotransmitter released by 
a neural circuit that processes these stimuli in the crustacean CNS. Indeed, injection 
of the neurotransmitter dopamine (and serotonin) as well as thermal stress conditions 
(low temperature) causes increased production of CHH in the crayfish Procambarus 
clarkii.

Recent experimental evidence has unambiguously proven that it is the dopamine 
that stimulates the synthesis and secretion of CHH by neurons of the X-organ/sinus 
gland complex: first, by demonstrating that dopamine administration does not pro-
duce a rise in the level of CHH in eyestalk-ablated crustacean and, second, that neu-
rotransmitters serotonin (Lorenzon et al., 2005) and dopamine (Zou et al., 2003) 
stimulate synthesis of CHH in in vitro incubated eyestalk ganglia.

The evolutionary pressure for transition to sexual reproduction is related not only 
to advantages of the sexual selection under unfavorable conditions but also to the 
fact that sexuality facilitates reproductive isolation as a prerequisite to speciation 
and accelerated rates of evolution.

Now, to summarize, generational alternation of the sexual and asexual modes of 
reproduction, in invertebrates such as insects and rotifers, is a neurally determined 
adaptive response to environmental cues or conditions that involves no changes in 
genes. The nongenetic, developmental mechanism of transition from asexual to sex-
ual reproduction suggests that epigenetic switches alone in developmental pathways 
might have been necessary for evolution of sexuality in metazoans in general.

Evolution of Paedomorphosis in a Salamander Species

Paedomorphosis is observed in nine out of ten salamander families. The Eurycea 
multiplicata complex, a monophyletic group of salamanders, endemic to the Ozark 
Plateau and the Ouachita Mountains, south-central North America, comprises a 
diverse radiation of paedomorphic surface-dwelling (Eurycea tynerensis), meta-
morphic surface-dwelling (E. multiplicata multiplicata and E. m. griseogaster), 
and metamorphic subterranean (Typhlotriton spelaeus) hemidactyliine plethodontid 
salamanders. Paedomorphosis in this group evolved three to nine times (Bonett and 
Chippindale, 2006) as adaptive responses to the local environment.

All three paedomorphic subterranean nominal forms of the Tennessee cave sala-
mander complex (Gyrinophilus palleucus palleucus, G. p. necturoides, and G. gulo-
lineatus) evolved recently in sympatry, without geographical isolation, from the 
epigean (surface-dwelling) metamorphosizing forms of G. porphyriticus (Niemiller 
et al., 2008; Figure 13.47).



Origins of Evolutionary Novelty 541

The plethodontid salamander, E. tynerensis, an endemic species of the Ozark 
Plateau, has been considered to be an exclusively paedomorphic species. However, 
recently it was reported that paedomorphic populations of this species inhabit 
streams with chert gravel, whereas highly embedded streams (containing chiefly fine 
sediment) are populated by metamorphic populations (Figure 13.48).

Paedomorphosis, or the ability to switch facultatively to paedomorphosis, proba-
bly evolved independently in the ancestor of the E. tynerensis group, while the group 
also maintained the ability to metamorphose. Paedomorphosis enables the exploi-
tation by this species of unique chert gravel–bottom streams that allow continuous 
access to permanent water, while metamorphosis has permitted the continued colo-
nization of the seasonally ephemeral aquatic habitats throughout the Ozark Plateau 
(Bonnet and Chippindale, 2006).

Figure 13.47 The Tennessee cave salamander complex and the spring salamander (bottom): 
(A) Pale salamander (G. p. palleucus), (B) Big Mouth Cave salamander (G. p. necturoides), 
(C) Larval spring salamander (G. porphyriticus), and (D) Berry Cave salamander 
(G. gulolineatus). Note the phenotypic differences between the larval epigean form (C) and the 
paedomorphic subterranean forms (A, B, and D). Larval subterranean salamanders have reduced 
eyes and broader, more spatulate snouts than larvae of the epigean form.
Source: From Niemiller et al. (2008).
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The life histories of E. tynerensis, considered here as a single salamander species, 
are clearly correlated with the microhabitat, i.e., with the streambed microstructure; 
they are paedomorphic in streams with large chert gravel and metamorphic in neigh-
boring streams of sandstone beds.

There is no fully established reproductive isolation of the paedomorphic and 
metamorphic forms of E. tynerensis, but differences in life histories, ecology, and 
behavior represent reproductive barriers, which, over time, may lead to complete 
reproductive isolation between them and to ensuing speciation.

This case of two alternative life histories displayed by two sympatric populations 
of a single species, of the same genotype, whose populations still can interbreed and 
produce fertile offspring, rejects any neo-Darwinian explanation.

Evolution of Viviparity

Viviparity (live-bearing reproduction) and oviparity (reproduction by oviposited 
eggs) are two basic modes of sexual reproduction in metazoans. The first implies 
production of live viable young by the mother, while oviparity implies production of 
eggs that may proceed with embryogenic development after oviposition.

Viviparity implies matrotrophy with placentotrophy as its most advanced form. 
Placentotrophy relies on evolution and development of structures that make the 
nourishment and respiration of the embryo in the reproductive tract possible, and 

Figure 13.48 Paedomorphic (A) and metamorphic (B) forms of E. tynerensis and associated 
substrates.
Source: From Bonett and Chippindale (2006).
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oviparity implies provision to the egg of nutrients in the form of yolk (lecithotrophy) 
and water necessary for the development until hatching.

Out of ~4,000 cockroach species, only one, Diploptera punctata, is known to be 
viviparous. In this species, embryos are wrapped by a brood sac that provides the 
embryo with water and also releases nutritive secretions, the “milk” containing pro-
teins of the family of lipocalin. The milk is ingested by the embryo.

Ovoviviparity, where embryogenesis takes place within the mother’s body, without 
special maternal nourishment, is a more common phenomenon in cockroaches. It has 
been suggested that viviparity in cockroaches evolved from ovoviviparity. Indeed, two 
ovoviviparous cockroach species, Byrsotria fumigata and Gromphadorhina portentosa 
have brood sacks, secretory apparatus with ducts, similar to D. punctata. If this has been 
the ancestral state of D. punctata, then it implies that a single nongenetic behavioral 
step, i.e., the evolution of the ability of the embryo to drink, has been necessary for tran-
sition of the cockroach ovoviviparous species to viviparity (Williford et al., 2004).

In vertebrates, viviparity is estimated to have originated independently more than 
140 times, with 29 of these origins having occurred among fish (Blackburn, 2005) 
and 98 among reptiles (Blackburn, 1995). Viviparity occurs in every vertebrate class 
except birds. In invertebrates, it has rarely been described.

Evidence from reptiles lends support to the view of saltational mode of appear-
ance of viviparity, matrotrophy, and placentation (Blackburn, 1992).

In sharks and rays, the ancestral form of parity is oviparity, egg-laying, which 
is observed in 40% of extant species. Transition from oviparity to viviparity in this 
group occurred nine to ten times, and maternal input, four to five times. Reversion 
from viviparity to oviparity has taken place only twice (see Table 13.1).

Placentation in mammals evolved only once, some 100 mya. Among fish pla-
centation was found only in Carcharhiniformes (ground sharks). Investigators have 
concluded that elasmobranchs (sharks and rays) have a high degree of evolution-
ary flexibility of reproductive modes. In general, evolution of viviparity in elasmo-
branchs seems to have been convergent, and evolution of maternal input exhibits a 
tendency to reverse to lecithotrophic (yolk-only) viviparity (Dulvy and Reynolds, 
1997; Figure 13.49).

Fish are mostly oviparous, but some fish species are ovoviviparous, hatching 
within the female genital tract. In fish of the genus Poeciliopsis alone, a complex 
organ such as the placenta has independently evolved several times, and the esti-
mated time necessary for its evolution is 750,000 years or less. It is interesting to 
note that species in which the placenta has evolved independently are still interbreed-
ing and produce fertile hybrids, suggesting that the time of evolution of placentas in 
these species might have been much shorter (Reznick et al., 2007).

Neuroendocrine mechanisms regulating the function of the reproductive tract, 
which have been considered characteristic of mammals, are believed to have been in 
place in elasmobranchs for 400 million years, preceding in time, and surpassing in 
diversity, those known in mammals (Callard and Koob, 1993).

Some 40–80 mya, within the oviparous class of amphibians, a group of marsu-
pial frogs evolved, which now comprises about 60 tree rain forest species belong-
ing to seven genera. These frogs evolved a unique way to develop their eggs within 
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a special pouch on the mother’s back, where the embryo develops around itself a 
fluid-filled sac reminiscent of the amniotic sac and fluid of mammal embryos. 
Furthermore, the pouch lining and the embryo develop intimate contact that allows 
passage of nutrients from mother to the embryo, essentially similar to the mam-
mal placenta. Remarkable similarities are discovered in the hormonal regulation of 
embryonic development in both classes (del Pino, 1989).

In 60% of cases, viviparity in squamates (lizards and snakes) is of recent, 
Pleistocene, origin, as is suggested by the subgeneric level of evolution of viviparity 
in this group. The prevailing idea that viviparity precedes placentation has not found 

Table 13.1 Proportion of Live-Bearers, Number of Independent Origins of Live-Bearing 
and Maternal Input Estimated in Major Vertebrate Groups

Group Incidence of  
Live-Bearing (%)

Transition to  
Live-Bearing

Transition to 
Maternal Input 
(Matrotrophy)

Mammals 99 1–2 1

Birds 0 0 0

Reptiles 15 98 3

Amphibians 10 5 3

Teleost fishes 2–3 10–13 12

Sharks and rays

Previous estimates 55 15–18 5

This study 40 9–10 4–5

Total (this study) 123–128 23–24

Source: From Dulvy and Reynolds (1997).
Maternal Input refers to the period between fertilization and birth.

Egg-laying

Egg-laying

6−7

9−10

Live-bearing

Live-bearing
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Figure 13.49 (A) Transitions between egg-laying and live-bearing elasmobranchs. 
(B) Transitions among egg-laying, live-bearing yolk-only (no maternal input), and live-bearing 
with maternal input. Arrow width is proportional to the number of transitions.
Source: From Dulvy and Reynolds (1997).
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empirical support and seems to be discredited by the recently evolved cases of vivi-
parity in lizards (Blackburn, 1995).

Blackburn (1995) has comparatively examined predictions of the three basic 
hypotheses on the evolution of viviparity in squamates (Table 13.2).

Lacerta vivipara is a viviparous species that evolved very recently, during the ice 
age, throughout Eurasia, but its populations in the Pyrenees lay eggs. Oviparous and 
viviparous individuals hybridize in captivity, and the hybrid eggs have half the thick-
ness of the eggs of oviparous females. According to the gradual hypothesis of vivipar-
ity, its eggs must be laid at an advanced stage of embryonic development. In fact, they 
are not, and this validates the prediction number 4 (of the saltational hypothesis).

It is believed that evolution of viviparity is an adaptation to conditions of cold cli-
mate, and some empirical evidence from reptiles in support of this hypothesis exists 
(Shine, 1983; Mathies and Andrews, 1995). However, evidence contradicting the 
cold-climate hypothesis has also been presented. But although the viviparous species 
of the North American lizard genus Sceloporus (with approximately 68 species, of 
which 28 are viviparous) generally are found at higher elevations and latitudes, the 
northernmost species in North America are oviparous (Guillette Jr., 1993).

A widely held gradualistic neo-Darwinian hypothesis holds that thinning of the 
eggshell precedes the evolution of viviparity (Blackburn, 1998) as an adaptive mod-
ification for gradually allowing gas exchange between the increasingly consuming 
oxygen embryo and the uterus. Studies for testing this hypothesis in lizards have 
revealed no correlation between the gas permeability of the eggshell and its capacity 
to support embryonic development.

Table 13.2 Hypotheses and Predictions About the Evolution of Viviparity in Squamates

Hypotheses Predictions

Gradual 1.  Clades contain species in primitive, intermediate, and 
advanced evolutionary stages

2.  A continuum exists of developmental stages at partition 
among living species

Saltational 3. Viviparous and oviparous congeners are similar

4.  Recent origins of viviparity exhibit a bimodal distribution of 
partition stages

5. No oviparous for advanced eggs

6. Facultative viviparity occurs

Punctuated equilibrium 7.  A bimodal distribution of partition stages exists, but some 
species oviposit advanced eggs

8.  Facultative, oviparous egg-retention with intraoviductal 
development occurs

9. Viviparous and oviparous congeners are similar

Source: From Blackburn (1995).
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There are populations of the skink, Saiphos equalis, where females produce eggs 
that hatch within a few days of laying, although their eggs are thick-shelled. Mathies 
and Andrews believe that these animals can support embryonic development to term 
within fully shelled eggs in oviducts and that the thinning of the eggshell may be a 
postviviparity event rather than a prelude to viviparity (Mathies and Andrews, 2000).

Sometimes, transition from oviparity to viviparity may be related to the thinning 
and elimination of the eggshell. This may have been achieved by decreasing activity 
of the shell glands, by changing the number of eggs or by shortening the retention 
of eggs in the uterus, all epigenetic processes involving no changes in genes, genetic 
information, or genetic mechanisms. So, for example, in clear distinction from 
amphibians, reptiles have evolved a neural control on prostaglandin-induced uterine 
contractions, which allowed them to speed up parturition that evidently may lead to 
thinning and even to absence of the eggshell.

Evolution of viviparity has been considered to be a process of three successive, 
gradualistic processes: placentotrophy, placentation, and true viviparity. Contrary to 
that conventional gradualistic model of evolution of viviparity in lizards and snakes, 
more than 100 clades of these groups have made transition from oviparity to true 
viviparity (Blackburn, 1996), and recent studies have failed to find intermediate 
forms between viviparous and oviparous species:

Various phenotypic intermediates postulated by the gradualistic model are either 
scarce or unrepresented among known forms, including those in which viviparity 
has evolved at specific and subspecific levels … placentae and a degree of placen-
totrophy have evolved repeatedly as necessary correlates of viviparity, not as subse-
quent modifications. 

Blackburn (1995)

Transition of squamates (lizards, snakes, and amphisbaenians) to viviparity is asso-
ciated with changes in the structure and function of the oviduct and uterus, which 
made possible the viviparity and the establishment of the complex physiological 
relationship between the mother and embryo (Blackburn, 1998).

In lizards, viviparity evolved in various forms, ranging from lecithotrophic vivi-
parity through viviparity with more complex placentae, to obligate placentotro-
phy (Stewart and Thompson, 2000; Thompson and Speake, 2006). The last form, 
although less common, evolved at least five times (Thompson and Speake, 2006). 
One example of the rapid evolution of the complex trait of viviparity is that of  
L. vivipara, a lizard species that consists of viviparous and oviparous populations/
subspecies in various regions of Europe. In Russia and Hungary, they (Lacerta vivip-
ara pannonica) reproduce viviparously, whereas neighboring Slovenia and western 
Europe are populated by the oviparous variant (Surget-Groba et al., 2001).

Both oviparous and viviparous forms of the lizard L. vivipara express in their 
materno-fetal structure cytokines and immunotolerance factors, necessary for pro-
tecting the semi-allogenic embryo from mother’s immune response, a fact that might 
have had an important role as a preadaptation for possible transition of the oviparous 
populations to viviparity (Paulesu, 1997; Paulesu et al., 2005).
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In the viviparous reptile, Chalcides chalcides, the placenta performs endocrine 
functions by producing progesterone, which is increased during the late stage of 
pregnancy for compensating the decline in ovarian progesterone production as a con-
sequence of the regression of corpora lutea (Guarino et al., 2002).

Experimental studies on the viviparous lizard, Sceloporus jarrovi, have shown 
that a complex endocrine maternal–fetal relationship, including a selectively regu-
lated passage of maternal hormones through the placenta, has evolved within an 
evolutionarily short period of time since the evolution of viviparity in this species. 
When the level of progesterone of the pregnant female is experimentally elevated 
100-fold, the level of the hormone in the fetus is elevated only two-fold, implying 
that its placenta has a strong buffering function. This function is very important for 
protecting the fetus from fluctuations at the level of maternal stress hormones during 
stress conditions, which might interfere with sex-specific development of the fetus, 
but it also protects the mother from the influence of fetal hormones. During the rela-
tively short period of time since it developed the morphological structure of the pla-
centa, S. jarrovi, has evolved a surprisingly complex endocrine mechanism (not new 
or functionally changed genes) for regulating maternal–fetal interactions (Painter 
et al., 2002).

A lizard from the lowlands of New Guinea, which is considered to be at an incipi-
ent stage of viviparity, develops only a thin eggshell (Guillette, 2005). The scincid 
lizard, Lerista bougainvillii, also is a reproductively bimodal species exhibiting both 
oviparity and viviparity. The thinning of the eggshell in this species has been consid-
ered to be an adaption for transition from oviparity to viviparity (Qualls, 1996).

In Australia, the scincid lizard, S. equalis, offers a very interesting example of a 
species that shows both viviparous and oviparous modes of reproduction. Oviparous 
and viviparous specimens of the same species were collected in close neighbor-
hood, within 55 km in New South Wales. Populations from the northern highlands 
(Riamukka) exhibit an intermediate mode of reproduction where females produce 
offspring that emerge from their birth membranes within 12 h to up to 7 days, which 
in scincid lizards is considered viviparity. Populations of lizards from the southern 
coastal area (Sydney), however, produce thick-shelled eggs that have a short incu-
bation period of 1–9 days, a fact that led investigators to the conclusion that this 
population “is genuinely intermediate between ‘oviparity’ and ‘viviparity,’ as these 
conditions are generally defined in reptiles” (Smith and Shine, 1997).

The further evolution of the intrauterine part of development in metazoans pro-
ceeded along two divergent lines, with birds reversing to oviparity, and mam-
mals toward an ever-increasing to full independence of yolk for their embryonic 
development.

Neo-Darwinian Explanation

The neo-Darwinian interpretation and its predictions in relation to the evolution of 
viviparity presented herein are based on a review by Blackburn (1995), one of the 
leading investigators in the field.



Epigenetic Principles of Evolution548

For over half of a century, evolution off viviparity and placentation in squamates 
has been imagined as a three-stage process comprising

A gradual increase in the duration of oviductal egg retention, leading to viviparity, a 
gradual development in viviparous forms of a simple placenta that functions in gas 
exchange and water uptake, and a progressive reliance on the placenta as a means 
of supplying inorganic and organic nutrients for development, eventually leading to 
placentotrophy. 

Blackburn (1996)

Transition from oviparity to viviparity is an extremely complex process. According 
to the neo-Darwinian paradigm, it would be predicted that useful changes in genes 
must occur to make this transition possible, and accumulation of the genetic changes 
in populations under the action of natural selection would take long periods of time. 
Empirical evidence shows that the transition from oviparity to viviparity occurred 
repeatedly and independently (in about 100 cases in squamates alone) during an evo-
lutionarily short period of about one million years. Moreover, no changes in DNA 
or genes relevant to evolution of viviparity have been reported, and many genes 
involved in this transition have been well conserved in taxa that are so distant as 
insects and humans.

The neo-Darwinian gradualism would also predict that within the extant species, 
many, if not all, of the intermediate stages of transition from oviparity to viviparity 
would exist. (The argument of incompleteness of paleontological record in this case 
is not applicable because, by evolutionary standards, these transitions have occurred 
very recently.)

An important testable prediction that derives from the gradualistic scenario is that 
extant clades contain species representing primitive\intermediate\and advanced 
stages in the development of viviparity and placentation …. Available data on squa-
mates do not support this prediction. 

Blackburn (1995)

What is observed under natural condition is a wide gap between the viviparity and 
oviparity rather than a continuum of intermediate states (Figure 13.50).

In view of the recency of the evolution of viviparity in squamates, from the neo-
Darwinian standpoint it would be predicted that among extant squamates, species of 
transitional states between the oviparity and viviparity must exist. However, no evi-
dence to support this prediction has been found: Out of more than 100 clades that 
have made the transition, many of them in recent times, very few, if any, have shown 
phenotypic intermediates predicted by the neo-Darwinian model (Blackburn, 1996).

The appearance of interbreeding viviparous and oviparous populations within the 
same lizard species is unexplainable from the neo-Darwinian view.

Finally, if viviparity evolved because of some selective advantages as a reproduc-
tive strategy, it would be incomprehensible what could have favored accumulation of 
changes and evolution of intermediate forms (between the oviparity and viviparity), 
which evidently did not offer the advantages of viviparity.
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viviparity in lizard species L. vivipara and Sceloporus aeneus is estimated to have 
evolved in the past 11,000–25,000 years, also support the epigenetic-developmental 
hypothesis.

Evolution of Behavioral Characters in Insects

Most behaviors are motor actions that an animal performs in response to external 
or internal, real or perceived, stimuli. As a rule, the external/internal stimuli do 
not directly affect genes related to the behavior, and no gene knows whether in the 
presence of light, higher temperature, longer day length, social interaction, sensory 
information, or other conditions it must be transcribed or not. Activation/inactiva-
tion of nonhousekeeping genes depends on extracellular “instructions” that reach 
them at the end of signal cascades that start in the nervous system, where deci-
sions that are made on how to respond adaptively to external/internal stimuli (see 
Chapter 2).

Evolution of Flight in Insects

The flight-control system, in locusts, for example, involves dozens of neurons in sev-
eral ganglionic areas. Many of the interneurons involved in producing the flight pat-
tern have their cell somata in the parts of the metathoracic ganglion that represent the 
embryologically fused abdominal ganglia 1, 2, and 3 (Delcomyn, 1991). It has been 
proposed that this distribution of neurons suggests that insect wings originated from 
movable appendages carried by both thoracic and abdominal segments in primitive 
insects, rather than from paranotal lobes, which were confined to the thorax.

The evidence that sets of homologous flight interneurons occur in abdominal and 
thoracic ganglia supports theories that insect wings originated from movable append-
ages, which were serially distributed along the thorax and abdomen and which were 
under central nervous control (Robertson et al., 1982).

Considerable progress has been made during the last two decades in understand-
ing the mechanism of control of the flight behavior in insects. Besides wings, during 
flight, insects also use halteres, evolutionary vestiges of hindwings. Halteres oscillate 
in antiphase to the wing and are subject to different inertial, gravitational, and, espe-
cially, Coriolis forces emerging during angular rotation.

There are 17 small steering muscles that are used for controlling the wing stroke, 
but only one of them, the first basalar muscle (B1), fires an action potential for each 
wing beat during straight flight, based on the input it receives from afferent nerves of 
the wing. However, when, as a result of motion of a visual target, the insect must correct 
the course, it does this very rapidly, in as little as 30 ms, by activating the rest of steering 
muscles. The change in course is sensed by campaniform sensillae at the base of hal-
teres, which are activated, and the input from the haltere nerve becomes stronger so that 
the motor neuron of the B1 (MNB1) will fire 1–2 ms earlier. After the flight course is 
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which is necessary both for the short-term flight stability and for the long-term navi-
gation and guidance (Dickson et al., 2006; Dickson et al., 2008).

There is no evidence whatsoever that evolution and loss of flight behavior in 
insects is related to any change in genes or DNA. All the available evidence relates 
the evolution of flight with the computational activity of neural circuits and related 
flight-control system. The flight-generating function of these circuits is an epigenetic 
phenomenon related to the properties of the neural circuits, properties that can adap-
tively change very rapidly, without changes in genes, in the course of evolution.

Evolution of Avoidance Behavior in the Green  
Tree- and Red-Bellied Snakes

The toxic cane toad, Bufo marinus, was introduced in Australia in 1935. This toad 
is so toxic that if snakes of two native Australian species, the green tree snake, 
Dendrelaphis punctulatus, and the red-bellied black snake, Pseudechis porphyriacus, 
eat even a relatively small toad, they die (Phillips and Shine, 2004). Now, about 60 
years, or about 23 generations after colonization of parts of the Australian continent 
by Bufo marinus, the Australian black snake, P. porphyriacus, has evolved an innate 
avoidance behavior toward the toxic cane toad (Phillips and Shine, 2006). From the 
neo-Darwinian point of view, this is an extremely short period of time and a very 
small number of generations for an innate avoidance behavior to evolve via muta-
tions in relevant genes.

Experimental procedures have excluded the possibility that the behavior may have 
been acquired by learning or experience within the lifetime of snakes. Investigators 
have determined that the behavior is not related to intragenerational learning, 
because they failed in attempts to learn naïve (not adapted) black snakes from other 
regions to avoid the toxic prey (Phillips and Shine, 2006).
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Figure 13.53 Block diagram illustrating the overall architecture of the flight-control system.
Source: From Dickson et al. (2006).
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Besides the adaptive avoidance behavior, within the same incredibly short period 
of time, in the regions populated by toxic cane toad, the black snake has also evolved 
adaptive evolutionary morphological and morphometrical characters: a smaller head 
size and a bigger body size. According to the investigators, the smaller head size pre-
vents them from preying on toxic toads of large body size, which consequently are 
more toxic, and a bigger body size of the snake implies a lower likelihood of dying 
as a result of eating a large toxic cane toad (Phillips and Shine, 2004). On the other 
hand, within the same short period, toads have decreased their body size and toxicity 
(Phillips and Shine, 2005, 2006).

Neo-Darwinian Explanation

Based on the experimental failure to induce learned avoidance behavior or acquired 
resistance to the toad toxin, investigators believe that the inherited avoidance behav-
ior the snakes display is a result of selection on the existing variability (Phillips and 
Shine, 2006). However, their conclusion is based on two flawed premises:

First, they take for granted that snakes cannot learn an avoidance behavior 
because they will not “survive even a single encounter with a large toad,” thus ignor-
ing the empirically demonstrated fact that snakes that happen to eat smaller toads 
survive in nature, and second, they take into consideration only two alternative possi-
bilities of evolution of the avoidance behavior, natural selection or intragenerational 
plasticity (“a change acquired within an individual snake’s lifetime”), leaving out of 
consideration transgenerational developmental plasticity.

The neo-Darwinian explanation of evolution of the above behaviors in snakes is 
extremely difficult, if possible at all, because the probability of evolution of “genes for 
avoidance behavior” within ~23 generations is negligible although within the realm of 
possibility. The virtual impossibility aside, there is no report or hypothesis on the exis-
tence or evolution of such genes, not only for this special case but for evolution of ani-
mal behaviors in general. It has never been claimed that changes in genes, gene drift, 
genetic recombinations, or changes in allele frequencies (existing genetic variability) 
may have been involved in this evolutionary behavioral adaptation.

The fact that all snake populations in areas populated by the toxic cane toad 
have evolved the innate avoidance behavior toward B. marinus, in the context of the 
limited number of generations, suggests that it is unlikely that population genetics 
knowledge may be of any use in explaining the sudden evolution of the behavior.

Epigenetic Explanation

From a paradigmatic epigenetic viewpoint, evolution of the innate avoidance behav-
ior in the Australian black snake, P. porphyriacus, is the result of:

The transformation of an experience-dependent, learned avoidance behavior (see Section 
Learned Behaviors Evolve into Innate Behaviors in Chapter 9) into an innate behav-
ior, a hypothesis that is rejected by, and is incompatible with, the neo-Darwinian theory, 
although embraced by Darwin in his time.
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The evolution of the innate avoidance behavior in the Australian black snake 
resembles cases of transgenerational developmental plasticity, which evolve within 
one to several generations and needs no changes in genes or genetic information (see 
Chapter 11, Transgenerational Developmental Plasticity).

The transformation of the experience-dependent, learned avoidance behavior into 
an innate avoidance behavior in the Australian black snake, P. porphyriacus, implies 
establishment of a relationship between the toxic toad perception in the visual rec-
ognition system and the circuit determining the avoidance behavior. Establishment 
of the relationship required acquisition of the relevant neurobiological (epigenetic) 
information rather than changes in genes, which did not occur.

Evolution of a New Ovulation Character in House Finches

Within 36 years (36 generations), a whole population of house finches (Carpodacus 
mexicanus) in Montana, at the northern limit of the species’ range, evolved a novel 
ovulation character, a maternally determined sex-specific ovulation sequence: about 
90% of the first-laid eggs are females, and about 80% of the second-laid eggs are 
males (Badyaev et al., 2006). The extremely short period of the time during which 
the evolution of the trait occurred, and the fact that it took place within the range of 
species, i.e., under conditions of sympatry and gene flow, excludes the possibility of 
involvement of gene mutations, gene drift, or genetic recombination.

Such evolutionary changes are related to specific fluctuations in the levels of the 
pituitary prolactin (PRL) and androgens in the circulation of mothers during oogenesis. 
Levels of these hormones, which are ultimately regulated by the bird’s brain, influence 
segregation of sex chromosomes during the first meiotic division, thus determining 
the genetic sex of the egg; oocytes that grow during high androgen levels develop into 
male eggs, and those that happen to grow during high PRL, into female eggs (Badyaev 
et al., 2005). Hence, it is a neurally controlled change in the patterns of release of these 
hormones by mothers, rather than any changes in genes or DNA, that determines the 
evolutionary change of the sex-biased egg-laying.

Evolution of the Circadian System in Blind Moles

As a result of the subterranean life, about 40 mya, mole rats lost their eyes (Avivi 
et al., 2004). The blind mole rat, Spalax ehrenbergi, lost its normal eye structures 
and now has rudimentary eyes, covered by skin, that do not respond to visual stim-
ulation (Sanyal et al., 1990). Most of the eye socket is occupied by the harderian 
gland, a newly evolved photoperiodic organ.

The removal of these rudimentary eyes, however, disturbs photoperiodic 
responses, suggesting that the reduced eyes may still be operational in the neuro-
endocrine pathways of photoperiodic behavior and physiology (Sanyal et al., 1990), 
while the restructuration of the retina into a pineal-like photoreceptive organ seems 
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to have reprogrammed it for a photoperiodicity sensory function, as an adaptation to 
the underground mode of life (Cernuda-Cernuda et al., 2002; Avivi et al., 2002).

Expression of the gene sCry1 in this gland is synchronized to its expression in the 
hypothalamic suprachiasmatic nucleus (SCN) and to the synthesis of melatonin and 
expression of melatonin receptors.

The two synchronous clockworks residing in the SCN and the harderian are con-
nected neurally and via melatonin signaling and may thereby stabilize each other 
during long periods of zeitgeber (e.g., light) absence. 

Avivi et al. (2004)

The retina has conserved the basic retinal structure, but the lateral geniculate nucleus 
(LGN) in this species receives auditory input (Bronchti et al., 1991; Heil et al., 1991) 
instead of visual retinal input. Additionally, the LGN gained a somatosensory func-
tion (Necker et al., 1992).

It seems that all these evolutionary changes in the structure and function of eyes 
in the blind mole rat have occurred without any changes in genes, or at least there is 
no evidence for such changes in genes or allele frequencies to have taken place in 
these darkness-adapted subterranean animals. This fact, for the time being at least, 
rules out a neo-Darwinian explanation of the evolution of the circadian system in 
blind moles.

Neural Mechanisms of Metazoan Migration

This type of orientation is widespread among invertebrates and vertebrates. As early 
as 1859, von Middendorf hypothesized that migratory birds utilize the earth’s mag-
netic field for orientation during migration, and 30 years ago it was demonstrated 
that European robins use a magnetic compass for orientation (Ritz et al., 2000).

Empirical evidence suggests the existence of two magnetic senses in birds–one 
residing in the visual system (Mouritsen and Ritz, 2005; Zapka et al., 2009), and 
another in the upper beak (Fleissner et al., 2003; Wiltschko and Wiltschko, 2007).

Light-Dependent Magnetic Orientation

Two competing variants of the hypothesis of visual geomagnetic orientation have been 
presented: one positing that small magnetite particles are utilized by migratory birds 
for geomagnetic orientation, and the other propounding that geomagnetic orientation is 
a function of bi-radical reactions of macromolecules excited by light energy. According 
to the first hypothesis, ferro(i)-magnetite crystals in the oil droplets of the bird retina 
interact with pigment molecules such as β-carotene and line up parallel to the magnetic 
field lines, letting light to enter to specific photoreceptors when the bird’s head is par-
allel or antiparallel to the geomagnetic field lines (Muheim et al., 2002). Being very 
sensitive to changes in the intensity of the geomagnetic field (50 nT), this system can 
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provide information for the navigational “map,” hence it can be used for determining 
position of the bird during migration (Beason, 2005).

It is the second hypothesis that has found the wider experimental and observa-
tional support (Wiltschko et al., 1993; Ritz et al., 2004). It predicts that the magnetic 
orientation is based on magnetoreception via magnetically sensitive receptors and 
that the magnetoreceptor should be a pair of photoreceptor molecules that enter a 
radical-pair reaction upon excitation by high-energy (short-wavelength) light.

Magnetoreception starts with light-dependent processes in retina. The photore-
ceptor molecules responsible for the magnetic compass in birds are cryptochromes. 
Behavioral evidence and theoretical considerations have led to the idea that these 
photoreceptors enable migratory birds to perceive the magnetic field as visual pat-
terns (Mouritsen et al., 2004) or variation in the light intensity or color in their visual 
field (Muheim et al., 2002).

A dim monochromatic light from the blue-green range of the spectrum allows 
passerine birds to orient, whereas monochromatic light of longer wavelength (red), 
beyond 600 nm, causes them to lose orientation (Wiltschko and Wiltschko, 2002). 
Light in the blue-green range will excite photoreceptors, initiating the radical-pair 
process in the retina of the migratory bird.

In contrast to the magnetite system, this system shows only low sensitivity to changes 
in the intensity of the geomagnetic field (Wiltschko et al., 2004), which fits best with 
its function for determining only direction (with the position of the bird in the “map” 
determined by the magnetite system). According to Beason (2005), both mechanisms, the 
ferro(i)-magnetite mechanism and light-dependent excitation of photoreceptors in migra-
tory birds, may be seen as components of a single orientation system in which the first 
serves position finding (map), and the second direction finding (compass).

The fact that the migratory birds with their right eye covered fail to perform mag-
netic compass orientation shows that the latter requires night vision. The system of 
night vision in migratory birds is related to the evolution of the “cluster N” (N—for 
night), an area in the dorsal part of the brain, which is believed to have evolved from 
the thalamofugal visual pathway, as part of the ancestral visual Wulst (German for 
bulge) that transmits information from the retina to the hypothalamus, or as a new 
adjoining structure (Figure 13.54). For night navigation, migratory birds use sensory 
input on star constellations.

The thalamofugal pathway in birds transmits information from the retina to the 
tectum in the midbrain and via thalamus to the entopallium, nidopallium, and ventral 
mesopallium. The cluster N increases neural firing during the night vision. Evolution of 
the cluster N with its five subregions is related to an evolutionary pressure for night nav-
igation by using the information about the star constellations and magnetic field of the 
earth (Mouritsen et al., 2005). A striking difference has been observed recently in the 
structure and function of the “cluster N” in the brains of migratory and nonmigratory 
birds. When awake during the night, the migratory songbirds show an increased expres-
sion of ZENK genes in “cluster N,” while the activity of the visual Wulst in nonmigra-
tory birds, which have no “cluster N,” is even lower than their low day-time activity.
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Experimental Induction and Evolution of New Characters

Rapid Evolution of Physiological Characters in Drosophila

Under conditions of demographic and stress selection in laboratory, in a surpris-
ingly small number of generations (fifty (Teotónio and Rose, 2000) to a few hundred 
(Teotónio et al., 2002)), D. melanogaster populations evolved a number of biochemi-
cal, physiological, and life history characters, such as desiccation resistance, survival 
under starvation conditions, and early/late reproduction age.

Selection for desiccation resistance for 200 generations in D. melanogaster led to 
an increase of 35% in wet mass and body size, mainly due to an increase of the water 
content of the body, which is reflected in increased hemolymph volume. As a result, 
the survivability of flies under conditions of extreme water stress was enhanced 
(Folk and Bradley, 2005). At a physiological level, evolutionary changes became 
manifest in an increase of the carbohydrate content and a decline of the lipid con-
tent that have never been observed in natural populations of xeric Drosophila spe-
cies. A considerable increase is also observed in the absolute content of sodium and 
chloride, critical elements of the insect homeostasis that are under control of brain 
neurohormones, antidiuretic hormone (ADH) and diuretic hormone (DH), released, 
respectively, by CC and the median secretory neurons in the insect brain.

The increase in the carbohydrate content is due to increased content of glucose 
and trehalose, which is oxidized in flies under desiccation stress. It is noteworthy 
that, in insects, it is the nervous system that determines and regulates the carbohy-
drate levels via the neuropeptide adipokinetic/hypertrehalosemic family of neurohor-
mones (AKH/HTH) synthesized and secreted by CC (Folk and Bradley, 2005).

Neo-Darwinian Explanation

With no changes in genes, allele frequencies, or genetic recombination involved in the 
rapid appearance of these evolutionary physiological and morphometric changes, it is 
needless to say that there is no feasible neo-Darwinian explanation for their evolution.

Epigenetic Explanation

The fact that the above-mentioned suddenly appearing evolutionary changes in 
Drosophila (the resistance to desiccation condition, increase in the water content, as 
well as in carbohydrate, sodium, and chloride content) are not related to any genetic 
changes suggests that epigenetic mechanisms may be responsible for evolution of 
these innovations. This is not a mere inference.

The water content in insects is regulated by Malpighian tubules, whose function 
is under neural control of the antidiuretic and diuretic neurohormones (Beyenbach, 
2005). The synthesis and the level of trehalose and carbohydrates in general are 
also neurally regulated by the neuropeptides of the adipokinetic/hypertrehalosemic 
family. So, what really occurred in the experiments was not any changes in genes 
but an epigenetically determined heritable change in the output of the respective 
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neural circuits, in response to stressful desiccation, that increases the amount of 
the AKH/HTH neurohormone, which is regulated by another neurohormone, proc-
tolin, secreted by the lateral secretory neurons in the brains of insects (Clark et al., 
2005).

What determined the appearance of these innovations in the offspring were neu-
rally determined epigenetic changes in the patterns of expression of the same, func-
tionally unchanged, genes in the insect brain.

Evolution of Life History Characters in D. melanogaster

Within three years under laboratory conditions, Drosophila strains evolved longer 
preadult developmental time, increased early fecundity, and decreased late fecundity 
(Sgrò and Partridge, 2000). Investigators rejected the previous neo-Darwinian expla-
nation that the cause of the evolutionary change could be inbreeding depression or 
accumulation of deleterious mutations in small populations:

Two lines of evidence are against these explanations. First, both types of culture were 
maintained at high effective population sizes, 2,000–3,000 adults per generation per 
population in the case of bottles and about 7,000 adults in the case of population 
cages. Second, several of the traits showed evolutionary change in a direction opposite 
to that predicted by a hypothesis of inbreeding depression or mutation accumulation. 
Inbreeding leads to slower preadult development and reduced adult survival—both 
of which were indeed observed—but also to lowered larval competitive success, low-
ered body size, and lowered adult fecundity, all of which are the opposite of what was 
observed during laboratory adaptation. There was therefore no general lowering of 
fitness by inbreeding or mutation accumulation.

 Sgrò and Partridge (2000)

Under these circumstances, there is no alternative but to accept the existence of epi-
genetic mechanisms; changes in the timing of the developmental processes determin-
ing longer preadult developmental time, increased early fecundity, and decreased late 
fecundity, both under well-known neural control.
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Evolution by Loss
I think there can be little doubt that use in our domestic animals 
strengthens and enlarges certain parts, and disuse diminishes them; and 
that such modifications are inherited.

Darwin (1859)

Vestigialization of Metazoan Structures

Any organ, part, or other animal structure is necessary for performing specific 
function(s) but changes in environment or conditions of life may, sometimes, make 
some functions unnecessary and the organs used for performing these functions will 
be used less or not used at all, thus, becoming an evolutionary encumbrance. The 
loss of a structure after it becomes unnecessary is related to the evolutionary disad-
vantage that the cost of maintaining that structure represents. Obviously, an evolu-
tionary pressure will arise for losing it.

In the “Origin,” Darwin pointed out:

I believe that disuse has been the main agency; that it has led in successive genera-
tions to the gradual reduction of various organs, until they have become rudimen-
tary,—as in the case of the eyes of animals inhabiting dark caverns, and of the wings 
of birds inhabiting oceanic islands, which have seldom been forced to take flight, 
and have ultimately lost the power of flying.

Darwin (1859, p. 454)

Darwin reemphasized this in the “Recapitulation”:

Disuse, aided sometimes by natural selection, will often tend to reduce an organ, 
when it has become useless by changed habits or under changed conditions of life.

Darwin (1859, p. 479)

There is a consensus that loss of function precedes the loss of structure used to per-
form that function (loss of, for example, eyes or sight in cave-dwelling animals, 
limbs in snakes, legs in aquatic mammals, or back fins in amphibians). The fact that 
adaptive changes in behaviors precede changes in morphology, physiology, and life 
histories is neither surprising nor unpredictable: behavior is the most plastic compo-
nent of animal phenotype.

As pointed out in Chapter 8, animals respond immediately to environmental 
changes by changing their behavior. The changed behavior may contribute to their 
survival under changed conditions and to buying time until adaptive morphological, 
physiological, and life history characters arise. So, the presumptive aquatic mammals 
had to switch from a walking to a swimming behavior before losing their limbs and 
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acquiring general fish morphology; snakes’ ancestors adopted a burrowing lifestyle 
before losing their limbs; and birds in predator-free islands had to adopt a walking 
way of locomotion before evolving reduced wings and losing the ability to fly.

Loss of structures as a result of disuse under changed conditions of life is a wide-
spread phenomenon in the animal kingdom. J.B.S. Haldane believed that regressive 
evolution in animals might have been as much as 10 times more frequent than the 
progressive evolution (Fong et al., 1995).

Commonly, evolutionary loss is not an “all-or-none” process but the end result of 
an orderly process of vestigialization of the part or organ.

Charles Darwin believed that natural selection was not involved in vestigialization 
of organs in metazoans, since useless organs would not be selected for or against:

Rudimentary organs, from being useless, are not regulated by natural selection, and 
hence are variable.

Darwin (1872)

To a similar conclusion, but from a different perspective, came Gans:

Natural selection acts upon the totality of the organism, hence there should be no a 
priori reason for assuming that the organ that is vestigialized is indeed the primary 
target of selection.

Gans (1975)

Vestigialization of Limbs in Squamates

Loss of limbs and digits in squamata reptiles implies preceding states of vestigializa-
tion that persisted for periods of million years. Vestigialization of limbs occurred fre-
quently in the course of evolution of the group. Limb-reduced reptile squamates have 
snake-like body form and may be grouped in two ecomorphs: long-tailed surface 
dwellers and short-tailed burrowers. The group consists of about 3,000 known reptile 
squamates (snakes and lizards) on earth, which have repeatedly and independently 
experienced limb reduction in every major continental region (Wiens et al., 2006).

Limb vestigialization often appears as a transitional state to limblessness. 
Squamate reptiles display various degrees of limb vestigialization and a reduced num-
ber of digits. The periods of persistence of the vestigialized state average between 9 
and 63 million years (Brandley et al., 2008). Estimates from other authors suggest 
greater rates of loss of limbs in the Lerista species of Australia, where the estimated 
period of time for the full loss of limbs is less than 3.6 million years, but “limb loss 
could have occurred over only part of this interval” (Skinner et al., 2008). Limb 
reduction proceeds by a distal-to-proximal sequence of limb bones, as is observed in 
aquatic mammals and birds (Lande, 1978).

There is no evidence to correlate vestigialization of limbs with any changes in 
genes or DNA, and the relatively frequent evolutionary reversions (see Chapter 15) 
of limbs suggests that all important genes and gene regulatory networks (GRNs) 
involved in limb development are conserved and functionally intact in limbless forms.
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Simplification of the Brain and Morphology in Plethodontid  
Salamanders

Most biologists used to believe, and still do, in the existence of an evolutionary trend 
that ascending the evolutionary tree, the morphology and the nervous system of meta-
zoans become more complex. However, this rule does not seem to apply, at least, to 
amphibians. Plethodontid salamanders of the tribe Bolitoglossini, comprising 180 
species, display the highest degree of secondary simplification of the nervous system 
and of the body in general (Roth et al., 1993). Secondary simplification of the brain is 
also observed in some other amphibians and lungfish (Roth et al., 1997).

In many respects, their brain is less differentiated than the brains of all salaman-
der species and the brains of most fish, including lampreys and hagfish, a fact that 
is at variance with the position of the group in the evolutionary tree. They have the 
lowest number of neurons per volume unit and the lowest level of differentiation and 
migration in the nervous system; they have also lost lungs, most of the larval stages 
in the egg, as well as an aquatic larval stage (Roth et al., 1992).

Both the brain simplification and morphological simplification in Bolitoglossini 
are secondary rather than plesiomorphic. This fact poses another extremely diffi-
cult problem to the neo-Darwinian paradigm, for the neo-Darwinian prediction that 
morphological evolution is related to evolution of genes and the number of genes 
is obviously contradicted by the “paradox” that the secondary simplification of the 
morphology in amphibians is associated with a vast expansion of their genome. It is 
questioned:

Why should these evolutionarily successful vertebrates have reduced the complexity 
of their brains and sense organs, when the trend has been toward increased com-
plexity in other lineages?

Roth et al. (1992)

Without elaborating, attempts are made to relate this paradox to paedomorphosis 
(Roth et al., 1992). While it is clear that a correlation among the simplification of 
the nervous system, the morphology, and paedomorphosis exists, there is no evi-
dence that the last is the cause of the simplification of the nervous system in the 
Bolitoglossini group of plethodontid salamanders. The reverse may equally be true. 
Let us remember that, as a stage of metamorphosis, paedomorphosis is under control 
of the the central nervous system (CNS), not the other way around.

Loss of Animal Structures in Nature

One of the major chapters of the evolutionary loss of structures in animals, the so-
called regressive evolution, is related to their switching to parasitic forms. Transition 
to parasitic mode of living often involved loss of whole organs or even systems of 
organs, as is the case, for example, with many parasitic worms that have lost their 
limbs, eyes, digestive tracts, and respiratory organs. However, the evolutionary loss 
of phenotypic traits in parasites is out of the scope of the present work.
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Loss of Wings in Insects

Wings in insects are a monophyletic adaptation, and loss of wings is secondary to 
their evolution. Despite the clear evolutionary advantages of wings, loss of wings has 
occurred thousands of times in insects, and wingless insects represent about 5% of 
the extant insect species (Whiting et al., 2003). The fact that GRNs for wing devel-
opment are conserved in wingless insects for more than 300 million years suggests 
that the loss of wings is related to an epigenetic inactivation of these GRNs in wing-
less insects rather than to any changes in genes that these networks consist of. We 
know for a fact that, most commonly, activation/inactivation of GRNs in insects is 
under hormonal control. And we also know that the basic hormones involved in the 
development and loss of wings in insects, ecdysteroids and juvenile hormone, are 
under strict cerebral control via neuropeptides, prothoracicotropic hormone (PTTH), 
and allatostatins/allatotropins, respectively.

Loss of Wings in Phasmids

One impressive case of loss of wings in insects is that of phasmids (order 
Phasmatodea). Although ancestral conditions of the order had been wingless, later in 
their evolution they independently developed wings in as many as four cases. Now, 
about 60% of the 3,000 species of this group of three families and ~500 genera have 
reduced wings or are wingless (Whiting et al., 2003).

Evolution of wings in phasmids is not a de novo event but a reversion to the lost 
ancestral phasmid wings (Whiting et al., 2003). Having lost wings early in their phy-
logeny, later phasmids gained wings and again became wingless a number of times. 
Now, most of them are wingless species that have lost fully (both fore- and hind 
wings) or partially (hind wings) their wings:

Entomologists have long assumed that re-evolution of wings in apterous lineages 
was impossible, because functional wings require complex interactions among mul-
tiple structures, and the associated genes would be free to accumulate mutations in 
wingless lineages, effectively blocking the path for any future wing reacquisition.

Whiting et al. (2003)

There is no evidence that evolution and loss of flight in insects is related to changes 
affecting the function of any of the genes involved in wing development. Moreover, 
it has been repeatedly observed that even after the loss of the wings, not only GRNs 
and genes relevant to wing development, but even the flight muscles and neural cir-
cuits determining the flight behavior, are conserved in wingless insects:

Studies of flight motor patterns in flying and non-flying phasmids indicate that the 
non-flying phasmids have retained the neural structures and basic functional cir-
cuitry required for flight …. Our results support the hypothesis that the developmen-
tal pathway for wing formation evolved only once in insect diversification, but that 
wings evolved many times by silencing and re-expressing this pathway in different 
lineages during insect evolution.

Whiting et al. (2003)
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That the loss or reversal of wings in insects requires no changes in genes or DNA is 
also corroborated by the polyphenism observed in some insects, such as Lopaphus, 
which exhibit both partially winged and wingless condition in individuals of the 
same genotype (Whiting et al., 2003).

Loss of the Gasbladder in Fish

Most of the fish families that have no gasbladder live in the bottom of the water or in 
the deep sea, where buoyancy is not needed (McCune and Carlson, 2004). The func-
tion of the gasbladder in fish, however, is not restricted to buoyancy but is also used 
for hearing and sound production (McCune and Carlson, 2004).

Gasbladder loss occurred in 9 of the 14 extant teleost superorders. In 79 of the 
425 extant families of teleost fish, the gasbladder is absent in at least one species. In 
25 families, there were multiple species in at least two genera that lacked the gas-
bladder. Most taxa (60 families) that lack a gasbladder are either benthic (live on or 
at the bottom) or deep-sea fish. The loss of gasbladder in fish seems to be not related 
to gene mutations:

All the bladderless mutations in this study are lethals. Thus, the mutations we have 
identified are not the actual mutations that have led to loss of the gas bladder in liv-
ing teleosts.

McCune and Carlson (2004)

There are teleost fish species, such as tuna, which, while sharing a common geno-
type, sometimes, have reduced gasbladder or even lack it completely (McCune and 
Carlson, 2004). This adds to the empirical evidence that reduction of gasbladder, and 
even its absence, are not related to changes in genes or genetic information.

From a neo-Darwinian view, unexplainable is not only the reduction or lack of 
gasbladder in a proportion of individuals that share the same genotype with the 
rest of population that have a gasbladder. Unexplainable from this view is also  the 
repeated independent emergence and loss of this organ in the course of evolution.

Loss of Teeth in Birds

The loss of dentition in birds is one of the most enigmatic and one of the major losses 
of organs (affecting the whole class Aves) in vertebrate evolution. The loss is thought 
to have occurred about 60–80 mya (Chen et al., 2000; Mitsiadis et al., 2003a,b). Now 
it is empirically demonstrated that even after such a long time since loss of dentition, 
birds have conserved the odontogenesis developmental program and GRN.

In 1980, Kollar and Fisher combined chick presumptive embryonic epithelium 
with mouse molar mesenchyme of neural crest origin and cultivated the recombi-
nant in vitro in the anterior chamber of the mouse eye. They observed that structures 
similar to the mouse tooth developed, and concluded that the loss of teeth in birds  
is not related to any changes in genes or loss of genetic information (Kollar and 
Fisher, 1980).
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This was corroborated by results of neural tube homotopic transspecific trans-
plantations in vivo. The mouse cranial neural crest was grafted in place of chick. 
Chicks grafted with a mouse neural crest of mesencephalon and rhombencephalon 
(series B and C) origin developed tooth structures, while those grafted with a neural 
crest of prosencephalon origin did not, suggesting that only the first is involved in 
odontogenesis.

Neo-Darwinian Explanation

Theoretically, it is incomprehensible as to what would be the selective advantages of 
losing teeth or why the natural selection would eliminate toothed individuals. The argu-
ment that weighty dentition would be disadvantageous for flying animals is not convinc-
ing, for dentition has not been disadvantageous to other flying animals, such as bats.

The standard neo-Darwinian interpretation of the mechanism of loss of teeth in 
birds would be that it is a result of accumulation of relevant mutations in odontogenic 
genes that, under the action of natural selection, led to the inactivation of the GRN 
for odontogenesis. However, no evidence has been presented that would suggest that 
such mutations occurred in genes involved in GRNs for tooth formation in birds or 
that GRNs for tooth development are absent or nonfunctional in Aves. Moreover, 
contrary to the neo-Darwinian prediction on gene mutations being the cause of the 
loss of teeth, solid experimental evidence shows that currently, ca. 80 million years 
after the loss of dentition in birds, embryonic bird epithelium is capable of form-
ing teeth when supplied with neural crest cells from the mouse midbrain. This fact 
unequivocally shows that even during such an evolutionarily long period of time, 
despite unavoidable mutations that might have been accumulated, odontogenic genes 
and GRNs are fully functional in these toothless animals.

Epigenetic Explanation

Tooth development results from interactions between oral epithelium and underlying 
ectomesenchyme cells of cranial neural crest origin. It has been observed that, although 
birds have lost dentition, during ontogeny they go through initial stages of odontogen-
esis, similar to those observed during mammal tooth development, suggesting that they 
have retained the ancestral odontogenetic signaling pathway. Experimental evidence 
shows that they do not form teeth because somehow they are prevented from express-
ing Bmp4, and hence genes Msx1 and Msx2 (Chen et al., 2000). Moreover, genes 
that are expressed during odontogenic activity of neural crest cells (e.g., Pax9, Msx1, 
Barx1, MK) in mammals such as mice are functionally intact in Aves; only the ability 
of avian neural crest cells to express these genes is lost.

In a classic experiment of homotopic transplantation of the murine neural tube 
from the midbrain into chick embryos, it was observed that migration of the donor 
(mouse) neural crest cells to the mandibular and maxillar processes of the devel-
oping chick embryos leads to formation of tooth-like germ structures in the latter. 
This clearly suggests not only that the murine neural crest cells possess inducers of 
tooth formation in chick epithelial cells but also that the latter possess functionally 
unchanged odontogenic genes. Indeed, expression of Msx1, Barx1, and MK genes 
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by the transplanted murine neural crest cells induces expression of BMP4, Shh, and 
FGF8 and odontogenesis in chick epithelial cells of mandibular and maxillar pro-
cesses (Mitsiadis et al., 2003a,b; Figure 13.37 in the previous chapter).

All of this suggests that the loss of dentition in Aves is result of a nongenetic, epi-
genetic-regulatory loss of ability of their neural crest cells to secrete signaling mol-
ecules necessary for chick epithelium to initiate odontogenesis.

What is the cause of the loss of the ability of the chick neural crest cells to induce 
tooth formation? At a theoretical level, one might argue that the fact that it is the 
neural tube/CNS that provides neural crest cells with information on “what to do” in 
the sites of their migration suggests that the chick neural tube/CNS ceased to provide 
odontogenic information to these cells. Since no changes in the function of the key 
odontogenic genes are involved, it may be safely inferred that the change is deter-
mined by an epigenetic change in the chick neural tube/CNS.

Loss of Tetrapod Limbs

Loss of limbs has occurred in three of four tetrapod classes (amphibians, reptiles, 
and mammals). It represents one of the most extreme morphological changes in the 
history of tetrapods (Lande, 1978) and has been associated especially with elonga-
tion of the body and increase in the number of vertebrae.

It is believed that the loss of limbs occurred in response to new ways of locomo-
tion as a result of a change in the lifestyle of tetrapods. This seems to have been 
the case with transition of reptiles to a burrowing lifestyle and reptant locomotion, 
which made their limbs useless. The loss and reduction in size of limbs in tetrapods 
was thought to have been a gradual process of sequential loss of limb components in 
the reverse order (distal-to-proximal) of their formation during the individual devel-
opment (proximal-to-distal). Later studies, however, have shown that often evolu-
tionary processes of body elongation, reduction of limb size, and reduction of digits 
occurred almost simultaneously (Wiens and Slingluff, 2001).

Loss of limbs has occurred repeatedly and independently in a large number of 
reptile species. Generally, forelimbs and pectoral girdle are lost before the hind 
limbs and pelvic girdle. Loss of limbs in reptiles is associated with (Lande, 1978; 
Cohn and Tickle, 1999), and preceded by (Lande, 1978), body elongation. In turn, 
body elongation results from two different mechanisms: trunk elongation, related to 
subterranean dwelling, and tail elongation related to surface dwelling (Wiens and 
Slingluff, 2001). There is no consensus on the rates of evolution of limblessness in 
snakes. Two contrasting hypotheses have been proposed: one positing sudden loss of 
limbs (Cohn and Tickle, 1999), and the other stating that the loss has been gradual 
(Wiens and Slingluff, 2001).

Loss of Limbs in Amphibians and Reptiles

Total loss of both pairs of limbs occurred several times in amphibians and rep-
tiles. About 150 amphibian species of Caeciilidae family of the monophyletic order 
Gymnophiona (Apoda) are limbless. They populate tropical forests. The loss of limbs 
in this group is believed to have resulted from transition to subterranean mode of 
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living (Summers and O’Reilly, 1997), and a number of caecilians presently are fosso-
rial rather than aquatic species.

Among reptiles, only the superorder Squamata has limbless species. Snakes 
are always functionally limbless. Four lizard families consist mainly of species 
with vestigialized limbs, and three of the four families of reptiles of the suborder 
Amphisbaenia have extremely reduced limbs (Gans, 1975).

There is no evidence that the loss or reduction of limbs in amphibians and reptiles 
is related to any changes in any relevant genes or DNA.

Loss of Limbs in Snakes

Between 2,700 (Coates and Ruta, 2000) and 3,000 (Wiens et al., 2006) extant snake 
species are currently known. In a study on 261 species of squamate reptiles, it was 
observed that snake-like body forms (short-tailed burrowers and long-tailed surface 
dwellers) evolved independently 25 times (Wiens et al., 2006).

Snakes evolved from limbed terrestrial ancestors (Greene and Cundall, 2000; 
Tchernov et al., 2000). The possibility of a reverse, aquatic-to-terrestrial, origin of 
snakes evolving from marine voracious reptiles has also been suggested (Coates 
and Ruta, 2000), but a terrestrial-to-marine transition is more likely as a common 
theme of tetrapods switching to the aquatic mode of living (Greene and Cundall, 
2000).

Most biologists consider the loss of limbs in snakes to be a result of adapta-
tion to a burrowing or surface-dwelling lifestyle. Phylogenetic conclusions con-
tradict the widely held “subterranean” theory of snake origins and instead imply 
that burrowing snakes (scolecophidians and anilioids) acquired their fossorial 
adaptations after the evolution of the snake-like body form and jaw apparatus in 
a large aquatic or (surface-active) terrestrial ancestor (Scanlon and Lee, 2000). 
As pointed out by Gans (1975), the potential adaptive value of the transition to 
snake-like morphology has not been well established, but it is generally assumed 
that snake-like body shape facilitates locomotion underground and in dense grass 
(Wiens et al., 2006).

Gans believes that a switch to an undulatory locomotion might have given rise to 
both body elongation and loss of limbs observed in so many species of amphibians, 
reptiles, and mammals.

The fact that tail loss, to various extents (from two-thirds of its length to total 
loss), was observed in 58% of individuals of a large population of tiger snakes in 
western Australia (Aubret et al., 2005) suggests that the species is in the process of 
losing the tail. Whether you call this a form of developmental polymorphism or even 
penetrance is of little importance. What scientifically matters in this case is the fact 
that certain proportions of individuals of the same genotype, under the same envi-
ronmental conditions, display different phenotypes. This clearly contradicts the basic 
tenet of the neo-Darwinian paradigm that evolution of limblessness, as any other 
evolutionary change, requires accumulation of favorable mutations in relevant genes. 
Logically, this suggests that a nongenetic mechanism induces the loss of limbs in 
this snake species.
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Loss of Forelimbs in Pythons

Pythons have no forelimbs, but they develop reduced hind limbs. Anatomical trans-
formations in python limbs have been sudden, rather than gradual, and are related to 
the progressive expansion of Hox gene expression patterns (Cohn and Tickle, 1999).

The loss of forelimbs in pythons is believed to be related to an anterior expansion 
of expression pattern of Hox genes. Hind limb buds are initiated in pythons, but the 
zone of polarizing activity (ZPA) does not develop, and the ectoderm does not form 
an apical ectodermal ridge (AER) in the region where the limb bud emerges in tet-
rapods, even though all of the signaling genes responsible for their development are 
present. This is believed to be caused by changes in mesodermal Hox gene expres-
sion (Cohn and Tickle, 1999).

In contrast to the forelimbs, pythons develop hind limb buds and rudimentary 
hind limbs with truncated pelvic girdle and femur. However, they cannot express 
sonic hedgehog (Shh) because they have no AER, and they do not express in their 
ectoderm AER-related genes, Dlx (Distal-less), Fgf2, and Msx (Cohn and Tickle, 
1999). This does not mean that these genes are not functional, for they are expressed 
in other organs of the python embryo.

The python hind limb mesenchyme can be experimentally induced to form an AER 
and express Shh by application of fibroblast growth factor (FGF). The fact that the 
python mesenchyme from the hind limb is functional when grafted to a chick embryo 
wing (Cohn and Tickle, 1999) proves beyond doubt that the python hind limb bud pos-
sesses all genes involved in the initial development of tetrapod limbs, and the loss of hind 
limbs in pythons is not related to any change in the function of limb-inducing genes.

A glimpse at the embryonic expression domain of the HoxC-6 and HoxC-8 genes 
in chicks and python embryos shows that whereas in chicks, expression of these 
genes takes place along the trunk, with interruptions at the levels of the forelimbs 
and hind limbs, in python embryos, these genes are expressed uninterruptedly anteri-
orly but are not expressed at the level of hind limbs (Figure 14.1).

Limbed tetrapod
(chick)

FL

HL HL

� HoxC-8

� HoxC-6

Limbless tetrapod
(python)

Figure 14.1 The distribution of HoxC-8 and 
HoxC-6 in a limbed tetrapod (embryos of the 
common fowl) and a snake (embryos of the 
python). The expression boundaries are extended 
slightly more posteriorly, and much more 
anteriorly, in python than in chick embryos. 
Abbreviations: FL, forelimb buds; HL, hind 
limb buds.
Source: From Bejder and Hall (2002).
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Expression of HoxC-8 is under control of RA pathway, and in the case of limb 
bud development, the pattern and sites of HoxC-8 expression are negatively con-
trolled by RA secreted by brachial spinal nerves that innervate the limb bud. This 
suggests an antagonistic relationship between the Hox gene expression along the 
trunk and limb development.

It has been argued that small changes in the regulatory sequences of HoxC-8 gene 
enhancers between the mice and chicks may be the cause of differences in the region 
of the development of limb buds in the embryos of two species (Belting et al., 1998), 
but such changes in sequences will unavoidably accumulate over the time if they do 
not lead to the loss of gene function. Investigators have not concluded whether the 
changes in sequences of HoxC-8 gene enhancers in mice and chicks are the cause 
of the pattern of expression or are a normal result of the long divergent evolution of 
these species that did not affect the expression. This is why investigators themselves 
cautioned: “Additional experiments will be required to determine the specificity of 
nucleotide changes in the regulation of HoxC-8 expression pattern and correlated 
modifications of the body plan” (Belting et al., 1998).

Besides, and predictably, differences in the enhancer are also observed between 
HoxC-8 enhancers in mice and whales (a 4 bp deletion), but as two of the same group 
of investigators admit, they have found no correlation between the sequences of the 
baleen whale HoxC-8 enhancer and any specific morphological trait that evolved in 
this species (Shashikant et al., 1998).

With changes in genes and enhancers excluded as the cause of vestigialization and 
loss of limbs in pythons, the remaining alternative explanation is an epigenetic-regula-
tory mechanism. Having shown that Hox gene expression domains along the body axis 
determine the absence of forelimbs and vestigialization of hind limbs in pythons, now 
we must remember that patterns of expression of Hox genes in vertebrates determined 
by the patterns of expression of RA along the body axis, in which the neural tube and 
motor neurons, as was shown earlier, play a crucial role. (See for further information in 
Section Role of the Nervous System in Limb Development, Chapter 13.)

Loss/Reduction of Limbs in Aquatic Mammals

Paleontological evidence shows that the ancestral forms of modern cetaceans, such as 
Pakicetus inachus of Early Eocene (ca. 58–48 mya) in Pakistan, may have been land 
tetrapods exhibiting all of the typical features of terrestrial mammals (Figure 14.2). 
A later stage (ca. 47 mya) in the evolution of cetaceans in the fossil evidence is exem-
plified by Ambulocetus natans, which shows signs of transition to aquatic morphol-
ogy characterized by reduction of forelimbs but still retains well-developed hind 
limbs with webbed feet, reminiscent of hind limbs of the sea otter. It probably swam 
by vertical axial undulations of the spine, while using hind limbs like a fluke. The 
next stage (ca. 40 mya) in the evolution of cetaceans is the elongation of the body and 
increase in the number of vertebrae as well as marked vestigialization of hind limbs 
(Basilosaurus) indicating adaptation to a fully aquatic life (Thewissen and Bajpai, 
2001). At a final stage of evolution of cetaceans, flukes evolved, and the swimming 
by axial undulation was complemented by tail oscillations.
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Evolution of terrestrial mammals into marine swimmers followed, and/or was 
correlated with, changes in locomotory and other behaviors that the aquatic life 
imposed. Adaptive changes in the locomotory behavior and accompanying changes 
in morphology in the course of evolution of aquatic mammals can be illustrated with 
eclectic examples of modern animals that presumably are in the process of the evolu-
tionary adaptation to the aquatic life (Figures 14.3–14.7).

In short, minks (Mustela vison) paddle quadrupedally (Figure 14.4), and fresh-
water otters (Lontra canadensis) (Figure 14.5) swim mainly with their hind limbs 
(pelvic paddling), although they derive some additional lift from the tail (pelvic 
undulation). The sea otter, Enhydra lutris (Figure 14.6), uses its highly asymmetrical 
feet as the propelling surfaces, but most of the power for the movements comes from 
undulations of the vertebral column (pelvic undulation) rather than from the mus-
cles of the hind limbs. The giant South American freshwater otter, Pteronura brasil-
iensis, uses caudal undulations: sinusoidal motions of the vertebral column, like a 
wave moving through the entire spine, power a long and narrow tail that is dorsoven-
trally flat (Figure 14.7). No otter swims like a modern cetacean, but the swimming 
mode of Pteronura approximates whale swimming. Modern cetaceans differ from 
Pteronura in having a rigid body with most of the movement concentrated at one 
point: undulation, thus, became oscillation. In addition, modern cetaceans evolved a 
fluke (Thewissen and Bajpai, 2001).
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Figure 14.2 Evolution of the changes in swimming mode during cetacean evolution. Modern 
whales comprise baleen and toothed whales.
Source: From Bejder and Hall (2002).
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Given that the loss of limbs is a process of adaptation to new conditions of liv-
ing (aquatic, fossorial, or dense grass environment), animals first had to learn new 
modes of limbless locomotion (e.g., lateral undulation, swimming undulation, con-
certina). The process of learning may have been facilitated by the fact that ances-
tral motor patterns and fixed motor patterns (FAPs) during evolution are conserved, 
and motor circuits generating these FAPs could be activated under stressful habitat 

Modern Cetacea

Pteronura

Enhydra

Lontra

Mustela visonQuadrupedal paddling

Pelvic paddling

Pelvic undulation

Caudal undulation

Caudal oscillation

Figure 14.3 Hypothesis for the evolution of the caudal oscillation swimming mode of modern 
Cetacea, based on Thewissen and Fish (1997). Different swimming modes are listed in the 
left column, and arrows indicate transitions that can be predicted on the basis of efficiency 
considerations. Modern mustelids swim using various modes, and cetaceans probably went 
through these modes sequentially during their evolutionary history. Morphological study 
indicates that Ambulocetus was probably a pelvic paddler or caudal undulator and that 
Kutchicetus was mainly a caudal undulator.
Source: From Thewissen and Bajpai (2001).

Figure 14.4 The American mink, Mustela vison.
Source: From American Mink Mustela vison Biopix; http://www.biopix.com/photo.
asp?photoid  50933&photo  mustela-vison.

http://www.biopix.com/photo.asp?photoid&equals;50933&amp;photo&equals;mustela-vison
http://www.biopix.com/photo.asp?photoid&equals;50933&amp;photo&equals;mustela-vison
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conditions. Indeed, all of the basic modes of locomotion, swimming (undulatory 
waves passing down the body), crawling, and lateral undulation are functions of a 
single motor pattern circuit that evolved in invertebrate ancestors. The motor pattern 
for swimming was not lost in tetrapods adapted to terrestrial life, and most tetrapods 
are still capable of learning to swim.

Concertina locomotion (Figure 14.8A) implies that some part of the body is fixed 
on the ground in order to push the rest of the body forward. While this form of loco-
motion is widespread among burrowing snakes, another form, the so-called internal 
concertina, has been adopted by many caecilians, limbless snake-like amphibians 
(Figure 14.8B). This mode of locomotion consists in undulatory movements per-
formed by vertebral column only (not the body as a whole).

Figure 14.5 The northern river otter, Lontra canadensis.
Source: From Wikipedia: The Free Encyclopedia; http://en.wikipedia.org/wiki/File:RiverOtter
SwimmingOregonZoo.jpg.

Figure 14.6 The sea otter, Enhydra lutris.
Source: From BBC Nature Wildlife: http://www.bbc.co.uk/nature/life/Sea_otter#p009c4qv.

http://en.wikipedia.org/wiki/File:RiverOtterSwimmingOregonZoo.jpg
http://en.wikipedia.org/wiki/File:RiverOtterSwimmingOregonZoo.jpg
http://oceanlink.island.net/oinfo/otterpage/otter.html
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ca. 41 mya, whereas the total loss of Shh expression (and resulting loss of hind 
limbs) occurred ca. 34 mya (Thewissen et al., 2006).

Embryos of the limbless river mammal Stenella attenuata also develop limb buds. 
The limb bud grows to reach a length of 10–30 cm before starting regressive pro-
cesses that lead to their reduction and total disappearance. Moreover, individuals with 
vestigial hind limbs are observed, at a low frequency, among the adult populations of 
the spotted dolphin (Sedmera et al., 1997). The sperm whale (Physeter catadon) is the 
only toothed whale with a hind limb skeleton (15 cm long), although its expression  
is variable (Hall, 1995). Reduction of limb development in whales is extreme, but 
rudiments of the tetrapod bones are present and 37% of individuals of the Antarctic 

Ambulocetidae

Pakicetidae Remingtonocetidae

Microevolutionary phase of hind lim
b re

duction

Mysticeti

Macroevolutionary event causing
complete loss of hind limb ZPA

Complete loss of differentiation of
lumbar, sacral, and caudal vertebrae

Initial reduction of duration of
Shh expression in hind limb bud

leading to minor loss of hind limb patterning

Major loss of vertebral patterning

Odontoceti

Basilosauroidea Modern cetaceans

inn. inn. inn.

inn.

fem.

fem. fem.tib.
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Figure 14.9 Simplified phylogeny of cetaceans discussed here with evolutionary events 
indicated. Hind limbs represent fossil ambulocetid Ambulocetus, fossil basilosauroid 
Basilosaurus, and two modern mysticetes (Bowhead whale and Sei whale, respectively). In 
most odontocetes, the only hind limb element preserved is the innominate, as in the Sei whale. 
Labeled bony elements of the hind limb are innominate (inn.), femur (fem.), and tibia (tib.).
Source: From Thewissen et al. (2006).
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population of minke whale have ossified femoral rudiment. Sometimes the following 
are also observed:

Atavistic skeletal elements can be surprisingly complete; 79 cm long bones in 
125 cm long left and right “hindlimbs” in a female humpback whale.

Bejder and Hall (2002)

As for evolution of flippers from terrestrial mammalian limbs in the spotted dol-
phin, like other cetaceans, these organs, apparently adaptations for aquatic life, have 
retained the inner mammalian limb structure, except for a marked increase in the 
number of phalanges, which is clearly an adaptation for the aquatic life (Sedmera  
et al., 1997).

The brief review of the normal development of limbs in tetrapods in Chapter 13 
(Section Role of the Nervous System in Limb Development) may be illuminating 
on the possible mechanisms of the evolutionary loss of limbs in limbless vertebrate 
groups.

Neo-Darwinian Explanation of Loss of Limbs

No changes in the function of the “limb-determining” or other relevant genes, other 
key limb-inducing genes or regulatory regions are involved in the loss of limbs in 
vertebrates, as is proven, among other things, by the fact that most of the limbless 
species initially activate the genes, form AER and ZPA, and even develop limbs to 
advanced stages before arresting their development or starting the programmed cell 
death of limb tissues.

From the neo-Darwinian view, the occurrence of such radical morphological dif-
ferences as the presence and absence of limbs, e.g., exteriorization and posterior-
ization of limb buds, between species that have functionally unchanged all of the 
limb-determining genes (including Hox genes) is unexplainable at best.

Epigenetic Explanation

A look at expression patterns of HoxC-8 gene shows that in both chicks and mice 
embryos it is expressed in the midthoracic mesoderm and in the brachial region of 
the neural tube. However, the anterior boundary of expression extends less anteriorly 
in chicks than in mice, thus determining the longer cervical region, more posterior 
appearance of limb bud as well as the smaller number of thoracic segments in chick-
ens (Figure 14.10). It is noteworthy that the anterior boundary of HoxC-8 expression 
in both species coincides with the site of origin of the brachial nerves that innervate 
limbs (Bejder and Hall, 2002). Also remember, expression of Hox genes in general, 
and HoxC-8 in particular, are regulated by RA, which downregulates expression of 
posterior Hox genes along the embryonic anterior–posterior and causes respective 
truncation of the embryo (Kessel, 1992).

Genes for RA synthesis enzymes in vertebrates have not changed. What has 
changed is the spatiotemporal pattern of expression of RA in limbed and limbless 
tetrapods as well as in chickens and mice, as shown in Figure 14.10. This change is 
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clearly nongenetic (all of the limb-inducing genes are present and functional in both 
limbed and limbless species).

Where may be the source of the epigenetic information that is used for these 
adaptive changes in expression patterns of Hox and other genes involved in the 
development of limbs or leading to limblessness in tetrapods?

The evidence presented in this chapter as well as in Chapter 13 (Section Role of 
the Nervous System in Limb Development) on the evolution of limbs in vertebrates 
shows that RA signals from the neural tube and local innervation are essential for the 
development of limbs in tetrapods.

In the process of vertebrate limb loss and reduction are also involved mechanisms 
of programmed cell death, which are epigenetically regulated as well. The process of 
apoptosis that leads to regression of the limb bud is known to be related to the fact 
that the AER does not secrete FGF, especially FGF8 and FGF4 (Boulet et al., 2004).

As shown earlier (Sections Apoptosis in Invertebrates and Neural Control of 
Apoptosis in Chapter 5), the programmed cell death during the individual develop-
ment is epigenetically determined via signal cascades that ultimately originate in the 
nervous system.

Loss of Lungs in Salamanders

Loss of lungs in aquatic salamanders is an illustration of the old (also Darwinian) 
idea on the role of “disuse” as a cause of loss of organs in animals. Ancestors of 
modern lungless plethodontid salamanders were lunged ambystomatid-like forms. 
Lungless plethodontid salamanders have evolved independently at least five times 
from lunged ancestors in the Mesozoic (251–65 mya) in rapidly flowing upland 
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Figure 14.10 Schematic comparison of HoxC-8 
expression in chicken and mouse in relation to 
morphological landmarks. Cervical, thoracic, and lumbar 
regions of the vertebral column and the brachial region  
of the neural tube are indicated. Brachial spinal nerves 
C6, C7, C8, and T1 in mouse and C13, C14, C15, and 
T1 in chicken are shown. Shaded region in somites and 
neural tube represent HoxC-8 expression. Regions of 
highest expression are indicated in dark shades. The 
double-headed arrow indicates the anteroposterior 
orientation of the body axis. Abbreviations: a, anterior; 
nt, neural tube; p, posterior; s, somites; sn, spinal nerves; 
t, thoracic vertebrae; v, vertebrae.
Source: From Belting et al. (1998).
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Appalachian streams. The loss of lungs in these salamanders seems to have been an 
adaptation to the oxygen-rich swift streams for decreasing the risk of downstream 
drift, where lungs were maladaptive because of the buoyancy. This hypothesis has 
found further support by the recent discovery of a lungless frog in Borneo, which 
also inhabits rapid cold oxygen-rich streams (Bickford et al., 2008). The loss of 
lungs was favored under the circumstances of a parallel evolution of cutaneous respi-
ration in these species (Fong et al., 1995).

There is no evidence to relate the loss of lungs in plethodontid salamanders to any 
changes in genes, and no neo-Darwinian explanation is known to the author. We must 
admit that there are no sufficient empirical data for reconstructing a developmental 
mechanism of the evolution of lunglessness in salamanders. However, in general theo-
retical terms, it may be argued that signals for inactivating the developmental pathways 
that induce lung development in salamanders might have been of neural origin, as is 
suggested by the fact that the whole processes of organogenesis, including lung devel-
opment, in metamorphosizing salamanders are neurally regulated (see Section Neural 
Control of Metamorphosis in Amphibians in Chapter 6); what controls the develop-
ment of a morphology must be responsible for its evolutionary change.

Loss of Eyes in the Mole Rat Spalax ehrenbergi

The fossorial rodent mole rat, S. ehrenbergi, has very rudimentary eyes covered by 
skin. It does not respond (Sanyal et al., 1990), or shows only little sensitivity, to light 
stimuli, but, in the usual sense, it is blind (Bronchti et al., 1991; Necker et al., 1992). 
Reduction of the eye and the optic nerve in this species is correlated with a shift in 
the function of the visual dorsal lateral geniculate nucleus (LGBd) and in a part of 
the visual cortices, which in this blind species, in the absence of visual input (Heil 
et al., 1991), compensatorily receive auditory and somatosensory input (Necker 
et al., 1992; Bronchti et al. 2002; Figure 14.11).

There is evidence, however, that the rudimentary eyes of the mole rat have 
acquired another function. Removal of the rudimentary eyes disturbs photoperiodic 
perception. This suggests that the harderian gland that has replaced the eye structure, 
in the process of its evolutionary loss, may have been reorganized into a functionally 
pineal-like organ for photoperiodic regulation and is included in the endocrine path-
ways mediating photoperiodicity (Sanyal et al., 1990; Cernuda-Cernuda et al., 2002).

There are no indications that gene mutations, changes in allele frequencies, or 
genetic recombination might have been involved in the loss of structure and function 
of eyes and in the modification of the structure and function of the respective brain 
centers.

Loss of Characters in Cave-Dwelling Animals

Life in dark caves usually leads to an evolutionary pressure for losing certain characters 
and acquiring troglomorphic (from ancient Greek trogle, cave) characters (Table 14.1).



Evolution by Loss 597

Newborn Adult

SCN SCNLGBd LGBd

Auditory
stimulus

Vestigial
eyes

Vestigial
eyes

RHT RHT

Light stimulus

OT

Figure 14.11 A schematic diagram of the circadian (SCN, suprachiasmatic nucleus) region 
and part of the visual (LGBd, dorsal lateral geniculate nucleus) system in newborn and 
adult mole rats. In the adult mole rat, the connection between the vestigial eyes to the LGBd 
degenerates, and instead this region receives auditory stimuli. Abbreviations: OT, optic tract; 
RHT, retinohypothalamic tract.
Source: From Kimchi and Terkel (2002).

Table 14.1 Catalog of “Troglomorphic” Features

Morphological Physiological Behavioral

Reduced, diminished, or lost

Eyes, ocelli Metabolism Photoresponse

Visual brain centers Circadian rhythms Aggregation

Pigmentation Fecundity Response to alarm 
substances

Pineal organ Aggression

Body size

Cuticles (terrestrial arthropods)

Scales (fishes)

Swimbladder (fishes)

Enlarged, enhanced, or exaggerated

Chemo- and mechanoreceptors Life span

Appendages Lipid storage

Body size Metabolism

Egg volume

Source: From Romero and Green (2005).
These are the characters that frequently differ from those in closely related epigean organisms. Troglomorphic organisms 
may display only a few, some, or all of these characters. Some characters may differ in either direction (e.g., some troglo-
morphic fish display reduced metabolism, while other species exhibit an increase).
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One of the most widespread evolutionary phenomena is loss of eyes in animal spe-
cies living in dark caves, where normal photoreceptive eyes are of little use, if any.

Most of the 50,000–100,000 obligate cave-dwelling species (arachnids, insects, 
crustaceans, fish, and salamanders) have lost their eyes (Fong et al., 1995).

Out of about 28,000 fish species known in the world, 299 are reported to be cave 
dwelling (Romero et al., 2009).

Loss of Eyes in Astyanax fasciatus (mexicanus): Epigenetics of an 
Evolutionary Event

The Mexican teleost fish species, Astyanax mexicanus, exists in two forms: an eyed 
surface-dwelling form (epigean) and an eyeless cave-dwelling form (hypogean). 
Both morphs are interfertile, although usually in nature they are spatially isolated. 
Over the last 10,000 years, at least four times, cavefish populations of A. mexicanus 
independently evolved various degrees of loss of eyes (Dowling et al., 2002; Jeffery, 
2005). Correlated with the loss of the eye structure and function and with reduc-
tion of the size of the optic tecta (the visual processing center in the brains of fish, 
amphibians, and reptiles), the cave-dwelling morph has also evolved new behaviors, 
various degrees of body depigmentation as well as several constructive characters in 
jaws, teeth, and taste buds, mechanosensory system of cranial neuromasts, compen-
sating for the lack of eyes (Teyke, 1990). Changes also occurred in the number of 
rib-bearing thoracic vertebrae in the axial skeleton (Dowling et al., 2002).

There are no remarkable differences in the early development of the eye anla-
gen between the blind hypogean and eyed epigean embryos besides the eye size and 
proportions. The divergence becomes apparent during the growth stage of the eye, 
when the embryos of the blind morph fail to enter that stage, and the vestigial eye is 
covered by the growing regional skin (Figure 14.12). Simultaneously, regressive pro-
cesses start with the programmed cell death (apoptosis) taking place in the lens and 
later in the retina.

The development of the eye in invertebrates and vertebrates in general depends 
on a “conserved Pax6 dependent mechanism” (Quiring et al., 1994) that is opera-
tive at early stages of development (Tomarev et al., 1997). Pax6 gene is expressed 
in both sides of the midline of the anterior part of the neural plate. Anteriorly, the 
Pax6 expression domains fuse to form the forebrain and optic anlagen. Secretion of 
Shh by midline tissues is also essential for the development of ventral eye structures 
(Zhang and Yang, 2001), and the initial signals for the development of eye anlagen 
originate in the neural plate/neural tube.

In cavefish, investigators found that all of oculogenic genes are functional, and all 
of them are expressed normally:

It appears that eye gene cascades are completely operational in cavefish embryos 
prior to the general transcriptional shutdown that occurs after the beginning of 
apoptosis.

Jeffery (2005)
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Experimental transplantation of the lens vesicle of epigean eyed fish to the embryos 
of blind cave morph induces the development of eye structures. However, the off-
spring of eyeless fish, experimentally transformed into eyed fish, are functionally blind 
(Romero et al., 2003) due to the loss of the function and changes in the structure of 
the optic tecta, the main visual centers. Commonly, the optic nerve in eyeless fish is 
still connected with the brain, but the fact that cases of the loss of optic nerve have also 
been observed (Wilkens, 1970) shows that variation in developmental pathways or gene 
expression, not changes in genes per se, are responsible for the loss of the optic nerve.

The arrest of the eye development in embryos of the blind form of cavefish is 
related to the lateral expansion of the expression domains of the shh and tiggy-winkle 
hedgehog (twhh) genes.

Significant progress has been made recently in understanding the mechanics of 
the apoptotic processes leading to the evolutionary loss of eyes in the cavefish. This 
progress is partly related to recognition of the role of chaperones in cavefish apop-
tosis. The two hsp90 isoforms (α and β) have different expression patterns in the 
eyed and eyeless morphs of A. mexicanus. Expression of hsp90α in eyeless morphs 
reaches its highest level just prior to the fragmentation of nuclei of the dying cells in 
the lens, and the lens apoptosis is blocked by administration of hsp90α inhibitors. 
Both of these experimental facts suggest that hsp90α has an important role in induc-
ing lens apoptosis in the cavefish.

It has been hypothesized that hspα performs its apoptotic function by interfering 
with the activity of an antiapoptotic factor (Hooven et al., 2004). In other experi-
ments, it has been demonstrated that nicotine induces hspα, and the latter is the 
mediator of the nicotine-induced apoptosis in human cells (Wu et al., 2002).

Neo-Darwinian Explanation

From the neo-Darwinian view, the evolutionary loss of eyes in the hypogean form of  
A. mexicanus requires, as a sine qua non, new genetic information to be transmitted 
from eyeless parents to the offspring. But more than 50 years of the studies of the loss 
have provided no evidence on any changes in eye genes or DNA (Jeffery, 2005); all of 
these genes are functionally normal in both the blind cavefish and its epigean eyed form.

The developmental evidence does not support an evolutionary model that proposes 
loss of function of the genes involved in early eye development and/or eradication of 
the embryonic eye to conserve energy.

Jeffery (2005)

A prediction of the neo-Darwinian paradigm would be that the loss of eyes during 
the embryonic development would be associated with a downregulation of expres-
sion of oculogenic genes. Contrary to this prediction, many of these genes are upreg-
ulated in the cavefish rather than in the surface fish (Jeffery, 2005).

The neutral mutations hypothesis is equally unfit for explaining loss of eyes in 
A. mexicanus. According to that hypothesis, under conditions of darkness in caves, 
where sight is not useful, mutations in genes that are involved in eye formation, but do 
not affect the development of other structures, might accumulate through the genetic 
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drift. The latter would make it possible for neutral mutant alleles to be fixed in cave-
fish populations. But even theoretically, the genetic drift would need evolutionarily 
long periods of time “to fix eyeless alleles,” whereas the loss of eyes in cavefish, 
which occurred four times in A. mexicanus, took only a “moment” (ca. 10,000 years) 
by evolutionary standards.

Even if, for the sake of argument, one were to accept that theoretically it would 
be possible for neutral mutations for eyelessness to occur and accumulate, there is no 
evidence to suggest that alleles for eye loss are accumulated in the eyeless morph. On 
the contrary, as pointed out above, all of the genes involved in the eye formation of 
the cavefish have remained functional, as functional as in the epigean form. Hence,

experiments provide evidence against the neutral mutation hypothesis as an evolu-
tionary mechanism for eye degeneration.

Jeffery (2005)

The hypothesis of energy conservancy is a hypothesis of indirect selection. It pro-
poses that loss of eyes under conditions of darkness would offer a selective advan-
tage by setting free energy for the development of sensory organs and other 
“constructive” traits that evolved in cavefish. That loss of eyes in cavefish is advanta-
geous is a mere truism that does not contribute to our understanding of the causes of 
the loss. It is argued that

several lines of evidence argue against the possibility that cavefish eye develop-
ment is blocked to conserve energy. First, cavefish males and females show the same 
degree of eye reduction, although the high cost of egg production might be expected 
to dictate a greater degree of eye reduction in females, as has been reported in cave-
adapted beetles. Second, cave fish populations inhabiting pools under bat colonies 
do not appear to be food-limited, yet they show significant eye regression. Third, the 
manner of eye degeneration in Astyanax cavefish does not appear to be economical. 
Instead of undergoing eye loss at a very early stage, the cavefish eye develops to a 
relatively mature stage prior to the beginning of degeneration, presumably at high 
energetic cost.

Jeffery (2005)

Finally, the hypothesis that sees the evolutionary eye loss as a byproduct of the need 
for better feeding apparatus in caves (Jeffery, 2005) explains the benefits of the evo-
lutionary change but does not address the most essential fact of the evolutionary 
change, i.e., whether the new information for the eye loss is mutational (which the 
author of the hypothesis denies) or epigenetic.

In summary, it may be said that all of the neo-Darwinian hypotheses presented 
above fail to account for the exceptionally rapid and repeated loss of eyes in  
A. mexicanus.

Epigenetic Explanation

Before considering the possible developmental mechanisms of evolution of eyeless-
ness in cavefish, let us glimpse the recent evidence suggesting that eyelessness in 
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fish is an evolutionarily plastic trait. Some populations of A. mexicanus, and other 
cavefish as well, show a remarkable polyphenism; within the same population, blind, 
eyed, and intermediate eye morphologies exist (Romero and Green, 2005).

Exposure of the larvae of the eyed, eyeless, and hybrid forms of A. mexicanus to 
light or darkness for 1 month leads to dramatic phenotypic changes, such as develop-
ment of eyes in the eyeless form and enlargement of eyes in the eyed form, suggest-
ing that the photic stimulus influences the developmental pathways of eye formation 
(Figure 14.14). Remember, the only known way that light may influence develop-
mental pathways is the neural way.

Fish type

Surface

Hybrids

Pachón cave

Darkness Light

Illumination condition

= 15 µm

Figure 14.14 Variation in developmental responses to light exposure of larval surface, cave, 
and hybrid Astyanax fasciatus. Larvae were reared in continuous darkness or continuous 
light for 30 days, beginning when they were 24 h old. All three forms reveal an effect of light 
in the development of their eye tissues and the number of melanophores. The difference is 
particularly dramatic in the cavefish larvae.
Source: From Romero and Green (2005).
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The ability of troglomorphic individuals to regain some of the lost eye tissue and 
pigmentation when experimentally exposed to light illustrates the retention of a sub-
stantial capability for phenotypic plasticity, even if under natural conditions they 
seem to represent an ecotype (Romero and Green, 2005). The fact that the initial 
stages of the development of the eye anlage, including development of the crystalline 
lens, take place normally in the eyeless morphs suggests that all of the basic genes 
involved in eye formation (Pax6, Shh, Sox2, and Sox3) are normal and functionally 
unchanged (Jeffery, 2005).

The other fact that in some other vertebrates, lens formation occurs only in 
the presence of the retina (Goss, 1969; Furuta and Hogan, 1998; Reza and Yasuda, 
2004a,b; Arresta et al., 2005), and the fact that the best substitute for the eyecup in 
lens regeneration experiments is the adjacent brain (Goss, 1969) implies that neural 
signals are necessary for lens development. It is likely that a failure of the retina to 
send that neural signal may be the proximate cause of the arrest of development of 
lens in the hypogean form. In turn, suppression of the development of the lens in the 
cavefish is the proximate cause of the arrest, or even lack, of development of the iris, 
cornea, and retinal pigment epithelium, as is indicated by the fact that implantation of 
the epigean embryo lens in the optic cup of hypogean embryos induces formation of 
those optic structures in the presumptive eyeless cavefish.

Unlike the eyed epigean morph, in the hypogean embryos, the Pax6 expression 
domains on both sides of the anterior midline of the neural plate are reduced in size 
and, consequently, so are their optic anlagen (Strickler et al., 2001). This reduction 
results from an expansion of the Shh expression domain in the midline of the neu-
ral tube (Jeffery, 2005). Not only no differences exist in the function of Shh gene, 
or its product, between the surface and cave forms of the Astyanax species, but the 
genomic structures of hedgehog (Hh) are also conserved from invertebrates to verte-
brates (Wang et al., 2007).

Expansion of the Shh expression domain in the neural plate leads to the arrest of 
the crystalline lens development, to the programmed cell death of the lens vesicle 
and the overlaying presumptive cornea, and finally to the sinking of these optic struc-
tures into the orbits (Figure 14.15). Thus, the difference in the pattern of expression 
of Pax6 in the incipient nervous system is the earliest relevant difference observed in 
the developmental pathways of sighted and blind morphs of A. mexicanus.

Nevertheless, this is not to say that the diverging point is the ultimate cause of 
the evolutionary loss of eyes. The expansion of the Shh expression domain along 
the midline of the neural plate is considered to be necessary for inducing degenera-
tive processes that lead to regression of the developing eye, starting with the lens 
apoptosis. According to Yamamoto et al. (2004), expansion of hh signaling results 
in hyperactivation of downstream genes, lens apoptosis, and arrested eye growth and 
development. This is corroborated by the fact that these features can be mimicked in 
the surface fish by overexpressing twhh and/or shh, supporting the role of hh signal-
ing in the evolution of cavefish eye regression. It is noteworthy that twhh gene is 
exclusively expressed in the neural tube, in distinction from shh that is expressed 
both in the neural tube and notochord (Ekker et al., 1995). The hh expression domain 
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believe that the parentally provided Shh protein might determine expansion of the 
Shh expression domain in the neural plate of the eyeless offspring.

According to the second hypothesis, the reduced domains of the Pax6 expression 
in the neural plate result from increased secretion of Shh proteins by the midline of 
the prechordal plate (Jeffery, 2005) or by the neural floor plate and the notochord, as 
occurs in mice embryos (Thibert et al., 2003), under control of different regulators 
(Jeong and Epstein, 2003). Constitutive expression of hh in the ventral midline of the 
neural floor plate is crucial for dorsoventral patterning of the zebrafish brain (Ekker, 
1995). It is noteworthy that the process of neural induction starts during the blastula 
stage, i.e., much earlier than thought so far, before the gastrula stage and formation of 
the mesoderm (Wessely et al., 2001; Kuroda et al., 2004). Ever-increasing evidence 
shows that the neural plate is not mesodermally induced by the Nieuwkoop center via 
Spemann organizer, but maternally determined by maternal factors deposited in the 
animal pole, as suggested by the fact that Xenopus embryos lacking mesoderm can 
still develop the CNS.

As pointed out earlier, formation of eye anlagen initially proceeds normally in 
cavefish embryos, and critical for the evolutionary loss of eyes in A. mexicanus is the 
programmed cell death of eye structures at the beginning of the stage of eye growth. 
It is demonstrated that the “process of eye degeneration is controlled by signals ema-
nating from outside the eye itself” (Jeffery, 2005), that is, from the neural plate in 
the form of Shh (and twhh). It has been shown that Shh may act both as an inducer 
(Sanz-Ezquerro and Tickle, 2000; Yamamoto et al., 2004) and an inhibitor (Podlasek 
et al., 2007; Bond et al., 2008) of apoptosis. The treatment of the optic cup with Shh 
mRNA is demonstrated to induce programmed cell death in the eye structures of the 
eyed epigean form of A. mexicanus.

What may determine the inherited change of Shh expression pattern in the neural 
plate/neural tube?

There are at least two ways of regulation of Shh synthesis in the nervous tissue: 
secretion of RA (retinoic acid) and direct neural activity. Synthesis of neuronal RA is 
negatively regulated by neural activity and increases after the blockade of the neural 
activity (Aoto et al., 2008). Experimental evidence shows that Shh synthesis is nega-
tively regulated by the neural activity, and neural activity blockade leads to increased 
Shh expression (Bond et al., 2008). In peripheral nerves, this results from the activ-
ity of another protein, hedgehog-interacting protein, that is transported by peripheral 
nerves to particular tissues, where it acts as a negative regulator of Shh (Angeloni 
et al., 2009).

Thus, the adaptive change in expression domain of Shh may be determined by the 
neural activity in the neural plate/neural tube during the cavefish embryogenesis.

It may be said that in both scenarios, the loss of eyes results from some specific 
changes in the epigenetic information:

– parental cytoplasmic factors) in gamete(s) of the hypogean form or
– neural modification of expression patterns of the Shh in the midline of the neural plate that 

leads to expansion of the expression of Shh in the neural plate.

In both scenarios, the eyelessness, as an evolutionarily new trait, is transmitted to 
the offspring by an as-of-yet unidentified, epigenetic change in the gamete(s).
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The epigenetic transmission of evolutionary loss of eyes from parents to the off-
spring in Astyanax, via maternal cytoplasmic factors, is anything but surprising. 
Given the fact that the process of the deposition of maternal factors in the egg cell 
in a number of described cases in invertebrates (Handler and Postlethwait, 1977; 
Raikhel and Lea, 1985; Webb and Denlinger, 1998) and vertebrates (Lipar and 
Ketterson, 2000; Sockman et al., 2001; Gil et al., 2004; Hayward and Wingfield, 
2004) is demonstrated to be neurally regulated, and neural regulation may be a gen-
eral mechanism of deposition of those factors in metazoan egg cells (Cabej, 2004), it 
may be syllogistically concluded that the evolution of eye regression in the hypogean 
form of A. mexicanus is ultimately determined by parental neural mechanisms.

Based on the above facts and arguments, let us try to reconstruct tentatively the 
signal cascades and flow of the epigenetic information for eye loss in the hypogean 
form of A. mexicanus:

– The parental CNS determines a specific change in the spatial patterning and/or quantity 
of deposited maternal Shh mRNA and other dorsal axis–related mRNAs in the egg/sperm 
cell of the hypogean form. That such phenomena have occurred in the evolution of fish is 
empirically demonstrated by the recent evidence that the common carp (C. carpio) deposits 
hh transcripts in its eggs (Wang et al., 2007).

– Translation of the maternal Shh mRNA in early blastomeres of the animal hemisphere 
(Hainski and Moody, 1992; Pandur et al., 2002) and in the ectoderm of the presumptive 
neural plate leads to expanded expression of Shh gene in the neural plate.

– The expanded expression domain of the Shh in the anterior midline of the neural plate 
shrinks Pax6 domain, causing underdevelopment of the eye anlage, the optic vesicle, and 
the optic cup (Strickler et al., 2001; Yamamoto et al., 2004).

– Neural signals from the optic vesicle (neural retina) induce the initial development of the 
lens vesicle and, consequently, lens-related structures (cornea, iris, and retinal pigment epi-
thelium), from the ectoderm.

– Structural reorganizations in the embryonic brain, including midbrain and hindbrain, are 
involved in the process of eye loss, as is suggested by the fact that implantation of the lens 
from epigean embryos into the optic cup of hypogean embryos also leads to reorganization 
of those parts of the CNS (Soares, 2004).

– Increased secretion of Shh/twhh from the neural plate/CNS midline and neural ret-
ina induces apoptosis and degeneration of the lens (in the blind cave-dwelling fish, 
Phreatichthys andruzzi, eye degeneration, after initial rapid development, starts with a 
reduction in the rate of proliferation of neuroblasts in the retinal anlage; Berti et al., 2001), 
preventing the development of lens-dependent eye structures, thus leading to sinking of the 
eyes into the eye orbits.

The above tentative reconstruction of events leading to eye loss suggests that the new 
information necessary for the loss of this organ in the cavefish is neural by origin 
and, hence, epigenetic by nature. It results from a neurally determined change in the 
spatial organization of neuralizing/dorsalizing maternal factors in the eggs of the 
hypogean form.

Loss of Pigmentation in the Cavefish A. mexicanus

As a consequence of living in darkness, the hypogean morph of the teleost fish A. 
mexicanus lost not only its eyes but its pigmentation as well.
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The body pigmentation in this fish depends on the presence of pigment cells, 
melanophores, in the skin. These pigment cells, as well as two other Astyanax types 
of pigment cells, iridophores and xanthophores, originate from neural crest cells that 
form in the neural keel, a structure that forms by the infolding of the neural plate 
(Papan and Campos-Ortega, 1994) under the influence of Hh signaling that affects 
the medial and lateral neurogenesis (Takamiya and Campos-Ortega, 2006).

Morphologically, melanoblasts in cavefish resemble melanophores and even 
are capable of producing melanin when provided with l-dopa (McCauley et al., 
2004). Various cavefish populations differ widely from each other in the degree of 
depigmentation and in the proportion of melanophores to the total number of mela-
noblasts. While the pigmented epigean form of A. mexicanus has a 1:2 ratio of mela-
noblasts to melanophores, the Curva cavefish has a 8:1 ratio, and the Pachón cavefish 
has no melanophores at all and has the smallest number of melanoblasts of any cave-
fish (McCauley et al., 2004).

From a neo-Darwinian view, as early as 1957, Sadoglu hypothesized that depig-
mentation in Astyanax was related to a mutation in an unidentified gene. Later, 
it was hypothesized that mutations in two unidentified genes might be involved in 
the evolutionary depigmentation of the cavefish. Both hypotheses are incompat-
ible with the fact that depigmentation in Astyanax is not an “all-or-none” process 
(melanophores are still produced at a low proportion), as would be expected when 
one or two unfunctional genes would be involved, but it is an ongoing epigenetic 
process of gradual loss of ability to differentiate melanoblasts into melanophores,  
as indicated by the wide range of variation of the melanophore-to-melanoblast  
ratio.

In an attempt to overcome such difficulties, it was later proposed that evolution-
ary depigmentation of Astyanax is a result of accumulation of neutral mutations, 
especially at a late step of the metabolic pathway of melanin synthesis. The fact that 
hypogean fish give birth to offspring that produce a proportion of melanophores 
rejects the hypothesis that neutral gene mutations may be involved in depigmenta-
tion of cavefish. Furthermore, melanoblasts in various populations of cave-dwelling  
Astyanax, including the one that produces no melanophores at all, synthesize 
melanin when provided with l-dopa, indicating that all of them have conserved the 
tyrosinase, which catalyzes various steps of melanin biosynthesis from tyrosine.

The facts that almost all of the depigmented Astyanax cavefish are capable of 
forming melanoblasts, and that melanophores and melanoblasts are capable of syn-
thesizing melanin when provided with the amino acid neurotransmitter l-dopa, 
clearly show that there is no change in any gene that causes the evolutionary depig-
mentation and regression of pigment cells in these fish.

For these reasons, the new tendency is to see the depigmentation of the cavefish as 
an epigenetically determined evolutionary change. It is suggested that in cave morphs 
of A. mexicanus, the melanogenesis cascade is not blocked “because of a missing 
genetic component” but because of a nongenetic cause:

A permanent block in tyrosine accessibility seems to have occurred during cavefish 
evolution.

McCauley et al. (2004)
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Loss of the Male Conspicuous Coloration in Lizards

Sexual dichromatisms, differences in body color according to the sex, have evolved 
in many phrynosomatid lizards, in which males have conspicuously blue-colored 
throat and belly as a courtship signal or as a warning to predators. Repeated losses, 
and less frequent gains, of sexually dichromatic coloration were found in a study on 
130 lizard species. Loss of sexual dichromatism was found to be related to ground 
dwelling, due to increased predation in such habitats.

The loss of male conspicuous coloration seems paradoxical, given that the sexual 
selection would favor evolution and maintenance of male conspicuous coloration. It 
is argued that in this case, as well as in many other described cases of the loss of 
conspicuous coloration of plumage in birds, the cause of the loss of the male con-
spicuous coloration is not genetic but is a consequence of changes (reduction or loss) 
in female mating preferences (Wiens, 1999).

In turn, these preferences are determined by the mate recognition system, com-
prising sensory organs and their pathways to the CNS. As will be explained in some 
detail later (see Section Mate Recognition System in Chapter 19), changes in mate 
preferences result from inherited changes in the activity of specific neural circuits 
rather, not related to any genetic changes.

Loss of Sexual Dichromatism in Birds

In the northern hemisphere, some bird species are dichromatic, and some are mono-
chromatic. Monochromatism is believed to be a derived character. Phylogenetical 
evidence shows that loss of dichromatism has occurred repeatedly in ducks, with a 
stronger tendency for losing rather than gaining it. The same is true for passerine 
birds, where dichromatism is lost three times more often than gained, and, according 
to Peterson (1996), in birds in general, dichromatism is lost five times more often 
than gained (Omland, 1997).

This seems to contradict the general neo-Darwinian belief that dichromatism is 
related to sexual selection for colorful conspicuous plumage. For this reason, some 
evolutionists, like Mayr (1942), resorted to gene (allelic) drift as a possible agent 
of the evolutionary loss of dichromatism. But the hypothesis is not substantiated. 
Observational evidence, for example, shows that ducks and mallard species that lose 
dichromatism retain the gene for the pigment in a functional state, as may be inferred 
from the persistence of the yellow-green color of the bill after the loss of plumage 
dichromatism. Besides,

monochromatic species in five of the six major clades of Anas (all except the green-
wing clade) show evidence of vestigial features of the bright dichromatic plumage of 
their Northern relatives.

Omland (1997)

One plausible mechanism of the loss of dichromatism in birds would be an epigen-
etic mechanism involving changes in female sensory biases, followed by the action 
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of natural selection. Not only has this hypothesis found greater empirical support, 
but it seems to account rationally for the frequent loss of female preferences (Ryan, 
1998; Wiens, 2001), based on the relative evolutionary plasticity of the neural cir-
cuits determining animal behavior (see on the evolution of female preferences in 
Chapter 19).

Loss of Stages in Complex Life Cycles in Insects

Many aphids, including many species of Pemphiginae subfamily, show dispersal 
polymorphism.

Pemphigus betae is an aphid with a complex life history. It has a spring gall-form-
ing phase on the narrowleaf cottonwood, Populus angustifolia, and a summer root 
phase on the secondary host plants of the genus Rumex. In autumn, with the drop in 
temperature as the only known cue, winged insects from root colonies fly to deposit 
their sexual generation on P. angustifolia. However, in response to crowding, P. betae 
may skip a phase (the first host, cottonwood tree) of its life cycle by producing a 
wingless parthenogenetic generation that feeds on roots of Rumex and goosefoot 
plants of the genus Chenopodium. This is the phenomenon of anholocycly. The non-
migrating root colonies reproduce in the spring in the roots of the same Rumex plant.

Populations of this species in the Weber canyon, Utah, also show a clear tendency 
to switch to the reduced, one-host life cycle in the upper elevations of the canyon 
(Moran and Whitham, 1988; Moran et al., 1993). It is observed that even clones with 
identical histories and genotype show very different natural tendencies for producing 
winged migrants (Moran et al., 1993).

The mechanism of this radical change in the life history and in the morphology 
(winged/wingless individuals) is not known. What is certainly known is that no 
changes in genes are involved in producing it and that the development/suppression 
of wings in insects is ultimately neurally, i.e., epigenetically, determined. (See on the 
wing polyphenisms and experimental polyphenisms in insects in Chapter 10, and on 
the evolution of wings in insects in Chapter 13.)

Loss of Adult Stage of Development—Paedomorphosis in Insects

Many insects exhibit paedogenesis (neoteny), i.e., they reach sexual maturity during 
the larval stage and do not metamorphose into the adult form. Facultative paedogene-
sis in insects arose at least six times (four times in Diptera alone), twice independently 
in gall midges, Heteropeza pygmaea and Mycophila speyeri of the Cecidomyiidae 
(Diptera) family (Hodin and Riddiford, 2000). The only detectable difference between 
the paedomorphic and metamorphic species is larval expression of the functional 
ecdysone receptors, EcRs, and ultraspiracle (USP) in paedomorphic species.

From the neo-Darwinian point of view, changes in genes responsible for meta-
morphosis would be necessary for the parallel evolution of paedomorphosis in these 



Evolution by Loss 611

midge species. The fact that the ecdysone pathway responsible for entering meta-
morphosis is conserved not only in species of the family Cecidomyiidae but across 
the insect taxa refutes that neo-Darwinian explanation.

An epigenetic explanation, based on the present knowledge of the neurohormonal 
mechanisms of metamorphosis in insects, seems to be plausible. The functional 
receptor (EcR  USP) responsible for metamorphosis in insects is activated by 
ecdysone secretion by the prothoracic gland (and by the activity of nerve endings), 
which in turn is cerebrally regulated by secretion of the neurohormone PTTH.

Loss of Terrestrial Mature Stage in  
Amphibians—Paedomorphosis

Loss of terrestrial stage by reaching reproductive maturity while still in a larval 
stage has occurred both in urodeles (salamanders and newts) and anurans (frogs). 
Salamanders of the genera Necturus and Siren, in North America, and Proteus (sub-
terranean cave salamanders), in Europe, have completely lost the ability to meta-
morphose, hence they are known to be obligatory paedomorphic. In distinction from 
them, most salamander species of the genus Ambystoma are facultatively paedomor-
phic, i.e., under certain environmental or laboratory conditions they can switch from 
paedomorphosis to full metamorphic development.

The Ambystoma tigrinum complex consists of species of salamanders that, dur-
ing the last few million years, have independently evolved several times obligate and 
facultative paedomorphosis from the ancestral metamorphic state (Shaffer and Voss, 
1996; Figure 14.16).

The mechanism of paedomorphosis can be understood only in the context of the 
general mechanism of metamorphosis. Metamorphosis in salamanders is stimulated 
by a surge in the level of the hormone thyroxine determined by a signal cascade that 
starts in the salamander’s brain (Figure 14.17). The timing of the activation of the 
cascade is determined by the

hypothalamic maturation comprising neurons of several regulatory centers and cul-
minating at the time of the secretory surge.

Rosenkilde and Ussing (1996)

Paedomorphic salamanders fail to generate the characteristic burst of hypotha-
lamic stimulation for activating the thyroid axis. This seems to be the main mecha-
nism behind the axolotl (Ambystoma mexicanum) paedomorphosis (Rosenkilde and 
Ussing, 1996). The hypothalamus regulates reproductive morphology and physiol-
ogy while evading its role as regulator of metamorphosis (Figure 14.18).

The regulatory role of the brain in the process of metamorphosis in salaman-
ders is not limited to the activation of the hypothalamic–pituitary–thyroid axis 
(thyrotropin-releasing hormone, TRH → thyroid-stimulating hormone, TSH, 
→ thyroid hormones, T3 and T4). There is evidence suggesting that, via the 
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hypothalamic–pituitary axis, the brain controls the antagonist effects of prolactin on 
metamorphosis and, via the hypothalamic–pituitary–adrenal axis, controls the ago-
nist effect of corticoids (by increasing the number of T3 receptors) (Rosenkilde and 
Ussing, 1996).

Metamorphosis has been experimentally induced in paedomorphic salamanders 
by administration of thyroid hormones, but it can also be induced by manipulations 
at every level of the neurohormonal cascade. Thyroid hormone (T4) implanted in the 
brain is 10 times more active in inducing metamorphosis than when administered 
intravenously.

In addition to neurohormonal manipulations, experimental metamorphosis in pae-
domorphic salamanders is induced by stressful conditions (capture stress and condi-
tions of captivity) that cause general disturbance in the CNS or by increasing the 
environmental temperature (Rosenkilde and Ussing, 1996).

Cases of spontaneous metamorphosis in paedomorphic salamanders have also 
been reported, corroborating the idea that no changes in genes are necessary for tran-
sition from metamorphosis to paedomorphosis and vice versa.
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Figure 14.18 Diagrammatic representation of a mechanism of paedomorphosis in 
salamanders. The T4 surge occurring at the stage when toes differentiate shows (1) that 
TSH-stimulating neurons have matured and are able to secrete; (2) that the TSH neurons 
are able to secrete and stimulate the thyroid; and (3) that this gland is sensitive to TSH; and 
(4) able to secrete thyroxine to a high plasma level. The immersion experiments show that 
both young and older larvae are (5) able to respond to T3 with metamorphosis, but (6) the 
ability to activate thyroid hormone by deiodination of T4 to T3 is delayed, compared to 
metamorphosing species. Finally, two possible inhibitors are suggested by some experiments: 
Inhibition by prolactin, most probably (7) at the tissue level, or (8) a cerebral inhibitor, acting 
at the pituitary stimulating neurons. Abbreviations: PRL, prolactin; T3, the active deiodinated 
form of thyroxine; T4, thyroid prohormone—thyroxine; TSH, pituitary thyroid-stimulating 
hormone.
Source: From Rosenkilde and Ussing (1996).
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adaptively heightened the set point for responding to the hormone. The changes in 
set points are a well-known epigenetic function of the hypothalamus in vertebrates.

Loss of Physiological Characters in Drosophila melanogaster

Loss of Resistance to Environmental Stressors in D. melanogaster

Under laboratory conditions, D. melanogaster lost rapidly (within 3 years) the resis-
tance to environmental stressors, starvation and desiccation. For starvation, the mean 
time to 50% mortality declined from 50.1 to 35.9 h, and for desiccation it shifted 
from 14.3 to 9.8 h.

The rapidity of the response suggested that mutation accumulation could not account 
for it.

Hoffmann et al. (2001)

Selection for early reproduction as well leads to the loss of these traits, although that 
character is inversely related to the resistance to environmental stressors (Hoffmann 
et al., 2001), indicating that selection does not act on genes or genetic material.

The extraordinarily short time of the evolution of the above characters, under lab-
oratory conditions, clearly suggests that a nongenetic mechanism is responsible for 
evolution of the above traits.

Loss of Behaviors

Loss of the Acoustic Startle Response in Moths Endemic  
to Bat-Free Habitats

It might be predicted that moths that are no longer under bat-predation threat, over 
time, will lose the ability to hear bat echolocation calls. The hypothesis is validated 
in a study on seven species of day-flying moths (Notodontidae: Dioptinae) that have 
evolved from species sensitive to hearing echolocation calls in Venezuela. These 
diurnal species are currently in different stages of the reduction or loss of hearing: 
two of them have normal ears, two have reduced hearing at bat-specific frequencies, 
and the remaining three exhibit advanced or complete loss of high-frequency hearing 
(Fullard et al., 1997).

Studies for testing the hypothesis that in moths of bat-free areas, gradual decrease of 
sensitivity of the auditory system and, over time, deafness will evolve have been con-
ducted on noctuid moths in the Pacific islands of French Polynesia, Tahiti and Moorea, 
where no gene flow from populations of bat-inhabited areas has occurred. These islands 
have been bat-free since they emerged 0.25–1.75 mya (Fullard et al., 2007).

While moths that have recently immigrated to these bat-free islands have nor-
mal auditory sensitivity and flight behavior, moths that have anciently migrated to 
these same bat-free islands, although still in possession of ears, have lost the auditory 
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sensitivity, exhibit partial deafness, and have lost the acoustic startle response (ASR). 
It is believed that the initial step in the process of the decline of the auditory sen-
sitivity and loss of the flight interruption behavior has been “the decoupling of the 
sensory input from the neural pathways that evoke behaviour” (Fullard et al., 2004).

Neuroanatomical examinations of vestigial networks in other insects suggest that 
cellular events underlying this decoupling involve the sensory neurons (e.g., reduc-
tion in receptor cell terminal arborizations (Arbas, 1983a; Riede et al., 1990) and/
or in the interneurons that process these inputs (Arbas, 1983b)). It was proposed that 
the anti-bat flight defenses of noctuid moths are bimodal with

the most sensitive auditory cell (A1) evoking controlled flight away from an 
approaching bat and the less sensitive cell (A2) activating the sudden erratic flight 
which constitutes the ASR. It is therefore possible that the extinction of ASR in 
Tahitian moths may be the result of a single regressive event at the level of A2 cell.

Fullard et al. (2004)

The ASR-evoking A2 neuron is not lost but is still present in the endemic Tahitian 
moths, and the only difference of this neuron with A2 neurons of moths with nor-
mal hearing at bat-specific frequencies is that in Tahitian moths, the A2 neuron has 
increased the auditory sensitivity set point (threshold) to ultrasounds from 25 to 30 kHz 
so that it responds with reduced firing to the bat echolocation call stimulus, thus failing 
to perform the ancestral ASR behavior. Moths that arrived earlier in Tahitian islands 
are in more advanced stages of the process of the loss of ears (Fullard et al., 2007).

The decoupling of the sensory input from the neural pathways evoking the ASR, 
a phenomenon that is also observed in cases of the loss of flight in insects, suggests 
that inactivation of circuits determining specific behaviors is the first step in the pro-
cess of evolutionary loss of morphological characters in metazoans, and this is in 
line with the prediction of the epigenetic paradigm that evolution of a phenotype 
usually starts with changes in the behavior(s) related to that phenotype. In our par-
ticular case of moths in bat-free Tahiti islands, the loss of ASR behavior may be a 
prelude to an ongoing process of simplification or vestigialization of the morphology 
of the moth auditory system.

The fact that in numerous known and described cases, evolution of new behav-
iors, as products of evolution of new or modified circuits, is the first step in species 
recognition (see Section Mate Recognition System in Chapter 19) and evolutionary 
diversification, suggests that the process of the decline of the auditory sensitivity and 
loss of flight interruption behavior in Tahiti and Moorea islands, French Polynesia, 
may have started with the degeneration of neural circuits. Neural circuits are the 
most malleable components of the auditory system. As Fullard points out:

It could also be that the most “expensive” components of a functional auditory sys-
tem exist within the CNS circuits to which it connects. These circuits, and the behav-
iors they control, might be lost or inhibited at an earlier evolutionary stage than the 
cheaper peripheral sensory structures that activate them.

Fullard (1994)
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The hearing loss in moths of the bat-free Pacific islands may be an illustration of the 
normal process of the regression that precedes the evolutionary loss of structures. It 
starts with the evolutionary loss of behaviors regulated by specific neural circuits, 
i.e., involves epigenetic changes in neural circuits rather than changes in genetic 
information.
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Evolution by Reverting  
to Ancestral Characters
The most probable hypothesis to account for the reappearance of very 
ancient characters is that there is a tendency in the young of each 
successive generation to produce the long-lost character, and that this 
tendency, for unknown causes sometimes prevails.

Darwin (1859, p. 166)

Evolutionary Reversions: The Course of Evolution  
Is Not Unidirectional

Idea of reversion to ancestral states as a mode of metazoan evolution was embraced 
by Darwin (1859), who even spoke of a Law of reversion. He considered the occur-
rence of atavisms as a proof of the possibility and reality of reversion of ancestral 
characters (Darwin, 1859, p. 166).

After Darwin, in 1883, a Belgian biologist, Louis Antoine Marie Joseph Dollo 
(1857–1931), formulated the law of irreversibility of evolutionarily lost traits, known 
as Dollo’s law in his honor. As defined by one of its coauthors, the Law says: “What 
in the course of ages has phylogenetically disappeared cannot again recur” (Hall, 
1998). This law explicitly denies the possibility of evolutionary reversions.

At that time, under circumstances of wide gaps in the paleontological record, 
Dollo’s law raised no doubts about its validity, and later it was incorporated into the 
general neo-Darwinian scheme of evolution. It was argued that a lost trait cannot 
reappear after long periods of time, because, in the absence of selection on genes 
responsible for the trait, genes will mutate to such an extent that would become non-
functional. It was estimated that the silenced genes might retain their function for no 
longer than 6 million years (Marshall et al., 1994) because

degradation of genetic information is sufficiently fast that genes or developmental 
pathways released from selective pressure will rapidly become non-functional.

Marshall et al. (1994)

One should keep in mind that the estimation is made for a single gene, whereas in 
most cases more than one gene are involved in the development of morphological 
traits. Empirical evidence, however, has shown that genes may remain functional for 
periods of time longer than 6 million years. (Odontogenic genes in birds, for exam-
ple, are still functional presently, ~80 million years after the loss of dentition in this 
vertebrate class.)
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Now, more than one century after the formulation of Dollo’s law, adequate solid 
evidence on reversion of ancestral structures is accumulated, and hardly any biolo-
gists would reasonably question the occurrence of evolutionary reversions, which 
now seem to have been a leitmotif in the evolution of the Animal Kingdom.

In the meantime, rare attempts to validate Dollo’s law have been made. Bull and 
Charnov present what they call “7 possible examples” of irreversible evolution: all-
female parthenogenesis (thelytoky), polyploidy, selfing in hermaphroditic popula-
tions, dioecy evolved from hermaphroditism, heteromorphic sex chromosomes, 
Muller’s ratchet, and haplodiploidy.

It is noteworthy that their list does not include the irreversibility of morphologi-
cal characters, the most visible aspect of evolution and diversity of the animal world. 
They believe that the irreversibility of the above non-morphological characters can 
be deduced from the uniqueness and irreversibility of the history of living organisms 
(Bull and Charnov, 1985). By inferring possible examples (!) of irreversible evolu-
tion “from the uniqueness and irreversibility of the history of living organisms,” the 
authors only make a circular reasoning for the irreversibility of evolution is nothing 
but the irreversibility of the history of living organisms.

Theoretical arguments against the Bull and Charnov’s examples aside, recent 
empirical evidence shows that one of the assumed impossible reversions, the re-evo-
lution of sexuality from parthenogenesis, occurred in mites of the Crotoniidae family. 
These sexually reproducing mites evolved from the parthenogenetically reproduc-
ing ancestors of the family Camisiidae, and investigators believe that this case defies 
Dollo’s law of irreversibility of evolution and proves that “parthenogenesis is not 
necessarily an evolutionary dead end” (Domes et al., 2007).

Bernard Rensch (1900–1990) considered two striking exceptions from the prin-
ciple of the “phylogenetical irreversibility” as questionable (Rensch, 1960, p. 125). 
First, the transformation of the heterodont teeth (teeth of different morphology) of 
the primeval whales (Archaeoceti) into isodont teeth of modern whales, which rep-
resents a return to the reptilian dentition from which mammal heterodentition origi-
nated, and second, the reappearance of the undifferentiated type of vertebral column 
in snakes and slow worms (legless lizards of Anguidae and Amphisbaenidae fami-
lies). However, he argued, “such reversibilities seem to be extremely rare in the 
major steps of transspecific evolution.” Rensch’s admission that these evolutionary 
reversions occurred contradicts Dollo’s law. The difficulties in explaining their origin 
compelled him to “downgrade” Dollo’s law into a “rule.”

Rensch (1960) attempted to relate such phenomena of reversible evolution to 
the reversibility of mutations, but this would raise a serious theoretical objection. 
Such “macroreversions” are difficult to conceive as products of adaptive mutations 
(all of the experimentally produced mutations are deleterious or have no adaptive 
value) of a single gene, for such transformations require multiple adaptive mutations. 
Furthermore, there is no evidence of mutations in genes related to transition from 
heterodonty to isodonty and from differentiated to undifferentiated type of vertebral 
column. On the contrary, as shown earlier, the gene regulatory networks (GRNs) and 
genes involved in other transitions are conserved across the vertebrate taxa.



Evolution by Reverting to Ancestral Characters 625

There is some confusion over the meaning of the “evolutionary reversion” of a 
species to its ancestral phenotype. Rensch (1960, p. 125) believed that what reap-
pears during reversions is only the general appearance of the character, not the iden-
tical structure.

Probably every biologist would agree that “identical” return to ancestral features 
is inherently impossible. However, by recognizing the occurrence of evolutionary 
reversions, biologists do not imply any “identical” return to the ancestral state. When 
we speak of a trait, such as a fin, head, tail, or tooth, we use such words to describe 
structures that, being distinct in different animal species, are related to each other 
by the origin, function, and patterning. No principle of identicalness could apply in 
determining whether a structure is of the same kind, because no identical structures 
(sensu stricto) could ever evolve.

The concept of “identicalness” in our biological context is irrelevant and cannot 
be a defining criterion of evolutionary reversions. So, for example, huge as they are, 
differences between the head of a mammal and that of a fish, they are not essential 
enough to force us to look for new terms for describing the same organ in the two 
classes. When we say that phasmid insects have lost and regained their wings, this is 
a clear statement of evolutionary reversion of a structure with a specific function that 
was lost somewhere in phylogeny no matter whether, or how much, it differs from 
the ancestral structure. In this regard, evolutionary reversions are as real as losses 
of structures. It would not make much sense to look at the modern metazoans for 
structures that are “identical” to the ones their ancestors had. If the modern biology 
does not apply any criterion of “identicalness” to the study of homologous organs 
or parts, why should we expect evolutionary reversions to be identical to ancestral 
structures?

The impossibility of returning to a structure that would be identical to its ances-
tral state has its specific causal basis. It is related to the unavoidable differences that 
evolve over time in their developmental and genetic contexts. Remember that not 
only in different species and different individuals, but even in the different parts of 
the same organism, different developmental contexts may determine different patterns 
of gene expression and phenotypic outcomes. So, for example, the pdm and apterous 
genes show distinctive patterns of expression in wings and legs in Drosophila (Cohen 
et al., 1992; Ng et al., 1995; Averof and Cohen, 1997).

Hence, what is to be expected in the cases of evolutionary reversals is not “iden-
ticalness” to ancestral structures but rather recurrence of ancestral “design,” with the 
last word used, in Webster’s meaning, to describe “instructions for making some-
thing which leave the details to be worked out.” It is namely a “common design” 
related to a common developmental pathway, executed under different developmen-
tal and genetic contexts, that makes us viscerally think of the locomotor appendages 
of reptiles, birds, and mammals as limbs, despite the obvious differences in their 
structure and morphology.

In the light of the modern knowledge on the relationship between species’ genome 
and its morphology, it is not the genes or groups of genes involved in the formation 
of a biological structure that count, but the patterns of their expression. Evolutionary 
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reversions would, thus, necessarily differ somehow from the ancestral original 
because:

1. The evolution of the genome implies quantitative and qualitative changes in genes and 
overall organization of the genome. It creates a new and different genetic context, which 
may affect relevant GRNs and the result of their activation.

2. The biochemical and cytological environments in which the products of genes will act and 
interact also may change in the course of evolution. A different developmental context will 
arise, which may also influence the phenotypic outcome.

Thus, the changed genetic developmental background would lead to unavoidable 
differences in the phenotypic results, and evolutionary reversions will not be identi-
cal to the ancestral structures. What reverts is the ancestral morphological design (in 
the above Webster’s meaning) rather than an identical structure.

Hence, evolutionary reversion consists in reappearance of a phenotype that is 
similar, rather than identical, to the lost ancestral phenotype. It arises as a result of 
activation of a suppressed ancestral developmental pathway under conditions of the 
changed developmental and genetic context.

This definition allows us to predict that:

1. Evolutionary reversions can occur whenever an inactivated ancestral developmental path-
way is be reactivated.

2. Evolutionary reversions may be reproducible and can be experimentally induced.

By the early 1970s, biologists came to realize that evolutionary reversions were 
induced by other than random mechanisms (Regal, 1977).

From present-day knowledge, it can be argued that extant species have conserved, 
in a functionally unaffected state, genes involved in the development of ancestral 
structures.

Confronted with numerous experimental and observational examples of evolu-
tionary reversions in the animal world, some biologists have argued that reactivation 
should be restricted to genes that remain mutationally not inactivated for relatively 
short periods of time of up to 6 million years (Raff, 1996).

Evidence accumulated in the meantime is at variance with this prediction. The 
North American wildcat, Lynx, re-evolved a lost third cusp in the carnassial teeth of 
the lower jaw after 20 million years, and birds have conserved in a functionally intact 
state genes involved in teeth development for 70–80 million years after having lost 
dentition (Mitsiadis et al., 2003).

Most developmental pathways are remarkably conserved in metazoans. Hence, it 
would be evolutionarily advantageous to activate those conserved pathways than to  
re-evolve them. This is what some of the experiments mentioned by Raff seem to sug-
gest. In one of those experiments, it has been demonstrated that a relatively simple 
treatment with testosterone in an all-female species of fish induces a number of com-
plex processes: “reactivation” of “complex morphogenetic pathways” and reversion of 
the “lost” complex morphologies of “complex insemination apparatus” and male body 
proportions and pigmentation as well as male sexual behavior and spermatogenesis.

Another example: whales lost limbs 40–50 mya, but cases of atavistic reappear-
ance of hind limbs, although in a reduced form, in whales show that genes, GRNs, 



Evolution by Reverting to Ancestral Characters 627

and developmental pathways determining hind limb development are still present 
and functional in these marine mammals.

It is clear that, over time, genes unavoidably evolve via mutations, but rapidly 
accumulating evidence indicates that evolutionary changes of the phenotype result 
from specific changes in developmental pathways and in patterns of gene expression 
rather than on changes in genes.

Loss and reversion of a structure implies not silencing or loss of genes; most 
genes are conserved in the course of phylogeny because they are necessary for the 
development of other structures in the body. Hundreds and thousands of genes are 
involved in the development of each structure in the animal body (e.g., ~2,500 genes 
are involved in the development of eye), and most of those genes are involved in the 
development of most of the rest of animal structures.

Reviewing a number of experimental studies on the loss and induction of organs 
in amphibians, Hall came to the following conclusion:

An organ may be lost without loss of the entire developmental system for producing 
that organ … Loss of organs is often mediated through modification (not loss) of 
inductive reactions.

Hall (1998)

Metazoan organisms develop (or prevent the ectopic development of) different struc-
tures by specifically activating different developmental pathways in different parts 
of the body, although the same genes are present all over the body. They succeed in 
doing this because they are capable to selectively switch off/on different develop-
mental pathways in different regions of the body.

Atavisms: Ancestral Developmental Pathways  
May Be Conserved and Reactivated

Atavisms are sudden reversions to ancestral morphological features in very small 
proportions of individuals of a population. According to de Beer, the fundamental 
criterion of an atavistic structure is morphological resemblance to that of an ancestor, 
regardless of its genetic basis (Lande, 1978).

No “hypothesis of reverse mutations” could explain their origin; firstly, because 
no reverse mutation is known to occur systematically at frequencies some atavisms 
occur, and secondly, emergence of atavistic structures requires reactivation and 
occurrence of “useful” mutations simultaneously in more than one gene, and thirdly, 
there is no hint, let alone evidence, of any “atavistic” reverse mutations.

The suddenness of the appearance of lost ancestral structures taking place during 
atavisms proves that:

1. While losing structures, metazoans can still conserve developmental pathways for the lost 
ancestral structures and re-evolve them.

2. Reversion to ancestral structures does not require new or changed genes or genetic 
information.
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Regarding the atavistic appearance of hind limbs in marine mammals, Raff (1996, 
p. 393) estimated that “relatively weak selection could lead to limb reduction and 
virtual loss in as little as one million years.” He also estimated that atavistic appear-
ance of hind limbs in marine mammals is retained for as long as 106 to 107 genera-
tions. Lande (1978) notes that the process of vestigialization of hind limbs in whales 
may have taken a few million years until they were lost ~40 mya, but atavistic recov-
ery of hind limbs still occurs after this very long period of time.

Among atavisms recognized by Rensch in his Evolution Above the Species Level 
are the formation of a fourth toe (which is normally reduced) in guinea pigs, appear-
ance of rudimentary hind limbs in whales and dolphins, formation of supernumer-
ary nipples in mammals (Rensch, 1960, p. 125), secondary lack of shells in snails, 
and secondary development of a cap-shaped shell in snails such as Ancylus (Rensch, 
1960, p. 126).

Rare cases of atavistic development of hind limbs have been reported to occur in 
the humpback whale, Megaptera nodosa, and the sperm whale, Physeter catadon, 
with an estimated frequency of 0.02% of the general population (Lande, 1978). In 
another study, 37% of a population of 72 individuals of minke whale, Balaenoptera 
acutorostrata, developed a bony femoral rudiment. Balaena mysticetus even devel-
ops a vestigial femur and tibia. Skeletal elements, distinct from rudimentary pelvic 
girdle, appear in humpback whales at a frequency of 1:5,000, and completely devel-
oped hind limbs have been observed in another whale (Bejder and Hall, 2002).

The number of digits is five in amphibians (some forms have four), but in mam-
mals it varies from five (humans) to one (horse). It is well known that with a certain 
frequency, horses develop two additional toe bones, one on each side.

One in several hundred pintail ducks in the Kerguelen islands of the southern 
hemisphere shows many markings of the northern pintail, Anas acuta (Omland, 
1997).

Musculus iliofemoralis externus (IFE) atavistically regularly reappears in individ-
uals of many bird species in Hawaii, Australia, and New Zealand, and atavisms of 
musculus caudiliofemoralis pars iliofemoralis are recorded in birds in the USA and 
in the Tuamotu Archipelago in the Pacific Ocean (Hall, 1998, p. 290).

Evidence is presented on the anomalous reappearance of ancestral muscles in 
individuals of species of other birds and mammals that currently lack these muscles. 
Such is the case with musculus caudiliofemoralis observed on the left side of an indi-
vidual of the bird Artamus leucorhynchus; musculus abductor cruris caudalis in the 
hind limb of the rodent jerboa (Jaculus jaculus); musculus latissimus dorsi pars cau-
dalis in bird wings has been found on both sides and/or on one side in individuals of 
the passerine bird, Thraupis palmarum; two cases of re-establishment of musculus 
IFE are observed in birds of the family of sturnids (Raikow et al., 1979).

An atavism in humans is the sudden appearance of the “werewolf syndrome” 
(congenital generalized hypertrichosis, characterized by a very intense hair growth 
all over the human body). It is assumed that the developmental pathway for hair cov-
erage was silenced after humans diverged from our primate ancestors, but occasion-
ally it is reactivated to produce the atavism.
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Neo-Darwinian Explanation of Atavisms

There is no serious neo-Darwinian interpretation of atavistic reversions, and none 
of the known neo-Darwinian mechanisms of evolutionary change (gene mutations, 
genetic recombinations, neutral mutations, gene drift, and the implied natural selec-
tion) is applicable as explanations for the occurrence of atavisms. Even if the highly 
speculative idea that genes have been silenced during the phylogeny may be reacti-
vated to produce atavisms were to be proven to be true, it will not fit into the neo-
Darwinian paradigm.

Epigenetic Explanation of Atavisms

One of the basic tenets of the epigenetic theory of evolution presented in this work 
is that loss of various phenotypic (behavioral, morphological, physiological, and 
life history) characters is not necessarily associated with loss or changes in relevant 
genes or developmental pathways. As is extensively shown in Chapters 10 and 11, 
switching of developmental pathways, involving no changes in genes, for produc-
ing alternative (in some cases inherited) phenotypes, is a widespread phenomenon in 
metazoans. Such switches to alternative developmental pathways, or even to ances-
tral developmental pathways in some cases, has been possible to induce experimen-
tally (see on experimentally induced reversions later in this chapter), and these cases 
represent nothing less than experimental atavisms or reversions.

What takes place in the cases of the appearance of atavisms in nature is that a 
“forbidden” developmental pathway is unpredictably activated. From this perspec-
tive, atavisms can be considered to result from accidental activation of developmen-
tal pathways that have been switched off in the course of the species phylogeny.

Evolutionary Reversions in Nature

Reversion of Shell Coiling in Gastropods

Although evolution of shell coiling in gastropods has been associated with several 
adaptive advantages, it has been repeatedly lost and the taxa that lost shell coiling 
have been considered to be unable to revert to the coiled shell because of the devel-
opmental and constructional constraints that evolved after the loss of shell coiling, 
which presumably restricted the number of possible morphologies and prevented the 
reversion to regular coiling (Gould and Robinson, 1994).

However, reliable evidence shows that evolutionary uncoiling of shells in gastro-
pods does not represent an evolutionary dead end. Paleontologists have described a 
great number of evolutionary convergences in the shell form of molluscs. As a result 
of the volcanic character of the Steinheim basin in southwestern Germany and of 
periodic appearance of warm springs, the snail Gyraulus multiformis has been sub-
ject to environment temperatures that varied widely. Accordingly (as a consequence 
of the appearance and disappearance of the warm springs), the snail changed its 
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shell form from that of a flat helix to a high helix and back to the original flat helix. 
Paleontological studies of Hennig and Fejervary have shown that the return to ances-
tral forms of shells is a widespread phenomenon in ammonites (Beurlen, 1937).

Reversions of coiled shells have been identified in two populations of Trochita 
calyptraeformis and possibly in three other species of Zegalerus and Sigapatella 
(Zegalerus tenuis, Sigapatella terranovae, and S. novazealandica). Trochita appeared 
first during Miocene, 23.8–20.5 mya, and paleontological evidence shows that it lost 
shell coiling during the evolution, whereas the modern Trochita calyptraeformis has 
re-evolved regular shell coiling (Collin and Cipriani, 2003; Figure 15.1).

Investigators believe that the mechanism of shell coiling is retained in the larval 
stage of these molluscs, and a heterochronic mechanism may have been operating in 
these cases. They also believe that

the genetic and developmental pathways for shell coiling have been retained in the 
larval stages of the uncoiled.

Collin and Cipriani (2003)

Reversion of Cartilaginous Skeleton in Fish

Embolomers and earliest stegocephals had fully ossified endocranium while later, in 
stegocephals and amphibians, endocranium turned cartilaginous like that of their ear-
lier ancestors (Beurlen, 1937). Ostracoderms, the oldest class of fish, lived in fresh-
water for nearly 500 million years. They had no jaws and no paired fins, but they had 
bony plates and scales. Their survivors, the living cyclostomes, have no bones on the 
skin or any other place. It was thought that the “enzymatic complex necessary for the 
deposit of bone is no longer present” in cyclostomes (Kent, 1973). Cartilaginous fish 
derive from bony fish (Carter, 1967).

The cartilaginous skeleton of sharks also is a secondary development, and the 
bone seen in the skeleton of ostracoderms, placoderms, and the first bony fish is truly 
primitive (Colbert and Morales, 1991). The cartilaginous skeleton of sharks, thus, is 
a reversion to the cartilaginous skeleton of primitive chordates.

Figure 15.1 Coiled Trochita calyptraeformis (A) and a typically uncoiled, bilaterally 
symmetrical Crepidula species Crepidula norrisiarum (B).
Source: From Collin and Cipriani (2003).
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There is no scientific evidence to relate any changes in genes/DNA to these evo-
lutionary reversions. The conservation of developmental programs of the lost char-
acters and their reactivation suggests that epigenetic mechanisms are responsible for 
these evolutionary reversions.

Reversion of the Hydrodynamic Body Shape in Marine Mammals

The most impressive and well-known example of the re-evolution of ancestral body 
shapes is the adaptation of terrestrial mammals to the aquatic life. In the process of 
adaptation to aquatic habitat, they evolved fish-like shapes by shortening of the neck 
and head, addition of vertebrae, reduction of the pelvic girdle, loss of hind limbs, 
isolation of ear-bones, and other developments.

Biologists believe that the evolution of the first whale forerunners from their 
ungulate terrestrial mammal ancestors occurred about 60 mya. This is the estimated 
age of fossils of small primeval whales, which still possessed carnivorous heterodont 
dentition and articulate mobile cervical vertebrae. Fifty-two million years ago, a 
whale ancestor, Ambulocetus natans, existed that still used its hind- and forelimbs for 
locomotion. It was still able to walk on land, probably similar to modern sea lions, 
and to swim by undulating its spine and propelling itself by feet movements.

All cetaceans (e.g., whales, dolphins, and porpoises) are recognized to have 
evolved from terrestrial mammals. They have developed a fish-like body shape as 
well as fins and fluke. Within no more than 10 million years, these terrestrial mam-
mals evolved into a whole order of marine mammals (Eldredge, 1989). Given that 
smaller morphological changes necessary for evolution of Hyracotherium to a horse 
took 50–60 million years (Wesson, 1991), it is reasonable to think that there should 
be some factor that facilitated the evolutionary reversion from terrestrial ungulates to 
modern aquatic mammals. As has been repeatedly pointed out, this may be related 
to conservation in an inactive form of the developmental pathways of their marine 
ancestors.

Such a major evolutionary event as this rapid appearance of a whole group of 
aquatic mammals would be unthinkable from the point of view of the neo-Darwinian 
gradualism that implies the occurrence and accumulation of numerous useful point 
mutations under the action of natural selection. Some calculations made by Wesson 
(1991) give a general idea of the improbability of evolution of the whale from its ter-
restrial ancestor via gene mutations:

By Mayr’s calculation, in a rapidly evolving line an organ may enlarge about 1 to 
10 percent per million years, but the organs of the whale-in-becoming must have 
grown about ten times more rapidly over 10 million years. Perhaps 300 genera-
tions are required for a gene substitution. Moreover, mutations need to occur many 
times, even with considerable selective advantage, in order to have a good chance of 
becoming fixed. Considering the length of whale generations, the rarity with which 
the needed mutations are likely to appear, and the multitude of mutations needed to 
convert a land animal into a whale, it is easy to conclude that gradualist natural 
selection of random variations cannot account for this animal.

Wesson (1991)
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If the changes that occurred in the morphology, physiology, and behavior of marine 
mammals belong to the category of changes involving more than one gene, any evo-
lutionist would rightly ask, “How could such an almost improbable event occur more 
than once, i.e., in whales, dolphins, porpoises, and seals?”

Miracles ruled out, no convincing answer could be given to the above question 
based on the tenets of the neo-Darwinian paradigm.

Reversion of Wings in Stick Insects

Reversion of ancestral wings in wingless insects has been considered impossible 
because of the complexity of the events that would enable their re-evolution:

Entomologists have long assumed that re-evolution of wings in apterous lineages 
was impossible, because functional wings require complex interactions among mul-
tiple structures, and the associated genes would be free to accumulate mutations in 
wingless lineages, effectively blocking the path for any future wing reacquisition.

Whiting et al. (2003)

The order of stick insects, phasmids, consists of 3,000 described species belonging 
to three families with about 500 genera. Sixty percent of the extant phasmid spe-
cies are fully or partially wingless. Although their ancestral condition is wingless, 
phasmids have independently evolved wings at least 4 times (Whiting et al., 2003). 
Wings in phasmids did not evolve de novo but are the result of activation of an 
ancestral wing-patterning pathway. This was possible because the wingless insects 
have conserved the neural structures and basic functional circuitry required for flight 
(Whiting et al., 2003).

However, the study has been challenged by Trueman et al. (2004), who believe 
that, while representing an important advance in our understanding of insect and 
gene evolution, it is at variance with the long-held view that wings evolved only once 
in insects and have been repeatedly lost (Trueman et al., 2004). In turn, Whiting et al. 
responded to the critique by arguing that their analyses, as well as those of Trueman 
et al., suggest that both parsimony and likelihood methods support the notion that 
the ancestral state in stick insects has been wingless, and wings have independently 
evolved many times in this group, and wing reversions represent an evolutionary 
phenomenon that is more widespread than generally assumed (Whiting and Whiting, 
2004).

Other biologists also believe that

the studies of these insects illustrate that the basic blueprints for complex develop-
mental structures can remain largely intact even over large evolutionary spans (i.e., 
radiations of higher level taxonomic groups).

Porter and Crandall (2003)

Reversion of wings in phasmids involved no changes in genes. Despite the loss of 
wings, insects have conserved the wing-patterning pathway and GRNs and, as 
pointed out earlier, the neural circuitry necessary for flight. The reactivation of the 



Evolution by Reverting to Ancestral Characters 633

wing-developmental pathway, in the absence of genetic changes, is epigenetically 
determined, as most regulatory processes of gene activation are.

Reversion of Mandible in a Collembolan Insect

Insect mandibles are complex characters that have been considered to be stable char-
acters. However, insects of the Brachystomellidae family, order Collembola, have 
lost mandibles several times, independently and adaptively, as a result of switch-
ing to a sucking feeding behavior for ingesting food particles in liquid suspension. 
Recently, it has been reported that this complex character has also re-evolved at least 
once, in the case of Probrachystomellides nicolaii (Najt et al., 2005).

Reversion of Eyes in Ostracods

Two podocopid ostracodes (bivalved crustaceans), Dutoitella lesleyae Dingle and 
Poseidonamicus whatley Dingle, currently live in shallow water around Marion Island, 
between South Africa and Antarctica, at a depth of 113–474 and 240–355 m, respec-
tively. Scientific evidence suggests that they have colonized this habitat by migrating 
from sea regions deeper than 600–900 m, where ostracodes are functionally blind. 
These sighted ostracodes evolved from blind ostracodes of Eocene (56–34 mya) in 
response to the lighter aquatic habitat they moved in (Dingle, 2003). The reversion 
of eyes in these crustaceans implies that the complex ancestral eye-patterning devel-
opmental pathways have been conserved for long evolutionary periods in deep sea– 
dwelling eyeless ostracodes, despite the occurrence of unavoidable changes in genes.

Reversion of Limbs in Snakes

An interesting instance of reversion of limbs in snakes is inferred from the study 
of a 95-million-year-old fossil snake from the Middle East. It represents the most 
extreme hind limb development seen so far in snakes. The limb consists of tibia, 
fibula, tarsals, metatarsals, and phalanges. The snake is nested with basal snakes, 
macrostomatans, which retained rudimentary hind limbs, and represents a reversion 
to the ancestral limbed state (Tchernov et al., 2000).

Reappearance of Musculus IFE in the Bowerbird Loria loriae 
and the New Zealand Thrush, Turnagra capensis

Musculus IFE is lost in most Passeriform birds. It occurred in Loria’s Bird-of-Paradise 
(Loria loriae) and the New Zealand thrush (Turnagra capensis; Turnagridae). Based 
on extensive supporting evidence, Raikow et al. (1979) concluded that the loss of 
the muscle in these birds “was limited to its expression in the phenotype,” and they 
believe that

the loss of a structure in the phenotype does not necessarily mean that the genetic 
information controlling its development has also been eliminated from the genome.

Raikow et al. (1979)
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Reversion of an Ancestral Digit in Guinea Pigs

All of the species of the family of Caviidae, including the guinea pig, have lost one 
digit (digit I) in the front feet and two digits (I and V) in the hind feet. The fact that the 
same is observed in species of the related family of Hydrochoeridae suggests that the 
loss may have occurred in their common ancestor, i.e., about 20 mya. Nevertheless, 
it is not uncommon that individuals with an extra digit are born from normal guinea 
pigs. By selection and inbreeding of such individuals, by the beginning of the twentieth 
century, Castle succeeded in creating a strain of guinea pigs that constantly produced 
offspring with the same fully developed extra digit (Figure 15.2). The breeding results 
could be accounted for by neither recessive nor dominant inheritance (Wright, 1934).

Evolutionary Reversion of Life Histories

Shaffer studied a number of metamorphosing, facultative, and permanently pae-
domorphic (neotenic) ambystomatid salamander species from the Mexican high-
lands that diverged from their common metamorphosing ancestor some 0.5–1 mya. 
Paedomorphic species occasionally have been shown to revert to metamorphosing 
species (Schaffer, 1984).

Species of an amphibian group, Stereospondylii, showed the same disgust for the 
terrestrial life when, after 150 million years of amphibian status, they headed back to 
the sea to live a wholly aquatic life (Taylor, 1983).

No change in genes involved in the signal cascade determining metamorphosis 
has occurred in the paedomorphic and facultative paedomorphic salamanders.

Evolutionary Reversions in Experiments

Experimental Reversion of Teeth in Birds

Loss of teeth in birds occurred about 70–80 mya (Mitsiadis et al., 2003). Bird 
embryos develop only transient rudimentary thickenings of epithelium, reminiscent of 

Figure 15.2 Sketches of left hind feet of guinea pigs. The 
normal three-toed condition is shown at the left. At the right 
is a foot with well-developed little toe and a corresponding 
plantar tubercle.
Source: From Wright (1934).
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dental thickening in other vertebrates. The avian mandibular neural crest-derived non- 
odontogenic mesenchyme (but not, for example, limb bud mesenchyme) can be experi-
mentally transformed into dental mesenchyme, form ectopic tooth buds and express 
the same vertebrate odontogenic genes, Msx-1, Msx-2, and Bmp-4, after heterospecific 
recombination with early mouse embryo odontogenic epithelium (Wang et al., 1998).

Three decades ago, Kollar and Fisher (1980) grafted chick epithelium with mouse 
molar mesenchyme. They found ten aberrant structures consisting of dentin and 
odontoblasts in molar-like configurations. Complete teeth structure developed in four 
grafts. They came to the conclusion that the loss of teeth in Aves resulted not from a 
loss of genetic coding for enamel synthesis in the oral epithelium but from an altera-
tion in the tissue interactions required for ontogenesis.

Later biologists succeeded to revert dentition in chicks by homotopic transplanta-
tion in chick embryos of specific segments of mouse neural tube. It was observed 
that, 1–2 days after transplantation, mouse neural crest cells migrate to the mandib-
ular and maxillar regions of the chick embryo. Investigators believe that the main 
factor that led to the loss of dentition in Aves is the failure of their oral epithelium 
to express BMP4 (Chen et al., 2000). This suggests that the main functions of the 
mouse neural crest mesenchyme may be the activation of BMP4 expression in the 
chick oral epithelium:

Neural crest cells may play a role in the activation of BMP4 and Shh expression in 
tooth-forming sites of the murine oral epithelium.

Mitsiadis et al. (2003)

Chick–mouse chimera formed teeth that morphologically were of the mouse type 
(Mitsiadis et al., 2003). The fact that embryonic chick oral epithelium is able to 
properly interact with the GRN of the mouse showed that the GRN of the oral chick 
epithelium is conserved despite the very long time of the loss of dentition in Aves.

What is the relative role of oral epithelium and neural crest in developing denti-
tion and shaping tooth morphology? Which is the sender of instructions, and which 
is the receiver of these instructions? Experimental evidence has shown that both the 
oral epithelium and the neural crest–derived mesenchyme are indispensable for tooth 
formation. Whereas the oral epidermis forms initial teeth primordia, the neural crest–
derived mesenchyme provides the information necessary for their development into 
teeth of specific structure and morphology. The fact that from the same oral epithe-
lium in the mandibular and maxillar Anlagen develop different teeth made investiga-
tors propose that teeth type differences are determined by

different origins of the neural crest cells that populate these components of the first 
branchial arch. Fate mapping in avian and mouse embryos shows that the mandible 
is mainly composed of CNC (cranial neural crest—N.C.) cells that migrate from the 
midbrain with some contribution from rhombomeres 1 and 2. The maxillary ectomes-
enchymal cells are derived from CNC cells migrating from both the midbrain and the 
forebrain. Such a difference in axial origin might explain the different responses of 
these cells to epithelial signals.

Ferguson et al. (2000)
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Neo-Darwinian Explanation

From a neo-Darwinian view, the loss of dentition in Aves would result from gradual 
accumulation of mutations in genes that determine odontogenesis.

Even for traits that are determined by a single gene in metazoans, the maximal 
estimated time after which a silenced gene could be reactivated for producing the 
lost ancestral trait is 6 million years (Raff, 1996). Since a relatively large number 
of genes are involved in the development of most phenotypic traits, including teeth, 
reversion of dentition in birds would be possible only for periods of time shorter than 
6 million years. Consequently, both the natural reversion and the experimental induc-
tion of teeth development in species of this vertebrate class would be impossible.

The experimental induction of teeth, about 60–80 million years after they are lost 
in birds, refutes the Dollo’s law and the neo-Darwinian prediction that reversion of 
teeth in birds is impossible.

Contrary to the neo-Darwinian prediction, empirical evidence shows that even 
after many million years, these genes are present and functional in birds although 
mutations that do not affect the function of proteins they code for, unavoidably have 
occurred in the course of the long evolution.

Epigenetic Explanation

The fact that in experiments, the chick epithelium produced teeth of the mouse type 
shows that the mouse neural crest–derived mesenchyme provided the epigenetic 
information for odontogenesis and that the bird oral epithelium has conserved genes 
and gene networks determining odontogenesis. With changes in genes or genetic 
information excluded as possible cause of the loss of dentition in birds, the only logi-
cal alternative for explaining the loss of teeth in birds is a regulatory change in the 
properties of the neural crest cells migrating from the bird midbrain and forebrain 
to the mandibular and maxillar regions of the chick. Long ago, in birds, these neu-
ral crest cells ceased providing the epigenetic information necessary for inducing 
expression of Bmp4 and Shh in tooth-forming sites of the chick oral epithelium.

Reversion of Ancestral Genetic Systems in Insects

Genetic systems in insects are different and interchangeable. Along with the basal 
state of diplodiploidy (populations consist of individuals of two sexes, with each sex 
in possession of the diploid set of chromosomes), many insects exhibit thelytoky  
(Gr. thèlys—female and tókos—offspring) where workers or queens produce eggs 
that when unfertilized produce diploid females. In haplodiploidy, the offspring consist 
of two sexes, one of them diploid (females) and the other haploid (males). Haploid 
males are produced by unfertilized eggs (arrhenotoky) or by elimination of paternal 
chromosomes during spermatogenesis or after fertilization (pseudoarrhenotoky). This 
second form of haplodiploidy, the pseudoarrhenotoky, is still enigmatic: biologists 
have argued on selective advantages of haplodiploidy by elimination of paternal chro-
mosomes but have been unable to learn anything about the mechanism of selective 
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elimination of paternal chromosomes. An attempt has been made to explain elimina-
tion of paternal chromosomes with the activity of maternally transmitted bacteria by 
preventing chromosome decondensation in male-determining sperm nuclei of male 
zygotes (Normark, 2004).

Evolutionary transitions and reversions to haplodiploidy are known, but there is 
no evidence of the involvement of changes in genes or genetic mechanisms in their 
evolution. Thelytokous insect species are of recent evolutionary origin. Thelytoky 
was believed to have evolved from spontaneous mutations occurring in natural popu-
lations, but the discovery that Wolbachia infection can produce thelytoky in normal 
diplodiploid populations has invalidated that neo-Darwinian explanation.

Transitions from one genetic system to another and reversions to ancestral sys-
tems have occurred relatively often with a clear trend toward transitions to obligate 
all-female systems in insects (Normark, 2003).

Reversion of Life History Characters

Reversion of Ancestral Modes of Development in Gastropods

Species of calyptrate gastropods with feeding larvae may lose that stage and trans-
form into direct-developing species. Direct-developing species with nurse eggs have 
the potential to transition to an alternative mode of development (Collin, 2004).

Although the loss of complex morphological characters has been considered irre-
versible, Collin (2004) came to the conclusion that three gastropod clades (C. aculeata, 
C. onyx, and C. dilatata groups) have evolved planktotrophy rapidly from the direct 
development, probably from ancestral groups of direct development with nurse eggs, 
as opposed to those with direct development from large eggs. Crepipatella fecunda 
also seem to have re-evolved biphasic development (Collin et al., 2007).

Recently, a case has been reported of reversion of complex development (egg → 
tadpole → adult) from direct development in Gastrotheca marsupial frogs (Wiens 
et al., 2007).

Reversion of Direct and Biphasic Development in Plethodontid 
Salamanders

In most amphibians, the life cycle comprises the aquatic larval phase and the terres-
trial reproductive phase. However, in the course of evolution, many amphibian species 
switched to the direct development, depositing their eggs in land. So, for example, 
all of the more than 500 species of the genus Eleutherodactylus are direct-developing 
frogs, and the plethodontid salamanders have independently reversed to the direct 
development from the biphasic (aquatic and terrestrial) life cycle. Other amphib-
ians have repeatedly reversed from metamorphosis to direct development. This has 
occurred in frogs and toads, gymnophyonans (caecilians), and caudates (salamanders).

Due to the complexity of the process, the evolutionary reversion from direct 
development to the biphasic life cycle with an aquatic free-living larval phase and a 
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reproductive terrestrial phase has been considered “unlikely.” Contrary to this belief, 
evidence suggests that at least 20 species of the desmognathine genus have recently 
reversed to the biphasic life cycle. Reversion to the ancestral biphasic life cycle in 
desmognathines occurred only in northeastern North America. It is speculated that 
the increased competition with terrestrial plethodontides exerted the evolutionary 
pressure necessary for the transition of desmognathines to the aquatic phase of the 
life cycle, which is estimated to have occurred ~10 mya.

It is suggested that the reinvasion of the aquatic habitat enabled the observed rapid 
diversification of desmognathines (Chippindale et al., 2004; Figure 15.3; Chippindale 
and Wiens, 2005).

Neo-Darwinian Explanation

No changes in genes or genetic information have ever been identified in relation to tran-
sition from the direct development to the biphasic life cycle in desmognathines. Hence, 
no neo-Darwinian mechanism of evolution (gene mutations, gene drift, and recombina-
tion) can offer an explanans for the repeated occurrence of evolutionary reversions from 
direct development to the biphasic life cycle with free-swimming larvae.

Epigenetic Explanation

Embryological studies have shown that the direct-developing desmognathines, and 
their plethodontine ancestors, retain in the egg the larval hyobranchial apparatus, 
which is essential for respiration and feeding in the water. In contrast, the closely 
related species of bolitoglossine plethodontids, which develop only very vestigial-
ized hyobranchial apparatus, and species of the genus Eleutherodactylus, which do 
not develop that larval morphology in the egg, have never returned to the biphasic 
development (Chippindale et al., 2004).

Thus, conservation of hyobranchial apparatus in direct-developing desmognathines 
seems to have been the crucial factor enabling them to reverse to the ancestral biphasic 
(aquatic  terrestrial) life cycle. Ecological stress, resulting from the intense competi-
tion in the terrestrial habitat, is believed to have been the major external factor of this 
evolutionary reversion in the life history of salamanders (Chippindale et al., 2004).

With the genetic factors and genetic mechanisms excluded from the involve-
ment in the evolutionary transition to biphasic life cycle, the remaining explanation 
is an epigenetic reactivation of the specific ancestral metamorphosis developmental 
pathway. Recall, metamorphosis and its developmental pathways in amphibians are 
under strict cerebral control, especially via the hypothalamus–pituitary–thyroid axis 
(see Section Neural Control of Metamorphosis in Amphibians in Chapter 5).

Reversion of Ancestral Reproductive Modes in Vertebrates

Amphibians have switched back from viviparity to oviparity (their eggs hatch in 
the environment), but an amphibian species of the Bufonidae family (order Anura), 
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Nectophrynoides viviparus, and populations of at least two salamander species 
(Salamandra salamandra and S. algira) are viviparous, with larvae remaining in the 
uteri, and young launched onto the land fully metamorphosed (Kent, 1973, p. 38). 
Salamandra atra secretes nutritive substances and produces eggs on which its vivi-
parous young feed during the prenatal life.

As already mentioned, in 98 occasions reptiles (especially snakes) non-geneti-
cally switched back from oviparity to viviparity.

When ichthyosauri started aquatic life and could not make use of the sun warmth 
to hatch their eggs, they also switched back to viviparity, i.e., their eggs hatched 
inside mother’s body. However, in some mammals, such as monotremes, reproduction 
remains oviparous. (They lay eggs, which hatch in the environment.) And still higher, 
placental mammals are remarkably adapted to a perfect viviparous development.

The strange loss and re-evolution of oviparity, ovoviviparity, and viviparity in 
vertebrate classes seem neither to have always been influenced by any evolutionary 
pressure nor to have gradually arisen. The repeated pattern of switching to alternative 
modes of reproduction suggests that vertebrates may have conserved ancestral devel-
opmental pathways responsible for ancestral modes of reproduction.

Reversion to Ancestral Oviparity in Sharks and Rays

Oviparity, a complex life history trait, is the ancestral reproductive mode in these 
fish groups, but currently most of their species are viviparous. Transition to vivipar-
ity in sharks and rays occurred independently in 12–15 cases. Two cases of rever-
sion from viviparity to oviparity have been identified among these fish, in skates of 
the family Rajidae (25% of all species) and in the zebra shark, Stegostoma fasciata 
(Dulvy and Reynolds, 1997).

Reversion of Viviparity in Reptiles

It is commonly assumed that reptiles evolved viviparity from oviparity, but the 
reverse has not occurred. This reversion has been considered to be unlikely because 
it would entail the evolution of complex structural and physiological adaptations 
necessary for nutrition, oxygen supply, and special maternal hormonal mechanisms.

An analysis of the reproductive mode in reptiles has shown that it has changed a 
minimum of 49 times in squamates (“lizards” and snakes), with 35 forward transi-
tions, 5 reversions, and 9 undetermined transitions (Lee and Shine, 1998).

Based on strong phylogenetic evidence, and the evolution of parity, it has been 
concluded that populations of the bimodal reproducing (viviparously and ovipa-
rously) European lizard species, Zootoca vivipara, are not monophyletic and that 
although viviparity evolved only once (with ancestral reproduction mode being ovip-
arous), a number of reversions to oviparity occurred in various populations of this 
species (Figure 15.4). It is believed that repeated transitions to parity modes of this 
lizard are related to climatic changes (warmer climate favoring transition to ovipar-
ity, and colder climates, viviparity) that occurred during Pleistocene in the continent 
(Surget-Groba et al., 2006).
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Reversion of oviparity in populations of a single species makes unlikely involve-
ment of changes in relevant genes in the reversion and, consequently, makes neo-
Darwinian interpretation inapplicable.

Re-Evolution of Oviparity in Bovides

Boas have evolved viviparity from an ancestral viviparity. Not long ago, biologists 
believed that the 41 species of the Old and New World boas are viviparous, but in the 
last decade, at least the Arabian sand boa, Eryx jayakari, and the Saharan sand boa, 
E. muelleri, are described to be viviparous. Eryx jayakari evolved oviparity about 
60 million years after transition of the group to viviparity (Lynch and Wagner, 2010).

Reversion of Arboreal Carabides to the Ground-Dwelling Habitat

Carabides (ground beetles) represent a large family of terrestrial predators with 
more than 40,000 species. Arboreal carabides, which evolved from ground-dwelling 
forms, evolved some morphological characteristics (e.g., large hemispheric eyes, 
elongated prothorax; long elytra, long legs) as adaptations to conditions of living 
under bark or on leaves. It was generally believed that reversion from arboreality to 
the ground-dwelling life was impossible because of the impossibility of reversion to 
ground-dwelling morphology.

Western viviparous: Clade E
(Western and Northern Europe)

Eastern viviparous: Clade D
(Eastern Europe and Asia)

Central viviparous: Clade C
(Austria and Hungary)

Western oviparous: Clade B
(Southern France and Slovenia)

Eastern oviparous: Clade A
(Italy, Austria, and Slovenia)

Figure 15.4 Phylogenetic relationships between the oviparous and viviparous strains of 
Zootoca vivipara.
Source: From Surget-Groba et al. (2006).
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Recently, Ober (2003) found that reversion from arboreality to ground dwelling 
has occurred in all the phylogenies she studied, and she concluded:

Reversal may be a common evolutionary process, and evolution of new ecologi-
cal interactions or evolution into new habitats may not inhibit further evolution or 
reversals.

Ober (2003)

Among other insects, weevils, a very large group of 60,000 species, being ances-
trally (200 mya) gymnosperm feeders, have shifted to angiosperm hosts and then 
back to gymnosperms (Marvaldi et al., 2002).

Experimental Reversion of Ancestral Characters

Experimental Reversion of Ancestral Characters in Drosophila

Strains of Drosophila melanogaster kept under laboratory conditions for decades 
(hundreds of generations) have diverged from the wild strain of origin in several bio-
chemical, physiological, and life history characters. When these populations were 
experimentally returned to the ancestral environmental conditions, they reverted, to 
various degrees, to most of the lost ancestral characters (e.g., starvation resistance, 
reproduction time, developmental time, dry body weight, lipid content) within 20 
generations (Teotónio and Rose, 2000; Teotónio et al., 2002).

Three different patterns of reversion to ancestral states for different characters were 
observed in these experiments. Flies reverted to ancestral type very rapidly (in sev-
eral to 20 generations) for some characters, whereas the reversion for other characters 
required up to 50 generations, and for some characters the reversion was incomplete. 
The incomplete reversions were related neither to epistasis nor linkage disequilibrium 
nor to the absence or insufficiency of genetic variation, as is indicated by the fact that 
experimental hybrids did not exhibit higher reversibility (Teotónio and Rose, 2000).

Selection for late-life reproduction was associated with increased longevity and 
stress resistance. Reversion to the ancestral state of early-life reproduction occurred 
within 20 generations (Service et al., 1988), and by the hundredth generation, reversion 
to the ancestral state was observed for all of the studied characters (Graves et al., 1992).

Doubts have been expressed as to whether these convergences approximate the 
primitive state (Porter and Crandall, 2003), but, as argued earlier, no evolutionary 
reversion could produce phenotypes that are identical to the ancestral phenotype; 
morphological resemblance and functional similarity, rather than morphological 
identicalness, is the determining criterion of evolutionary reversions.

Neo-Darwinian Explanation

Elementary knowledge from genetics and evolution theory suggests that, in the above 
cases, the information necessary for “approximating the primitive state” is impossible 
to be acquired in an “evolutionary instant” of 20–50 generations. No gene mutations, 
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gene recombinations, or changes in allele frequencies have been related to the rapid 
experimental reversions to ancestral characters in D. melanogaster under laboratory 
conditions. However, attempts to find a neo-Darwinian explanation without invoking 
the above neo-Darwinian mechanisms have been made. So, for example, as for the pat-
tern of rapid reversion to ancestral state of starvation resistance, investigators write:

The rapid reversion of starvation resistance and early fecundity indicates that they 
were under influence of pleiotropic alleles generating a negative genetic correla-
tion between these two characters, a correlation demonstrated in a sibling analysis 
by Service and Rose (1985). As a result of this correlation, these characters rap-
idly moved toward their ancestral values during reverse evolution, because selection 
focused on early fertility.

Teotónio and Rose (2001)

The authors do not elaborate on what this hypothetical “negative genetic correla-
tion” consists in, nor do they illustrate it with any examples of how it might work. 
With no changes in genes and in genetic information, it is difficult to imagine why 
these “negative genetic correlations” arise in reverting populations but not the con-
trol populations. A tentative hypothesis for explaining the reversion (an unknown) 
with undemonstrated existence of pleiotropic alleles (another unknown) is devoid of 
explanatory power.

As for the slow incomplete reversion observed for some characters, we are told:

The slow response of these characters and their eventual convergence on ancestral 
values, after more than 100 generations in the ancestral environment, may have 
been a result of mutation accumulation, because this process is expected to affect 
evolution noticeably after a considerable time.

Teotónio and Rose (2001)

The fact that such mutations are not demonstrated to occur, that gene mutations have 
an extremely low frequency of occurrence, and that the frequency of “useful” muta-
tions is still several orders smaller, all tell us that systematic reversion of these ances-
tral states in laboratory pop ulations of D. melanogaster did not involve mutational 
changes. This is definitely felt by the investigators themselves, for immediately 
thereafter they admit:

There is no data as to the effect (additive or epistatic) of particular novel mutations.
Teotónio and Rose (2001)

Epigenetic Explanation

Discussing the causes of slower tempo of some evolutionary reversions, investigators 
inquired whether this may be related to the lack of genetic variability and epistasis. 
Based on their hybridization experiments, they conclude:

If lack of genetic variability was restricting reverse evolution, randomly mating 
hybrid populations should be freed of this constraint, because accumulation of 
identical genetic changes in populations of different evolutionary history is highly 
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unlikely. Also, if epistasis led the derived populations to converge on strong evolu-
tionary attractors, producing stasis under reverse evolution, the large perturbation 
to gene frequencies caused by hybridization should allow some stalled populations 
to escape from these attractor states. But the results showed no difference between 
uncrossed and hybrid populations.

Teotónio and Rose (2001)

The exclusion of genetic factors (gene mutation, genetic variability, genetic recombina-
tion, and epistatic interactions) as possible causative agents of reversion to ancestral 
states of investigated characters leaves open the possibility of the involvement of epi-
genetic factors in these evolutionary reversion experiments. However, lack of studies 
on the mechanisms of the examined characters makes it impossible to reconstruct the 
epigenetic mechanism of evolutionary reversion of these characters in Drosophila.

Several facts would justify focusing our attention on epigenetic factors as possible 
causal agents of evolutionary reversions induced by the return to ancestral conditions 
in laboratory strains of Drosophila.

First, the return to the ancestral environment of Drosophila populations under 
laboratory conditions implies that these populations are subject to an environmental 
stress that, according to this epigenetic theory of evolution, is a universal trigger of 
evolutionary changes in metazoans. As shown earlier, stress conditions sometimes 
lead to developmental instability and to behavioral changes, which generally are the 
first step in the process of morphological evolution. Needless to say, the only known 
way that environmental stressors influence the development and evolution of char-
acters in metazoans is via the nervous system (see Chapter 7, Evolution and Stress 
Responses to Changes in Environment).

Second, the experiments on the evolutionary reversion of various biochemi-
cal, physiological, and life history characters in Drosophila spp. unambiguously 
show that these evolutionary events take place rapidly (reversion to ancestral states 
in some individuals occurs within a few generations), contrary to what is predicted 
by neo-Darwinian hypotheses. Empirical evidence in other species (e.g., phenotypic 
plasticity, predator-induced defenses, experimental reversion of “hip glands” in voles 
(see below)) shows that the only way of inducing such “sudden” inherited changes in 
phenotypic characters is by activating inactive ancestral pathways via neurohormonal 
cascades starting in the CNS. Hence, it is plausible that only conservation in inactive 
state of ancestral developmental pathways makes the extraordinary rapid reversals to 
ancestral characters in the Drosophila laboratory strains possible.

Experimental Reversion of “Hip Glands” in Voles

The presence of specialized sebaceous glands in the skin is characteristic of a num-
ber of mammal species, including small mammal voles. But two species of voles, 
Microtus pennsylvanicus and M. longicaudus, lack specialized posterolateral skin 
glands (hip glands).

By losing the glands, these species have conserved both genes and developmental 
pathways involved in their development. Three weeks after subcutaneous administra-
tion (by injection or implantation) of appropriate doses of the hormone testosterone, 
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animals (seven of eight males of M. pennsylvanicus, and six of eight males and all 
of the five females of M. longicaudus) developed “hip glands” in species-specific 
regions: M. pennsylvanicus, toward the tail, in a region that is characteristic for 
M. montanus, and individuals of M. longicaudus developed “hip glands” in both, 
more anterior (toward the flanks) and more posterior (toward the tail) positions 
(Jannett, 1975).

This spectacular example of induction of the reversion of an ancestral morpholog-
ical character demonstrates that developmental pathways for developing “hip glands” 
in these vole species are conserved, although the glands have been lost somewhere in 
the course of their phylogeny.

Neo-Darwinian Explanation

This experiment refutes any imaginable neo-Darwinian explanation; the emergence 
of “hip glands” took place within the lifetime of animals, thus excluding the involve-
ment of neo-Darwinian mechanisms (gene mutations, gene drift, and genetic recom-
bination) and is reproducible.

Epigenetic Explanation

The fact that a hormonal treatment induces formation in voles of a number of glands 
that the species has lost in the course of its phylogeny proves that a certain level of 
the testosterone is both necessary and sufficient for the development of these glands. 
Given the position of the hormones of the peripheral endocrine glands as down-
stream elements of signal cascades along the hypothalamic–pituitary axes, the recon-
structed developmental cascade responsible for the formation of the “hip glands” in 
other vole species may look as follows:

  
neuralsignals from medial cortex hypothalamicGnRH neurons

pitu
→

→ iitary FSH testosterone→ .

The signal cascade suggests that the absence of “hip glands” in M. pennsylvanicus 
and M. longicaudus is caused by a local block of the action of testosterone.

Reversion of Sexuality in Parthenogenetic Lizards

Treatment of developing embryos of a parthenogenetic all-female lizard species, 
Cnemidophorus uniparens, with fadrozole (CGS16949A) a potent inhibitor of aro-
matase activity in mammals, induces production of male offspring. Experimentally 
produced males develop normal male genital tract and are fertile. Production of 
C. uniparens male lizards indicates that the genes required for male sexual differ-
entiation have not been lost or functionally changed in this parthenogenetic lizard 
(Wibbels and Crews, 1994). In other words, parthenogenetic females can produce 
male individuals and female individuals from the same genotype, i.e., no “male 
genes” are necessary for developing the male phenotype.
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Treatment with the fadrozole on day 20 of incubation of C. uniparens embryos 
produced all-female offspring, whereas the same treatment on day 5 produced only 
males (Wennstrom and Crews, 1995).

Sudden experimental transformation of a whole all-female parthenogenetic popu-
lation into sexually reproducing population (comprising male and female individu-
als) cannot be accounted for from a neo-Darwinian view: no changes in genes, no 
gene drift, no genetic recombination, and no selection are involved in this radical 
populational transformation.

The mechanism of reversion is clearly non-genetic, involving epigenetic changes in 
the sex-determining neurohormonal hypothalamus–pituitary–gonadal axis, including 
regulation of aromatase level by the brain. In this respect, it is somewhat illuminating 
that Cnemidophorus uniparens is an evolutionary descendant of the sexually reproduc-
ing species, C. inornatus and that some of the most relevant changes between them are 
discovered in the hypothalamic brain areas (Woolley et al., 2004).

Modified Ancestral Structures Reappear Stepwise

Evolutionary reversions, as opposed to the cases of transgenerational developmen-
tal plasticity, require a relatively large number of generations. As shown earlier in 
this chapter, experimentally induced evolutionary reversions of ancestral biochemi-
cal and life history characters (of very recent origin) in Drosophila take from several 
to 50 generations to occur. Moreover, not all of the individuals of a population may 
succeed in reverting to the ancestral character, implying that natural selection may 
have a critical role in the process of evolutionary reversions.

Given that the characters studied in the cases of experimental reversions in 
Drosophila are relatively simple and very recently acquired characters, it may be 
imagined that the time and the number of generations necessary for the reversion of 
complex traits is supposed to be greater, more so with reversions of Baupläne. The 
available paleontological evidence on evolutionary reversions (also the analysis of 
the available evidence from studies on animals assumed to be in the process of such 
evolutionary transformation) suggests that evolutionary reversion is a process, often a 
stepwise process, rather than an event.

It is generally assumed that metazoan Baupläne arose stepwise and that the 
observed stepwise reversion to ancestral Baupläne might reflect the way these ances-
tral Baupläne have evolved.

For illustrating the stepwise character of reappearance of ancestral morpholo-
gies, let us return to the well-known example of cetaceans (whales, porpoises, and 
dolphins). Paleontological record substantiates a number of intermediate forms that 
appeared in the course of their transformation into modern aquatic Ceataceans (see 
also Section Loss/Reduction of Limbs in Aquatic Mammals, Chapter 14).

Sequential adoption of five different modes of swimming behavior preceded five 
corresponding basic stages of morphological transformation of terrestrial quadrupeds 
into marine mammals with streamlined body (Thewissen and Fish, 1997).

First, the quadrupedal paddling of their terrestrial ancestors. It stimulated elon-
gation of the body characterized by some modifications of vertebrae as reflected 
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in the paleontological record by Ambulocetus and as it may be seen in present-day 
freshwater otters (Figure 14.5). The second mode of swimming was facilitated by 
the elongation of the body that enabled the pelvic paddling, which was followed by 
further elongation of the body but also by reduction of hind limbs as it is seen in 
the fossils of Rodhocetus or, in vivo, in sea otters (flattened head and tail, palmated 
feet, and webbed toes) (Figure 14.6). This made possible the transition to the third 
mode of swimming by pelvic undulation (undulation of the vertebral column) as the 
main propelling force during swimming, and made hind limb paddling less impor-
tant, thus leading to further reduction of hind limbs and increased size of the tail. 
This morphology facilitated another mode of swimming by caudal undulation and 
undulatory movements of the entire vertebral column and the dorso-ventrally flat-
tened tail. This was characteristic not only for Rodhocetus but also for Dorudontidae, 
the extinct family of whale ancestors. In modern mammals, this stage is exemplified 
by the giant South American freshwater otter, Pteronura brasiliensis (Figure 14.7).

By the Upper Eocene, an elongation of snout, comparable to that of the extinct fish-
eating reptiles, occurred. The nostrils migrated dorsally toward the top of the skull 
while the number and form of teeth (except for front teeth) remained essentially the 
same as in the primitive placental skull. By the end of Eocene occurred the reduction 
and gradual loss of hind limbs, remodeling of the front limbs into short steering flip-
pers, further vestigialization of hind limbs in many species, the re-emergence of the 
dorsal fin, transformation of the flattened tail into a horizontal fluke, adaptive modifi-
cation of the hearing apparatus with transformation of the auditory ossicles into bulla, 
and even, in some species, the reversion of the ancestral pisciform dorsal fin.

The transition of terrestrial mammals to an aquatic fish-eating life began some 
time during lower Eocene in a long and stepwise process that was completed by the 
Upper Oligocene.

At the present time, we are probably witnessing a similar processes of gradual 
adaptation to a frilly aquatic life of some carnivorous (fish-eating) species such as seals 
(aquatic carnivorous mammals of the families Phocidae and Otariidae) and otters (sev-
eral species of the genus Lutra) of which many species already have evolved aquatic 
adaptations, such as a relatively streamlined body, flattened head, short palmated feet, 
webbed toes, and horizontally flattened tail that already facilitates swimming.

With no changes in genes/GRNs, no genetic recombination or gene drift events 
related to the loss and reversion of limbs being ever suggested, any attempt to 
explain from a neo-Darwinian perspective evolutionary reversions observed in the 
morphology of aquatic mammals would be delusional.
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Neural Crest–Determined 
Evolutionary Novelties
The proper program of events governing the migration of crest may need 
first to be established in the hindbrain, to allow migratory crest cells to 
interpret and respond to environmental signals set up through a series of 
tissue interactions.

Trainor, Sobieszczuk, Wilkinson, Krumlauf (2002)

The neural crest is believed to have evolved from an invertebrate neural structure. It 
is critically involved in the development of numerous, often de novo, organs in ver-
tebrates. To a large extent, the neural crest is responsible for the unprecedented rapid 
rates of vertebrate evolution.

As for its embryonic origin, neural crest cells and nerve cells derive from a com-
mon stock of precursor cells and differentiate almost simultaneously in the neural 
tube. Neural crest cells then delaminate from the neural tube to start an ordered 
migration throughout the animal body to their target sites where they direct forma-
tion of organs and other structures.

Empirical evidence shows that, before leaving the neural tube, neural crest cells are 
provided with information not only for finding their way through the maze leading to 
the target sites, but also on what they must transform themselves into, as well as for reg-
ulating differentiation and proliferation of cells in the target site. Evidently, the informa-
tion that neural crest cells are provided with is epigenetic information (for they share the 
same genetic information with all of the rest of the cells throughout the animal body).

Neural crest cells provided the developmental repertory of vertebrates with a new 
“do-it-yourself” mechanism in addition to the “instructionist” mode of control of 
development accomplished by communicating developmental information via the 
brain–hypothalamic–pituitary–peripheral glands axes and local innervation. The neural 
crest cell–derived structures are among the most malleable structures in vertebrates.

Neural crest cells are essentially involved in the development of almost all verte-
brate organs. The omnipresence of neural crest cells in the process of individual devel-
opment, the accelerated evolution, and the malleability of the neural crest–induced 
organs indicate the important role that they played in the evolution of vertebrates.

Neural Crest–Determined Evolution in Vertebrates

The rise of vertebrates marks a new stage in metazoan evolution, characterized by 
accelerated evolutionary rates and increased complexity of structure and function 
with the morphological diversity as its most visible and amazing manifestation. 
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Transition from invertebrates to vertebrates is characterized not only by accelerated 
tempo of evolution but also by an unprecedented evolution of de novo structures.

These changes in the tempo and trends of evolution of vertebrates are inextricably 
related to the advent of the neural crest. All of the extant vertebrate species possess 
a neural crest, and the gene regulatory networks inducing formation of neural crest 
are conserved across the vertebrate taxa (Meulemans and Bronner-Fraser, 2004). 
The neural crest, as a specialized neural tube population of cells, is involved in the 
individual development both as a contributor of cells to various organs and parts 
throughout the animal body and as a source of inductive signals for morphogenesis 
and organogenesis at the target sites.

Origin of the Neural Crest

The neural crest develops from/on the neural tube at the area of its contact with ecto-
derm. Some authors believe that neural crest cells detach from the dorsal portion of 
the neural tube (Sohal et al., 1998). One strong argument in favor of this idea comes 
from the experimental evidence that, in response to ablation of the cranial neural 
crest (CNC), the neural tube regenerates neural crest cells with all of the capaci-
ties of the original, species-specific properties. The regeneration of the neural crest 
from the dorsal neural tube occurs only at the axial level of the ablated neural crest 
(Scherson et al., 1993).

Not only developmental evidence but phylogenetic evidence as well suggests 
that the neural crest is a derivative of the nervous system. According to Gans and 
Northcutt (1983), the evolutionary precursor of both the neural crest and neurogenic 
epidermal placodes is the epidermal nerve plexus of “protochordates.” In ascidians, 
for example, nerve plexus neurons are identified, which, like the vertebrate olfactory 
placode neurons, migrate to the brain (Stone and Hall, 2004).

It seems plausible that the reason the neural crest took over the functions of 
mesoderm in the facial cranium has been the failure of the mesoderm to respond to 
the evolutionary pressure for morphological transformations of the head and jaws 
that the new predatory style of life of vertebrates required. Vertebrates responded 
to that pressure by evolving a neural structure, probably an epidermal nerve 
plexus, which evolved into the neural crest. Hall also believes that the neural crest 
could

have existed initially as an epidermal nerve plexus or net controlling ciliary function 
during movement and filter-feeding. With increasing muscle-based locomotion, the 
dorsal nerve cord took over innervative control of locomotion, freeing the epidermal 
nerve cells for other functions.

Hall (1999)

The neural crest appeared ~450 million years ago, when the earliest vertebrates 
evolved, i.e., around the time of quadruplication of the Hox gene cluster that occurred 
in this group and even earlier. Structures homologous to the neural tube are found in 
protochordates (Corbo et al., 1997), ascidian urochordates (Baker and Bronner-Fraser, 
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Development of the Neural Crest

Generally, it is believed that the neural crest develops between the neural tube and 
the ectoderm after the neural tube breaks off the ectoderm. Its cells delaminate from 
the neural tube and migrate to specific sites in animal body to form or contribute to 
formation of the most different cells, organs, and tissues.

By the middle of the twentieth century, it was thought that formation of the neural 
crest requires inducing signals from the mesoderm. However, Moury and Jacobson 
demonstrated that ectopic transplantation of ectoderm to the axolotl (Ambystoma 
mexicanum) neural tube induces formation of the neural crest (Moury and Jacobson, 
1989), and both epidermal and neural plate cells are differentiated into neural crest 
cells (Moury and Jacobson, 1990).

The classical view that the neural crest precursors are a distinct population between 
the epithelium and epidermis also is at variance with its evolutionarily neural origin, 
and recent analyses have demonstrated that neural crest cells and the neural tissue 
derive from the same cytological precursors. Individual precursor cells within the neu-
ral folds can give rise to epidermal-, neural crest–, and neural tube derivatives.

Neural induction determines division of the ectoderm into neural ectoderm (neu-
ral plate), the remaining ectoderm, which develops into epidermis, and a border 
region between them that becomes the neural crest (Selleck and Bronner-Fraser, 
1995; Gammill and Bronner-Fraser, 2003; Figure 16.2).

By tracing back the developmental origins of the signals for neural crest forma-
tion, one finally arrives at the maternal factors of neural induction, proneural genes, 
which stimulate expression of Delta and its receptor, Notch (Itoh et al., 2003), in the 
neural plate. Notch signals from the neural plate, via induction of the Hairy drive 
expression of Bmp, Wnt, and Fgf genes, in the underlying mesoderm and adjacent 
nonneural ectoderm, thus determining lateral inhibition of neurogenesis. These 
secreted factors, as well as signals from the neural plate (Dlx5), induce expression of 
“neural plate border specifiers” (Zic factors, Pax3/7, Dlx5, and Msx1/2) (Meulemans 
and Bronner-Fraser, 2004).

Next, the neural plate border specifiers stimulate expression of “neural crest 
specifiers” (Slug/Snail, AP-2, FoxD3, Sox10, Sox9, and c-Myc), which form a dense 
network of interacting elements that makes possible expression of the “neural crest 
effector genes” (Muelemans and Bronner-Fraser, 2004), which in turn determine for-
mation of mature neural crest cells just before delaminating and starting their migra-
tion to strictly determined regions all over the animal body.

Empirical evidence shows that the midbrain–hindbrain junction and the brain-
inductive signaling center influence the fate of adjacent neural crest (Trainor et al., 
2002a). Neural crest cells are transformed from epithelial into mesenchyme cells, 
which is typical for many neuronal cells (Baker and Bronner-Fraser, 1997).

After delaminating from the neural tube/CNS, neural crest cells start migrating to 
particular regions of the embryo, where they direct formation of numerous structures 
and organs by differentiating themselves into a variety of cell types and by inducing 
differentiation and proliferation of local cells.

As pointed out, both neurons of the neural tube and neural crest cells derive from 
common precursor cells. The distinction between neuroepithelial cells of the neural 
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This view is also supported by the observation that neural crest cells are produced by 
some spinal cord neurons (Sohal et al., 1998). These experimental facts, and others 
to be presented later, suggest that the neural tube may be the producer of neural crest 
cells and the provider of the epigenetic information to the neural crest cells before 
they delaminate from the neural tube.

Migration of Neural Crest Cells to Target Sites

The unique morphogenetic role of migrating neural crest cells in different regions of 
the body, where they form some of the most complex vertebrate structures, suggests 
that:

1. Neural crest cells are in possession of positional information about the sites where they 
must go.

2. They “know” what they must do in their target sites, as is proven by the fact that they 
transform themselves and the cytological elements in the region into specific cell types and 
often do so even when directed to other regions of the body or even when transplanted to 
embryos of other species.

How are neural crest cells oriented while navigating through meandering pathways 
to their destination? A general idea on the mechanism has been obtained from stud-
ies on axon conductance.

The prevailing opinion is that it is the cellular and biochemical environment that 
directs the growth of an axon to its target cells. While it is true that the environment 
provides biochemical cues for their journey, there is a tendency to ignore the essential 
fact that only neurons (no other cells) can “recognize” these cues and follow them.

It is believed that axons find their way to the target cells through their growth 
cone with their finger-like appendices, which keep extending and retracting until 
they find a specific cell membrane receptor molecule and adhere to the cell or form 
a synapse with it if it is another neuron. Netrin-1 is an attractive cue for axons, but 
its action is mediated by Ca2 influx from both the extracellular environment and 
internal stores (Hong et al., 2000). Netrin-1 does not serve as an attractant for axons 
when the plasma membrane Ca2 channels are blocked. The nerve growth cone uses 
Ca2 (calcium ions) as directional cues for attraction or repulsion. Attractant mol-
ecules, such as netrin-1, increase concentration of extracellular Ca2. The rise of the 
cAMP concentration in the growth cone decreases the concentration of Ca2. By 
integrating global and local Ca2 signals, the growth cone determines by itself the 
direction of growth (Zheng, 2000).

It is important, however, to bear in mind that axons of different neurons at the 
same location may follow different itineraries, use different cues, and select differ-
ent target cells, suggesting that different axons may possess different information or 
“instructions” on where to go (Lodish et al., 1996).

On the way to their destination, axons actively seek guidance factors (Delcomyn, 
1998). Contrary to the conventional wisdom, the ability of axons to identify these 
factors speaks in favor of the hypothesis that they are in possession of information 
for recognizing them, and against any instructive role of the cellular environment.
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The Source of Epigenetic Information of Neural Crest Cells

Migration of neural crest cells to the target sites throughout the vertebrate body is 
also a directed process. Similarly to the axon conductance, neural crest cells use 
local cues as landmarks to thread their way through the long intercellular labyrinths. 
The neural crest cells “recognize” and use those cues as a Theseus thread to their 
destinations.

As mentioned earlier, the fact that, among other migrating cell types, only they 
can identify and use these cues implies that only neural crest cells have the informa-
tion to recognize and make use of them. Only they are capable of deciphering, read-
ing, or understanding the “content” of those cues. Hence, the information for their 
migration is not in the cellular environment they navigate through, not in the “cues” 
themselves, which per se are meaningless, but in the neural crest cells that can rec-
ognize them. In a crude analogy, regular switching of colors in a traffic light is a 
cue rather than information. It is our brain that generates the roadway information 
by giving meaning to these color-switching patterns as compared to squirrels, which 
sometimes have to pay the highest price for lacking that information. Similarly, but 
at a different organismal level, migrating birds use natural data (Earth magnetism) to 
find their way to migration places. The variations of the magnetic field are data not 
information showing the way to migration sites. Migrating birds use the magnetic 
field data as cues, because they have information or a “map,” which we humans lack, 
on the variation of the magnetic field in the course of migration.

At the proper time, during the embryonic development, cells from specific regions 
of the neural crest migrate orderly to specific regions of the body. Upon arrival at the 
specific site, they use the preexisting information, their “intrinsic biases,” in Hall’s 
expression, to differentiate into cell types characteristic of the structures they form. 
There is evidence that the “migration program” of neural crest cells to the target sites 
(branchial arches) is coded in the hindbrain:

Signals influencing the generation and migration of neural crest are established by 
interactions between the hindbrain and these tissues ... neural crest survival, emi-
gration and migration into the arches may result from the sequential interactions 
initiated in the hindbrain during neural plate stages. Hence, in a manner similar 
to what we have found in studying cranial neural crest plasticity in A–P pattern-
ing, the proper program of events governing the migration of crest may need first to 
be established in the hindbrain (my emphasis—N.C.), to allow migratory crest cells 
to interpret and respond to environmental signals set up through a series of tissue 
interactions.

Trainor et al. (2002b)

Neural crest cells possess information not only about the itinerary to their destination 
but, before leaving the neural tube, they are provided with information for inducing 
specific cell differentiation and morphogenesis at the sites of migration. In a series of 
elegant experiments, Schneider and Helms (2003) have shown that by transplanting 
quail neural crest cells to ducks, and the reverse, it is possible to produce offspring 
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that inherit the beak morphology of the graft donor (quail beaks in ducks, and duck 
beaks in quails). In their interpretation:

Neural crest cells provide patterning information for beak morphology. Not only do 
neural crest cells direct their own morphogenesis, they also pattern non-neural crest 
beak tissues in a manner characteristic of the donor species.

Schneider and Helms (2003)

They have also demonstrated that the grafted donor cells bring to, and impose on, the 
host their developmental program. They alter in a donor-specific manner the patterns 
of gene expression of the host tissues (Schneider and Helms, 2003).

Additional evidence on the role of the neural tube/CNS as provider of epigenetic 
information of the neural crest cells comes from experimental transplantation of neu-
ral crest cells to heterotopic regions (rhombomeres) of the brain. When neural crest cell 
progenitors from the midbrain–hindbrain region are transplanted caudally, they continue 
to induce structures they used to induce in their characteristic sites of migration, thus 
leading, for example, to formation of ectopic bones of the donor type (Figure 16.3).

Now, to summarize: the neural tube/hindbrain provides neural crest cells with epi-
genetic information for the itinerary they must follow and for the developmental pro-
cesses they must induce in the target sites.

Neural Crest and Vertebrate Morphogenesis

From the neural crest that forms on the neural tube starts a mass migration of neural 
crest cells. They are at the origin of many cell types and contribute to the forma-
tion of a great number of tissues and organs. A group of them from the developing 
brain and spinal cord go in direction of ectoderm to be differentiated into pigment 
cells (melanocytes). The rest of them follow an internal path between the neural tube 
and somites to reach down to the deepest layers and form sensory and sympathetic 
ganglia (Figure 16.4). The pluripotent neural crest cells differentiate into nerve cells, 
glial cells, adrenergic cells, pigment cells (leukophores, erythrophores, melano-
phores, iridiophores, and xanthophores), and chondrocytes.

Once the hindbrain neural crest cells exit the neural tube, they are maintained in 
segregated streams (Noden and Trainor, 2005). In mice, the hindbrain-derived neural 
crest cells migrate in three segregated streams adjacent to the even-numbered rhom-
bomeres, compartments of developing hindbrain (Trainor et al., 2002b), but odd and 
even rhombomeres produce equal number of neural crest cells. The neural crest cell 
free zones are at the level of rhombomeres 3 and 5 (physically restricted by the invagi-
nating otic placode). Creation of neural crest cell free zones is necessary for maintain-
ing the separation of neural crest cells of different origin and function (Trainor et al., 
2002a). The pluripotent neural crest cells contribute to the development and morphol-
ogy of regions where they migrate not only by transforming themselves into different 
types of cells, but also by transforming the local cells in appropriate types of cells. So, 
for example, initiation of chondrogenesis in the pharyngeal endoderm requires direct 
contact with the neural crest cells (Hall, 1999, p. 137).
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of migrating neural crest cells in different regions of the animal body to form there 
some of the most typical vertebrate features clearly suggests that:

1. Neural crest cells possess positional–structural information for the organs or parts, whose 
formation they are involved in.

2. Neural crest cells induce differentiation and proliferation of neighboring cells to participate 
in formation of those parts or tissues.

3. Evolution of neural crest–induced structures is based on the intrinsic properties of neural 
crest cells, which are provided with the necessary epigenetic information before leaving 
the neural tube/CNS.

Now let us illustrate, with some representative examples, the rapid evolutionary 
changes in vertebrate morphology, in response to changes in conditions of living, in 
which the neural crest was essentially involved.

Neural Crest–Determined Evolutionary Novelties  
in Vertebrates

The Vertebrate Head

Underscoring the innovative character of the vertebrate head, Gans and Northcutt 
(1983) considered it a “new head” and put forward the hypothesis that the more ante-
rior (or rostral) part of the head, including sense organs, prosencephalon and mes-
encephalon, together with the corresponding region of the skull, is derived from the 
neuroectoderm. They point out:

It is more difficult to understand why the neural crest should function like mesoderm 
in the anterior head. This is clearly the most striking change coincident with verte-
brate origins. To make a crude analogy: the vertebrate head may be conceived as an 
addition to the existing body of protochordates.

Gans and Northcutt (1983)

The whole “prechordal” skull is virtually of neural crest origin, and the contribu-
tion of the mesoderm to the “new head” is reduced essentially to muscles and a 
limited posterior (or caudal) part of the skull (Figure 16.6). As a vertebrate neural 
crest–derived innovation, the cranium is probably the greatest evolutionary expres-
sion of the potential of the exploratory neural crest (Gerhart and Kirschner, 1997, 
p. 553).

Neural crest cells originating from rhombomeres (transient segments of the hind-
brain) go to the head, where they differentiate into the cytological elements of bones 
and cartilages of the head. On the way, they do not mingle.

The pathway of transformation of the CNCs into skeletogenic components in  
successive embryonic stages of development of chick and mouse is presented in 
Figure 16.7.
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Whether the evolutionary transformation of the lower jaw bones into middle 
ear ossicles in mammals has occurred only once, in their common ancestor (Rowe, 
1996), or more than once in different groups, after their divergence from the com-
mon ancestor, has been a controversial issue in modern biology. Given the complex-
ity of the structure of the middle ear ossicles and of the process of the transformation 
of mandibular bones into middle ear ossicles, most biologists believed that this evo-
lution occurred only once to the common ancestor of all the mammals. This hypoth-
esis of monophyletic origin of middle ear ossicles seems to have been refuted by 
recent paleontological evidence.

Rich et al. (2005) in Australia found a 115 million-year-old fossil jaw of an 
Early Cretaceous monotreme, Teinolophos trusleri, considered to be an extinct rela-
tive of the modern Australian monotremes, platypus and echidna (Martin and Luo, 
2005). The fossil has a trough in which postdentary reduced bones, homologous to 
the mammalian ear ossicles, were housed, implying that although the reduced bones 
might have been used for hearing, they were still an integral part of the jaw, in the 
mandibular trough. They represent, thus, an important link between the mandibular 
bones and fully transformed mammalian middle ear ossicles in monotremes (Rich 
et al., 2005). In view of the facts that monotremes, to which Teinolophos trusleri 
belongs, split off as a separate mammalian group more than 150 million years ago 
and that modern monotremes have middle ear ossicles, the presence of the bones 
homologous to the middle ear ossicles still attached to the mandible in T. trusleri 
proves that middle ear ossicles in monotremes evolved independently from other 
groups of mammals.

The freeing of the mammalian ear bones from the lower jaw may have occurred 
more often than can be conclusively documented at present (Rich et al., 2005), and 
Martin and Luo (2005) believe that middle ear ossicles have evolved independently 
three times in mammals: in marsupials, in placentals, and in monotremes.

Ontogeny of the Middle Ear Ossicles

The evolutionary trend for freeing reptile lower jaws from articulating functions in 
the process of their evolution into mammalian middle ear ossicles is supported by 
evidence on the development of ear ossicles during ontogeny (Figure 16.10).

Middle ear ossicles are of CNC origin. The hindbrain (rhombomeres 1 and 2) 
and caudal midbrain supply neural crest cells for the malleus and incus, whereas the 
rhombomere 4 is at the origin of CNC cells for the stapes (Köntges and Lumsden, 
1996; Mallo, 2003). Migration of these CNC cells to the target sites marks the start 
of developmental processes leading to formation of middle ear ossicles.

In mammalian development the auditory chain arises connected to the mandible but 
later detaches, recapitulating the phylogenetic transformation. In modern didelphid 
development, the auditory chain reaches mature size by the third week after birth 
and is then separated from the jaw and displaced caudally as the neocortex grows 
for another 9 weeks.

Rowe (1996)
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Epigenetic Explanation

Two epigenetic explanations of the process of transformation of the jaw bones into 
mammal middle ear ossicles have been noted that

1. It resulted from expansion of the brain, which, by widening the gap between the middle ear 
and the reduced jaw bones, pulled these bones apart from the mandible in mammals (Luo, 
2001). This epigenetic hypothesis seems to have been refuted by paleontological evidence 
that the brain sometimes is less expanded in fossils that have detached middle ear ossicles 
than in mammal fossils with ossicles still attached to the dentary (Wang et al., 2001).

2. It is related to separation of the reduced postdentary ossicles:

Reduction of the PDU increasingly weakened its tie to the dentary until a critical 
point was reached where the dentary, while erecting to a more vertical position dur-
ing ontogeny, no longer seized the PDU, which was moored at the basicranium by 
connective tissue. This hypothesis is similar to the detaching mechanism of the ear 
ossicles in marsupials, without requiring brain expansion as the initial trigger.

Wang et al. (2001)

None of the above hypotheses addresses the fundamental cause of the reduction in 
size of postdentary ossicles. Convergent evolution of such complex structures as 
middle ear ossicles (they are believed to have independently evolved three times), 
their simultaneous coordinated reduction in size, and their adaptive posterior dis-
placement in mammals suggest that evolution of ossicles might not have been as 
contingent as is conventionally imagined. If one were to admit that formation of 
the middle ear ossicles is not the only possible solution to the problem of hearing in 
mammals, then the question arises: What could this strong bias to the same solution 
to hearing problems in mammals be related to?

Even more essential is the question: Where did the epigenetic information 
(signals) for the simultaneous reduction of the size of three reptile bones come from?

Biased changes in the size and in migration sites of the postdentary bones cannot 
occur randomly but need information, a kind of information that obviously is differ-
ent from the genetic information for the primary structure of proteins. The crucial 
role of the neural crest cells in the process of the formation of the postdentary ossi-
cles suggests that in searching for the source of that information, one should focus 
on the function of these cells.

Neural crest cells represent the basic building blocks of the middle ear ossicles. 
These cells come from the midbrain and hindbrain (rhombomeres 1, 2, and 4)  
(Köntges and Lumsden, 1996; Mallo, 2003). It is a well-known fact that before 
leaving the neural tube, neural crest cells are provided with information not only 
for migration (Trainor et al., 2002b) to the site of ossicle formation but also for 
determining the shape and size of bones (Schneider and Helms, 2003; Tucker and 
Lumsden, 2004):

With regards to shape of the resulting cartilage elements, the patterning cues reside 
in the neural crest before migration.

Tucker and Lumsden (2004)
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All the above suggests that the evolutionary changes in morphology, morphometry, 
and the developmental behavior of the postdentary bones that evolved into middle 
ear ossicles may have been determined by changes in the epigenetic information, 
which is provided to the neural crest cells before they leave the neural tube.

Neural Crest in Evolution of Dentition in Vertebrates

Neural crest played a crucial role in the evolution of vertebrate dentition. The crucial 
element in the development of teeth in this group are neural crest cells which, after 
migrating to the presumptive dentition regions, form the odontogenic ectomesen-
chyme, which activates the overlying oral epithelium and interacts with it.

Critical for the evolutionary change in morphology, and in animal phenotype in 
general, is the source of information for the change. (The change is not random but 
adaptive.) Adequate empirical evidence shows that this information is provided by the 
odontogenic neural crest cells (Lumsden, 1988) originating from the posterior mid-
brain (Imai et al., 1996) and by the local innervation (Tuisku and Hildebrand, 1994; 
Hildebrand et al., 1995; Figures 13.39 and 13.40) of the presumptive teeth region.

With genes and genetic processes not known to be involved in evolution of denti-
tion in vertebrates (of all the odontogenic genes and gene regulatory networks are 
conserved across vertebrate taxa) and the neural crest being pivotal in evolution of 
teeth, an epigenetic change in the information that the neural crest cells are provided 
with before leaving the neural crest is a plausible explanation of the evolution of 
dentition in vertebrates.

An Evolutionary Event in Darwin’s Finches

Darwin’s finches of the Galapagos Islands are a group of birds that exhibit unusual 
variability in the beak form and size, despite the fact that all of them are closely 
related and recently diverged from a common ancestor.

One of these finch species, Geospiza conirostris, on Isla Genovesa, Galapagos, is 
currently in the process of evolving into two incipient species. The finch population of 
the island is segregated in two phenotypically distinct groups. One group, designated 
as group A, consists of individuals with longer and narrower beaks, and group B, of 
individuals with shorter but wider beaks. Male individuals of the A type, with longer 
and narrower beaks, “feed from cactus fruits by drilling a hole with the beak, remov-
ing seeds and eating the surrounding arils,” whereas the B type males “were observed 
ripping open cactus pads with their beaks to feed on the exposed insect larvae and 
pupae.” Additionally, both groups differ in the type of song they sing, and this differ-
ence is the most important cause of the reproductive isolation in sympatry that char-
acterizes two G. conirostris populations of the island that seem to be in the process of 
splitting in two incipient species.

The rapid evolution of beaks in Darwin’s finches represents a rare opportunity 
for the study of the process of the evolutionary change. One of the first things that 
comes to mind when considering the exceptional evolutionary plasticity of the beak 
in Darwin’s finches is the critical role of the neural crest cells in development of 
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this organ. Hence, a brief review of the present knowledge on the cytological and 
molecular factors involved in the beak development may provide some clues about 
the mechanisms of evolutionary changes in Darwin’s finches’ beak morphology.

The Role of the Neural Crest in Beak Development

After delaminating from the forebrain, the beak-inducing neural crest cells start an 
orderly migration to the beak region, where they differentiate into specific beak cells 
and induce molecular and cytological transformation of cells in the region of the pre-
sumptive beak.

The central regulatory role that neural crest cells play in determining beak mor-
phology is demonstrated in numerous experimental studies, especially in studies 
on interspecific neural crest transplantation at particular embryonic stages in birds 
(Figure 16.11).

Homotopic transplantation of the neural tube at specific times of embryogenesis 
between quails (Coturnix coturnix japonica) and ducks (Anas platyrhynchos) leads 
to development of structures (Schneider and Helms, 2003) and plumage color pat-
terns (Kinutani and Le Douarin, 1985) typical of the donor species rather than of the 
host.

Tucker and Lumsden (2004) focused on the bilateral and unilateral embryonic 
transplantation of distinct neural crest populations from Japanese quail and duck. 
They observed that homotopic grafting with quail midbrain and rhombomeres 12 
(which supply the neural crest cells for the lower beak) into the duck embryo neu-
ral tube led to production of chimerae with smaller (quail type) lower beaks (Figure 
16.12). This is because the lower beak is determined by the midbrain neural crest, 
which is of quail origin, whereas the upper beak is determined by more anterior parts 
of the brain, which come from the duck. They also observed that not only the size 
but also the shape of the entoglossum resembled that of the quail. Unilateral grafts 
led to the development of the donor shape only on the grafted side.

Unilateral homotopic grafting of the quail neural crest from rhombomeres 1 to 4 
in duck embryos produced retroarticular process (RAP) of the quail type (because 
RAP is derived from the rhombomere 1 neural crest) (Tucker and Lumsden, 2004). 
Investigators conclude:

Contrary to previous reports claiming that facial skeletal patterning information 
resides solely in the endoderm and that the neural crest is a passive player in the 
patterning process (Couly et al. 2002), our results show that neural crest cells do 
indeed contribute to the final pattern, albeit in a less extensive way that originally 
proposed by Noden (1983).

Tucker and Lumsden (2004)

Experimental heterotopic transplantation of the first arch neural crest cells from 
chicks and quails into the excised second and third arch neural crest of the chick 
gave rise to ectopic development of beak-like structures on the ventrolateral side of 
the neck.
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Neural crest cells provide the epigenetic information for the size and the shape of 
the beak in these bird species. In compliance with previous experimental evidence, 
they believe that the CNC is

morphogenetically prespecified in respect of its branchial skeletal derivatives, that 
is, that information for the number, size, shape, and position of its individual ele-
ments is already determined in these cells when they are still in the neural folds. 
This positional information would somehow be preserved after they delaminate from 
the neural tube and migrate into the branchial arches, before being read out as spa-
tial pattern of chondrogenesis and osteogenesis …. The ability to form species-spe-
cific patterns of craniofacial skeletal tissue thus appears to be an inherent property 
of the neural crest, expressed as species-specific responses to endodermal signals.

Tucker and Lumsden (2004)

Tucker and Lumsden (2004) are not the only investigators who, based on experi-
ments of orthotopic neural crest transplantation from anterior midbrain rhombo-
meres of quail donors into ducks, have shown that the form of the beak in chimeras 
is determined by the donor of the neural crest rather than by the host. Earlier,  
Hu et al. seem to have implied the instructive role of the CNS on neural crest cells:

Cranial neural crest destined for the FNP (frontonasal process—N.C.) migrate over 
the forebrain rather than past the pharyngeal endoderm, making it unlikely that sig-
nals from this tissue impact neural crest skeletal precursors en route to the FNP.

Hu et al. (2003)

Figure 16.12 Duck head at E13 grafted with quail midbrain (1 R1/2) neural crest showing 
reduced size of lower beak when compared with upper beak. This is because the lower beak is 
determined.
Source: From Tucker and Lumsden (2004).
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However, no consensus seems to exist yet on the instructive role of the neural crest 
and on the brain origin of information for their migration. Based on experiments on 
the patterning of the facial skeleton, earlier Couly et al., while acknowledging the 
instructive role of neural crest cells, have questioned the idea that neural crest cells 
are in possession of all of the information necessary for the development of the facial 
skeleton:

The neural crest cells that form the bones and the cartilages do not themselves pos-
sess all the information necessary for patterning the facial skeleton.

Couly et al. (2002)

Recent studies on the role of neural crest cells in shaping beak morphology in 
Darwin’s finches have shed new light on the mechanism of evolution of beak mor-
phology (Abzhanov et al., 2004). Most relevant factors examined, including various 
forms of BMP (bone morphogenetic protein), Shh, and Fgf8, are functionally identi-
cal in different species of finches. The only distinctive factor that investigators have 
been able to identify is an epigenetic change, an increased and earlier expression of 
the BMP4 in the mesenchyme of the embryos of finch species with deeper and wider 
beak. (Bmp2 and Bmp7 expression was correlated with the size but not with the 
shape of the beak.) By stage 26, embryos of Geospiza magnirostris, which are char-
acterized by deeper and wider beak, showed higher levels of BMP4 than embryos of 
the rest of finch species (Figure 16.13).

By stage 29, embryos of all three ground finch species, G. fuliginosa, G. scandens, 
and G. magnirostris, showed increased expression of BMP4, with G. magnirostris still 
maintaining the higher levels. At that stage, BMP4 was found to have been expressed 
in the mesenchyme of the developing beak of other species that have shallow 
and narrow beaks (G. conirostris, G. scandens, and G. conirostris) (Abzhanov 
et al., 2004).

In comparative interspecific studies, Wu et al. (2004) found that increased expres-
sion of Bmp4 occurs in two sites of the presumptive beak in chick embryos but in 
only one in duck embryos, suggesting that differences in the shape and size of the 
beak between these species result from the differences in patterns of Bmp4 expres-
sion. By using Noggin for increasing or decreasing BMP4 expression, they were able 
to manipulate the size of the beak (Wu et al., 2004).

Another group of investigators found that by manipulating expression of BMP4, 
similar changes in the beak morphology, in both form and size, are also produced in 
chick embryos (Helms et al., 2005).

Another correlation was observed between the elevated level of calmodulin 
and elongated beak morphology. Abzhanov et al. (2006) found that calmodu-
lin expression was higher in the distal–ventral mesenchyme of the frontona-
sal processes of long-beaked finches than in processes of the short-beaked 
finches. Thus, they have identified the effect of the combined action of Bmp4 
and calmodulin expression in determining the shape and size of the beaks in 
Darwin’s finches (Figure 16.14).
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Figure 16.13 (A) G. difficilis is the most basal species of the genus Geospiza, and the rest of the species form two groups: ground and cactus 
finches, with distinct beak morphologies. (B) At stage 26, Bmp4 is strongly expressed in a broad distal–dorsal domain in the mesenchyme of 
the upper beak prominence of G. magnirostris and at significantly lower levels in G. fortis and G. conirostris. No Bmp4 was detected in the 
mesenchyme of G. difficilis, G. fuliginosa, and G. scandens. (C) At stage 29, Bmp4 continues to be expressed at high levels in the distal beak 
mesenchyme of G. magnirostris. Broad domains of Bmp4 expression are detectable around prenasal cartilages of G. fuliginosa and G. fortis. A small 
domain of strong Bmp4 expression is also found in the most distal mesenchyme of G. conirostris, and weaker expression is seen in G. scandens and 
G. fortis (arrows). Scale bars: 1 mm in (B) and 2 mm in (C).
Source: From Abzhanov et al. (2004).
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Neo-Darwinian Explanation of Beak Evolution in Darwin’s Finches

The sudden establishment of the inherited correlation between the beak morphology/ 
morphometry and the singing patterns observed in two sympatric populations of  
G. conirostris, on Isla Genovesa, Galapagos, is enigmatic from the neo-Darwinian 
point of view. No separation of sympatric populations could be sustained under con-
ditions of the random mating of individuals from two populations.

In all likelihood, the reproductive isolation between the narrow-long-beaked and 
the wider-shorter-beaked populations is maintained by the differences these popula-
tions have evolved in the types of songs they sing.

Based not only on general considerations that changes in behavior are not induced 
by changes in genes (see especially Section Animal Behavior Is Not Determined 
by Genes, Chapter 8) but also on the very short time and the unavoidable random 
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mating in sympatry, accumulation of gene mutations can be excluded as a possible 
cause of reproductive isolation between the two populations. Leading investigators 
deny the likelihood that changes in genes may be responsible for the evolution of 
the reproductive isolation of the two morphologically indistinguishable sympatric 
populations of G. conirostris on the island (Grant and Grant, 1997). They found that 
hybrids between species of Darwin’s species are viable and fertile to the same degree 
the offspring of nonhybrid matings are (Grant and Grant, 1997). They firmly con-
clude that speciation of Darwin’s finches

continues in sympatry …. Differences in beak size between closely related species 
tend to be greater in sympatry than in allopatry …. Because the morphological 
traits are highly heritable, natural selection in one generation led to an evolutionary 
response in the next. The magnitude of the response was such as to probably dwarf 
any genetic changes occurring over the short term by drift and immigration.

Grant and Grant (1997)

There is no evidence of any genetic incompatibility between the two groups, which 
potentially can hybridize and produce viable and fertile offspring. There is no evi-
dence that genetic recombination or changes in allele frequencies between the two 
groups have played any role. There is no evidence that the inherited variability in 
these traits is genetically determined. In short, there is an insuperable problem for 
the neo-Darwinian paradigm: the evolution and the maintenance of the two song 
types in two sympatric bird populations of a small island.

Above all, no neo-Darwinian mechanism would allow for evolution of two incipi-
ent species within the same small island, i.e., in the conditions of sympatry and gene 
flow between populations.

Epigenetic Explanation of Evolution of Beak in Darwin’s Finches

Podos (2001) made an attempt to mechanistically explain changes in singing pat-
terns of various species of Darwin’s finches on the Galapagos Islands as a result of the 
respective changes in beak morphology. While there is no question that the beak mor-
phology and morphometry imposes constraints on bird’s singing, we should not forget 
that the birds’ singing patterns and song learning are functions of the song circuit with 
song control centers in the brain as the central mechanism of song production. While 
the size and the shape of the beak can influence the quality of the song, the type of the 
song is determined by the song control centers and the song circuit, including the vocal 
apparatus. With the same beak, a bird can generate a very wide range of song types and 
lengths. The patterns of the movements of the singing apparatus that produce any type 
of song are determined in the bird’s brain rather than in the beak.

The study of Grant and Grant (1997) has not been designed to prove whether 
the resulting change in the beak size might have been an appropriate morphological 
response of birds to the changed conditions of living. It has been taken for granted 
that it resulted from the action of natural selection on existing genetic variability in 
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the beak shape and size. However interesting, the value of their study lies not only in 
what it proved but even more in what it did not:

– It did not prove that the inherited change in the beak size was a result of accumulation of 
gradual changes, and

– It did not exclude the possibility that the recorded change in the beak size was a sudden 
adaptive response to the changed condition in the environment (availability of big or small 
seeds). There is no convincing evidence in their studies that the hereditary variability on 
which the natural selection acted preexisted, hence the possibility exists that the pheno-
typic variability rose in response to the changed conditions of living.

It would not take a great deal of imagination to envision, in line with the theory, a 
hypothetical mechanism by which birds could rapidly adapt their beak morphology 
to two alternative (e.g., dry and wet) conditions of living. Under wet conditions, the 
absence of big seeds and abundance of small seeds would have a two-fold effect:

1. A high death rate of big-beaked individuals, and
2. A change in the behavior of the surviving small-beaked individuals.

The stress condition imposed by the drastic change in the weather conditions is 
associated with, and determined by, neurohormonal mechanisms. There is evidence 
that neurohormonal mechanisms of stress may induce inherited changes in develop-
mental pathways and produce evolutionary changes without changes in genes (see 
Section Environmental Stress Induces Evolutionary Changes Without Changes in 
Genes, Chapter 7). The stress condition may trigger the neurohormonal system to 
increase the release of a signal, which, through neural and circulation pathways, can 
reach the sexual cells. This signal may contain instructions for neural crest cells to 
induce the development in the offspring of a beak that is different in size and shape.

How, under conditions of sympatry, such a high degree of segregation between 
the two groups of the same spatially uninterrupted population on a small island might 
have evolved? It is about four phenotypic characters (size and shape of beaks, feeding 
behavior, and song type) that are expressed in two different forms in two groups of 
the same population on a small island of the Galapagos archipelago. Let us remember 
that song production in birds is a function of song circuits that are under control of the 
brain song centers (see Section The Song Circuit in the Brain of Birds, Chapter 19).

We should bear in mind that not only within the group of Darwin’s finches but 
even between bird species that are not closely related, such as chickens and ducks,  
gene regulatory networks (GRNs) and developmental pathways for beak develop-
ment are well conserved. With genes and developmental pathways determining the 
development of beaks in Darwin’s finches being, functionally at least, unchanged, 
with genetic recombination and changes in allele frequencies excluded as possible 
agents in the evolution, one is left with no alternative explanation but accepting that 
the sudden split of the original population of G. conirostris into two populations dis-
tinct in morphology and morphometry is determined by changes in the behavior of 
the neural crest cells. At a deeper molecular level, these changes are epigenetically 
determined not by mutational changes but by epigenetic changes in the spatiotem-
poral patterns of expression of BMPs (BMP4 and, to a lesser extent, by BMP2 and 
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BMP7) and calmodulin. This is definitely demonstrated and, as pointed out ear-
lier, investigators have succeeded in manipulating the size and shape of the beak in 
Darwin’s finches and produce beak shapes and forms resembling those of species 
in nature, by simply modifying expression of these two inducers (Abzhanov et al., 
2006).

The size and shape of the beak is determined by neural crest cells, which before 
starting their migration from the neural tube to the target sites (in our case, in the 
presumptive beak) are provided with epigenetic information on where to go and 
what to do (Trainor et al., 2002; Schneider and Helms, 2003; Tucker and Lumsden, 
2004). Both the upper and lower beak (as well as cranium) in birds develop from the 
CNC cells from the forebrain, the midbrain, and the brain rhombomeres 1 and 2.

The most important aspect of the formation of two sympatric populations of  
G. conirostris is the evolution of two different song types on which mate choice 
and reproductive isolation of these populations is based. How this divergence in the 
singing of males of two populations arose is not known. What is known is that no 
changes in genes and genetic mechanisms are involved in this process.

The sudden evolution of a new type of song among males of G. conirostris on 
the island created conditions for a split of the original population in two. Females 
that happen to prefer the new type of song will tend to mate with males that happen 
to sing that new song type. This led to formation of two separate fertilization sys-
tems and marked the beginning of a speciation process in sympatry. Thus, based on 
female mate preferences for the song types, two reproductively isolated populations 
emerged within the original population of finches on the island starting a process of 
speciation under conditions of sympatry, without spatial separation or geographical 
isolation of populations.

Based on a considerable number of described cases of sudden evolution of repro-
ductive isolation without changes in genes between populations in sympatry (see 
Chapter 19, Epigenetics of Sympatric Speciation—Speciation as a Mechanism of 
Evolution), it may be inductively assumed that an epigenetic change in the properties 
of song circuits and song control centers in one of the sympatric populations led to 
the reproductive isolation of the two populations of G. conirostris on Isla Genovesa.

Evolution of the Adult Pigment Patterns in Danio Fish

Larval and adult patterns of melanophore stripes in the lineage of danio fish are dif-
ferent. The change in stripe patterns in most cases is related to the fact that, in dis-
tinction from the larval patterns that result from spatial arrangement of embryonic 
crest cells migrating to the skin (which transform into melanocytes and other pigment 
cells) from the neural crest, in the development of adult patterns postembryonic neural 
crest–derived stem cells are also involved (Quigley et al., 2004). In Danio rerio, the 
larval stripe pattern appears as early as 3 days postfertilization and remains for about 
2 weeks. Then neural crest–derived latent stem cell precursors are transformed into 
melanophores and migrate to the flank region, thus patterning the adult stripes in the 
danio lineage. Another danio species, Danio nigrofasciatus, develops its adult stripe 
pattern differently. The adult stripe pattern is almost entirely determined by the larval 
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Neo-Darwinian Explanation

No neo-Darwinian explanation is possible as long as there is no evidence or indica-
tion that changes in existing genes or evolution of new genes are related to the evolu-
tion of the cardiac tract outflow.

Epigenetic Explanation

The evolution of the cardiac outflow tract is the result of changes in behavior of the 
neural crest cells coming from the cardiac neural crest. The plausibility of the epigen-
etic explanation derives from the fact that the migration of neural crest cells involved 
in the patterning of the cardiac tract outflow and the differentiation of them into cyto-
logical elements of the tract is predetermined by the epigenetic information that the 
cardiac neural crest cells are provided with, before leaving the neural tube/CNS (see 
Section Migration of Neural Crest Cells to Target Sites earlier in this chapter).

Evolution of the Forebrain Vasculature

The forebrain represents a morphological innovation of the CNS of higher ver-
tebrates. Its evolution was associated with an expansion of the brain vasculature. 
While components of the dorsal posterior brain vasculature derive from the paraxial 
cephalic mesoderm, the later evolution of the ventral–anterior vasculature is deter-
mined by migratory neural crest cells from a specific brain region (Figure 16.16).

It appears plausible that there was a causal relationship between the construction 
of neural crest cells–dependent vascular domain and the continued expansion of the 
anterior brain and head over the course of evolution (Etchevers et al., 2001).

Neo-Darwinian Explanation

As is to be expected, no neo-Darwinian hypothesis has been presented for explaining 
the patterning of the new vasculature without changes in genes.

Epigenetic Explanation

Two epigenetic scenarios of the evolution of head vasculature may be considered:

1. Neural crest cells are programmed to direct the development of the vasculature before leav-
ing the CNS, as it usually occurs in neural crest–derived structures, and

2. An experimentally identified neurogenic mechanism of the vasculature patterning may also 
be operational in the development of the forebrain vasculature: in the process of its devel-
opment, the head innervation secretes vascular endothelial growth factors, which serves as 
a template for the parallel development of the vasculature (see Section Vasculogenesis and 
Angiogenesis, Chapter 5).

Neural Crest–Determined Development of Feathers in Bird’s Head

Feathers in birds develop from feather buds in sequential rows that form pterylae 
(“capital tracts” in the craniofacial region) (see also Section Molecular Mechanism 
of Feather Development, Chapter 1).
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Evolutionary Convergences:  
The Trend Toward Sameness  
in Metazoan Evolution
There can be little doubt that the tendency to vary in the same manner has 
often been so strong that all the individuals of the same species have been 
similarly modified without the aid of any form of selection.

Darwin (1872)

Predictability in Metazoan Evolution: Evolutionary Sameness

Biological evolution, as a process of adaptation of living organisms to different or 
changing conditions in environment, leads to diversification of their form and func-
tion. Controversy, however, arises in relation to the nature of phenotypic diversifica-
tion; is it contingent or laws and rules are involved in determining the evolutionary 
diversification and the order observed in the living world. The prevailing view is the 
neo-Darwinian tenet that evolution of the living world is a product of spontaneous, 
randomly occurring mutations in genes, the raw material on which natural selection 
acts for shaping evolutionary changes that adapt living organisms to their environ-
ment. This neo-Darwinian view is commonly identified with Darwin’s concept on 
the role of natural selection in evolution. This claim, however, does not faithfully 
represent Darwin’s concept of organic evolution.

Darwin did not reduce the causal basis of organic evolution to natural selection but 
he believed in a tendency of individual of the same species “to vary in the same 
manner … without the aid of any form of selection” 

Darwin (1872)

The neo-Darwinian concept that randomly occurring favorable changes will be 
positively selected and transmitted to future generations has found its expression in 
the popular idea that rerunning the tape of life would lead to a completely different 
organic world. It views organic evolution on Earth to be accidental and unpredict-
able. Hence, divergence is the prevailing trend in the evolution of living things.

The biological diversification is not the exclusive trend of evolution in metazoans. 
Along it, for a long time, biologists have noticed an opposing tendency toward com-
mon patterns of phenotypic diversification. Metazoans often share phenotypic traits 
that, by origin, may be homologous, derived from the last common ancestor, or homo-
plasious. Different as they are by origin, homology and homoplasy are similar as far 
as the phenotypic result is concerned, for both imply the sameness or resemblance in 
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morphology or structure (Meyer, 1998; Wake, 1998) and, most importantly, both often 
may result from activation of similar developmental pathways.

Distinction between the homology and homoplasy (convergence, parallel evolu-
tion, evolutionary reversions, and vestigializations) is mainly based on whether the 
“same” structure existed or not in the last common ancestor rather than on genes, or 
gene regulatory networks and developmental pathways involved in their appearance, 
which often are similar. In fact, comparative studies have shown “an unexpected 
degree of conservation of genes and genetic programs,” which made some students 
consider the distinction to be “somewhat artificial” (Meyer, 1998). While homology 
implies the evolutionary continuity and conservation of an ancestral trait, homoplasy 
is derived phenotypic sameness to which two or more taxa reach independently.

The recently introduced umbrella term of sameness is used here synonymously 
with homoplasy. Difficulties arise frequently in discriminating between the parallel 
evolution and evolutionary convergences, due to the uncertainty of identifying the 
ancestral forms of present species. For this reason, and because evolutionary vesti-
gializations and losses of phenotypic characters are considered in Chapter 14, evolu-
tionary convergences alone are considered here.

From an evolutionary point of view, sameness may result from the fact that solu-
tions to evolutionary pressures may be limited, or, in the process of evolutionary 
transformation, different species may end up with the same solution.

Evolutionary Convergences in the Animal Kingdom

Evolutionary convergences imply the independent development of the same character 
in two or more lineages not linked by common descent. The concept of the morpho-
logical convergence implies a general visually perceived phenotypic similarity rather 
than identicalness of convergent structures. Convergences are evolutionary innovations 
that commonly result from activation of different developmental pathways.

Evolutionary convergence seems to be a more widespread phenomenon than is 
generally realized (Hodin, 2000), and the ubiquity of the phenomenon in the king-
dom Animalia makes its study crucial for understanding mechanisms of evolution-
ary change. From a theoretical standpoint, the ubiquity of evolutionary convergences 
suggests that evolution of living forms might not be simply a contingent process of 
exclusively unpredictable outcomes.

Convenient and updated information on the ubiquity of evolutionary convergence 
and the pervasiveness of convergent evolutionary phenomena may be found in a 
review by Barlow (2003). Among the most eloquent examples of convergent evolu-
tion included in that review are:

l Evolution of wings from forelimbs in birds and mammals (bats);
l Evolution of flightlessness in insects and birds after migrating to islands;
l Independent evolution of flightless vegetarian birds in Africa (ostriches), South America 

(rheas), Australia (emus), and Madagascar (“elephant birds”);
l Repeated independent evolution of gas bladders in fish and female octopuses;
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l Evolution of venomous bite in snakes and at least two small Caribbean mammals;
l Evolution of bioluminescence in numerous deep-sea fish and insects;
l Echolocation (ultrasonic hearing) in insects, birds (several owl species), and mammals 

(whales and bats);
l Independent evolution (10 times) of venomous sting in taxa ranging from lower verte-

brates, such as coelenterates (jellyfish) to arthropods (molluscs, spiders, and insects), verte-
brates such as fish, reptilians (snakes), and even mammals (male duckbill platypus);

l Use of magnetically charged particles of magnetite for orientation during migration in but-
terflies, fish, and birds;

l Evolution of external organs for producing auditory signals and songs in insects and 
American tropical birds (manakins);

l Evolution of eusociality, i.e., living in colonies, implying division of labor and castes of 
distinct morphological, behavioral, life history, and other traits.

Convergent Evolution of Eyes

From the neo-Darwinian view, evolution of complex structures, such as eyes through 
accumulation of small gradual changes under the action of natural selection, could 
not have happened more than once. Nevertheless, the eye is an often-quoted exam-
ple of convergence thought to have independently evolved about 40–70 times in the 
course of metazoan evolution (Salvini-Plawen and Mayr, 1977).

We know that the development of eyes in species as different as humans and 
Drosophila involves, and is under control of the same basic homologous genes Pax-6, 
which, despite mutations, to which it has been subject, has amazingly remained func-
tionally unchanged after more than 500 million years of separate evolution of these 
taxa (Quiring et al., 1994). With the same basic control gene and with the same highly 
conserved gene, regulatory network organisms belonging to very remotely related taxa, 
such as mammals and cephalopods (octopuses and squids), have evolved similar cam-
era eye structures (Figure 17.1).

While insects and other invertebrates have five times independently evolved com-
pound eyes, with numerous ommatidia as the basic unit of visual reception, the camera 
eye evolved independently at least seven times in both vertebrates and invertebrates.

Convergence of Electrical Organs and Electroreception  
in Fish

Striking examples of convergence are observed in electric fish of distantly related 
groups, such as Mormyriformes of Africa and Gymnotiformes of South America, 
which share no common electrogenic or electrosensory ancestor (Figure 17.2). 
Special structures and physiological mechanisms for emitting and receiving elec-
trical signals have independently evolved several times in these two groups. Both 
groups have also independently evolved sinusoidal wave-type electrical organ dis-
charges (EODs) of constant rates and pulse-type, separated by long intervals; 
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any changes in genes. (Changes in properties of neural circuits are related to changes 
in organization of neural circuits, which involve no changes in genes.)

One reason that convergence is so common in biological world may be that the evo-
lutionary appearance of novel functions is associated with constraints, for example 
in the algorithms used for a given neural computation. Convergence in functional 
organization may thus reveal basic design features of neural circuits in species that 
possess unique evolutionary histories but use similar algorithms to solve basic com-
putational problems.

Nishikawa (2002)

Endbulbs (arborized synaptic endings of the ascending auditory nerve fibers in the 
brain) are believed to have “emerged as an adaptation for accurate transmission of 
phase information for frequencies above 500 Hz, perhaps associated with the devel-
opment of hearing in land vertebrates” (Carr and Soares, 2002). Studies on the struc-
ture of endbulbs have shown that they have evolved convergently in reptiles, birds, 
and mammals (Figure 17.3).

[M]orphological similarities might not support homology, but rather similar compu-
tational demands, and we can argue that the neurons of nucleus laminaris and MSO 
(mammalian medial superior olive—N.C.) might have converged upon their similar 
form. In another example, it appears that large somatic terminals on NM (nucleus mag-
nocellularis—N.C.) or bushy cells are an ancestral feature of amniote auditory nerve.

Carr and Soares (2002)

N/A

Squamates
Crococlilians Birds

Mammals
Turtles

Figure 17.3 Large somatic terminals appear in NM (nucleus magnocellularis—N.C.) of birds, 
crocodilians, and the alligator lizard, as well as the mammalian ventral cochlear nucleus. 
These terminals are similarly elaborate in birds and mammals, and fractal analysis reveals 
similar morphological complexity (Ryugo et al., 1996; Carr et al., 1997). This complexity 
appears to have developed in parallel in both birds and mammals.
Source: From Carr and Soares (2002).
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Convergence of Cerebellum-Like Structures

Among cerebellum-like structures that have independently evolved in vertebrates are 
the dorsal octavolateral nucleus (DON), medial octavolateral nucleus (MON), the 
marginal layer of the optic tectum, the electrosensory lobe (ELL), the rostrolateral 
nucleus (RLN) of the thalamus, the dorsal cochlear nucleus (DCN), and the cere-
bellum proper that evolved in almost all craniates (Bell, 2002). Similarities among 
these cerebellum-like structures can be best explained by convergence, rather than 
by homology, whereas evolution of ELL is considered to have resulted from the evo-
lutionary reversal of the electroceptive DON of more basal vertebrates (Bell, 2002). 
It has not been claimed or alluded that changes in existing genes or the evolution of 
new genes have been involved in the evolution of the cerebellum-like structures.

Convergence of Ear Asymmetry in Owls

The circuitry for sound localization in birds and mammals has evolved convergently 
rather than inherited homologously from their common ancestor, as is conventionally 
assumed (Carr and Soares, 2002). Some owl species (e.g., the barn owl, Tyto alba) are 
the only vertebrates that have evolved asymmetrical ears, i.e., ears that are asymmetri-
cally positioned, one lower and the other higher on each side of the head. This causes the 
sound of the prey to reach the owl’s ears at different times, enabling the bird, by calculat-
ing this interaural (Lat. auris, ear) time difference (ITD) in circuits of the auditory sys-
tem, to determine, in darkness, with a high degree of precision, the position of the prey.

Thus, asymmetrical-eared owls have the unique advantage of precision-preying 
under conditions of deep darkness, in the absence of visual and other cues, relying 
exclusively on sounds generated by the prey, whereas owls with symmetrical ears, 
under such conditions, cannot even fly. The neuroanatomy of the auditory pathways 
is similar in both the symmetrical- and asymmetrical-eared owls. The relevant differ-
ence is the fact that asymmetrical-eared owls have in the nucleus laminaris 10 times 
more (10,000) neurons than chickens. Asymmetrical ears evolved independently four 
to seven times among owls (Nishikawa, 2002; Figure 17.4).

In general, brain nuclei involved in the processing of binaural auditory cues are 
also similar between owls with symmetrical and asymmetrical ears, except that owls 
with asymmetrical ears have greater acuity of sound localization. In this system, as 
in others, small changes in existing neural pathways appear to underlie the emer-
gence of novel abilities, such as the ability to catch prey in total darkness using audi-
tory cues alone (Nishikawa, 2002). It has never been suggested that new or changed 
genes are involved in the night hunting ability of the barn owl.

Convergence of the Ballistic Tongue

The ballistic tongue is an adaptation of the tongue for capturing prey in distance. The 
ballistic tongue and the respective behavior of its protraction and retraction back to 
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Figure 17.5 Cladogram illustrating convergent evolution of ballistic tongue projection 
(via inertial elongation) and hypoglossal afferents among anurans. The common ancestor 
of anurans used mechanical pulling to protract its tongue and lacked hypoglossal afferents. 
Inertial elongation and hypoglossal afferents that modulate jaw muscle coactivation evolved 
up to five times independently among anurans.
Source: From Nishikawa (2002).
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Convergence of Plumage Patterns in Orioles

The study of plumage in orioles has revealed that this trait has homoplastically evolved 
often and very rapidly in direction of the reversion to ancestral states (Omland and 
Lanyon, 2000). Results of an earlier study by the middle of the twentieth century 
showing convergence of plumage patterns in orioles were ignored because of apparent 
incompatibility with the neo-Darwinian hypotheses on the evolution of signaling traits 
and the irreversibility of evolution.

While the runaway hypothesis and good gene hypothesis of sexual selection 
would predict divergence in the evolution of mate signaling, the reconstruction of 
the plumage evolution in orioles, to the contrary, has shown that it is the convergence 
and reversal to ancestral plumage patterns that dominates the rapid evolution of the 
trait in these birds.

The widespread convergence of plumage patterns in sympatry in orioles is 
problematic because it could not be explained by sexual selection and selection 
for crypsis in the same or similar habitats. Sympatric evolution of orioles shows 
overall convergence without convergence in overall appearance, which is dif-
ferent from what would be expected from selection under similar conditions. 
Furthermore, several allopatric oriole species of North America living in regions 
as different as desert and forest regions also have converged to similar overall pat-
terns despite the widely different environmental conditions, clearly suggesting that 
something different from selection is responsible for their convergence to the same 
Baltimore-type pattern.

Figure 17.6 Live Hydromantes supramontis firing its tongue at a housefly. The tongue pad 
almost engulfs the fly yet is not fully extended. Arrow indicates the posterior extent of the 
tongue protractor muscle, which is visible as a bulge beneath the skin. Arrowhead points to  
the posterior ends of the tongue skeleton, which extends forward to the tongue pad. It has  
left the mouth entirely and is anchored by the retractor muscles.
Source: From Deban et al. (1997).
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Multifaceted Convergence in Tunas and Lamnid Sharks

Tunas (Thunnus genus) and sharks of the Lamnidae family are large-sized, highly 
specialized predator fish that diverged from their common ancestor 400 Mya. Ever 
since, they have convergently evolved regional endothermy (ability to warm partic-
ular regions of the body via capillary nets formed of veins and arteries running in 
parallel where veins transfer to arteries metabolic heat for warming up the region), 
similar biochemical features, modifications of blood vessels, and similar musculo-
tendinous designs related to the high-speed swimming, which other fish taxa lack. 
In these groups, red muscles are disconnected from white muscle sheets and moved 
from subcutaneous position toward the center of the torso, and all the force of 
their contraction is transferred exclusively to the tail via specialized long tendons 
(Shadwick, 2005; Figure 17.8).

Convergence to a Common Mode of Reproduction in Frogs

Another impressive example of evolutionary convergence in metazoans is the unusual 
mode of reproduction that evolved independently in seven amphibian genera, which 
comprise about 60 species of frogs in rain forests and mountains of Central America 
and tropical South America. Their eggs develop in a special pouch on their mother’s 
back. In some of these species, the adult male individuals transport eggs from the 
female’s cloaca into the back pouch by fertilizing them with their sperm. The embry-
onic development in the pouch resembles mammal pregnancy in its two-stage hor-
monal regulation of pregnancy and in the respective parturition behavior. The structure 
of the inner pouch is also reminiscent of placenta. Amino acid comparison data show 
that these frogs evolved between 40 and 80 million years ago in the areas where they 
now live (del Pino, 1989). There is no indication that the evolutionary convergence of 
frogs to this reproduction mode may be related to any change in genes.

Convergence of Overall Body Form in Aquatic Mammals  
and the Reptilian Ichthyosaurus

The return to the ancestral aquatic habitat in species of two different classes such as 
reptiles (the extinct ichthyosaurus) and mammals induced reversion of the ancestral 
fish-like body (Figures 17.9 and 17.10).

Their anterior appendages were shortened and flattened and ultimately evolved 
into paddles and in both of them a remarkable increase in the number of phalanges 
(about two dozen per digit) occurred (Kent, 1973). The characteristic fish-like body 
of ichthyosaurus, porpoise (a small cetacean), and shark, respectively representing 
classes of reptiles, mammals, and fish, have always been textbook examples of con-
vergent evolution.
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Ichthyosaurus’ immediate ancestor was a terrestrial reptile. Transition to the 
marine habitat brought about shortening of their limbs and limb bones, disappear-
ance of joints between them, replacement of phalanges by numerous fin rays, and 
evolution of fish-like fins. Transformation of tetrapod limbs into fish-like fins, trans-
formation of their tail into a vertically positioned tail fin, and emergence of a back 
fin in some species were basic steps in the process of evolution of the tetrapod reptile 
into a fish-like reptile.

Looking at the shark likeness of certain mammals and shark-like adaptations 
developed by these mammals that shifted from terrestrial to marine habitats (e.g., 

Figure 17.8 Cartilaginous and bony fish diverged about 400 million years ago, making sharks 
and tunas distant relatives. Most fish are ectothermic, but tunas and lamnid sharks both have 
regional endothermy and other traits that aid their speed. These near-identical traits arose 
independently, in a dramatic case of convergent evolution, probably owing to similar selection 
pressures that began to affect both groups of fish about 40–60 million years ago.
Source: From Shadwick (2005).
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Figure 17.9 Historical restoration of Ichthyosaurus communis.
Source: From http://paleontology.ac/atelier/Ichthyosaurus.html

Figure 17.10 Dolphins.
Source: From http://dsc.discovery.com/news/2008/06/10/dolphins-comeback.html

whales, dolphins, and porpoises) and then at the reptile ichthyosaurus, which has 
undergone similar shifts, one marvels at the reappearance of similar shark mor-
phology in such very remotely related taxa. No evidence has been provided that 
reversion of these animals to ancestral fish-like shape and adaptations is related to 
specific changes in genes or regulatory sequences.

http://paleontology.ac/atelier/Ichthyosaurus.html
http://dsc.discovery.com/news/2008/06/10/dolphins-comeback.html


Evolutionary Convergences: The Trend Toward Sameness in Metazoan Evolution  701

Convergence of Placental Mammals and Australian  
Marsupials

More than 100 million years ago, the Pangea, the supercontinent, began splitting into 
present continents. Australia broke off the Old World about 135 million years ago, 
and South America separated from Africa 65 Mya, i.e., before the beginning of the 
mammal dominance and the evolution of placental mammals. Surprisingly, the evo-
lution of mammals in the already separated continents very often followed similar 
patterns and led to emergence in Australia of numerous species that are morphologi-
cally very similar to those that evolved in the Old World. One often-quoted example 
is the Tasmanian marsupial wolf, which is considered to be a “carbon copy” of the 
European timber wolf. Both of them have a common ancestor (Milton, 1997). One 
group of South American carnivores, the Borhyaenidae, also is anatomically simi-
lar to the Tasmanian wolf (Wills, 1989). Unpredictable similarities are also observed 
between many other mammals in Australia and the Old World, such as koalas and 
bears, sugar gliders, and flying squirrels (Figure 17.11).

In view of the widely diverse environmental conditions in the Old World, 
Australia, and South America, as well as of the long geological time since the split of 
these continents from Pangea, convergence in the morphology of placentals and mar-
supials would not have been predicted from the neo-Darwinian view.

Paleontological Evidence for Convergence

It is very interesting to look back at the neglected view of paleontologists of the 1920 
and 1930s on evolutionary convergences in the paleontological record. It clearly sug-
gests that early paleontologists believed that the process of evolutionary convergence 
was not related to convergent evolution of genotypes. Evolution of ichthyosaurus and 
cetaceans to a shark-like shape was considered to be a “latent homoplasy” (Beurlen, 
1937) of living forms

linked through specific laws of development of the form that are common for the 
whole group of species ... all the conservative and extremely iterative forms from the 
beginning to the end are the same, only their phenotypic expression of the genotype 
is different.

(1937, p. 66)

Convergence, thus, was considered to be a form of expression of common structure 
and function involving no changes in genes.

The whole Ornithis group of dinosaurs acquired early the bipedal posture, which 
led to a modification of the reptile pelvis analogous to that of birds, but their descen-
dants Ceratops (late Cretaceous dinosaur) and Stegosaurus returned to the quadrupe-
dal locomotion. The requirements of that originally reptile posture were met by those 
species not by undoing previously evolved bipedal pubis bones (those bones still 
were present). Instead, both Ceratops and Stegosaurus evolved an additional bone 
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to carry out the functions of the original pubis bones, the so-called praepubis. What 
happened with these extinct species is not uniquely restricted to them. This led to 
conclusion that crocodiles descended from sphenosuchids, which have been biped-
als. And this is why modern crocodiles inherit a fully developed praepubis (Beurlen, 
1937, p. 28). The same occurred with the ancestors of pterosaurs. In both groups, 
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Figure 17.11 Convergent evolution of morphology in placental and marsupial species in the 
Old World and Australia.
Source: From Dr. George Johnson’s Backgrounders (Internet).
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bipedalism has been only a transitional episode (Beurlen, 1937, p. 57). In both of 
them, a bird-like backward positioning of pelvis has occurred.

Neo-Darwinian Explanation of Convergent Evolution

According to the neo-Darwinian view, species living in similar environmental condi-
tions experience similar evolutionary pressures, and natural selection, acting on the 
random changes or on the existing genetic variability, leads to similar phenotypic 
solutions.

The idea that similar conditions of living would systematically lead to evolution 
of similar characters in different species not linked by common descent is confronted 
with some objections:

First, the extremely low frequency of gene mutations, when multiplied by several lower 
orders of the occurrence of “useful” mutations, makes the possibility of the same useful 
mutations in genes occurring in two metazoan species highly unlikely.
Second, and equally importantly, it has never been possible to demonstrate that a particular 
change in a gene or in a number of genes led to an evolutionary convergence in nature.
Third, numerous convergences have evolved in species inhabiting regions of the earth that 
are ecologically very different and, consequently, have been subjected to different “evolu-
tionary pressures.”

The triple convergence in morphology of placentals and marsupials that occurred on 
three widely different continents (Europe, Australia, and South America) obviously 
cannot be explained reasonably with the similarity of conditions of living or evolu-
tionary pressures to which these animals were subject to.

Epigenetic Explanation of Evolutionary Convergences

As pointed out earlier, Darwin himself believed in the possibility of convergent evo-
lution based on directed change “without the aid of any form of selection” rather 
than on random variability (gene mutations in modern terminology):

If the varying individual did not actually transmit to its offspring its newly acquired 
character, it would undoubtedly transmit to them, as long as the existing conditions 
remained the same, a still stronger tendency to vary in the same manner.

Darwin (1872)

Evolutionary phenotypic changes in metazoan morphology may imply modification 
of existing developmental pathways, reactivation of ancestral pathways, or evolution 
of new pathways. It is important to bear in mind that neither modification of existing 
pathways nor evolution of new developmental pathways implies obliteration or irre-
versibility of previous or ancestral developmental pathways; gene products involved 
in these pathways generally are still present and functionally unchanged. Only the 
spatiotemporal pattern of their expression is epigenetically changed and regulated.
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The epigenetic paradigm would relate the occurrence of evolutionary convergen-
ces with the similarity of solutions to problems arising from the adverse effects of 
environmental conditions, with the limited number of developmental algorithms (sig-
nal cascades) and constraints on modification of these algorithms. Since these signal 
cascades start with neural signals, one basic prediction from the view of the epi-
genetic paradigm would be that the frequency of evolutionary convergences would 
dramatically increase with the evolution of the nervous system, coinciding with the 
Cambrian explosion.

This prediction seems to have been validated in a recent study by Vermeij show-
ing that before the Cambrian explosion, evolutionary convergences have been rare 
events, but later evolutionary innovations appear repeatedly. Vermeij estimated that 
only 23.3% of first 56 convergences occurred during the first 2.5 billion years of life 
on Earth, and 76.7% during the last 0.5 billion years since the Cambrian explosion. 
Only 4% of the singular nonconvergent innovations have occurred during the last 
250 million years, indicating a clear tendency of increased frequency of evolution-
ary convergences in the course of metazoan evolution (Vermeij, 2006):

If these inferences are correct, they would imply that history during its early phases 
was substantially more contingent, that is, more dependent on singular circum-
stances, than are more recent historical episodes. In other words, unique “frozen 
accidents” were more common in the very distant past than in more recent times. 

Vermeij (2006)

No relation seems to exist between frequencies of gene mutations and the increased 
frequency of evolutionary convergences in metazoans.

What might have determined the abrupt change from the singularity to repeatability 
of evolutionary innovations after the Cambrian explosion? The increasing trend toward 
evolutionary convergence in metazoans may be related to the great informational 
revolution that characterized and enabled their evolution, the advent of the epigenetic 
information, and the evolution of the nervous system. In contrast to the randomness 
of the production of the new genetic information via gene mutations, the epigenetic 
information is not random but is generated in neural circuits. Hence, it is replicable and 
reemergent. The nonrandomness of epigenetic information may be the causal basis of 
the ubiquity of the phenotypic convergence observed in the metazoan world.
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Species and Allopatric  
Speciation
Species are merely those strongly marked races or local forms which, when  
in contact, do not intermix.

Wallace (1865)

The Concept of Species

Darwin considered species to be qualitatively not different from varieties, and he 
used the term species for “the sake of convenience” rather than for describing a taxo-
nomic unit:

I look at the term species as one arbitrarily given, for the sake of convenience, to a 
set of individuals closely resembling each other, and that it does not essentially dif-
fer from the term variety, which is given to less distinct and more fluctuating forms. 
The term variety, again, in comparison with mere individual differences, is also 
applied arbitrarily, for convenience sake.

Darwin (1859a)

The post-Darwinian biology has generally recognized the real existence of species 
as an evolutionarily discrete group of individuals, but spatial and temporal criteria 
that deny the real existence of species are still in currency (Mallet, 2007). However, 
Darwin’s concept contains an important element of truth in the meaning that species, 
however, discrete, are evolutionarily transient states of supraindividual organization 
and evolution of multicellular organisms.

In the neo-Darwinian era, the species was universally recognized as the funda-
mental taxonomic unit of evolution. One of the most widely accepted concepts of 
species is the biological species concept (BSC), introduced by Dobzhansky, who 
considered species to be:

That stage in the evolutionary process at which the once actually or potentially 
interbreeding array of forms becomes segregated in two or more separate arrays 
which are physiologically incapable of interbreeding.

Dobzhansky (1935)

The concept was later echoed and developed by Mayr:

Species are groups of actually or potentially interbreeding natural populations 
which are reproductively isolated from other such groups.

Mayr (1942)

18
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At the core of the BSC is the notion of reproductive isolation. BSC implies and pro-
claims that allopatry is the necessary and sufficient condition of speciation.

The BSC, like about two dozens other concepts of species, is far from universal 
as far as its applicability to various forms of life is concerned. It is not applicable to 
most unicellular prokaryotes, or to a great number of asexual, parthenogenetically 
reproducing invertebrates, self-pollinating plants, and many interspecifically hybrid-
izing plants.

Dobzhansky’s and Mayr’s definitions of species are inseparable from the neo-
Darwinian assumption that geographic isolation is the necessary and sufficient con-
dition for the establishment of reproductive isolation and speciation. This implies 
that reproductive isolation of one species from another results from accumulation of 
genetic changes between populations that have been geographically isolated (allo-
patric speciation) for long periods of time. Needless to say, Darwin did not relate 
speciation to allopatry.

According to the BSC, allopatrically formed species are postzygotically isolated, 
i.e., even when they secondarily come in contact and can interbreed, they are incapable 
of producing fertile hybrids. This prediction is not always validated by observations 
in nature. Ever-increasing evidence is showing that many well-established vertebrate 
and invertebrate species are reproductively not isolated, i.e., they are “potentially inter-
breeding” groups and, in many cases, their offspring gives birth to viable and fertile 
offspring. This shows that the reproductive incompatibility and postzygotic isolation 
as criteria for biological species definition are not universally true.

Later, due to inherent flaws of the definition and problems arising from recogni-
tion of the BSC, numerous attempts have been made to redefine the concept of spe-
cies. (24 named species concepts were known until in 1997 (de Queiroz, 2005).) It is 
not within the scope of this discussion to review different species definitions still in 
currency in the biological community.

By emphasizing the role of reproductive isolation in the process of speciation, 
the BSC underestimates (while implying) the most important cohesive force of the 
species, the mate recognition system, which represents the deeper causal mechanism 
responsible for establishing reproductive isolation between populations of the origi-
nal species. Reproductive isolation is determined by neurocognitive mating decisions 
on the basis of mate preferences.

Observations on a number of morphologically and genetically sibling (cryptic) 
species lend some weight to Paterson’s (1985) recognition species concept (RSC), 
which, in distinction from the BSC, views the reproductive compatibility within 
the group as a basic criterion of species definition. Paterson’s RSC maintains that 
species is the most inclusive population of biparental organisms sharing a common 
fertilization system, and it is based on mate preferences and the specific mate rec-
ognition system (matching of copulatory organs, courtship behavior, and neuroen-
docrine communication, as well as temporal sequence of associating reproductive 
events). The concept emphasizes the reproductive unity of the group rather than its 
differences with other groups. The reproductive isolation results from a change in the 
mate recognition system, which creates “a common fertilization system” in a group 
of individuals of a species.
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The species recognition concept is also not applicable to asexual organisms. Both 
RSC and BSC would deny the status of species to many organisms that, under natu-
ral conditions, do not hybridize but can hybridize and produce fertile hybrids under 
special conditions.

In an attempt to overcome difficulties arising from almost all of the definitions 
that used to emphasize particular properties of species for species definition, recently 
de Queiroz proposed another concept of species, according to which the evolutionary 
divergence between lineages leading to speciation first leads to quantitative diver-
gences between lineages, which may produce distinctive character states over time. 
de Queiroz envisages species formation as a process of continuous divergence of 
populations that, over time, leads to sequential, but temporally not orderly, acquisi-
tion of specific properties (e.g., phenetic distinction, ecological distinction, changes 
in mate recognition system, prezygotic isolation, postzygotic isolation, and differ-
ences between diverging lineages) (de Queiroz, 2005). While attempting to reconcile 
widely different definitions of species, this concept, à la Darwin, blurs the difference 
between varieties and species.

The Neo-Darwinian Theory and the Problem of Speciation

In developing his theory of evolution via natural selection, C. Darwin, for obvious 
reasons, did not attempt to elaborate on the process of speciation, the crux of the pro-
cess of metazoan evolution. He believed that speciation in plants and animals occurs 
in sympatry, implying that no geographic isolation was necessary for the process to 
take place.

After de Vries’ saltationist theory of species formation, known as the mutational 
theory, by the 1930s, the field of evolutionary theory was dominated by the neo-
Darwinian thought. In the neo-Darwinian definition, evolution was, essentially, a sta-
tistical process of changes in allele frequencies, under the action of natural selection. 
Constrained by the fact that genetic changes that could occur in natural populations 
would be diluted under conditions of panmixis, neo-Darwinians had to postulate that 
geographical isolation of evolving populations was a necessary condition of spe-
ciation in nature, although Darwin envisaged speciation as a process occurring in 
sympatry. Allopatric populations, under the action of natural selection, accumulate 
changes in the genotype, leading to their genetic divergence, postzygotic reproduc-
tive isolation and, finally, to the formation of new species. Accordingly, geographic 
isolation, the absence of physical contact between populations, is an indispensable 
condition of speciation.

However, discrete, and obviously different from each other, species were seen as 
demonstration of gradualism in the great scheme of evolution of the living world. 
This gradualist view has only rarely been challenged, despite the fact that it has 
never been seriously attempted to elaborate theoretically on the mechanism of spe-
ciation or to trace back the details of the process of accumulation of gradual changes, 
under the action of natural selection, presumably leading to reproductive isolation of 
populations.
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Nevertheless, the unmistakable links and signs of transition between species and 
other higher taxa in nature do not, by themselves, prove the belief that accumula-
tion of gradual hereditary changes is a mechanism, let alone the only mechanism, 
of speciation. Contrary to the mainstream of the biological thought, during the last 
140 years, a number of biologists, especially from the field of paleontology, have 
continually challenged the gradualist concept and presented evidence that seemed to 
contradict the view of gradual speciation. But amid the unprecedented enthusiasm 
engendered by the triumph of the classical and molecular genetics and the advent 
of the neo-Darwinian paradigm, for most of the twentieth century, their claims 
remained “voices in the desert.”

From the neo-Darwinian perspective, formation of new species and higher taxa, 
the macroevolution in general, was seen as nothing more than an extension, or an 
unavoidable finalization, of the process of gradual accumulation of microevolution-
ary (mutational) changes in genes. Accordingly, the difference between two pro-
cesses lies not in the mechanisms used, or in the causal basis, but in results alone. 
And the difference in the results is a function of time. Any ongoing microevolution-
ary process, at some point in time, sooner or later, would produce macroevolution-
ary events. In a well-known aphorism, microevolution plus sufficient time equals 
macroevolution.

The neo-Darwinian gradualistic concept of evolution took a serious blow in early 
1970s, when Eldredge and Gould, based on paleontological evidence, proposed 
their theory of punctuated equilibria that evolution is characterized by long periods 
of stasis (Eldredge, 1971) with no observable changes in morphology and sudden, 
relatively short, periods of evolutionary changes (Eldredge and Gould, 1972). They 
proposed that the lack of transitional forms in the paleontological record was “an 
accurate reflection of evolution” rather than a result of the imperfect record (Gould, 
1991). They argued that Darwin had to emphasize the incremental, gradual charac-
ter of evolutionary changes in his confrontation with the prevailing concept of the 
immutability and permanence of species (Eldredge, 1985).

It is true that Darwin related the evolutionary gradualism with the action of natu-
ral selection, but the fact that Darwin himself repeatedly and explicitly stated that 
natural selection is not the only mechanism of evolution (Darwin, 1859b, p. 6; 1872) 
indicates that he accepted the possibility of nongradual evolution.

Beginning in the early 1980s, studies of the Cambrian fauna showed that 
~540 Mya, within a short period of ~10 million years, all the known extant and many 
more extinct phyla evolved with extraordinary rapidity. This “Cambrian explosion” of 
metazoan life was a major blow to, and an empirical refutation of, the neo-Darwinian 
principle of gradualism as the only way of evolution and speciation. While the role 
of mutations in molecular evolution, i.e., in changing properties of proteins, is suffi-
ciently and satisfactorily substantiated, it has never been demonstrated that particular 
mutations in a gene or in a number of genes have been responsible for an adaptive 
morphological change in metazoans.

Adequate experimental and observational evidence has also invalidated the neo-
Darwinian tenet that geographic isolation, i.e., the spatial separation of popula-
tions, under the action of natural selection, is a necessary and sufficient condition of 
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speciation. Allopatric populations of a species are commonly capable of hybridizing 
and giving birth to fertile offspring, which refutes the neo-Darwinian hypothesis of 
the evolution postzygotic isolation in allopatry as a condition of speciation. Not only 
allopatric populations of a species but also, in some cases, named species belong-
ing to the same genus, and even to different genera, which have been geographically 
separated for evolutionarily long periods of time since they diverged from their com-
mon ancestor, are still capable of hybridizing and producing fertile offspring in F1.

None of the neo-Darwinian agents of evolution (gene mutations, genetic recom-
bination, and changes in allele frequencies) has been demonstrated to affect 
speciation events in sympatry or allopatry, and often sibling species are both mor-
phogenetically and genetically almost indistinguishable (Purves and Orians, 1987a). 
Sometimes, sibling species that are reproductively isolated show no genetic differ-
ences, and often, genetic differences between individuals and populations of the 
same Drosophila species are greater than those between sibling species:

Gel electrophoretic techniques reveal that sibling species of Drosophila share 
nearly all their alleles. The prevalent allele at most loci is nearly always found 
at a frequency of at least 0.01 in other closely related species. The vast majority 
of differences among the species is based upon variability already present within 
the individuals of a species. All of several hundred species of this genus that have 
evolved in Hawaii during the past 5–6 million years are very similar morphologi-
cally and genetically.

Purves and Orians (1987a)

This is also the case with other invertebrate taxa:

The genetic variation among the 200 Lake Victoria species is less than that within a 
single species of horseshoe crab; and yet the morphological variation among them 
is extensive.

Levin (1999)

Empirical evidence also shows that speciation does not necessarily require long 
periods of time (for accumulation of “favorable mutations”) to occur. Many species 
are known to have evolved in “evolutionary instants” of a few thousand years. For 
example, formation of an estimated 500 extant and extinct species of cichlid fish, 
of which 200 are endemic (not found elsewhere), in Lake Victoria is estimated to 
have occurred sometime between now and 750,000 years ago (Seehausen et al., 
1997) (cichlid fish in East African lakes), and it took one to two centuries for new 
Rhagoletis species to evolve (Linn et al., 2003).

These facts suggest that genetic changes might not be related to, or be necessary 
for, prezygotic reproductive isolation. And the question naturally arises whether 
the minimal amount of genetic and morphologic difference between those species 
(which often is smaller than the variability already present within the species) is pre-
speciational or postspeciational by origin.

From a morphological point of view, it is within everyone’s realm of experience 
that various races of domestic animals, created through artificial selection by man 
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during the last few millennia, are often more different between them than from their 
wild conspecifics. Very often, even under natural conditions, various races of a spe-
cies in sympatry differ so much phenotypically from each other that for long periods 
of time they have been viewed as distinct species. This has been the case, for exam-
ple, with the deer mouse (Peromyscus maniculatus), the most widely distributed small 
animal in North America, which exhibits extraordinary regional variations in coat 
color, which matches the background color of soils, and in tail and foot length, which 
determine how readily the deer mouse can climb (Purves and Orians, 1987b, p. 1051).

Speciation Modes According to the Spatial Occurrence

Darwin adopted a sympatric approach to the problem of speciation, but post- 
Darwinian evolutionists distinguished between two main forms of speciation: allo-
patric speciation, taking place under conditions of spatial isolation of populations, 
and sympatric speciation, occurring within populations sharing the same habitat. 
However, in line with the basic neo-Darwinian tenet of accumulation of changes in 
genes and alleles as a condition of speciation, their approach required spatial isola-
tion, for under conditions of sympatry, the panmixis, random mating would not allow 
accumulation of genetic differences between two populations. Hence, from a neo-
Darwinian view, sympatric speciation is not more than a theoretical possibility.

The classification of modes of speciation according to spatial occurrence is a phe-
nomenological classification, for the same causes of speciation may be involved in 
both allopatry and sympatry.

Allopatric Speciation

Darwin believed that species form by gradual transformation of local varieties as a 
result of accumulation, under action of natural selection, of indefinite changes occur-
ring in animal populations. Hence, according to Darwin, no geographical isolation 
was necessary for speciation to take place (Mayr, 1992).

For neo-Darwinians, the panmictic system of mating of sympatry was an almost 
insuperable barrier to the process of speciation. The very low frequency of mutations 
in living organisms, multiplied by the very low proportion of favorable mutations to 
the total number of mutations, reduce by several orders of magnitude the likelihood 
of each individual mating with an individual of the opposite sex with the same muta-
tion. Accordingly, panmixis will tend to level off or “dilute” the very rare “favorable 
mutations” that could arise. The solution to the dilemma came in the form of the idea 
of geographic isolation as a necessary condition for genetic and reproductive isolation. 
Thus, the emerging allopatric model of speciation, almost by consensus, was recog-
nized as the predominant, if not the exclusive, way of speciation.

Allopatric speciation has been considered to be the most important form of spe-
ciation by most evolutionary biologists (Bush, 1975) and “the exclusive mode of spe-
ciation among birds and mammals” (Mayr, 2001).
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Now, most biologists believe that allopatric speciation has played a bigger role in 
the speciation and formation of higher taxa than sympatric speciation (Turelli et al., 
2001), with the latter only recently having attracted serious attention and stimulated 
intensive research in evolutionary biology.

Allopatric speciation implies formation of new species via reproductive isola-
tion that results from spatial separation (e.g., separation of lakes by newly emerging 
stripes of land, geological depressions that may separate a continuous territory into 
islands, migration into new islands, formation of glaciers, or course change of riv-
ers) of the population of a single species in two or more populations, thus leading to 
divergent changes in their gene pools and rise of postzygotic reproductive barriers. 
In Ernst Mayr’s view, allopatry or geographic isolation is a critical condition for the 
speciation process to begin (Mayr, 1942).

The spatial separation of populations, by preventing gene flow between them, 
leads to accumulation of divergent changes in genes and allele frequencies in those 
populations. These genetic differences can progress to such an extent that develop-
mental incompatibilities leading to postzygotic isolation and reproductive isolation 
of geographically isolated populations may arise. When such populations come into 
contact again, only inviable hybrids, if any, will be produced. The loss of fertility of 
hybrids results in the reproductive isolation of the two populations that, according to 
the biological concept of species, from this stage on, represent two incipient species. 
This form of allopatric speciation determined by geographic isolation is considered 
by most neo-Darwinians as the predominant form of speciation in nature.

Despite the plausibility of the geographic isolation as a means of allopatric spe-
ciation, the scientific evidence in support of geographic species is scarce and inade-
quate for drawing the conclusion that it is the most important, let alone “the exclusive 
mode of speciation” of any metazoan group.

Among the few examples of demonstrated allopatric speciation is a recently 
reported case of mice in the Madeira island, off the northwestern coast of Africa, 
where six chromosomally distinct mice (Mus musculus domesticus) races have evolved 
during the last five centuries. (The island was populated by mice for the first time dur-
ing the fifteenth century (Britton-Davidian et al., 2000).) Such a chromosomal evo-
lution is an extraordinary phenomenon in metazoans, and its evolutionary advantage 
and its role in their evolution are not yet determined (Capanna and Castiglia, 2004). 
Authors of the report do not explicitly state whether these races represent different 
mouse species.

Another example of geographical speciation is the example of different species of 
Darwin’s finches that have evolved in the Galapagos Islands as a result of geographic 
isolation, but again with a serious problem from the neo-Darwinian viewpoint: 
despite the geographical isolation, these species still are not isolated reproductively, 
they are not authentic species for they do not fit the neo-Darwinian criterion of 
reproductive isolation as a defining property of species.

While it is theoretically possible that under conditions of geographic isolation, 
two populations of a species could diverge from the original type and from each 
other to such an extent that they become reproductively isolated, the supporting sci-
entific evidence is scarce.
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Controversy also arises as to whether natural barriers in the real world are so 
widespread or numerous enough to account for many millions of extant and extinct 
species and higher taxa that evolved on the Earth. The fact that land and water bod-
ies, where the bulk of speciation processes took place represent mainly geographic 
continua rather than separated chunks of the Earth’s lithosphere and hydrosphere, 
does not lend support to the hypothesis that geographic isolation might have been the 
main source of speciation.

The idea that the postzygotic reproductive isolation is a necessary first step 
in speciation, as a fundamental tenet of the neo-Darwinian view of speciation, is 
refuted by empirical evidence that species that were separated long ago still can 
hybridize and produce fertile offspring. Hybridization does not necessarily lead to 
inviability and sterility, for we know of numerous examples when populations, races, 
and even species (e.g., various sibling species, cichlid fish, Darwin’s finches) con-
stantly produce viable and fertile offspring, without interfering in the integrity of 
their groupings. A great number of species are known that, although reproductively 
isolated under natural conditions, have never evolved postzygotic isolation (genetic 
incompatibility). Fertile hybrids are produced not only between species of the same 
genus but also even between species belonging to different genera and, sometimes, 
even between species of different families. As much as 10% of bird named species 
produce fertile hybrids with other bird species (Weiner, 1994).

Verification of Allopatric Models of Speciation

The Basic Allopatric Model

Voluminous work has been conducted for half a century in order to verify the basic 
neo-Darwinian thesis that evolving genetic differences between the isolated popula-
tions are the cause of reproductive (pre- or postzygotic) isolation. The results of this 
extensive work have been reviewed by Rice and Hostert (1993), on which this dis-
cussion is mainly based.

One basic assumption of allopatric models is that speciation is facilitated when the 
number of individuals in the isolated population is reduced. This idea derives from 
Ernst Mayr’s claim that evolutionary changes occur more rapidly in small founder pop-
ulations living in the periphery of the habitat and under entirely different biotic and 
abiotic conditions, which creates opportunities for new niches (Mayr, 1992).

In Drosophila, an assessment of the genetic drift (significant deviations from the 
normal frequency of an allele that may occur in small groups of individuals) as a 
potential factor of reproductive isolation could be made by examining whether inbred 
lines in Drosophila species show any degree of reproductive isolation. Results of the 
experimental work have been equivocal, both in support of and against the role of the 
sampling drift in reproductive isolation:

Overall studies of mating among inbred strains suggest that sampling drift can both 
contribute to or detract from isolation among populations.

Rice and Hostert (1993)
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A pleiotropy/genetic hitchhiking hypothesis posits that divergent selection can lead 
to prezygotic reproductive isolation of allopatric populations. Accordingly, repro-
ductive isolation may be a correlational result of pleiotropy or genetic hitchhiking, 
when alleles selected for divergent characters happen to be correlated to alleles for 
assortative mating. Several difficulties arise if pleiotropy/genetic hitchhiking would 
be accepted. Let’s start with cases of prezygotic isolation.

First, theoretically, it might be argued that this correlation in the case of genetic 
hitchhiking requires a combination of a mutator gene and, close to it, a gene which 
under the influence of the mutator gene undergoes a “useful” mutation and, hence, 
gives the species an advantage over other individuals. (Natural selection would favor 
both of these genes since they are linked.) This result is strictly conditioned: it will 
happen only if the above genes exist and are linked. In the absence of any evidence 
that it is the case even in a single example, the hypothesis is far from validated at best.

Second, experimental data that indirectly support this model of reproductive iso-
lation in Drosophila, Musca domestica, and others are ambiguous and are opposed 
by a considerable number of other experiments.

Third, even in the cases when these experiments have resulted in a considerable 
increase of homotypic mating relative to random mating (which represents prezy-
gotic reproductive isolation) of individuals from divergently selected allopatric popu-
lations (Kilias et al., 1980), mate preferences for individuals of the same origin are 
ultimately an expression of a mating bias, which are determined by neural cognitive 
systems, which are demonstrated to change without any change in genes or genetic 
information (see section “Neural-cognitive Mechanisms of Sympatric Reproductive 
Isolation,” Chapter 19).

Numerous studies have focused on divergent selection as a potential factor of repro-
ductive isolation between populations of a species in allopatry. This form of natural 
selection results from differences in the habitat of two populations, which generate dif-
ferent evolutionary pressures. Divergent selection can also lead to postzygotic repro-
ductive isolation, which may be related to changes in the fitness and fertility of hybrids 
in different environments, or it may be an effect of genetic and developmental incom-
patibilities arising in diverging populations over time. However,

Postmating effects, especially as observed in hybrid sterility and “hybrid break-
down” are incidental to the speciation process. They do not appear to serve to 
actively reinforce reproductive isolation.

Carson (1985)

There is scarce evidence that the postzygotic reproductive isolation may be related 
mainly to the presumed inviability/low viability and infertility of hybrids (inbreed-
ing depression) between populations in the state of incipient species. However, one 
should be reminded that hybrid inviability and sterility are not universal phenomena 
and hybridization often has positive effects (heterosis effect) on the viability of the 
hybrid offspring, and hundreds of cases are known of viable and fertile hybrids aris-
ing from closely related species in fish and insects without affecting the integrity of 
species, even for evolutionarily long periods of time.
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Somewhat more convincing sounds the hypothesis put forward by Turelli et al. 
(2001) that sexual selection may be the cause of reproductive isolation between allo-
patric populations because during their geographical isolation, mate preferences in 
both populations may diverge from their original form:

However, natural selection need not be involved in speciation via sexual selection: 
examples are changes in male genitalia or postmating, prezygotic reproductive iso-
lation (e.g., sperm-egg incompatibility), both of which can be driven by male-male 
competition or by female behavioral or biochemical preference.

Turelli et al. (2001)

They believe that the sensory drive, a mechanism of sympatric speciation, can  
naturally lead to premating isolation of allopatric populations (Turelli et al., 2001).

The Reinforcement Model

According to this model, populations in allopatry diverge to such an extent that after 
the secondary contact they show various degrees of prezygotic reproductive isolation 
because the interbreeding produces hybrid offspring of low viability and fertility. 
Thus, genetic divergence that evolves in allopatry is the cause of reproductive isola-
tion observed in the secondary contact between two populations. The premating iso-
lation and reproductive character displacement (greater expression of mating signals 
and mating biases in sympatric populations than allopatric populations) observed in 
these populations in sympatry are only by-products of the genetic divergence previ-
ously evolved in allopatry. Although during the secondary contact individuals of two 
divergent populations continue to mate, prezygotic isolation of two populations is 
reinforced by the low fitness of hybrids.

One counterargument to the model is that even if a genetic correlation would 
be established between the hybrid inviability and prezygotic isolation, which is not 
always the case, recombination of respective genes in hybrids would break that cor-
relation down (Sanderson et al., 1992).

Experiments on reinforcement have provided mixed results. Reinforcement is 
reported to have been observed in a number of experiments. However, reports on 
laboratory experiments with Drosophila that have led to prezygotic reproductive 
isolation are of doubtful relevance, for in most of them a strong artificial selection 
was exerted against the hybrids (the so-called “destroy-the-hybrids” experiments), 
which artificially reduces the experimental populations into postzygotically isolated 
populations.

An interesting case of the reinforcement model has been described by Saetre et al. 
(2003) in their study on the role of the evolution of sex chromosomes in the postzy-
gotic and prezygotic isolation in two bird species, the flycatcher Ficedula hypoleuca 
and Ficedula albicollis. They note that these species, after the last glacial period, 
came, and still are, into secondary contact with each other. They observed that rein-
forcement does occur in the hybrid zone, and they believe that genes for hybrid invi-
ability and “genes for species recognition” in this particular case are linked to the 
sexual Z chromosome.
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Linkage between genes affecting hybrid fertility and traits used in species recogni-
tion can explain why reinforcement operates despite rather extensive introgression 
and recombination of autosomal genes.

Saetre et al. (2003)

However, experiments with the tetiigonid bushcricket Ephippiger ephippiger have 
failed

to support any particular role for maternally derived sex-linked genes … Reinforcing 
selection is unlikely to be involved in the absence of postmating isolation.

Ritchie (2000)

Even if other linkage-related cases of reinforcement model will be found, it is 
unlikely that it may be a widespread model of speciation. The coincidence or linkage 
of “genes for” hybrid inviability and mate recognition cannot be a frequent phenom-
enon. Moreover, no gene for mate recognition has ever been demonstrated to exist, 
and, as will be shown later, species recognition, which determines the prezygotic iso-
lation, is not a function of any particular genes. Species recognition is the behavioral 
output of the processing of sensory input in specific mating behavior circuits (see 
section “Mate Recognition System” in Chapter 19).

Finally, the abundant evidence on the viability of hybrids and against rein-
forcement clearly outweighs the evidence on hybrid inviability/sterility and on 
reinforcement.

Most of the experiments for inducing reproductive isolation by disruptive selec-
tion in the laboratory have failed (Thoday and Gibson, 1970). However, working on 
large populations of Drosophila melanogaster, in the absence of genetic correlation 
between the selected character (sternopleural bristle number) and the tendency for 
reproductive isolation, Barker and Karlsson (1974) concluded that intense disruptive 
selection “may lead to ‘assortative mating’” (Barker and Karlsson, 1974). However, 
in their review, Rice and Hostert reported that the available laboratory evidence “pro-
vides no support for the reinforcement model of speciation” (Rice and Hostert, 1993).

Empirical support for the role of reinforcement in speciation is very limited 
(Butlin and Ritchie, 1991). Even the supporters of the reinforcement model consider 
it to be theoretically possible but conditionally. It can occur only “if substantial pre-
mating and/or postmating divergence have previously evolved” (Turelli et al., 2001).

Studies on American field crickets, Gryllus texensis and Gryllus rubens, have 
shown that these cryptic sister species exhibit complete prezygotic isolation while 
lacking postzygotic isolation. The prezygotic isolation is determined by the fact that 
females mate their conspecific males because they recognize and prefer their species-
specific pulse rates. This is proven by the fact that, under natural conditions in sym-
patry, these species do not hybridize. Although in the laboratory they can produce 
fertile hybrids of intermediate male song and female preference, no character displace-
ment in male signals or female responses has been observed (Gray and Cade, 2000).

Even if one were to take it for granted that the reinforcement model does play 
a role in reproductive isolation and speciation in allopatry, as seems to have been 
shown in a few cases, it does this via assortative mating (individuals of each 
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divergent population are biased to mate individuals of the opposite sex of their own 
population), which arises more rapidly (Gray and Cade, 2000) than the reinforce-
ment. Besides, hybrids between them, in most cases, are viable and fertile.

Divergence-with-Gene-Flow Model

Surprisingly, the idea of the necessity of prevention of gene flow for speciation in 
allopatry (Mayr, 1963, and others) seems to have been abandoned, and all models 
of divergence-with-gene-flow require a certain level of gene flow as a positive feed-
back for further divergence and adaptation of diverging populations to local condi-
tions. It is believed that an initial low level of reproductive isolation as a result of the 
appearance of assortative mating would reduce gene flow between populations. At 
later stages of the process of divergence/speciation, that gene flow would facilitate 
stabilizing selection, which then automatically leads to further reduction and preven-
tion of gene flow between diverging reproductively isolated populations. Based on 
experimental evidence, it has been concluded that

any environmental context generating restricted gene flow and producing strong, 
discontinuous, and multifarous divergent selection should also frequently lead to 
speciation via pleiotropy/hitchhiking.

Rice and Hostert (1993)

While the idea that such conditions lead to experimental prezygotic reproductive iso-
lation seems plausible, it has been impossible in these experiments to demonstrate 
a concrete correlation between the genes for characters that are selected, and genes 
that presumably lead to prezygotic isolation. The idea, itself, of a correlation is spec-
ulative, inferred by the highly doubtful, indeed false, concept that assortative mat-
ing, mate recognition, and mate preferences are genetically determined (see later in 
Chapter 19 on mate recognition system and its evolution).

Experiments for verifying this model of speciation show that, ultimately, various 
degrees of reproductive isolation in animals are determined by assortative mating, 
i.e., by preferential mating of individuals with individuals of the opposite sex that are 
perceived to be like themselves.

Assortative mating, as opposed to random mating, is based on sensory identifi-
cation of those individuals and is a function of the mate recognition system, which 
depends not on genes and whose evolution is dissociated from evolution of genes. 
It depends on mating preferences and mating behaviors, which are epigenetically 
determined as a result of processing of reproductive and mating behavior stimuli in 
respective neural circuits.

Peripatric Speciation

Peripatric speciation would result from physical isolation of a founder peripheral 
population that does not exchange genes with the population of origin (!). The small 
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number of individuals of the founder may differ in allele frequency (genetic drift) 
from the overall population and under new conditions of spatial separation from the 
parental population, over time, may accumulate additional genetic changes leading 
to reproductive isolation from original population. There is no reliable evidence of 
speciation under conditions of peripatry.

This form of speciation is also highly conjectural, and it has not been possible to 
substantiate with empirical evidence.

The Founder Effect Model

When the population that is geographically isolated is small, chances are that the 
founders will diverge faster (if they will not undergo extinction, to which they are 
exposed because of the small numbers and the loss of alleles as a result of inbreed-
ing) from the population of origin because of the genetic drift, leading to peripatric 
speciation. This hypothesis is testable, but no direct empirical evidence from experi-
ments and nature has been presented to prove the speciation potential of the founder 
effect.

Experimental evidence shows that the sampling drift (sampling error) or genetic 
drift may not have that important role in the process of allopatric speciation that 
biologists have proclaimed for a long time. The sampling drift hypothesis states that 
very small populations (or, as a minimum, a single inseminated female) that are sep-
arated from the original population tend to rapidly diverge genetically from the origi-
nal population (“founder effect”). Theoretically, this would be the case, for example, 
when a very small group of individuals of a species somehow succeed in colonizing 
a distant island. The accelerated speciation in such cases is attributed to the sampling 
drift, which may dislocate the population to a new equilibrium. If this assumption on 
the “founder effect” were true, it would be easy to prove in laboratory. Attempts to 
do this have not been spared, but experimental evidence seems to be inconclusive at 
best (Rice and Hostert, 1993).

In a ten-year experiment and 100 generations with 59 populations of Drosophila 
pseudoobscura, designed to prove the possibility of inducing reproductive isolation 
via the founding effect, investigators admit to having failed the attempt:

We conclude that our experiment provides no empirical support for the proposition 
that genetic and demographic processes associated with the founding of a popula-
tion by very few individuals are very likely to cause speciation.

Moya et al. (1995)

Results of experimental tests on the effect of populational bottlenecks (drastic reduc-
tion of the number of individuals that diminishes the genetic variability) in labora-
tory indicate that founder effects have no causal role in speciation (Charlesworth, 
1995).

Another genetic study on evolution of 13 extant species of Darwin’s finches in 
Galapagos islands suggests that the founding population of finches, when they pre-
sumably colonized Galapagos islands, was not as small as predicted by the founder 
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effect hypotheses; the most conservative estimation (“in all probability an underes-
timate”) shows that the founding group comprised at least 30 individuals (Vincek 
et al., 1997).

The Bottleneck Model

This model essentially posits that drastic reductions in the number of individuals in 
a population, the so-called bottlenecks, may decrease the genetic variability, but the 
ensuing homozigosity enables a new increase in the genetic variability, creating con-
ditions for potential “genetic revolutions” via reorganization of the gene pool:

This “genetic revolution,” released by the isolation of the founder population, may 
well have the character of a chain reaction. Changes in any locus will in turn affect 
the selective values at many other loci, until finally the system has reached a new 
state of equilibrium.

Mayr (1954)

But the concept of “genetic revolution” has not been rationalized, and Mayr has never 
explained what the “reorganization of the gene pool” consists of, if anything else beyond 
changes in allele frequencies. It would be expected that the bottleneck mechanism would 
have been operational in cases of rapid speciation, but studies on the classical examples 
of rapid speciation of cichlid fish in great East African lakes, for example,

Give no support to the notion that the species have recently passed through genetic 
bottlenecks.

van Oppen et al. (1998)

Attempts to reproduce bottleneck conditions in laboratory by selecting mated 
females for creating isofemale lines and reproducing them for a number of genera-
tions have been unsuccessful (Rice and Hostert, 1993). The empirical evidence for 
substantiating allopatric models is inadequate at best. Hence,

It might be time for a re-evaluation of the geographical classification of speciation 
modes in favor of one based primarily on evolutionary mechanisms.

Via (2001)

Ecological Speciation

Proponents of the ecological speciation believe that this form of speciation may occur 
in both allopatry and sympatry (Schluter, 2001; Rundle and Nosil, 2005). Ecological 
speciation implies reproductive isolation of populations inhabiting separate niches 
as a result of divergent selection of ecologically influenced characters. It may lead to 
mainly premating isolation, mainly postmating isolation, or a combination of the two 
(Schluter, 2001). It may result from natural selection, from sexual selection and from 
direct selection on premating isolation (reinforcement) (Figure 18.1). According to the 
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Epigenetics of Sympatric 
Speciation—Speciation as a 
Mechanism of Evolution
Speciation is a major cause of the diversification of living things.

West-Eberhard (2003)

Recognition of the Reality of Sympatric Speciation

The prevailing neo-Darwinian concept is that speciation occurs under conditions of 
geographic isolation of populations, via gradual accumulation of changes in allele 
frequencies as a result of gene mutations, genetic recombination, or gene drift, under 
the action of natural selection. In the process, geographically separated populations 
become reproductively isolated, so that later, even on secondary contact, populations 
evolve as separate species.

It is important to bear in mind, however, that this concept of the primacy of allo-
patric speciation was deduced from theoretical considerations (that speciation needs 
prevention of gene flow between populations and that under conditions of sympatry 
gene flow between populations will unavoidably occur) rather than from empirical 
evidence. Under this geographic orthodoxy, two basic conditions were sanctioned 
as necessary for speciation: physical separation of populations and the derived rein-
forcement upon secondary contact of incipient species.

For a long time since the 1940s, evolutionary studies have been focusing only on 
the geographical separation of populations, the “60-year-old blind alley” (Mallet, 
2001), as almost the exclusive means of reproductive isolation that is necessary for 
speciation. Sympatric speciation has been rejected by evolutionists (Felsenstein, 
1981) or has been considered only as a theoretical possibility of speciation with 
little, if any, role in the evolution of metazoans. While concluding that there is lit-
tle evidence for sympatric speciation in island birds, Coyne and Price (2000) doubt 
whether it may represent an important mechanism of speciation.

Beginning in the late 1980s, however, despite the theoretical restrictions imposed 
by evolutionary genetics studies, investigators are increasingly accepting the possi-
bility that sympatric speciation may have played a greater role in evolution and spe-
ciation than was generally assumed. Now it seems that the pendulum is swinging the 
other way, and the gravity center of evolutionary studies is definitely shifting toward 
sympatric mechanisms of speciation (Via, 2001).
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Experimental studies on the process of speciation under laboratory conditions have 
led to the conclusion that reproductive isolation, as a condition of speciation, may 
occur with or without allopatry.

Rice and Hostert (1993)

Most theoretical studies are still guided by the assumption that disruptive selec-
tion within the population is necessary for the process of speciation via reproduc-
tive isolation to occur in sympatry. Seehausen et al. (1999), for example, think that 
disruptive selection acting on the existing color polymorphism might have been 
the cause of the rapid speciation in many cichlid fish species in East African lakes 
with relatively good visual conditions, but they also believe that the cause of the 
disruptive selection is an intrinsic property, which ultimately is related to neurocog-
nitive functions of neural circuits determining mate preferences and mate choices. 
However, all of the experimental work for inducing reproductive isolation in labora-
tory populations via disruptive selection has failed, with probably a single exception 
(Thoday and Gibson, 1970; Fry, 2003).

Recently, models are presented of sympatric speciation without disruptive selec-
tion, in the absence of physical barriers or predators (Higashi et al., 1999). Most 
importantly, empirical evidence is accumulating, indicating that sympatric speciation 
occurred and is still occurring in nature (Schliewen et al., 1994). Studies in many 
insects provide strong evidence that a number of sensory (visual, olfactory, auditory) 
signal traits are used for creating separate mating systems within original popula-
tions, leading to their reproductive isolation in the process of incipient sympatric 
speciation. Now, sympatric speciation is demonstrated in an adequate number of 
cases and is set on a firmer theoretical ground (Tregenza and Butlin, 1999).

Sympatric Speciation: No Changes in Genes Are Involved

The bone of contention on sympatric speciation is the issue of reproductive isola-
tion, which from the neo-Darwinian view cannot arise between two sympatric popu-
lations, i.e., in the absence of spatial separation and the resulting prevention of gene 
flow between them. From an orthodox neo-Darwinian perspective, and from the 
view of the biological species concept (BSC), the sympatric speciation is impossi-
ble, for the gene flow between populations in sympatry would prevent their divergent 
evolution (Felsenstein, 1981).

However, it may be argued, first, that, to a certain extent, gene flow occurs (Bush 
and Smith, 1998 and references therein: Feder et al., 1994; Taylor et al., 1997) not 
only between populations of a species, but even between species in nature, and there 
is no criterion on how much gene flow would be admissible for two populations to 
speciate or be considered true species. Second, we know of numerous examples of 
changes in phenotypic characters that depend not on changes in genes but on changed 
patterns of gene expression alone.

Analysis of the mtDNA from six named subspecies of a wide-ranging species of 
cactus wren in southern California and the Baja California Peninsula revealed only 
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two, instead of six, mtDNA groups. This phenomenon is common in birds in general. 
A survey of 41 named bird species revealed that only 3% of avian subspecies repre-
sent independent evolutionary units. It seems rational, after Crandall, to believe that 
subspecies represent inherited adaptive phenotypic variations of species that are not 
related to changes at the genetic level. Indeed, if these bird subspecies had evolved 
as independent evolutionary units, it would be expected that they would have 
evolved in more than one character, which generally is not the case (Zink, 2004). 
Studies on continental European bird subspecies show that the independence of mor-
phological evolution from changes in genes is, by far, a more widespread phenom-
enon than generally recognized:

97% of these species, distinct evolutionary units, failed the test of congruence, i.e., 
show no differences in their mitochondrial DNA.

Zink (2004)

In general, there is no reliable evidence on existence of a relationship between the 
degree of morphological and physiological changes and speciation: sibling species 
both phenotypically and genetically are almost identical to each other and still repre-
sent separate species on their own, while different races of dogs created by artificial 
selection are so distinctive from each other and still belong to a single species.

On theoretical grounds, it would be assumed that sympatric speciation requires a 
special mechanism of dividing a continuous panmictic population in two. The only 
such mechanism that has been empirically substantiated is that of sudden changes 
in the mating behavior of a group of individuals, which leads to a separate mat-
ing system and reproductive isolation of the group from the rest of the sympatric 
population. That a behavioral mechanism takes the lead in the process of incipient 
speciation is not surprising if one bears in mind that behavior is the most plastic 
component of the animal phenotype.

The change in animal mating behavior may arise in the form of a shift in mating 
preferences. Sudden shifts in mating preferences, affecting whole populations, are 
observed not only in the course of evolution but within the lifetime of an animal. 
Such a shift in mating preferences might automatically lead to formation of two sep-
arate mating systems and two reproductively isolated populations within the range of 
the original panmictic population.

Certainly, this transition is impossible to occur from the neo-Darwinian view, 
according to which behaviors, as all other phenotypic traits, are determined by spe-
cific genes. Accordingly, under sympatric conditions, i.e., under conditions of pan-
mixis, because of the gene flow between populations, changes in genes cannot lead 
to formation of two separate mating systems.

Many biologists are embarrassed by the still-prevailing idea of the existence of 
particular genes for mate choice. The reasoning goes: genes for mate preference will 
be mixed up by genetic recombination during the earlier stages of the speciation pro-
cess, when mating between individuals of different populations may still occur. To 
overcome this difficulty, another assumption is made: genes for mate signaling and 
for mate preference are so close to each other in chromosomes that the probability of 
getting recombined is negligible (McCune and Lovejoy, 1998).
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No evidence has ever been presented to substantiate the idea of genes for mate 
preference or mate signaling.

However, granted that such genes really exist, it is highly improbable that nature 
would have arranged genes for both mate choice and mate signaling in the same 
chromosome and, more so, even so close to each other as to prevent their recombi-
nation for the sake of the theory, to facilitate resolving our recombination problem. 
Certainly, even highly improbable events may happen once or twice, but rapid sym-
patric speciation has been far from a rare event: in East African cichlid fish alone, it 
has occurred repeatedly and independently in hundreds of cases.

Adequate observational and experimental evidence shows that sympatric specia-
tion did occur and is still occurring. Biologists should understand that it is not the 
nature that must throw in the towel. Their difficulty stems from the faulty premise of 
the existence of the illusory “genes for mate choice” and “genes for mate signaling.”

Sympatric speciation as a fact of nature invalidates all theoretical restrictions on 
its occurrence. Although unambiguous cases of sympatric speciation were described 
about 40 years ago (Bush, 1969), because of the conceptual constraints imposed by 
the neo-Darwinian paradigm, only recently has the sympatric speciation been rec-
ognized by most biologists as a real and widespread mechanism of speciation. This 
is what should be expected when theoretical concepts, built on insufficient (if any) 
empirical evidence, take priority over scientifically established facts.

Confronted with solid evidence on the occurrence of sympatric speciation, espe-
cially from studies on the explosive speciation of hundreds of cichlid species, with 
some of them having evolved several thousand years ago in East African lakes, many 
biologists are theoretically reconsidering the likelihood of sympatric speciation.

Speciation in sympatry is not a theoretical possibility but a demonstrated mech-
anism of evolution. Recent studies on two sibling species of cichlid fish of Lake 
Victoria, Africa, have shown that female mating preferences in these species are 
highly heritable, thus confirming the idea that female mate choice has not only 
been necessary but also sufficient for enabling reproductive isolation and the explo-
sive speciation process that the cichlid fish have experienced very recently in East 
African lakes (Haesler and Seehausen, 2005).

Two incipient species of Drosophila melanogaster live in two slopes, the north-
facing slope and the south-facing slope, of the “Evolution Canyon,” Israel. The 
canyon is only 100 m wide at the bottom and 400 m at the top, i.e., within the 
Drosophila flight range of several kilometers a day. Populations in two opposing 
slopes of the canyon, however, have diverged in mate preference, body size, oviposi-
tion, and thermal preference (Michalak et al., 2001). There is no evidence on genetic 
differences between the two incipient species.

Now, at the beginning of the twenty-first century, the situation has changed 
dramatically:

It has become clear that the traditional geographical classification of speciation 
modes is no longer appropriate to capture the essential complexity of many specia-
tion processes (e.g., Doebeli and Dieckmann 2003; Mizera and Meszéna 2003). By 
emphasizing adaptive processes, rather than restricting attention to biogeographical 
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patterns of diversification, theoretical and experimental speciation research have 
taken off again to new shores.

Doebeli et al. (2005)

Natural Selection and Sexual Selection in Sympatric 
Speciation

What is natural selection: a result (reproductive success) or a process? Is it an effect 
or a cause? This question needs an unequivocal answer, for the imprecise and ambig-
uous use of the concept of natural selection unavoidably influences the scientific 
inferences on its role in evolution.

In Darwin’s original meaning, natural selection is the visible result of the “strug-
gle for life,” or the competition between organisms for limited resources. Two main 
factors determine that result: the number of offspring produced by an individual/pop-
ulation and the offspring’s survival rate until reproductive age:

As many more individuals of each species are born than can possibly survive; and 
as, consequently, there is a frequently recurring struggle for existence, it follows that 
any being, if it vary however slightly in any manner profitable to itself, under the 
complex and sometimes varying conditions of life, will have a better chance of sur-
viving, and thus be naturally selected.

Darwin (1859, p. 5)

The genius uses here the concept of natural selection as a result of the struggle for 
life rather than a cause or agent of evolution.

In the interaction organism–environment, the organism is the active, rather than 
the passive, element, as it is manifested in its inherent tendency to avoid harmful 
agents of environment and generate phenotypic (heritable or not) changes in order 
to adapt to its environment. It is the organism that, in Darwin’s vivid expression, is 
committed to a “struggle for life,” whose result, survival, or the death of the organ-
ism will depend not simply on the environment but also, to a great extent, on the 
ability of the organism to maintain its homeostasis under conditions of that particu-
lar environment or generate phenotypic changes that will adapt it to the inhospitable 
environment.

The result of the “struggle for life” will depend not simply on the conditions of 
living. The simple fact that in a group of individuals living in the same environment 
some individuals survive while others perish suggests that there is something intrin-
sic to these organisms that determines their death or survival to reproduction. Natural 
selection as a result of the Darwinian “struggle for life” is ultimately determined by 
factors intrinsic to the “struggling” organisms living in the same habitat.

From another perspective, and accidental events aside, survivors in the “struggle 
for life” will be individuals that happen to be in possession of better morphological, 
physiological, and behavioral adaptations. As it is well known, the rise of adapta-
tions in the process of evolution is determined intrinsically, by the organism itself, 
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not extrinsically, by the environment. The success in the struggle for life is earned by 
the better-adapted organism rather than awarded by the environment.

Darwin also coined the term “sexual selection,” for designating another impor-
tant factor of evolution. During the sexual selection, it is the choosing sex that really 
selects its mating partner among a number of individuals of the opposite sex.

Under sexual selection, Darwin understood the process of evolution of secondary 
sexual traits in animals that make them preferred mates, thus leaving more offspring 
than less-preferred individuals (Darwin, 1859, pp. 88–90, 156–157).

Sexual selection depends on the success of certain individuals over others of the 
same sex, in relation to the propagation of the species; whilst natural selection 
depends on the success of both sexes, at all ages, in relation to the general conditions 
of life.

Darwin (1871)

Darwin did not relate sexual selection to the process of speciation, and a number 
of authors have expressed doubts about the possibility that sexual selection alone can 
lead to sympatric speciation (Panhuis et al., 2001; Turelli et al., 2001; Arnegard and 
Kondrashov, 2004).

Sometimes doubts have been raised about the possibility of speciation by sexual 
selection because it may evolutionarily make unnecessary other modes of speciation:

Many morphologically and genetically similar species differ markedly in mat-
ing signals and preferences. It might be inferred from this that sexual selection has 
driven speciation, but to do so requires that other modes of divergence be excluded.

Panhuis et al. (2001)

In recent years, the action of the Darwinian sexual selection in evolution of sexual 
traits has been extended to include a role of sexual selection in metazoan speciation.

In 1983, West-Eberhard proposed a broader concept, according to which sexual 
selection represents a subset of social competition for resources, which leads to rapid 
divergence of sexual traits, which can evolve without ecological differences between 
isolated populations. The rapid divergence of sexual traits may accelerate the process 
of speciation, what is believed to have occurred in Anolis lizards where interspecific 
variation in dewlaps and displays is mainly determined by the social selection (West-
Eberhard, 1983).

It has been argued that sexual selection is ultimately reduced to “social selec-
tion.” This hypothesis posits that sexual selection is a result of the reproductive 
social behavior which, ultimately, is determined by the intrinsic trend for increas-
ing the number of the offspring, a process in which unique social systems arise 
(Roughgarden, 2005; Roughgarden et al., 2006).

The reproductive success of males depends on the number of matings, while the 
success of the female depends on the number of eggs she lays or the embryos she car-
ries. Obviously, the reproductive success of the competing males and females is not 
determined by environmental factors, which are generally similar to competing indi-
viduals. It depends instead on the intrinsically determined factors: mate preferences 
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for females and mate visual, acoustic, olfactory, and other sensory signals for males. 
It can lead to reproductive isolation of populations.

Sexual selection has the potential to lead to rapid divergence between populations, 
it can be independent of environmental differences, and it is predisposed to gen-
erate reproductive isolation because of its direct effect on traits involved in mate 
recognition.

Panhuis et al. (2001)

As is known, Darwin introduced the term “sexual selection” to express his idea 
on a form of selection that leads to evolution of secondary sexual characters, but he 
did not suggest that it is related to speciation. Sexual selection, as Darwin conceived 
it, results “from differential mating success among individuals within a population” 
(Panhuis et al., 2001).

The question now is whether sexual selection is a factor of reproductive isolation. 
If yes, what determines the sexual selection?

What Darwin understood as sexual selection is behavioral expression of an under-
lying cause, of the mate choice, which in turn is a function of the activity of the 
mate recognition system comprising both male signaling and female responses to 
it (Butlin and Ritchie, 1991). Hence, sexual selection is not a cause on its own but 
a result and manifestation of mating preferences and mate choices (Panhuis et al., 
2001; Ryan and Rand, 2003), hence, as a concept, it lacks explanatory power of its 
own. Thus, sexual selection is ultimately determined by neurocognitive mechanisms. 
This is why sexual selection is an exclusive metazoan phenomenon, unknown in 
plantae or unicellulars, which have no known cognitive properties.

In searching for a causal explanation of evolution, reproductive isolation, and spe-
ciation one should not exclusively focus on, or be distracted by, their consequences. 
We should not lose sight of the causes behind their effects. This is why in the follow-
ing I will deal in some length with the nature and origin of the mate choice.

Neurocognitive Populational Breakup

All of the direct observational evidence on processes of sympatric speciation points 
to the fact that it starts with changes in sexual behavior, which make a group of indi-
viduals exhibit mating biases toward members of the group and discriminate against 
the rest of the individuals in the overall population. Such shifts in mating biases pre-
cede changes in genes, in morphology and physiology taking place in the process of 
sympatric speciation.

Beginning from the 1960s, evidence on the occurrence of sympatric evolution has 
shown that neither geographical isolation nor “genetic revolutions” are necessary for 
speciation (Bush, 1975) in metazoans.

Sympatric speciation, unlike allopatric speciation, takes place in spatially continu-
ous populations. Separate mating systems in sympatric, spatially continuous, popu-
lations arise as a result of specific changes in behavior of a group of individuals, 
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whose preference for mating with individuals of the opposite sex displaying certain 
phenotypic characters leads to their neurosensory isolation from the rest of the origi-
nal population. Theoretically, formation of separate mating groups within the range 
of a species may result from:

– Sensory-determined preferences for particular individuals of the group, displaying specific 
distinctive phenotypic trait, or

– Sensory-determined preferences for specific niches of particular groups of individuals.

In all likelihood, the above neurally determined changes in mating preferences 
and/or neurally determined preferences for host plants represent the basic mecha-
nisms of sympatric speciation.

No changes in genes are involved in evolution of mate preferences (see Section 
Evolution of Receiver Biases later in this chapter).

Reproductive Isolation via Mate Choice

On the basis of sexual selection is the mate choice, i.e., the bias that the choosing 
sex (usually females) exhibits for mating with individuals of the opposing sex dis-
playing particular phenotypic characters. A strictly preference-based, discriminatory 
mating occurring within a separate group of individuals of a population can, theoreti-
cally at least, lead to splitting of an original population in two reproductively isolated 
populations. Thus, it is possible that a speciation process may start in sympatry, with 
a change in mate preferences for certain sexual characters of a group of individu-
als. Indeed, empirical evidence suggests that sudden shifts in mating preferences of 
a group of individuals may be the most frequently used mechanism of reproductive 
isolation of a group of individuals within the original population.

Mate choice is a neurobiologically determined decision. It results from pro-
cessing in mating behavior circuits of various sensory (e.g., visual, olfactory, 
acoustic, tactile) information received from prospective mates. An intrinsic drive 
to influence these decisions stimulates the prospective mates of the opposite sex 
to display all of their sexual characters and reproductive behaviors, but we are 
still far from a real understanding of the nature of this decision-making informa-
tion processing.

Changes in properties of neural circuits may lead to changes in mate preferences 
for certain phenotypic characters. This suggests that mating behavior circuits in the 
central nervous system (CNS) may be potential initiators of sexual isolation, repro-
ductive isolation, and speciation. Mating decisions and their heritable changes may 
have important evolutionary effects (Phelps et al., 2006).

Mate choice implies mate recognition, which in turn is a function of the mate 
recognition system. There is no consensus among biologists on whether animals 
use the same traits for mate choice and for discriminating between conspecific and 
heterospecific individuals. Some observations suggest that Drosophila heteroneura 
uses different traits for discriminating conspecifics from heterospecific individuals 
and for mate choice (Boake et al., 1997) but most of the evidence shows that mate 
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recognition and reproductive isolation from heterospecific individuals may be based 
on the same traits (Ryan and Rand, 1993).

For instance, sympatric white butterflies, Pieris protodice and Pieris occiden-
talis, do not hybridize under natural sympatric conditions, although no postmat-
ing isolating mechanism exists for preventing their hybridization. P. protodice has 
a wing-melanin pattern different from that of P. occidentalis, and they use a wing-
melanization pattern for both interspecific recognition and mate recognition 
(Wiernasz and Kingsolver, 1992).

Experiments with two Drosophila species (D. montana and D. lummei) have 
shown that the male courtship song is used by females for both recognizing conspe-
cifics and for mate choice (Saarikettu et al., 2005). Another example is that of male 
individuals of the repleta group of Drosophila flies, which likewise use their song 
both for recognizing conspecifics and for stimulating mating behavior in females 
(Ewing and Miyan, 1986).

Olfactory mating signals in Drosophila spp. are cuticular hydrocarbons. From 
studies on hybrids of two Drosophila species (D. serrata and D. birchii), it was con-
cluded that the mechanism of mate recognition by cuticular hydrocarbons is respon-
sible for both mate choice and evolution of reproductive isolation in Drosophila 
(Blows and Allan, 1998). Similarly, in frogs the advertisement call is used for both 
species recognition and mate choice and has functioned as a mechanism of the pre-
mating reproductive isolation of the group (Ryan and Rand, 2003).

This invalidates the neo-Darwinian prediction that traits (signals) used for mate 
choice must be different from traits, whose evolution leads to reproductive isolation 
of diverging populations. Another neo-Darwinian prediction that the traits used for 
the reproductive isolation of the group would evolve gradually as a result of accu-
mulation of genetic changes in populations is also refuted by the evidence that 
reproductive isolation between two populations often arises suddenly as a result of 
changes in reproductive behavior without changes in genes.

Evolution of Mating Preferences

Early evolutionary biologists doubted whether sexual selection through female 
choice occurred at all, because they did not think that female choice could evolve. 
In the past 20 years, however, evolution of female choice has been demonstrated to 
occur in a large number of species, including various insects, fish, birds, and reptiles.

Female (or male less often) choice is the behavioral expression of an intrinsic 
mating preference/bias for species-specific and individual (visual, auditory, olfac-
tory) signals that the female receives via the sensory organs and perceives in its 
brain. Three main hypotheses for the evolution of female choice have been proposed: 
Fisher’s runaway hypothesis, the “good gene” hypothesis, and the sensory exploi-
tation hypothesis. All of them focus on the preservation and spread of mating pref-
erences by natural selection, paying very little attention to, if not disregarding, the 
cause and mechanism of the change of mating preference, which is the key to the 
process of reproductive isolation and speciation.
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Fisher’s Runaway Hypothesis

The hypothesis predicts that females that display mating preference for, and mate 
with, males with particular trait(s) provide the male carrier of that trait with a selec-
tive advantage by producing more offspring with the same signal trait and similar 
mating preference. In turn, this leads to positive selection of the mating preference 
(hence, the designation “runaway”) for exaggerated signaling traits up to a point 
where the cost of the development of the trait overweighs the advantage, i.e., “until 
checked by severe counterselection” or “disadvantageous consequences” (Lande, 
1981; West-Eberhard, 1983; Kokko et al., 2003). Thus, the female preferences and 
male signal traits coevolve. Female preference may exert direct selection on male 
traits, especially by favoring female biases for male traits that may be related to fertil-
ity and parental care (Kokko et al., 2003). Evolution of female preferences is an indi-
rect result of direct selection and evolution of male signaling traits.

It is not known whether “runaway” could occur in natural populations (Kirkpatrick 
and Ryan, 1991). Despite the large amount of empirical work on indirect benefits of 
mate choice, the fundamental prediction of the hypothesis that mating with attractive 
males increases the net offspring fitness has not been empirically tested (Kokko et al., 
2003).

Fisher’s runaway hypothesis of evolution of mating preferences is still waiting to 
be validated.

The “Good Gene” Hypothesis

The “good gene” hypothesis holds that male attractiveness is an indicator of the pres-
ence of “good genes” for higher viability in males. Hence, female mating bias is 
genetically correlated with male mating signals and is indirectly selected as a result 
of the direct selection of genes for increased fitness in males (good genes).

The good gene and runaway hypotheses posit that female preferences may be 
influenced by natural selection if they lead to reproductive advantage, as would 
occur when female preference may be correlated with signals of males of higher fit-
ness qualities.

Although it is possible that in some cases, genes for hybrid inviability and mate 
recognition are linked to the same chromosome, it is hard to believe that this genetic 
correlation may be a widespread phenomenon as to be speciationally relevant.

Studies on the female preference for the swordtail in poeciliid fish, Xiphophorus 
helleri and Priapella olmecae, belonging to two sister genera, have shown that the 
female preference for swordtail is stronger in the species that has not evolved sword-
tail, what is the opposite of what would be expected from both Fisher’s runaway and 
the good gene model (Basolo, 1998). Additional evidence on differential deposition of 
maternal hormones and other substances in eggs of birds mated with preferred males 
also contradicts the good gene model and has led investigators to the conclusion that 
results of these experiments show that the father has no effect on the condition and  
fitness of the offspring (Balzer and Williams, 1998; Cunningham and Russell, 2000).
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Some cases of possible relevance in support of the good gene hypothesis come 
from comparative studies showing that the fluctuating asymmetry in elaborate 
feather ornaments in swallows (Hirundo rustica) is negatively related to the size of 
the ornament. In those studies, it was observed that males with larger symmetric tails 
mated earlier and were reproductively more successful so that the female preference 
for males with larger and symmetric ornaments is believed to be related to higher 
quality of these males (Møller, 1992).

The hypothesis of good genes selection predicts that evolution of receiver biases 
is a by-product of natural selection because signals that are preferred are genetically 
correlated with other traits of higher evolutionary fitness. This prediction is refuted 
by experiments showing that

trait evolution and preference evolution are often decoupled in sexual selection, 
that they need not evolve through genetic correlation, nor are the response proper-
ties of the receiver tightly matched to the properties of the signal, as a lock and key 
would be matched. Analogies between animal communication systems and human-
engineered systems often stress the necessity of tightly matched signals and receivers. 
Studies of receiver biases suggest that such analogies might not be broadly applica-
ble. The receiver’s past history might bias neural processing strategies toward those 
that are merely sufficient to enhance the receiver’s evolutionary fitness but are not 
optimal engineering solutions. Furthermore, tightly matched signal-receiver systems 
might have a selective disadvantage if they constrain the receiver’s ability to accom-
modate meaningful population variation.

Ryan (1998)

The runaway and good gene hypotheses would predict that signals from the 
sender are necessary for maintaining female preferences. This prediction also is not 
substantiated, while several examples invalidating it have been presented. For exam-
ple, the all-female species of the poeciliid fish, Poecilia formosa, has the same pref-
erence for body size that females of its ancestral dioecious species have, and it uses 
sperm from other species to fertilize its eggs, but the heterospecific male genome is 
not incorporated in the genome of the offspring. This indicates that P. formosa has 
been able to retain its ancestrally inherited mate preference, in the absence of male 
signaling, for evolutionarily long periods of time (Ryan, 1998).

Female guppies of the species Poecilia reticulata prefer to mate with males with 
larger orange spots. Selection experiments for male attractiveness and female prefer-
ences with P. reticulata for three generations also failed to show results that would 
be expected according to the above hypotheses (Hall et al., 2004). There is evidence 
that, contrary to the previous belief, the preference for males with large orange spots 
is not related to any higher fitness of these males but it is related to a general sen-
sory preference of females of this species for orange-colored objects, including food 
(Rodd et al., 2002).

Physalaemus pustulosus is a monophyletic group of frogs in which females 
exhibit preferences for four call traits, suggesting that no correlation between the 
evolution of genes and the evolution of mating signals has taken place.
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Generally, it may be said that there is no adequate evidence in support of the idea 
that preferred or “sexy” males possess better genes and lead to an increase of fitness 
in the offspring.

Sensory Exploitation Hypothesis

According to the sensory exploitation (sensory bias) hypothesis of evolution of mate 
preferences, female preferences antecede male signaling traits and males that evolve 
their signaling traits in order to match the female preferences. Hence, according to 
the hypothesis, female preferences evolve independently of male signaling and are 
not under direct or indirect action of natural selection.

The sensory exploitation hypothesis is a noncorrelational hypothesis that seems 
to have found considerable empirical support. It holds that males evolve signaling 
traits for exploiting preexisting mating biases of the females, and no genetic cor-
relation is necessary for evolution of female mating preferences and male mating 
signals. The prediction of the hypothesis that receiver’s (most commonly females) 
biases precede evolution of respective signaling traits of the mate is substantiated in 
a number of cases and is in line with the present knowledge of the evolution of the 
mate recognition system.

It is generally believed that no genetic correlation is necessary for male signaling 
traits to evolve in response to specific female preferences.

The sensory exploitation hypothesis suggests that, contrary to coevolution through 
genetic correlation, a trait and a preference in sexual selection—or, more generally, 
a signal and a receiver in animal communication—can evolve out of concert, with 
the evolution of one component lagging behind that of the other.

Ryan (1998)

The receiver bias is a product of the neurosensory system (the system of per-
ception of the external world by senses including neural pathways of transmission 
of information and perception produced in respective regions of the CNS), which 
evolves independently of evolution of genes. The hypothesis would predict that the 
sender of the signals evolves its signals for exploiting preexisting mate preferences 
of the receiver.

Evidence that female mate preferences evolve for females’ own benefit, gener-
ally for increasing females’ fitness, is scarce. One example of this evolution may 
be females of several species that prefer mating with males that provide nest sites 
or care for the young (Kirkpatrick and Ryan, 1991). While this hypothesis is more 
attractive to many biologists, an explanation has not been provided on how the male 
can evolve mating signals to satisfy female mating biases.

The visual, auditive, and other signals, emanated from the sender (most of times a 
male), are received by sensory organs of the receiver, which converts them into pat-
terns of electrical signals and transmits them for processing in neural circuits, where 
the input is compared with the standard neurocognitive mating preference before 
making any mate-choice decision. This gives us some hints on the surprising, and 
still unexplained, phenomenon of the sudden appearance and changes in mating 
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preferences, in particular on the divergence of mate preferences without changes in 
genes. Such sudden changes in mating preferences could be predicted in view of the 
neurally determined high plasticity of the function of the “mate recognition system.”

Something needs to happen to make females choose and thereby make it worthwhile 
for males to display.

Kokko et al. (2003)

While we are not aware of what exactly happens, certainly we know where it hap-
pens: in the neural circuits for mate choice, and there is where the “nudge” comes 
from. Both male display and female choice are mating behaviors that, like any other 
behaviors, have a nongenetic, neural substrate and neurocognitive basis.

All three models (Fisher’s runaway, the “good gene,” and the sensory exploita-
tion) would predict that, over time, a correlation between the female preferences and 
male signals will evolve.

Models have shown that all three hypotheses for the evolution of preference are 
internally valid; i.e., they could work. Testing the external validity of these hypoth-
eses (i.e., the probability for generalization), however, has proven troublesome (Ryan 
and Rand, 1993).

All three hypotheses are still waiting to be validated.

Neurocognitive Mechanisms of Sympatric Reproductive 
Isolation

The reproductive isolation, as the first stage in the process of speciation, offers no 
selective advantage, and natural selection can explain neither why speciation hap-
pens nor why and how mating biases change and evolve. An understanding of sym-
patric reproductive isolation and speciation requires a comprehensive view on the 
sensory bias as inducers of reproductive isolation and sympatric speciation rather 
than their influence on evolution of secondary sexual traits that is still dominating 
studies on “sexual selection.”

Evolution of Receiver Biases

Mating choices are expression of sensory biases. As behavioral characters, sensory 
biases represent behavioral output of the processing of mate sensory input in neural 
circuits. While we know that these biases are inherited and evolve as species-specific 
characters, we do not know how they are fashioned in the nervous system. Mating 
biases or preferences, as neurobiological products of the activity of the nervous 
system, underlie the mating behavior and behavioral characters (see also Sections 
Neural Basis of Animal Behavior and Animal Behavior Is Not Determined by Genes 
in Chapter 8).

Based on general considerations on receiver’s biases as manifestations of neuro-
biological processes, one would agree with Enquist and Arak (1993, 1994) that these 
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biases are a necessary outcome of sensory processing in neural circuits. The intrinsic 
properties of these circuits might determine the curious phenomena of preferences 
for exaggerated sender’s signaling traits and the origin of attractivity, including pref-
erence for symmetry.

Female preferences are neurally determined mating biases resulting from integra-
tion and processing of sensory (e.g., visual, auditory, olfactory, tactile) stimuli com-
municated by the sender (usually the male) to the receiver (usually the female). Male 
stimuli may be perceived by the female as attractive, unattractive, or even repel-
ling. We have no real idea of the brain mechanisms that assign certain traits—the 
attributes of being attractive or “sexy.” We do not know how these sensory stimuli 
are manipulated in the brains of these species to produce the attractiveness, mating 
biases, and preferences on which mating decisions are made.

In general terms, it may be predicted that males with “attractive” characters—
characters that induce the female’s pleasure—will have a greater chance of mating 
and leaving offspring and consequently will increase their representation over gener-
ations and lead to maintenance or evolution of the male “attractive” characters, such 
as singing, color, and color patterning of the body.

Focusing almost entirely on male signals, sexual selection theory, in general, did 
not consider the origin of female biases and preferences. Understanding signal evo-
lution under sexual selection is not the whole issue. There is no doubt that female 
choice can drive in males evolution of traits that are more attractive to females. The 
difficult, and quite controversial, issue is why females have evolved receiver proper-
ties that make one trait more attractive than another (Ryan and Rand, 1993).

What, essentially, is the attractiveness of individuals of one sex, which stimulates 
sexual preference of the other?

From our human experience, we know that anything that is attractive to our sight 
or hearing is beautiful, but we have only vague ideas on those subjective rules or 
criteria on forms, colors, and patterns that produce the sense or feeling of beauty and 
attractiveness.

A human endeavor for perfection has found its expression in the development of 
fine arts, where exaggeration of real proportions and patterns has always been, and 
still is, an essential part of artistic trends, which are reminiscent of the exaggeration 
of the signaling traits in the animal world.

Symmetry in signaling and other traits is an essential component of the sender’s 
attractiveness. It has been described for females, but evidence that males prefer sym-
metry has also been presented (Hansen et al., 1999).

In regard to the origin of the preference for symmetry, Enquist and Arak reason:

One problem faced by animals is the need to recognize objects in different positions 
and orientations in the visual field. An object viewed from a particular location is 
focused on the retina as an “image,” which is a geometrical transformation of the 
object itself. An intriguing idea is that the need to generalize many such transforma-
tions of the same object may lead to preferences for symmetry and the evolution of 
symmetrical signals.

Enquist and Arak (1994)
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From results of their experiments with artificial neural networks, Enquist and 
Arak (1994) concluded that preference for symmetry evolved from an evolution-
ary pressure for recognizing signals, regardless of their position in the visual field. 
Commenting on the results of their experiments on female biases in artificial neural 
networks, and their relation to the female preference in nature, they pointed out:

It is an interesting thought that all nervous systems built for recognition may share 
certain general biases which result from hidden properties of the recognition sys-
tem. Indeed, many elaborate signals that occur in nature are often as impressive 
to human observers as they appear to be to the intended recipient. Darwin’s idea 
that a “sense of the beautiful” is an inherent, aesthetic property of animal nervous 
systems may be not far from the truth. In Darwin’s own words, “When we behold 
a male bird elaborately displaying his graceful plumes or splendid colours … it is 
impossible to doubt that [the female] admires the beauty of her male partner.”

Enquist and Arak (1994)

According to another hypothesis, preferences for symmetry evolve as a by-product 
of cognitive processes where the sum of fluctuating asymmetries is averaged to zero 
asymmetry, which is symmetry (Enquist and Arak, 1994). The hypothesis seems 
to have found empirical support in a few experiments. Untrained starlings exhibit 
no preference for symmetry (Swaddle, 1999), but when these birds were trained to 
detect a set of asymmetric images, they developed preference for symmetry. Such 
examples suggest that preference for symmetry may develop on the basis of learn-
ing mechanisms, without any correlation between this trait and the fitness (Swaddle 
et al., 2004). So, for example, no relation to male fitness or quality has been found in 
experiments on symmetry and attractiveness of the human face (Rhodes et al., 1999).

A generalization probably could be made for birds. Many studies have shown that 
they exhibit a clear preference for symmetry (Enquist and Arak, 1994; Swaddle and 
Cuthill, 1994) and for what humanly are considered to be ornaments in their mor-
phological characters. It has been hypothesized, and limited evidence is presented, 
that both of these preferences are used as indicators of male quality. Since develop-
mental asymmetry is considered to be a negative indicator of fitness, and since in 
experiments an inverse correlation has been found to exist between the size of the 
ornament and the asymmetry, it has been concluded that female preference for exag-
gerated mating signals may be an indicator of male good quality (Møller, 1992). This 
sensory bias for symmetry “may account for the observed convergence on symmetri-
cal forms in nature and decorative art” (Enquist and Arak, 1994).

The idea has been expressed that mate preference for symmetry is evolutionarily 
selected and that the prevailing explanation of the evolution of preferences for sym-
metry in bilateral traits is that it results from selection against fluctuating asymmetry, 
which in turn is a consequence of developmental disturbances and developmen-
tal stress. However, experiments with artificial neural networks suggest that these 
preferences may evolve in the absence of any correlation between the symmetry of 
male signaling traits and male fitness, and that the female preference for symmetry 
evolved as a result of selection for mate recognition (Johnstone, 1994).
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Attempts have been made to relate general preference for symmetry with the concept 
of Gestalt (German for shape) by relating the preference for symmetry to the Gestalt 
law of simplicity. According to the Gestalt concept, percepts precede sensory experi-
ence, with the latter acting as a stimulus for activating preexisting percepts. These per-
cepts may be related with the specificity of organization of neural structures in the brain. 
Some evidence in support of this explanation comes from studies on infants, which 
seem to validate Helmholtz’s prediction that it is the organization of the inner ear that 
makes humans find pleasure in harmony and dislike discordance in music (Ryan, 1998).

Let us return, now, to the general problem of the attractiveness. In a model by 
Phelps et al. (2006), animals convert the input of visual, auditory, and olfactory sig-
nals (morphological and courtship signals) from possible mates into neural equiva-
lents suitable for comparison before deciding to choose the most attractive mate that 
exceeds some minimal criterion. In their model, mate choice and species recogni-
tion are fundamentally similar, in the sense that both rely on the same mechanisms 
(Phelps et al., 2006). The authors wonder

whether shifts in preference acuity or threshold reflect changes in the number or 
nature of neurons that process sensory information or assign it affective value.

Phelps et al. (2006)

The answer to the question is “Yes,” based not only on theoretical consideration of 
the behavior as a product of the activity of neural circuits but also on empirical evi-
dence. For example, the marine plainfin midshipman fish, Porichthys notatus, has two 
male morphs displaying differences in body size, gonad/body weight index, reproduc-
tive tactics, and vocal motor traits. The type I males reach reproductive maturity at 
smaller body size than the type II males and females. Immunocytochemical examina-
tion revealed that the size and number of GnRH neurons in the hypothalamic preop-
tic area (POA) was 50–100% greater in adults than in juveniles, and changes in the 
POA phenotype are correlated with the development of type I and type II males in  
P. notatus. The temporal pattern of such changes in POA may represent the proximate 
mechanism for the development of alternative male reproductive morphs (Grober 
et al., 1994).

These results suggest that historical processes “shape the design of communica-
tion systems” and determine receiver biases. Based on analogies between the behavior 
of neural networks and female responses, investigators believe that circuits are repre-
sented by “reciprocal connections of the torus semicircularis and auditory thalamus.” 
(Phelps and Ryan, 1998, 2000).

In most cases, the “choosy” sex is the female, and male signaling traits are selected 
under the influence of female preferences for certain male traits. However, “excep-
tions to the rule” are known. There are cases in insect, fish, amphibian, and bird 
species, when males are also attracted to, or show preference for, females display-
ing specific traits. For example, both males and females of the rock sparrow, Petronia 
petronia, have a yellow breast patch. In females, the size of the patch is correlated 
with the fecundity (the annual number of broods), and males prefer mating with 
females having larger patches, implying that the female trait is sexually selected. 
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Experimental reduction of breast patches in female rock sparrows leads to declining 
sexual interest of males for these females (Griggio et al., 2005).

Controversy exists over the possibility of coevolution of male signaling traits 
and female preferences. In a comparison between two sister species of the swordtail 
fish, Xiphophorus multilineatus and Xiphophorus nigrensis, Morris and Ryan (1996) 
observed that females of X. nigrensis responded similarly to males with vertical bars 
of X. multilineatus and to conspecific males without bars. In contrast, females of 
X. nigrensis found males with bars of the sister species to be more attractive than 
those without bars of their own species, what speaks against coevolution of male 
signaling and female preferences, that male traits and female preferences “do not 
coevolve via genetic correlations” (Ryan, 1998).

However, examples of correlation and coevolution of male traits and female 
preferences have also been presented. For example, the stalk-eyed fly, Cyrtodiopsis 
dalmanni, exhibits strong sexual eye dimorphism. Artificial selection for long and 
short eye span in males for 13 generations led to a shift of the female preference 
for long-eye-span males in females of the long-eye-span line and unselected line, 
while females of the short-eye-span line continued to prefer short-eye-span males 
(Wilkinson and Reillo, 1994). Experiments with artificial neural networks also sug-
gest that female biases and male signals may coevolve.

Enquist and Arak (1993) have proposed a hypothesis on the evolution of the pref-
erence for exaggerated male secondary sexual traits, based on experiments with arti-
ficial neural networks. They found that artificial neural networks may be trained to 
recognize certain images. Although no recognition system can be trained to identify 
all of the possible variations of those images (there are too many to identify spe-
cifically), they acquire the ability to “generalize,” that is, to classify new variants of 
images into groups of images they have recognized before and to respond to them. 
When the network trained to recognize, a bird image was presented with images of 
exaggerated long-tailed (and long-winged) conspecific males, they gave a weaker 
response to short-tailed, heterospecific males and did not respond at all to tailless bird 
images. This implies that biases in neural networks arise unavoidably. Investigators 
also attempt to explain the conclusions of a number of studies that female biases pre-
cede the evolution of specific male signals (Enquist and Arak, 1993).

It is assumed that sexual preferences of receivers for specific sexual traits of the 
sender arise and evolve via selection, but the substantiating evidence is scarce and 
equivocal. To the contrary, evidence that evolution of receiver sexual preferences is 
not related to selection has also been accumulated, and studies with neural networks 
have shown that these biases in the animal’s brain might arise as an emergent prop-
erty of neural processing of external signals in the absence of any training selective 
context. In many respects, artificial neural networks of neuronoid units have often 
been found to behave like real nervous systems. For example, in experiments with 
túngara frog calls, these neural networks have been able to respond to the call, and, 
based on such experiments, it is suggested that the call may have evolved as a by-
product of a sensory system for species recognition. In the context of the role of mat-
ing calls in the reproductive isolation, this implies that higher speciation rates may 
be related to the rapid evolution of mating signals (Phelps and Ryan, 1998).
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Most investigators believe that mate preference precedes the evolution of mat-
ing signals, and it is the latter that evolves to match the existing mate preference. 
Besides the example of evolution of preference for swordtail in P. olmecae, men-
tioned earlier, in favor of this hypothesis, a number of other examples testify to the 
occurrence of female preferences in species with males that lack the preferred trait. 
So, for example, females of common grackles, Quiscalus quiscula, have a preference 
for repertoires of four song types, although the conspecific males sing only one song 
type. It is believed that female preference antedates the evolution of male song reper-
toires (Searcy, 1992). Natural selection or sexual selection cannot explain the evolu-
tion of such examples of female biases.

Female biases for mating signals may change over evolutionary time, and they 
may be related to the diversity of male mating signaling. One example of evolution 
of female biases comes from a study on females of two sister genera, Xiphophorus 
and Priapella. Xiphophorus males with swordtail attract females of both X. helleri 
and P. olmecae, although swords in Xiphophorus evolved after divergence of the 
two genera. Thus, Priapella females may have evolved the preference for swordtail, 
although its conspecific males have not evolved swordtail.

Receiver biases can even change during the lifetime of a single individual, as is the 
case with females of the satin bowerbirds (Ptilonorhynchus violaceus), which display 
different mating preferences during different stages of life (Coleman et al., 2004).

Female preferences are innate traits, but they can be modified by experience. 
Exposure of female fish of the green swordtail to predation, for instance, makes them 
switch mate preference to swordless fish from the original state of long-sword pref-
erence (Johnson and Basolo, 2003). Early life experiences in guppies modify female 
mate preference to orange male coloration.

Cases of reversal of the lost ancestral mate preferences have also been described. 
Visual exposure of the female guppy, Poecilia reticulata, to its cichlid predator, 
Cichlasoma biocellatum, induces her to revert to the initial preference for brighter 
males or to become unreceptive (Gong and Gibson, 1996).

Mating preferences can be experimentally changed by administration of hor-
mones. For example, administration of human chorion gonadotropin, a ligand of 
the pituitary luteinizing hormone, in neotropical túngara frogs increases the female 
receptivity (measured by the number of responses and the time lapse between call 
and response) and permissiveness (the likelihood of responding to the less-attractive 
calls) (Lynch et al., 2006).

From a neo-Darwinian standpoint, i.e., from the view that mate preferences 
are determined by genes, such sudden changes are inexplicable. But such changes 
become quite understandable from the epigenetic view that mate preferences are a 
function of neural circuits, which display a relatively high plasticity at both the devel-
opmental and evolutionary levels.

Evolution of Sender’s Signaling

In most cases, females are receivers of male signals, i.e., they are the choosy sex, 
whereas males are senders of signals and objects of female mating preferences.  
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A number of phenotypic (visual, acoustic, olfactory, behavioral) traits serve as sexual 
signals.

Evolution of male signaling may be a direct (sensory exploitation hypothesis) or 
indirect (“good gene” or runaway hypotheses) result of selection on male sexual phe-
notypic traits, which show a high level of plasticity. In many described cases, male 
signals evolve independently of female biases.

Mating signals can also evolve independently of the female biases. One exam-
ple of evolution of mating signals decoupled from female biases is observed in 
experiments with two sibling species of the northern swordtail fish of the genus 
Xiphophorus—X. multilineatus and X. nigrensis (Figure 19.1). These species have a 
pattern of dark vertical bars that functions as a signal for attracting females and for 
deterring rival males. Vertical bars are present in the species X. multilineatus but 
absent in X. nigrensis. Nevertheless, females of the latter respond to this signal and 
show a preference for it, although it is absent in males of their own species. Given 
that both species come from a common ancestor, the presence or absence of bars in 
them may have resulted from the loss of bars in X. nigrensis or the gain of bars in 
X. multilineatus.

Male courtship in Drosophila is an elaborate innate behavior, a fixed action pat-
tern, released by pheromonal volatile and nonvolatile sensory inputs from receptive 
female flies. The courtship consists of a series of standard sequential movements and 
actions, such as movement in the direction of the female, such as tapping the female 
with forelegs, singing the species-specific song, while extending and vibrating one 
of the wings, licking male genitalia, and curling the abdomen for copulation (Baker 
et al., 2001; Demir and Dickson, 2005).

Recent identification of the neural circuit that is responsible for male courtship 
behavior in Drosophila shows that the behavior is based on expression of the fru 
gene in ~20 groups of neurons (Baker et al., 2001), not only in the CNS but also in 
the olfactory, gustatory, and auditory systems of male flies. Male courtship behavior 
is associated with synaptic transmission in all neurons expressing fru. Experimental 
silencing of the fru olfactory receptor neurons (ORNs) reduces the courtship behavior, 

(A) (B)

Figure 19.1 (A) Vertical bars on a large X. multilineatus male. (B) X. nigrensis males do not 
have vertical bars.
Source: From Morris and Ryan (1996).
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implying that ORNs respond to female volatile pheromones. Stockinger et al. (2005) 
believe that most, or probably all, of the fru neurons in the nervous system, at the sen-
sory, central, and motor levels, might be directly involved in expression of the male 
courtship behavior:

These neurons may be directly interconnected in a circuit that extends from sensory 
input through to motor output.

Stockinger et al. (2005)

All three genes involved in the courtship behavior (fru, dsx, and tra) are spliced in 
sex-specific mode, that is, they produce different neuropeptides in the nervous sys-
tem of males and females. By inducing male splicing of fru alone, it is possible to 
generate normal male courtship in Drosophila females (Demir and Dickson, 2005).

Male display traits are often lost in reptiles and in mammals. It has been pro-
posed that the loss may result from the loss of female biases for those traits or from 
increased predation risk that the presence of these traits may represent. So, for 
example, in sexually dimorphic phrynosomatid lizards, male signaling traits (colored 
patches in belly) are repeatedly lost (Wiens, 1999).

Loss of male signaling traits, while the female preference for the traits is still 
present, also is a very widespread phenomenon in nature, a fact that rejects the possi-
bility of existence in these cases of a genetic correlation between male signaling and 
receiver preferences.

Wiens has found that the widespread loss of male traits and reductions of female 
preferences are inconsistent with the Fisher’s runaway model, but lends only some 
support for the “good gene” hypothesis and greater support for the sensory bias 
hypothesis (Wiens, 2001).

How is female mating preference related to male mate signaling? Given that 
male advertising and female preference are behaviors, the relationship between two  
processes is determined in the brain. This fact, however, does not tell us anything on 
the crucial question of how new male mating signals arise (not how they are selected, 
which, theoretically at least, presents no problem to understand). There is adequate 
evidence that visual (morphological in general, including color and color patterning 
of the body), acoustic, olfactory, tactile, or courtship-ritualistic signals are epigeneti-
cally controlled, generated, and communicated via neural pathways.

While female preferences seem to influence the evolution of male “ornaments,” 
less attention has been paid to the influence of male preferences on female ornamen-
tation, a phenomenon that is common in fish. For example, males of the three-spined 
stickleback, Gasterosteus aculeatus, and of the brook stickleback, Culaea inconstans, 
prefer females with nuptial coloration. The coloration of the belly of two-spotted 
female gobies, Gobiusculus flavescens, to a certain degree, evolved as a response to 
male preferences for that nuptial coloration, which correlates with the female fecun-
dity (Figure 19.2). It is suggested that the female nuptial coloration in this species 
evolved before male ornamentation (Amundsen and Forsgren, 2001).

Nuptial coloration, orange belly coloration, and transparency of the belly that 
makes colorful ovaries more visible to the mate are neurohormonally regulated in 
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female gobies by the neurotransmitter noradrenaline, as well as by melanin, prolac-
tin, and α-melanocyte stimulating hormone (Sköld et al., 2008). Thus, evolution of 
mate signaling in these species involved no changes in genes but is related to evolu-
tion of neurohormonal mechanisms.

Mate Recognition System

Mate recognition system is the system of communication of signals between indi-
viduals of opposing sexes in dioecious species for making mating decisions and mat-
ing, based on the receiver’s or mutual preferences (Butlin and Ritchie, 1991; Ritchie, 
2000). One of the most impressive manifestations of the function of the mate recog-
nition system is the lek ritual practiced in many bird species; during the season of 
the reproductive activity, males congregate at specific sites, known as leks, to display 
their physical qualities, especially their mating signals, to females, which are privi-
leged to choose a male.

The basic lekking behavior is conserved among many bird species. Color patterns 
and display behaviors in lekking birds have repeatedly evolved to maximize male 
conspicuousness under the local conditions during lekking, and to minimize it under 
the rest of the circumstances.

In fish, the lekking ritual has been observed among guppies (Endler and Thery, 
1996). Mate recognition system often shows considerable plasticity. Most females 
have no fixed threshold or criterion to evaluate males. Although receiver’s biases 
are innate, a cultural factor, the imitation of mating choice of other females, may  
play a role in determining the female’s choice, as has been demonstrated in experi-
ments with female guppies, Poecilia reticulata. Having an innate preference for 

Figure 19.2 Mutual courtship display of two-spotted gobies Gobiusculus flavescens. The 
female (upper) displays her colorful belly by bending the body toward the male.
Source: From Amundsen and Forsgren (2001).
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orange color, female guppies change their mating choice by imitating mating choice 
of other females. So, for example, when, after viewing a model female preferring the 
less-colorful male, female guppies were exposed to males that differ by 12%, 24%, 
or 40% in orange coloration of the body, in contrast with their innate preference  
for orange coloration, they chose less-colorful males. However, they did not imitate the 
model females that chose less-colorful males, when males they had to choose from dif-
fered by more than 40% in orange body coloration, thus suggesting that cultural factors 
(imitation of other females) did supersede the innate preference only in cases when the 
difference in orange body coloration of males is less than 40% (Dugatkin, 1996).

Mate recognition system displays some degree of habituation as a “subjective” 
component in mate choice. Females of the field cricket, Gryllus lineaticeps, which 
normally prefer male songs of higher chirp rates, when exposed to more attractive 
songs respond less than normally to less-attractive songs (Wagner et al., 2001). Other 
times, differences or the “subjectivity” in mate choice may result from differences in 
the information that each individual may obtain on various possible mates. This is 
the case, for example, with female marine iguanas:

While for one female a particular male may reveal the highest display score, the 
same male may only be the second or third best for another female. We consider 
this distinction between complete, objective information and incomplete, subjective 
information highly important. We suggest that variance in mate choice in many ani-
mal mating systems can be partly or largely attributed to such incomplete informa-
tion. Thus, even if each female makes the “perfect” choice in her eyes, the cost of 
female choice will prevent females from gathering complete information to make the 
objectively “perfect” choice.

Wikelski et al. (2001)

Interestingly, to further enhance that conspicuousness, some birds have also 
evolved behavioral traits that make the conspicuousness more visible (Marchetti, 
1993). So, for example, during courtship, male golden manakins (tropical birds in 
America), Manacus vitellinus, in order to make more visible the golden patches 
of their plumage, build and decorate bowers, clean leaf litter and vegetation in the 
background, and display courtship behavior (Uy and Endler, 2004). To the female 
satin bowerbird (Ptilonorhynchus violaceus), the bower quality is believed to convey 
information for assessing the quality of the potential mate (body size, ectoparasite 
load), and the ultraviolet plumage coloration carries messages about the growth rate 
and invasion by blood parasites (Doucet and Montgomerie, 2003; Figure 19.3).

An experimental study on the relative role of olfactory and visual cues in recog-
nition of conspecific males has been conducted on three endemic species of pup-
fish (Cyprinodon beltrani, Cyprinodon labiosus, and Cyprinodon maya) in Lake 
Chichancanab (Mexico). These morphospecies have evolved very recently, and their 
diversification started after the lake desiccated approximately 8,000 (4,000–12,000) 
years ago. Despite marked differences in morphology (especially conspicuous are 
morphological changes in their feeding apparatus), these species show “very lit-
tle genetic change,” which is within the limits of the normal intraspecific genetic 
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variation (Strecker and Kodric-Brown, 1999), suggesting that no genetic changes are 
responsible for the evolution of morphological differences and mate recognition sys-
tems between them. These species are obviously in a divergent process of evolving 
distinct visual and olfactory cues for recognition of conspecific from heterospecific 
individuals. However, they still show a preference for their own males when exposed 
to olfactory cues from both their males and C. beltrani males, suggesting that both 
morphospecies have diverged more in the olfactory part (production and perception 
of chemical signals) of the recognition system than in the visual part. (The nuptial 
color of C. beltrani and C. labiosus males are still very similar.)

According to Strecker et al. (1996), these morphospecies show no genetic diver-
gence. Even though, reproductively, they are still incompletely isolated and inter-
breed (Strecker and Kodric-Brown, 1999), they display differences in morphology 
and in olfactory signaling as well as an incipient preference for mating with their 
own males. The divergence in signaling characters and their perception seems to have 
advanced more in the third morphospecies, C. maya, which has a mate recognition 
system based on both visual and olfactory cues, displays complete mate preference 
for conspecifics, and has evolved reproductive isolation.

Sympatric sibling cichlid species Pundamilia nyereri and P. pundamilia are mor-
phologically similar and populate the same habitat in Lake Victoria, East Africa. 
However, they are reproductively isolated based on differences in body coloration. 
Results of experiments with laboratory hybrids between two species led investigators 
to the conclusion that female preferences are highly heritable, and this heritability 
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Figure 19.3 Associations between five male attributes (signals) potentially used by females in 
mate choice and four indicators of male quality (information) in the satin bowerbird. Arrows 
show variables that significantly (p   05 in multiple regression models) predicted each target 
quality indicator (Doucet and Montgomerie, 2003).
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is determined by more than one, but no more than five, separate loci (Haesler and 
Seehausen, 2005).

They infer this conclusion from results in F1 and F2 hybrids, which show that 
differences in female mating preferences are heritable, thus excluding any possible 
involvement in female mating preferences of heritable epigenetic factors which, as 
we show later, are determinants of mating preferences. Thus, the existence of these 
genes is not demonstrated but assumed by exclusion, without presenting the rationale 
behind the exclusion of any possible role of epigenetic factors in the results of hybrid 
mating preferences. This is more surprising in view of the fact that the authors them-
selves acknowledge the role of “up- or down-regulation of opsin gene expression” 
and “information processing” in the results of mating preferences displayed by 
hybrids:

Colour vision is important in cichlid communication …. It is perceivable that a 
switch in visual colour preference can be achieved with modifications to the visual 
system, for example through up- or down-regulation of opsin gene expression. 
However, mate preferences could also be determined at higher levels of information 
processing.

Haesler and Seehausen (2005)

But both “up- or down-regulation of opsin gene expression” and “higher levels 
of information processing” are not genetic but epigenetic phenomena that imply no 
changes in genes or genetic information. Furthermore, the conclusion that mating 
preferences in these species are related to changes in 1–4 unidentified genes con-
tradicts the authors’ assertion that these species evolved in sympatry (the contin ued 
gene flow and the evolutionarily short period of time would obviously not allow for 
“favorable changes” in up to four “genes of mate preferences” to occur). Besides, 
it cannot be imagined why the selection would favor the reproductive isolation and 
speciation in this particular case and in general. The difficulty becomes insuperable 
when one bears in mind that it is not about an isolated case but about similar forma-
tion of hundreds of species of cichlids in Lake Victoria, in sympatry.

There are more probable events that might lead to change in preferences; as 
argued earlier, mate preferences and switches between different preferences take 
place without changes in genes, but by changes in the properties of neural circuits 
that result from changes in the synaptic morphology of neural circuits.

Earlier, it was mentioned that the genus Xiphophorus of the poeciliid fish consists 
of swordtailed (with a colored extension of the caudal fin) and unsworded species. 
A receiver’s bias for swordtails has existed in the common ancestor of both genera 
Xiphophorus and Priapella, before diverging from their common ancestor, prob-
ably before the evolution of the swordtail. This bias is not sex limited, i.e., not only 
the females, as is generally the case, but males, as well, show the same preference 
for sworded females, suggesting that both sexes may share receiver’s mechanisms 
for mating responses. Females of five species in both genera (the green swordtail,  
X. helleri, as well as X. variatus, and X. maculatus in the first genus and P. olmecae 
in the second) display preference for conspecific sworded males.
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Not all males in these species are attracted by sworded females: while P. olmecae 
males are attracted by sworded females, X. helleri males respond negatively to sworded 
conspecific females (Basolo, 2002), and this discrimination of males against sworded 
females makes it clear why female green swordtails (X. helleri) do not currently have 
swords.

From the evolutionary viewpoint, it is important the fact that female preferences 
may be influenced by the environment. As already mentioned, experiments for deter-
mining female preferences after visual exposure of the guppy, Poecilia reticulata, to 
its cichlid predator have shown that the female guppies changed the preference from 
dull males, which they normally prefer, to bright males (Gong and Gibson, 1996).

By influencing the ability of the perceptual system to receive and identify mating 
signals, the environment may also play a role in mate recognition and in discrimi-
nating between conspecific and heterospecific individuals. Evolution of visual traits 
that contrast with their background is helpful in this respect. So, it is observed that 
birds living in darker habitats have evolved more conspicuous bright coloration and 
patterns.

There is no evidence that the plasticity and evolution of the mate recognition sys-
tem in animals is related or correlated with changes in genes, allele frequencies, or 
other genetic mechanisms.

As a rule, animals prefer conspecific traits, but females of some species prefer 
traits of males of related species rather than traits of their own males. Such is the 
above-mentioned case of two closely related swordtail species of tropical American 
freshwater fish. X. nigrensis has swordtail and consists of individuals of three size 
classes, and males show a preference for mating with conspecifics of large size.

A closely related, but allopatric species, X. pygmaeus, consists of individuals of 
small size only, which lack the swordtail and display a different mating courtship. 
When X. pygmaeus females have a chance to choose between males of their own 
species and heterospecific X. nigrensis males, they prefer heterospecific females as 
mating partners. Investigators believe that the preference of X. pygmaeus females for 
the heterospecific courtship of X. nigrensis males indicates that the full courtship of 
the latter was shared by the common ancestor of both species, and that X. pygmaeus 
males lost the character, its females retained the preference for the lost ancestral trait 
(Ryan and Wagner, 1987; Ryan, 1998). Their observations suggest:

Trait evolution and preference are often decoupled in sexual selection, that they need 
not evolve through genetic correlation, nor are the response properties of the receiver 
tightly matched to the properties of the signal, as a lock and key would be matched.

Ryan (1998)

The absence of genetic correlation between the evolution of a trait and the pref-
erence for it is also observed in other cases. Such, for example, is the above-men-
tioned case of two fish species, X. nigrensis and X. multilineatus. Males of the latter 
species have bars, but X. nigrensis lack such bars. However, females of both species 
were responsive to bars of X. multilineatus, although males of X. nigrensis lack bars. 
Contrary to the incongruence observed in the evolution of signal and female response 
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in both species, males of both species have evolved more congruently: X. nigrensis 
males that lack bars are nonresponsive to bars, whereas males of X. multilineatus, 
which have bars, are responsive to bars (Morris and Ryan, 1996).

In 1984, West-Eberhard proposed that receiver biases precede evolution of mating 
signals in the opposite sex (West-Eberhard, 1984). One typical example of receiver 
biases preceding evolution of mate signaling is the case of two poeciliid species, 
X. helleri and P. olmecae, belonging to two sister genera, where the preference for 
sword is stronger in the species that has evolved no sword (P. olmecae), than in the 
species that evolved it. This fact may suggest that:

1. The bias for sword has been present in their common ancestor, or
2. The bias for sword has evolved (becoming stronger in P. olmecae).

The second possibility may have theoretical implications for the evolution of both 
female mating preferences and male mating signals.

Studies on a sexual/asexual system of poeciliid fish composed of two bisexual 
species, Atlantic molly (Poecilia mexicana) and sailfin molly (Poecilia latipinna), 
which are closely related, on the one hand, and an asexual all-female (gynogenetic) 
fish, the Amazon molly (Poecilia formosa), on the other, have led to some observa-
tions with important implications for validation of the most important hypotheses on 
evolution and maintenance of female preferences. The gynogenetic Amazon molly 
(P. formosa) is believed to have evolved between 10,000 and 100,000 years ago or 
~30,000 and 300,000 generations, as a result of hybridization of the aforementioned 
molly species. This species has no males. The female uses sperm of males from 
parental species to fertilize and activate her eggs, but normally males do not contrib-
ute genetically to the offspring of P. formosa.

It has been observed that P. formosa shows a bias for mating with large-body males 
of the parental species. The fact that males neither contribute genes nor resources nor 
nesting nor parental care to the offspring suggests that the cause of the evolution of 
this preference cannot be of any possible advantage related to “good genes” of the 
large-body males. It also suggests that Fisher’s runaway hypothesis that female pref-
erence somehow is genetically correlated with male signaling is not validated in this 
case, for no genetic material or benefit is provided by males to the offspring of gyno-
genetic Amazon mollies. The fact that no advantages or increased fitness are provided 
to the offspring by mating with the large-body males indicates that no selection for 
female preference has been involved in the evolution of the mating behavior.

As far as the hypothesis of direct selection via sensory exploitation is concerned, 
there is no evidence that by mating large-body males, P. formosa produces a larger 
number of or more viable offspring. Investigators believe that the preference for 
large-body males in P. formosa is inherited from its parental species and not deter-
mined by selection for fitness (Marler and Ryan, 1997).

Investigators offer two alternative explanations for the failure of the species to alter 
mate preference for large males. First, it may be related to a pleiotropic effect (the female 
preference is a by-product of a selection for larger body size as a protection against pred-
ators), or second, the cost of the mating is so small that a longer time would be nec-
essary for selecting for smaller body males (Marler and Ryan, 1997). However, earlier 
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experimental work had suggested that the beneficiaries of the P. formosa preference for 
large-body males of sailfin mollies (Poecilia latipinna) are the latter because females of 
this species increase their own preference for large-body conspecific males by copying 
mate preference of gynogenetic females (Schlupp et al., 1994).

Neurocognitive Mechanism of Reproductive Isolation

Visual-Cognitive Mechanism of Reproductive Isolation

Neural Reception of Visual Signaling

Visual perception of signaling traits is one of the most important means for discrimi-
nating between conspecific and heterospecific individuals as well as for mate choice. 
Visual stimuli are converted into electrical signals in the retina and from there are 
transmitted for processing to the lateral geniculate nucleus and still higher to the pri-
mary and secondary visual cortex. In the process, the light stimuli are filtered and 
further transformed in little-known ways, in order to produce the visual perception, 
which is a neurobiological interpretation of the light information. Different animal 
species are receptive to different wavelengths of light reflected by the Umwelt.

Fish use sensory recognition and sensory preferences for identifying and choosing 
conspecific individuals of the opposite sex as a mechanism of reproductive isolation 
under sympatric conditions. The visual system of fish is adapted to the environ-
ment. In cichlid fish, the system has evolved to adapt to the spectral transmission in  
the aquatic environment in general but is also adapted to the degree of the trans-
parency of the water, in order to better identify mating color signaling and body 
patterning.

There is evidence that visual cues, mainly male coloration, are used for mate rec-
ognition in cichlid fish (Kornfield and Smith, 2003). Four closely related species of 
the cichlid fish Pseudotropheus zebra group are morphologically indistinguishable 
and show no differences in their courtship behavior, suggesting that the color pattern 
may be the only distinctive component of their mate recognition system (Couldridge 
and Alexander, 2002).

Body color and patterning are key visual cues used by female cichlid fish of the 
great East African lakes for discriminating between conspecific males and males of 
closely related species that are morphologically very similar. Females also use those 
cues for mate choice (Carleton et al., 2005).

Females of the mbuna fish of Lake Malawi, as well as rock-dwelling cichlids in 
Lake Victoria, East Africa, prefer the larger and more active males, but despite the 
role of body size, the male body color is the most important of the visual cues these 
fish species use for mate recognition and is believed to have played a leading role 
in the extraordinary rapid evolution of these East African lake species (Danley and 
Kocher, 2001).

Males of the cichlid fish Pseudotropheus callainos court only conspecific 
females. It was assumed that males of this species during the courtship emit sounds, 
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which are detectable by females, but the use of auditory cues in mate recognition in 
this species seems to be unlikely. The fact that males of this species cannot discrimi-
nate between conspecific and heterospecific females that are similar in body color 
indicates that no acoustic or chemical cues are used for mate recognition by East 
African cichlid fish (Knight and Turner, 1999).

Males of two closely related fish species of the Haplochromis nyererei complex 
have distinct body colors. Males of one species are blue, and the other’s are red. 
Each of them mates with conspecific females only. When color distinction between 
species was experimentally masked by monochromatic light, they mated nonassor-
tatively, indicating that body coloration is the only cue used for mate recognition. 
However, females of both species mated more frequently with blue males, which 
are larger and have higher display rates, suggesting that in the absence of the color 
cue, females use body size and display rates as mating criteria (Seehausen and van 
Alphen, 1998). Two morphospecies of the Caribbean fish of the genus Hypoplectrus 
(H. unicolor and H. gemma) show only minimal genetic difference but display dis-
tinct color patterns. Living in sympatry, they mate exclusively like with like (Barreto 
and McCartney, 2008).

The dragon lizard, Ctenophorus decresii, consists of a monophyletic group of sib-
ling species (C. decresii, C. fionni, C. rufescens, C. tjantjalka, and C. vadnappa). 
These species use complex displays for social and sexual communication behavior. 
While these displays involve the ventral side of the body, throat, chest, and other 
areas, which are conspicuously colored, the colors and patterns of the dorsal part of 
their body, head included, have evolved to match the habitat background for reduc-
ing the avian predation risk (Stuart-Fox et al., 2004). This is considered to be an 
example of combined effects of the natural and sexual selection acting, respectively, 
on the dorsal and ventral parts of the body for body color and patterning.

In birds, especially, visual cues are the most important element of mate-choice 
decisions, and they are believed to have played an important role in evolution of the 
class Aves.

Neural Reception and Processing of Bioluminescent Signals

Bioluminescence is a widespread phenomenon in Animalia, in both invertebrates 
(insects, worms, and arachnids) and vertebrates (fish). It evolved as an adaptation 
to the dark environment in deep-sea species and for intraspecific communication in 
insects. Some insect species use bioluminescent flash signals for sexual communica-
tion. Fireflies also use bioluminescent flash for luring and deceiving their prey.

In the living world, the ability to generate “cold light” has evolved independently 
about 30 times, with insects alone having “invented” it at least three times.

Fireflies of the Lampyridae family (order Coleoptera) are nocturnal flies that 
emit bioluminescent flash signals as components of their courtship behavior. Firefly 
flash signals are of short duration (a few milliseconds), and they are very diverse 
and species specific. In the firefly, Photinus greeni, both males and females have 
lanterns (light organs) surrounded by tracheoles consisting of a layer of photocytes  
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Olfactory-Cognitive Mechanism of Reproductive Isolation

Neural Reception and Processing of Olfactory Signals

Olfactory systems provide animals with a key sense, not only for detecting predators, 
preys, and food, but also for discriminating between conspecific and heterospecific 
individuals. In many aquatic and terrestrial species, mate choice is determined, par-
tially or totally, by olfactory cues.

Olfactory signals may have been important factors in the reproductive isolation, 
speciation, and evolution of many species, such as Drosophila spp., and probably 
in the rapid formation of hundreds of species of cichlid fish in East African lakes. A 
good idea about the importance of the system in the life and evolution of animals can 
be obtained from the fact that as many as 4% of genes in higher eukaryotes code for 
olfactory proteins (Firestein, 2001).

Olfactory systems emerged early in the evolution of metazoans as a part of the ner-
vous system and in its main features are conserved across metazoans, from insects to 
mammals. Axons of the ORNs that express the same receptor molecules, in Drosophila 
converge to the same glomeruli in the antennal lobe (AL), thus forming a spatial odor 
map in the fly brain. Odorants bind multiple olfactory receptors; hence, it is possible 
that the representation of olfactory stimuli is combinatorial (Jefferis et al., 2004).

In Drosophila, ORN axons connect with dendrites of the second-order projection 
neurons (PNs) in the AL in a strictly determined pattern (Figure 19.6). PNs, in turn, 
send axons to higher brain centers. Contrary to what was generally believed, it is not 
the axons of the ORNs that select the dendrites or determine the synaptic morphol-
ogy there; PNs specify their dendrites and create a prototype of the adult glomerular 
map before their presynaptic partners, axons of the ORNs, reach these neurons. It 
may be possible, however, that axons of the ORNs help to refine the specificity of 
the preformed connections (Jefferis et al., 2004).

Prespecification of dendrites in PNs determines the hardwiring of the olfactory 
system and the resulting behavioral responses of flies to odorants (Jefferis et al., 
2001). How the ORN axons find their corresponding dendrites among the numerous 
PN dendrites is unknown. According to one hypothesis,

ORN axons and PN dendrites have substantial autonomous patterning ability … the 
two proto-maps interact during development to generate the final mature glomeru-
lar organization.

Jefferis et al. (2004)

In a study of the anatomy of the AL of more than 30 endemic Hawaiian species 
of the family Drosophilidae, it was found that two (out of 51 identifiable) glomer-
uli were enlarged in the AL of males only. This trait evolved independently in 37 
Drosophilidae species of two genera (Drosophila and Scaptomyza, derived from the 
first Drosophila species that migrated to Hawaii between 1 and 2 mya). This sexual 
dimorphism of Drosophila brains is estimated to have arisen sometime between 0.4 
and 1.9 mya (Kondoh et al., 2003).
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secretion of these neuropeptides is determined by a “neural input from the ventral 
nerve cord” on the pheromone gland (Iglesias et al., 1998).

The fly has ~1,300 ORNs in the antennae and maxillary palps. Each of these neu-
rons expresses only one of the 43 types of olfactory receptor molecules. Each ORN 
projects an axon to one of the specific glomeruli in the AL, the equivalent of the ver-
tebrate olfactory bulb. From the AL, 150–200 PNs transmit olfactory signals to the 
mushroom body (MB) calyx and to the lateral horn. When a group of antennal ORNs 
bind a specific molecule, it activates a corresponding group of PNs in the AL glom-
eruli, which is then inhibited by inhibitor circuits that form combinatorially by local 
interneurons (Ng et al., 2002).

Key elements in the olfactory pathway are PNs, which connect ALs with the 
lateral protocerebrum (LPR), not only directly but indirectly as well. In order for a 
male insect to initiate and perform male courtship behavior, it is necessary to receive 
the specific olfactory and chemosensory cues or visual cues of a conspecific virgin 
female. The initiation of the male courtship behavior is related not to the presence 
or activity of the MB (that behavior is also initiated in the MB-ablated males) but to 
a cluster of some excitatory and some inhibitory neurons in the LPR. These neurons 
seem to integrate the sensory information that triggers the male courtship behavior 
(Broughton et al., 2004). Thus, the chemosensory and visual information for acti-
vating the male courtship behavior in Drosophila reaches the LPR in two ways: 
the indirect pathway via the MB calyx (responsible for the experience-dependent 
olfactory processing) and a direct pathway (responsible for experience-independent 
olfactory processing). Ablation of the MB calyx, i.e., the block of the indirect path-
way, does not impair the experience-independent functions of odor detection and 
male courtship behavior but affects the experience-dependent functions of odor- 
and courtship conditioning. Unlike the ablation of MB calyx, the block of synaptic 
transmission by tetanus toxin light chain (TeTxLC) impairs both odor detection and 
courtship behavior.

The basic organization of the olfactory system in metazoans, from insects to 
humans, is well conserved. Mammals also use olfactory cues for mate choice. For 
example, both humans and mice prefer the odor of individuals that possess dissimi-
lar antigens (cell surface glycoproteins) of the major histocompatibility complex 
(MHC), a group of extremely polymorphic genes involved in the immunological 
mechanism of recognition of “self from non-self.” Mice can recognize individuals 
that differ only in their MHC system but otherwise are genetically identical to them. 
Recognition of their own individual MHC phenotype in other individuals allows 
them to avoid inbreeding (Penn and Potts, 1998, 1999).

Olfactorily Determined Reproductive Isolation in Sympatry

Chemosensory signals and the receptive olfactory system in insects play an impor-
tant role in initiating the process of reproductive isolation between sympatric pop-
ulations. Experiments on two recently diverged sympatric cichlid fish species 
(Pseudotropheus emmiltos and P. fainzilberi) from Lake Malawi have shown that 
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P. emmiltos females use olfactory signals and preferences, to a much larger extent 
than the male body color, for distinguishing their conspecific mating partners from 
P. fainzilberi males.

Based on the results of these experiments and other relevant evidence on the 
role of olfactory and auditory cues in the Mexican pupfish (Strecker and Kodric-
Brown, 1999) and Drosophila (Ortiz-Barrientos et al., 2004), it has been con-
cluded that changes in olfactory signals and olfactory preferences have played a 
great role in the rapid speciation of these fish (Plenderleith and Ryan, 2005) and 
Drosophila.

Other observations suggest that olfactory cues have diverged in the course of the 
evolution of poeciliid swordtail species Xiphophorus cortezi and the closely related 
species, X. nigrensis (McLennan and Ryan, 1997).

Male plethodontid salamanders, during the courtship, before releasing sperm, 
deliver to the females pheromones secreted by the mental gland. These pheromones 
(sodefrin and sodefrin-like peptides) increase female sexual receptivity. Most sala-
mander species use a 50–100 million-year-old ancestral “scratching” behavior to 
deliver pheromones to females. They scratch the female’s back with the protrud-
ing premaxillary teeth (PPT) and then rub the mental gland on the scratched region. 
About 19 mya, species of the eastern Plethodon clade entered a period of divergent 
evolution (Figure 19.7). Males of P. welleri and P. wehrlei lost the PPT and deliver 
pheromones by application of the mental gland to the nares of the female or by head-
rubbing behavior. Males of another plethodontic salamander species, P. glutinosus, 
also have lost the premaxillary teeth, but they deliver pheromones by slapping their 
posteriorly displaced mental glands on the nares of the female salamanders (Palmer 
et al., 2007).

Male salamanders of the Plethodontidae family secrete a protein pheromone that 
contains the plethodontid receptivity factor (PRF) (Rollmann et al., 1999), which 
increases female receptivity during courtship interactions. The pheromone also con-
tains another protein, known as plethodon modulatory factor (PMF). These two pro-
teins represent 85% of the total protein content of the pheromone.

While PRF has a stimulating effect on female receptivity (expressed in the form 
of shorter courtship and mating time), PMF has the opposite effect of prolonging 
the courtship and mating time. Each of the two main components of the pheromone, 
PRF and PMF, binds to receptors in separate vomeronasal neurons, which transmit 
their separate information for processing in the brain, thus regulating mating behav-
ior (Wirsig-Wiechmann et al., 2006).

Another essential pheromone component in plethodontides is the protein sodefrin 
precursor-like factor (SPF), which has been recruited for a pheromonal function in 
this group about 50–100 mya, that is much earlier than PRF, which existed in other 
plethodontid salamanders. This fact supports the notion that evolution of genes in 
metazoans is decoupled from the evolution of morphology and behavior (Palmer 
et al., 2007; Cabej, 2011).

The evolutionary transition from the use of SPF to the use of PRF in salamanders 
is correlated with a change in the properties of the olfactory circuits, which evolved 
for receiving and perceiving the PRF, instead of SPF, as a pheromone.
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Auditory-Cognitive Reproductive Isolation

Neural Reception and Processing of Acoustic Signals

Male singing in crickets is regulated by a brain center located in the command neu-
rons of the anterior protocerebrum. During the processing of song patterns, changes 
in the cytosolic Ca2 occur in parallel with the chirp rhythm in the auditory interneu-
rons. Acoustic signals of the male song are used as mating signals by female crickets 
(Hedwig, 2005). There is empirical evidence on the role of courtship auditory cues 
in mate choice and discrimination of conspecific from heterospecific individuals in 
insects.

In amphibians, the receiver processes auditory signals (mating calls) in a part 
of the midbrain, torus semicircularis, which is considered to be homologous to the 
mammalian inferior colliculus. Coding of acoustic communication signals is also 
believed to take place in this part of the brain.

The response of the auditory midbrain of female túngara frogs, Physalaemus pus-
tulosus, to mating calls of conspecific, heterospecific, and irrelevant calls has been 
evaluated by the expression of the gene egr-1 in various regions of the torus semicir-
cularis. The pattern of expression in response to those stimuli is different and spe-
cific for the laminar, midline, and principal nuclei. Within these nuclei, a difference 
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Figure 19.7 Cladogram showing the relationships of various clades of plethodontid 
salamanders and the evolution of characters involved in courtship pheromone delivery. 
Approximate divergence times are shown at bottom. Small rectangular boxes show the point 
of origin (solid) or loss (open) of various characters. Abbreviations: MG, mental gland; OD, 
olfactory delivery of courtship pheromones; PPT, protruding premaxillary teeth;  
PRF, plethodontid receptivity factor; SD, scratching delivery of courtship pheromones;  
SPF, sodefrin precursor-like factor.
Source: From Palmer et al. (2007).
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of the song repertoire, a corresponding increase in the volume of HVC occurred. For 
example, in male sedge warblers, HVC volume is seven times greater than in females. 
The sexual dimorphism of the brain arises experience-independently, but brain differ-
ences are also observed between birds reared in isolation and those exposed to songs 
(Leitner et al., 2002). In all likelihood, these remarkable changes in the brain structure 
between males and females are epigenetically determined and inherited, for no genes 
in sex chromosomes have been identified to be involved in the process of develop-
ment of brain sexual dimorphism. Not only the brain centers but also the muscles reg-
ulating singing in males are larger than in females.

In singing birds in general, brain nuclei responsible for singing increase their vol-
ume during the breeding season.

The Song Circuit in the Brain of Birds

The song production is function of the “song system,” a group of functionally related 
brain nuclei and respective connecting pathways, which are similar in all groups of 
birds that have evolved learned song (e.g., songbirds, parrots, and hummingbirds). Two 
distinct song circuits or impulse pathways that start from the HVC have evolved within 
the song system in birds: the posterior descending pathway (PDP), or song produc-
tion circuitry (HVC → RA → nXIIts → muscles of syrinx, the song organ), which is 
responsible for both the acquisition and production of learned song, and the anterior 
forebrain pathway or song learning circuitry (HVC → Area X → DLM → LMAN → 
RA), which is necessary for song acquisition only (Nottebohm, 2005; Figure 19.9).

The neural circuitry in the brain song control system is determined by brain-
intrinsic mechanisms, and recent evidence shows that the song repertoire in birds is 
an automatic result of the spontaneous activity of neural circuits in the brain song 
nuclei. This conclusion has been drawn from the fact that even when kept in com-
plete acoustic isolation, or when birds are experimentally deafened, they can still 
develop the species-specific song repertoire in an experience-independent way 
(Leitner et al., 2002). However, this may not be universally true; other experiments 
with fledgling zebra finches have shown that formation of the motor phase of the 
song neural circuitry is determined within 10 days after birth, when it learns tutor’s 
song, and becomes fully functional by 35 days of age (Roper and Zann, 2006).

Evidence on factors involved in regulation of the song control system in birds is 
also contradictory. While some reports suggest that animals respond to the gonadal 
testosterone by modifying the structure and function of the song control system 
(Brenowitz, 2004), other studies show that the development of the neural song sys-
tem in zebra finch males is regulated by brain factors rather than influenced by cir-
culating hormones (Gahr, 2004; Wade and Arnold, 2004). Besides the neurosteroid 
pathway in the brain, which regulates the production of sex hormones, it is important 
to remember that even changes in gonadal testosterone levels, ultimately, represent 
downstream results of neuroendocrine cascades starting in the brain, along the hypo-
thalamic–pituitary–gonadal axis.

Neural song circuits are determined before hatching, and their establishment 
does not depend on experience. How are these neural song circuits in male birds 
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communication. This suggests that vibrational signaling by a simple tymbal (sound-
producing organ) observed in this insect, and probably other mechanisms of signal 
production (percussion and stridulation), evolved in four groups of Hemiptera as 
early as 230 mya (Hoch et al., 2006).

Some insects have evolved special organs for producing ultrasounds of above 
20,000 vibrations per minute and use them as cues in mate choice. For example, males 
of the lesser wax moth emit such ultrasonic signals in 100–120 pairs of pulses/sec-
ond, which have a phonotactic effect on females. The female brain has evolved such 
a high acoustic resolution power that it can distinguish even acoustic signals that last 
for as little as 150 μs. Female preferences for pulse amplitude, rate, length, and length 
intervals are greater than the average values of male populations. However, when the 
pulse rate increased to 142 pairs/second, the female preference leveled off and later 
decreased because such sounds last less than the length of an action potential, and 
auditory neurons of A. grisella females cannot generate 142 action potentials for per 
second (Jang and Greenfield, 1996). Male crickets produce their song by rhythmic 
wing movements under control and regulation of the command neurons descending 
from a particular center in the anterior protocerebrum (Hedwig, 2005).

Hennig (2003) observed that females of two sibling cricket species, Teleogryllus 
oceanicus and T. commodus, have evolved two different temporal filters, the first 
species a period filter, and the second a pulse-duration filter. The rapid evolution of 
homologous circuits in two sibling species of such different properties of pattern 
analysis and temporal filters, after diverging from the common ancestor, is believed 
to have resulted from changes in the properties of neural circuits responsible for 
conspecific call recognition. There is no evidence of any changes in genes being 
involved in this rapid evolutionary divergence.

Gray and Cade (2000) studied the acoustically determined speciation process 
in the case of the North American field cricket species, Gryllus texensis (formerly 
Gryllus integer) and Gryllus rubens, two cryptic sister species that are morphologi-
cally indistinguishable, living both in sympatry and allopatry. They are prezygotically 
completely isolated from each other while showing no postzygotic isolation. They 
do not hybridize under natural conditions, although they can produce viable hybrids 
with equal fertility to that of parental species. The prezygotic reproductive isolation 
and the evolution of these sister species seems to have been based exclusively on 
the evolution of divergent male songs and corresponding female preferences in two 
sympatric populations of the common ancestral species. These cryptic species differ 
between them in both male and female preferences. Based on the above, it is con-
cluded that evolution of these two species from their common ancestor is the result of 
sexual selection (Gray and Cade, 2000).

Males of insect sibling species Neoconocephalus robustus and Neoconocephalus 
bivocatus generate exceptionally fast calls with pulse rates of ~200 pulses/s and 
~175 pulses/s, respectively. Females of both species are highly selective about con-
specific male calls, but recognition mechanisms are “strikingly different” despite their 
close relationship as sibling species. Females of N. robustus respond to a continuous, 
very fast conspecific call of 200 pulses/s with very short intervals, which is recog-
nized as such but may be impossible to be faithfully encoded by their sensory system.  
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N. bivocatus females, on the other hand, are attracted to their own conspecific calls 
with a pulse rate of 175 pulses/s, but the sensory system of the insect merges every 
two consecutive pulses into one pulse pair, by ignoring the interval between each 
pair, thus creating 87 pairs of pulses. By halving that fast and difficult-to-recognize 
pulse rate, the insect is able to recognize its conspecific call (Deily and Schul, 2004). 
Obviously, no changes in genes can be related to the neurobiologically determined 
ability of insects to “halve” the pulse rate.

Two subspecies of the grasshopper, Chorthippus parallelus, live on both sides of 
the Pyrenees (southwestern France and the Iberian Peninsula). Their mate recogni-
tion system uses acoustic signals and possibly olfactory signals. A study of the female 
preference of the grasshoppers on both sides of the hybrid zone has shown that the 
female homogamic preference differs abruptly over a distance of 1 km, suggesting that 
selection for female preference operates in the hybrid zone (Butlin and Ritchie, 1991).

At least three sympatric cichlid species (Pseudotropheus zebra, P. callainos, and 
P. “zebra gold”) in Lake Malawi (formed ~1 mya) generate different species-spe-
cific acoustic signals that are distinct with regard to the pulse rate and frequency and 
are used as cues for mate choice, although there is no evidence that these courtship 
acoustic signals have led to their sympatric speciation (Amorim et al., 2004).

Males of the túngara frog, Physalaemus pustulosus, add a chuck to the basic 
whine component of their mating call. Adding of this suffix is characteristic of big-
ger males, so that by preferring calls with chucks, indirectly, females choose larger 
male mates. The whine component is processed in the amphibian papilla, the audi-
tory structure of the inner ear, and chuck component of higher frequency is pro-
cessed in the basilar papilla of the female frogs. The amphibian papilla may function 
for species recognition and basilar papilla may be specifically involved in determin-
ing mate preferences. The tuning of the basilar papilla for sensing chucks represents 
an ancestral state, so the preference for chuck evolved before the evolution of chucks 
in male calls and, most importantly, its evolution involved no changes in genes.

The reproductive advantage gained by preference for whines with lower frequency 
chucks is an evolutionary effect due to the way frog brains work and how they have 
evolved.

Autumn et al. (2002)

Earlier, it was suggested that the trend for becoming more complex and the varia-
tion of the amphibian inner ear contributed to the divergence of mating calls and, 
consequently, to the speciation in frogs (Ryan, 1986).

In a series of studies, it is proven that evolution of courtship song and reproduc-
tive isolation in the group Drosophila willistoni, consisting of six sibling species 
(Gleason and Ritchie, 1998), and evolution of mating calls in túngara frogs are not 
related to genetic evolution (Pröhl et al., 2006).

Birds may be hearing-only birds or hearing-and-vocalizing birds (e.g., humming-
birds, parrots, and songbirds). The latter are capable of vocal learning by imitating 
other birds or even nonavian species in the case of parrots. This capability is related 
to the evolution of specialized forebrain structures in these birds (Figure 19.10).
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Evidence presented in this subsection shows that neural mechanisms of releasing, 
receiving, and processing of auditory signals determine reproductive isolation among 
a number of closely related species of insects. That evidence also suggests that these 
neural mechanisms change and determine reproductive isolation of natural popula-
tions without changes in genes.

Electrocognitive Mechanism of Reproductive Isolation

Electrogenesis in Fish

In 1951, Lissmann suggested that the ability of a fish occurring in the Nile River, 
Gymnarchus niloticus, to avoid obstacles when swimming backward, i.e., outside its 
visual field, may be related to the presence of an electric organ, which “may enable 
the animal to detect objects in the vicinity of its body” (Lissmann, 1951). Ever since, 
the study of electric signals in fish has been the object of a special interest.

Elasmobranch fish (rays, skates, and sharks), a group of ~800 species, use favor-
able aquatic media for electrical prey detection and intraspecific communication. 
Electrogenesis, production and emission of electrical signals, is a defining feature 
of tropical mormyriform fish (the genus Mormyridae with about 200 electric spe-
cies and the genus Gymnarchidae, with only one species of electric fish) in Africa 
and gymnotiformes with 115 nominal species in seven fish families of the South and 
Central America, as well as a number of catfish (Hopkins, 1999).

These teleost fish have specialized electrical organs, consisting of muscle-derived 
cells or electrocytes, which in mormyrids are represented by multinucleated struc-
tures of several centimeters in diameter. The electric organs produce weak electrical 
pulses and form an electromotor system for transmitting electrical signals for electri-
cal guidance, reproductive behavior, and intraspecific communication.

Electrical signals used for interindividual communication in mormyrid fish consist 
of electric organ discharge (EOD) pulses, with a constant waveform that is believed to 
serve species recognition, while the sequence of pulse intervals is variable (100–300 ms) 
and expresses sender’s identity and motivation (Carlson and Hopkins, 2004).

The electrical organ is innervated by electromotor neurons (EMNs) of the spinal 
cord, which receive signals from medullary neurons that, in turn, are induced by sig-
nals from the fish brain. Ultimately, EODs are determined by specific central nuclei 
in the CNS. A medullary command nucleus (CN) receives inputs from the precom-
mand nucleus (PCN) and the dorsal posterior nucleus (Carlson, 2002).

A simple neural circuit that starts with the CN, via the medullary relay nucleus, 
activates spinal EMNs, triggering production of EODs (Figure 19.11).

Regulation of the normal baseline rhythm of 100–300 ms EOD intervals is 
a function of the PCN and DP, which, in turn, receive input from the dorsal sub-
division of the ventroposterior nucleus of the torus semicircularis (Carlson and 
Hopkins, 2004).
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It is believed that electric signaling, based on the ampullary electrosensory sys-
tems such as receptors of ampullae of Lorenzini, appeared very early and repeatedly 
(in fish alone, it evolved independently at least six times) in vertebrate evolution 
(according to Bullock et al., 1982, in Bodznick et al., 2003).

The electrosensory system allows fish and amphibians to recognize prey, preda-
tors, conspecifics, and mates as well as to regulate social behavior. The primary 
afferent neurons encode the data on electrical amplitude and frequency and transmit 
these data to the brain (Tricas, 2001), in the dorsal octavolateral nucleus (DON) on 
the dorsolateral wall of the hindbrain (Bodznick et al., 2003).

Reception of electrical signals emitted by other conspecific and heterospecific 
fish must be first filtered from the noise before it is transmitted to higher centers for 
processing in the midbrain, where that information is mapped into the lateral mesen-
cephalic nucleus (LMN) and the anterior mesencephalic nucleus (AMN).

The processing of the electrosensory information is done in the electrosensory  
lateral line lobe (ELL) and higher brain centers (Figure 19.15).

The object’s image initially may form in the ELL, then the distance from the 
object may be calculated in torus semicircularis and tuned in optic tectum (Assad 
et al., 1999).

Electrosensory Communication in Social  
and Reproductive Behavior

EOD diversity in electric fish stems from differences in the shape and duration of the 
wave but also from the pulse polarity. The form of the wave depends on the type of 
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Figure 19.14 Schematic diagram of sensory organs utilized in electroreception in fishes. 
(A) Representative form of an ampulla common to freshwater teleosts. (B) Generic example 
of an ampulla of Lorenzini from a freshwater stingray. Abbreviations: C, canal; E, epidermis; 
N, nerve; RC, receptor cells; SC, supportive cells (Collin and Whitehead, 2004).



Epigenetic Principles of Evolution770

cells in the electric organ. The duration of the wave varies between 100 μs and 10 ms 
(Hopkins, 1999).

In the electric fish that show sexual dimorphism for EOD, differences are also 
observed in the morphology of electrocytes (Hopkins and Bass, 1981), but there are fish 
species that show the same EOD sexual dimorphism, although the morphology of electro-
cytes in the electric organs seems similar in males and females (Mills et al., 1992).

The existence of differences between male and female adults in the EOD wave-
form produced by electrocytes (Bass et al., 1986) suggests that these fish also use 
electrical signaling for mate recognition (Bodznick et al., 2003; Figure 19.16).

Both males and females of electric fish can modulate their EODs according to 
specific social and physiological situations. A correlation between the reproductive 
behavior (courtship and spawning) and the electrical displays of males and females 
is observed in the mormyrid fish, Pollimyrus isidori. Females start the courtship 
behavior and spawning in the nest region of the male, with the male abandoning the 
usual aggressive behavior. At that time, the female switches from the resting and 
hiding pattern of its sex-specific EODs to a new EOD pattern for the whole period 
of the courtship and spawning. A similar switch performs the male, which stops his 
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Figure 19.15 Central electrosensory pathways of wave gymnotiform and pulse mormyriform 
fish. In both gymnotiform and mormyrid fish, information from electrosensory afferents 
is relayed first to the electrosensory lateral line lobe (ELL) and then to higher stages 
of electrosensory processing in the preeminential nucleus and the torus. Cells in the 
preeminential nucleus give rise to two feedback pathways, one directly to ELL and the other 
via granule cells of the eminentia granularis posterior (EGp). EGp also receives inputs from 
other sensory modalities and motor systems. In mormyrid fish, electric organ corollary 
discharge (EOCD) inputs linked to the occurrence of the EOD are relayed to multiple stages 
of electrosensory processing. Mormyrids also have a projection from the preeminential 
nucleus to the torus that is not present in gymnotiforms. Ascending electrosensory and motor 
command pathways are shown as black lines, EOCD pathways are shown as dashed lines, and 
descending pathways are shown as gray lines.
Source: From Sawtell et al. (2005).
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In males of the Atlantic stingrays, Dasyatis sabina, a correlation exists between 
the seasonal changes in the androgen levels in body fluids and changes in the den-
tal sexual dimorphism, sexual behavior, and aggressive behavior, as well as the 
neurophysiological changes in the electrosensitivity. These electrosensory changes 
enhance the ability of juvenile fish to avoid predators, improve the ability of adults to 
locate prey, coordinate social behavior in both sexes, and help adult males to detect 
and identify mates (Sisneros and Tricas, 2000).

Arnegard et al. (2005) examined pairs of three sympatric morphs (types I, II, and 
III) of the Brienomyrus flock of species of mormyrid fish that have radiated recently in 
East Africa. These morphs are genetically and morphologically indistinguishable but 
are clearly distinct in their EOD patterns (rate and waveform). Moreover, they use 
the same microhabitat—what obviously excludes the possibility of separate gene 
pools—and action of different evolutionary pressures:

Type I and type II/III are conspecific signal types comprising undifferentiated gene 
pools in each regionally defined and phenotypically polymorphic population.

Arnegard et al. (2005)

C. tshokwe
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C. tamandua

C. rhynchoporus

Figure 19.17 Systematists disagree on the number of species in the genus Campylomormyrus, 
but recent recordings of EOD waveforms suggest there may be even more species than 
the latest revision, which recognized 18 species. Only four of the nine species represented 
here can be unambiguously identified by reference to the type specimens, most of which 
are housed in the Musée Royal de l’Afrique Central in Tervuren, Belgium. The remainder 
represents forms whose identity is uncertain.
Source: From Hopkins (1999).
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Reproductive isolation in sympatry of fish of the Campylomormyrus genus of 
Central African river basin is correlated with differences that these species show in 
waveform types of their EODs. Campylomormyrus tamandua is characterized by 
common EOD in male and female individuals (Figure 19.18). C. numenius displays 
a common EOD waveform type in juveniles, but adult individuals generate three dif-
ferent EOD types. It is observed that these distinct waveform EOD types are each 
correlated with a different fish morphotype (morphotypes A, B, and C). These sym-
patric morphotypes are reproductively isolated. Based on the study of microsatellite 
loci, investigators have concluded that these “morphotypes” of C. numenius in fact 
represent three cryptic species (Feulner et al., 2006).
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Figure 19.18 Overlays of amplitude-normalized EODs (n, number of individuals per overlay). 
(A) Common EOD type of C. tamandua. (B) Common juvenile and different adult EOD types 
of three different morphs (A, B, and C) of C. numenius. Note the different time scales.
Source: From Feulner et al. (2006).
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Evolution of Electrosignals, Electrocognitive Isolation  
of Populations, and Sympatric Speciation in Fish

Behavioral studies have shown that the ability of electric fish to distinguish between 
species-specific and -nonspecific EODs as well as between female and male EOD 
waveforms (Hopkins and Bass, 1981; Arnegard et al., 2005) may have played a role 
in evolution of electric fish; it may have been used not only to recognize conspecif-
ics and for social interactions between them but also as a mechanism of reproductive 
isolation between groups of individuals or populations in the process of speciation. 
This seems to be supported by observations on more than 20 sympatric species of the 
Brienomyrus fish flock in the Gabon River, with each of them producing a species-
specific EOD waveform.

Nested within the Gabon Brienomyrus species flock of the Gabon River is the 
magnostipes complex, consisting of sympatric morphologically indistinguishable 
morphs (type I and types II and III) of the same size. Reproductively, morphotypes 
of this complex are not isolated but express distinct EODs, although they are geneti-
cally indistinguishable at several nuclear loci. Each morph of the magnostipes com-
plex generates its specific EOD (Figure 19.19).

However, males of the type II, when exposed to playback EODs of both types 
I and II, respond preferably to type II, whereas type I males show no preference 
(Arnegard et al., 2005, 2006). In view of the striking morphological and genetic sim-
ilarities between sympatric morphs, while they are still interbreeding, the dramatic 
differences in the EOD waveform and EOD-mediated species recognition during 
courtship within the Brienomyrus stock suggest that they are in the process of sym-
patric speciation (Arnegard et al., 2005; Figure 19.20).

Two lines of evidence and a well-studied central nervous system mechanism sug-
gest a general role for EODs in species isolation in the Gabon Brienomyrus flock. 
Firstly, each of the two dozen or more morphologically distinct species that have 
already been discovered produces a different, species-typical EOD waveform. 
Secondly, in situ electrical playback experiments have demonstrated EOD-mediated 
species recognition in the context of courtship in Brienomyrus sp. vad. Lastly, the 
EODs of type I and type II/III appear to differ sufficiently for waveform discrimina-
tion via a neural pathway described by Xu-Friedman and Hopkins (1999; and refer-
ences therein). Therefore, instances of dramatic signal difference between sympatric 
morphs appear somewhat paradoxical in this group of fish when genetic evidence 
for reproductive isolation between them is lacking.

Arnegard et al. (2005)

Evolution of electrogenic and electrosensory organs in gymnotiform fish of South 
America and in freshwater mormyrid fish of Africa represent striking examples 
of evolutionary convergence. That evolution has occurred independently in both 
groups, and yet they exhibit extraordinary similarities. In both groups, the production 
of EODs is controlled by a ventral midline nucleus, which is known as pacemaker 
nucleus in gymnotiforms and medullary CN in mormyrids. In both groups, neurons 
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of this nucleus project to adjacent relay neurons, whose axons innervate EMNs in the 
spinal cord (Carlson and Hopkins, 2004).

Studies conducted on these fish seem to exclude genetic factors from a possible 
involvement in the process of the evolutionary divergence of these morphs in sympatry:

Instances of dramatic signal difference between sympatric morphs appear somewhat 
paradoxical in this group of fish when genetic evidence for reproductive isolation 
between them is lacking … Striking genetic similarity between coexisting morphs 
provides the signature of a fully sympatric process, whether it involves incipient spe-
ciation or the maintenance of phenotypic dimorphism by some other mechanism.

Arnegard et al. (2005)

Figure 19.19 Adult sizes of sympatric magnostipes complex morphs from the Makokou 
region of the Ivindo River. Photographs of a type II male (above: specimen 5945; 
SL  105 mm) and a type I male (below: specimen 5944; SL  147 mm) collected from 
Loa-Loa Rapids, showing their elongated EODs (Arnegard et al., 2006).

Figure 19.20 Examples of sympatric assemblage of morphologically similar mormyrids from 
the Brienomyrus species flock of Gabon. Photographs are shown next to voltage traces of 
electric organ discharges (EODs) recorded from the same individuals: (A) adult male; (B) type 
I morph, specimen 3025, adult female or nonbreeding male, CU80231; (C) type II morph, 
specimen 3014, adult female or nonbreeding male, CU80358; and (D) sn3, specimen 3027, 
adult female or nonbreeding male, CU80356. Scale bars of 20 mm and 1 ms are indicated.
Source: From Arnegard et al. (2005).
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Neo-Darwinian Explanation of Sympatric Reproductive Isolation  
and Speciation of Brienomyrus spp.

From the paradigmatic neo-Darwinian view, it would be predicted that evolu-
tion of Brienomyrus spp. in sympatry is an improbable, if not impossible, event 
because:

1. Inherited phenotypic changes, including behavioral changes in electrical communication, 
require changes in genes or allele frequencies, and such changes are not there.

2. The unavoidable gene flow between populations that use the same microhabitat will pre-
vent genetic isolation as a condition of reproductive isolation and speciation.

Epigenetic Explanation of Sympatric Reproductive Isolation  
and Speciation of Brienomyrus spp.

Repeated evolution of electrolocation in fish was facilitated by the suitability of 
aquatic environment for electric communication. But why did the electrolocation 
evolve first in fish and in other aquatic vertebrates (aquatic amphibians and even in 
a semiaquatic mammal) but not in aquatic invertebrates? One plausible explanation 
would be that electrocognition requires a complex algorithm that probably is beyond 
the computational capabilities of the invertebrate CNS/neural net. In this context, let 
us remember that electrogenic fish devote a considerable part of the brain to anal-
ysis and interpretation of electric signals that invertebrates probably cannot afford 
to. This seems to be supported by a recent study on diversification of electric fish 
(Carlson et al., 2011).

Fish use electric signals for both species and mate recognition. Evolution 
of electric signals and preference for the changed signals in groups of individu-
als may lead to reproductive isolation of these groups, their divergence, and spe-
ciation in sympatry. The processing of electric signal information is made in 
a region of the fish brain, the exterolateral nucleus of the torus semicircularis 
(EL). A recent study showed that species of clade A (subfamily Mormyrinae) EL 
evolved a larger and more complex structure, EL anterior/EL posterior (ELa/ELp), 
while it remained anatomically constant in species of the family Petrocephalinae. 
Evolution of ELa/ELp in the clade A enhanced signal discrimination, accelerated 
rates of evolution of electric signals, and species diversification. Additionally, 
clade A, but not Petrocephalinae species, established developmentally flexible 
electrocyte stalks, which increased their ability to generate new signal variants 
(Carlson et al., 2011). Investigators observed that the rate of diversification in 
clade A was at least three to five times higher than in the other lineage. They attri-
bute the “explosive diversification” of species of clade A to the evolution of ELa/
ELp and conclude that

neural innovations can drive the diversification of signals and promote speciation … 
brain evolution directly promotes diversification.

Carlson et al. (2011)
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Brain, Behavior, and Evolution

Animal behavior is a product of the computational and motor activity of specific cir-
cuits and is closely related to cognitive functions (e.g., learning, memory, and deci-
sion making) of the brain. The idea that a change in behavior is the first stage in the 
process of speciation is neither new nor consistently rejected (West-Eberhard, 1989; 
Price et al., 2003). As early as 1963, Ernst Mayr admitted the role of behavior in ini-
tiating the process of speciation:

A shift into a new niche or adaptive zone is, almost without exception, initiated by a 
change in behavior. The other adaptations to the new niche, particularly the struc-
tural ones, are acquired secondarily. With habitat and food selection—behavioral 
phenomena—playing a major role in the shift into new adaptive zones, the impor-
tance of behavior in initiating new evolutionary events is self-evident.

Mayr (1963)

By moving to another area or by expanding their range, animals may be subject to 
the speciational effects of geographic isolation and gene drift.

Being the most plastic of phenotypic characters in metazoans, as a rule, animal 
behavior precedes the morphological and physiological adaptation:

The impression that behavior takes the lead in evolution is commonplace …. 
Adaptive behavioral plasticity is expected to evolve more readily than does adap-
tive morphological plasticity …. The evolution of an adaptive plastic morphological 
response in animals, by contrast, requires a cue operating early enough in ontog-
eny to trigger the development of the appropriate morphology …. Behavior during 
development can extensively influence morphology.

West-Eberhard (1989)

In line with this idea, the evolutionary change starts with neural processing of 
the external/internal stimuli from which the new adaptive behavior arises. However, 
from a conventional view, it is difficult to see how this new behavior and the neural 
mechanism that produces it may be related to the future change in morphology.

While changes in behavior allow animals to adapt rapidly to the environment, such 
changes may also enable them to enter new niches or adaptive zones and expand their 
geographical range. In doing so, animals are subject to new selection pressures that 
facilitate divergent evolution and speciation processes (Wcislo, 1989; West-Eberhard, 
1989). Indeed, experiments on Drosophila kept under total darkness for 800 genera-
tions led to a number of inherited changes in behavioral (phototaxis, olfaction, daily 
rhythms) and morphological traits (Wcislo, 1989). However, behavioral plasticity and 
innovativeness, by adapting metazoans to the changed conditions in the environment, 
not only can enhance, but also can inhibit, the rate of evolutionary change (Price 
et al., 2003; Paenke et al., 2007).

One logical consequence of the role of animal behavior in evolution would be that 
the brain, the determinant of animal behavior, might have been crucially involved 
in metazoan evolution. Further, it would be predicted that a correlation should exist 
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between the evolution of the brain and metazoan evolution in general. This predic-
tion is at the core of the hypothesis of the behavioral drive.

Behavioral Drive or Brain Size–Environmental Change Hypothesis

Darwin may have been the first to observe a positive correlation between the position 
of the species in the tree of life and the rate of evolutionary change:

The productions of the land seem to change at a quicker rate than those of the sea, 
of which a striking instance has lately been observed in Switzerland. There is some 
reason to believe that organisms, considered high in the scale of nature, change 
more quickly than those that are low: though there are exceptions to this rule.

Darwin (1859, p. 313)

After looking upon the anatomical evolution of birds in the context of the low 
accumulation of point mutations in class Aves and the time elapsing since their first 
appearance, Wyles et al. (1983) came to the conclusion that the morphological evolu-
tion of birds has been much faster than other vertebrate classes, except for mammals. 
Table 19.1 shows a correlation between the relative size of the brain and the rates of 
evolutionary change in selected vertebrates.

To explain their observation on the unusually rapid evolution of bird morphol-
ogy, Wyles et al. (1983) proposed the hypothesis of “behavioral drive,” according to 
which the relatively higher proportions of brains in relation to body weight in birds 
and mammals, in comparison with fish, reptiles, and amphibians, make these classes 
behaviorally more innovative. Behavioral drive hypothesis predicts that large-brained 
animals, being behaviorally more flexible and innovative, have comparatively higher 
evolutionary rates and will have more clades. Accordingly, acquisition of new behav-
iors allows them to extend the range of their habitat and adopt new habitats, finding 
thus themselves under new evolutionary pressures.

Table 19.1 Brain Size in Relation to Rate of Anatomical Evolution

Taxonomic Group Relative Brain Size Anatomical Rate

Homo 114 10

Homonoids 26 2.5

Songbirds 23 1.6

Other mammals 12 0.7

Other birds 4.3 0.7

Lizards 1.2 0.25

Frogs 0.9 0.23

Salamanders 0.8 0.26

Source: According to Wyles et al. (1983).
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Evidence in favor of the behavioral drive hypothesis is rapidly accumulating. 
Reader and Laland (2002) have shown that large-brained primates, which have 
greater learning capabilities and use tools, have had comparatively higher rates of 
morphological evolution (Reader and Laland, 2002). Still echoing pioneering work 
of Wyles et al. (1983), two decades later, Nikolakakis et al. (2003) found that in 
birds, the brain size is positively correlated with the number of species per clade. In a 
similar comparative study, Sol et al. (2005b) found that Holarctic (living in northern 
areas of the earth) passerine birds with relatively larger brains have more subspecies 
than small-brained species, adding further empirical support to the behavioral drive 
hypothesis. Having excluded the possibility that behavioral flexibility might lead to 
accelerated evolution, investigators conclude:

Avian lineages that have larger brains and exhibit a higher propensity for innovative 
behaviors tend to contain more species than less flexible lineages.

Sol et al. (2005b)

In another study, it was found that in birds, larger brains were positively related to 
success in new environments, and the innovative behavior was positively related to 
the relative brain size (Sol et al., 2005a, 2008).

A number of other studies have shown that innovative behavior, related to the 
brain cognitive functions, enables animals to enter new adaptive zones. Lefebvre 
et al. (2004) have shown that innovative behavior, both in birds and primates, is posi-
tively correlated with the size of areas of the brain involved in sensory integration 
and learning, the hyperstriatum ventrale and neostriatum in birds, and the isocortex 
and striatum in primates. Furthermore, they have found a remarkable convergent 
evolution in brain-cognition organization of both classes during more than 300 mil-
lion years since their divergence began (Lefebvre et al., 2004).

All of the above evidence suggests that behavioral innovation and flexibility, 
which seem to be positively related to the evolution of the brain and nervous system 
in general, seem to be the driving forces of evolution.

Neo-Darwinian Explanation of the Correlation Between  
the Brain Size and Evolutionary Rates

From the neo-Darwinian point of view, the correlation between brain size and the rates 
of evolution could be an indirect result of the increase in brain size and behavioral 
innovativeness: species with larger brains and higher behavioral plasticity are capable 
of extending their range, thus being subject to more diverse selection pressures, which, 
consequently, lead to more diverse phenotypes, new species, and higher taxa.

However correct this prediction might be at first sight, a serious countervailing 
argument has been repeatedly presented. It has been argued theoretically that adap-
tive changes in behavior on entering into a new niche increase the fitness, remove or 
minimize evolutionary pressures, and hide the existing variability from natural selec-
tion, thus preventing, rather than stimulating, evolution in animals (Huey et al., 2003; 
Dukas, 2004). This Bogert hypothesis of inhibition of evolutionary change by behav-
ioral plasticity has been validated by a null model (Huey et al., 2003). It is argued that 
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the behavioral flexibility and learning, by widening species range and by enabling 
individuals of a species to enter new niches and adaptive zones, enhance their survival 
chances (Dukas, 2004), thus decreasing the evolutionary pressure for morphological 
evolution.

From the neo-Darwinian view, this is a paradoxical situation: empirical evidence 
shows that large-brained animals, which are behaviorally more flexible, speciate 
more rapidly when they should not. But paradoxes are mental, rather than real, situ-
ations arising from apparent discrepancy between observational facts and the exist-
ing explanatory paradigm. If the evidence about the correlation between brain size 
and behavioral plasticity, on the one hand, and the rates of evolution on the other, 
is real (which, by all accounts, it seems to be), there is no alternative solution to the 
paradox: rejection of the neo-Darwinian hypothesis on the cause of the correlation 
between the brain size and the rates of evolution and speciation.

Epigenetic Explanation of the Correlation Between the Brain Size  
and Evolutionary Rates

Studies on the positive correlation between the brain size and behavioral innovation, 
on the one hand, and the rate of evolutionary change and speciation, on the other, 
have shown that the effect of the increase in body size and new adaptive behaviors is 
not mediated by expansion of the species range.

The independence of behavior and geographical range size is an unexpected result, 
given the long-held idea that flexible behaviors favor a species’ establishment in 
new regions (Mayr, 1965) and the support for this idea in recent comparative studies  
in birds.

Sol et al. (2005b)

In examples of rapid speciation in birds with relatively bigger brains, it may be 
safely said that the speciation occurred in sympatry because there are no real geo-
graphical barriers for birds in continents where speciation occurred. As shown ear-
lier, cases of sympatric speciation in which named bird species show no genetic 
differences can only be explained on the assumption that evolutionary phenotypic 
divergence and genetic divergence are separate processes.

If neither genetic differences nor increased range size nor greater behavioral  
flexibility are proximate causes of the observed correlation between brain size 
and the accelerated rates of evolutionary change, one is left with no alternative but  
admit:

– the epigenetic nature of the factor(s) determining the correlation, and
– the possible role of the progress in neurocognitive mechanisms, related to brain size in the 

process of speciation.

Indeed, the available evidence shows that phenotypic changes in the pro-
cess of incipient sympatric speciation start with inherited behavioral changes in 
mating preferences and the mating behavior of the diverging population. Both 
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mating preferences and sexual behavior are neurobiological products resulting 
from the activity of behavioral neural circuits, rather than products of gene activity. 
Morphological and genetic changes start accumulating only after the establishment 
of behaviorally determined reproductive isolation.

Neurocognitive Sympatric Speciation

Although allopatric speciation is theoretically possible and seems to have occurred, 
contrary to the conventional wisdom, most of the scientifically proven cases of 
speciation are those related to the reproductive isolation occurring in sympatry. 
Premating isolation in sympatry seems to be the most frequent of demonstrated fac-
tors in speciation in nature. In most of the described cases, the sympatric premat-
ing isolation is behavior dependent: incipient species avoid the interbreeding, while 
being capable of interbreeding and producing fertile hybrid offspring under natural 
conditions. They use specific (e.g., visual, olfactory, and auditory) cues to discrimi-
nate against breeding non-self-like individuals. This sexual avoidance behavior is 
determined by the activity of neural circuits involved in the discrimination of self-
like from non-self-like individuals.

Thus, premating reproductive isolation, as the first step in the process of specia-
tion, is a new and exclusive property of eumetazoans, related to the evolution of the 
nervous system in the kingdom Animalia. Changes in mating behavior and mating 
sensory signals represent the most frequently documented mechanism of reproduc-
tive isolation in sympatry.

Both the basic allopatric and reinforcement models (suggesting incipient specia-
tion occurring in allopatry and, later, after secondary contact, reduced hybrid viabil-
ity) of speciation posit that reproductive isolation of populations in the process of 
speciation occurs under conditions of geographic separation and in the absence of 
gene flow or partial gene flow between populations, which is necessary for accumu-
lation of genetic changes that, over time, lead to postzygotic reproductive isolation.

Neo-Darwinians have considered sympatric speciation to be unlikely or to 
have been skeptical of whether it can ever occur. However, recently, two theoreti-
cal models have been developed (Dieckmann and Doebeli, 1999; Kondrashov and 
Kondrashov, 1999) in order to eliminate the discrepancy between the neo-Darwinian 
theoretical prediction of the impossibility of sympatric speciation under conditions 
of gene flow, on the one hand, and the facts of occurrence of sympatric speciation, 
on the other. Both models are based on conditions that are not demonstrated to exist 
in nature. The models are criticized for requiring “unlikely conditions” (Drès and 
Mallet, 2002), but construction of models based on assumptions that are not likely to 
exist in nature seems to be heuristically of little use.

Vast observational and experimental evidence suggests that neither of the neo-
Darwinian requirements of speciation (physical separation prevention of gene flow 
or preliminary accumulation of genetic differences between populations) are neces-
sary for reproductive isolation to take place. Populations of a species that are geneti-
cally similar (sharing a common gene pool) may create, in sympatry, a separate 
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fertilization system and enter the process of speciation by rapidly evolving nonge-
netic changes in mate preferences or courtship behavior.

Neurocognitive Basis of Sympatric Speciation

In 1979, West-Eberhard related the Darwinian idea of sexual selection to the evolution of 
preferences for mating with individuals of the opposite sex that express certain morpho-
logical characters that are perceived to be of their own kind (West-Eberhard, 1979). This 
would enable the speciation process to take place even under conditions of sympatry.

Neurocognitive segregation of within-populations groups and the incipient spe-
ciation implies not competition (West-Eberhard, 1983; Ryan, 1998) and rivalry but 
establishment of a neurobiologically determined preference for certain phenotypes in 
individuals that leads to creation of a separate fertilization system and reproductive 
isolation of a group of individuals from the rest of the population.

Thus, changes in mate preferences in a group of individuals within a population may 
lead to sympatric reproductive isolation of the group from the rest of the population.

In a partial list of possible examples of speciation based on mate signaling, 
Panhuis et al. (2001) include the sex comb row number in the Hawaiian Drosophila 
silvestris; pulse rate of male song and female preference in North American crick-
ets Gryllus texensis and G. rubens; male color pattern and female preference in the 
guppy fish Poecilia reticulata; sexually dimorphic coloration and corresponding 
female preference in haplochromine cichlid fish in Lake Victoria; male strut dis-
plays, body size, and feather morphology in the bird Centrocerus urophasianus; 
and male bower display and female preference for it in the Vogelkop bowerbird 
Amblyornis inornatus, among other examples (Panhuis et al., 2001).

Changes in mate preferences, however, might not be the only means of sympat-
ric speciation. Other factors, such as changes in host preferences, can also lead to 
sympatric speciation as is demonstrated in some cases in insects. Different as they 
might appear at first, both processes of changes in mate preferences and changes in 
host preferences have a common causal basis, that is, both processes are determined 
by changes in the properties of behavioral neural circuits, which are responsible for 
mate preferences and host preferences, respectively.

Following the Darwinian concept of sexual selection as a process that was involved 
in the evolution of sexual traits, but not in speciation, here I interchangeably use terms 
sensory-driven sympatric speciation or neurocognitive sympatric speciation to describe 
the process of speciation that starts in sympatric populations with changes in mate 
choices, mate preferences, host preferences, and sensory signals.

Inherited changes in mating signals and mate preferences, per se (i.e., not involving 
any form of Darwinian competition) may serve as a behavioral mechanism of sympat-
ric speciation. Such sudden changes in mating signals (e.g., visual, olfactory, acoustic, 
electric) and corresponding mate preferences have been shown to lead to evolution of 
incipient species and arguably represent a driving force of sympatric speciation.

In view of the fact that behavior is the most plastic of all phenotypic (morphologi-
cal, physiological, and life history) characters, it is not surprising that the process of 
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speciation starts with the appearance of differences in mate choice and sexual behav-
ior. Differences in genes and in visible sexual characters are products of the separate 
evolution of reproductive isolation of populations in sympatry. This is also the reason 
why incipient species and sibling species show no differences in relevant genes in 
the early stages of reproductive isolation. Genetic differentiation between popula-
tions in sympatry is an effect, rather than a cause, of reproductive isolation.

Reproductive isolation of a population from the rest of the populations of a spe-
cies, while still within the species range, implies selective mating of individuals of 
the group with self-like individuals only or preferably. The mechanism of recogni-
tion of “alikeness” is a perceptual, neural, and epigenetic, not genetic, mechanism. It 
enables them to avoid interbreeding with individuals of the parental population that 
are not perceived to be self-like, leading to the reproductive isolation of the group as 
the first step in the process of speciation.

Female preference is a behavioral trait that is related to, and exists for the sake 
of, some male morphological or behavioral trait, sometimes known as mating traits 
(Boughman et al., 2005). It results from properties of neural circuits in which sen-
sory stimuli (e.g., visual, auditory, olfactory, tactile) are integrated and processed. 
The female preference is at the basis of the female mate choice.

With females being considered to be the choosy sex, and males being less dis-
criminating in mate choice, investigation of male mating preferences has been almost 
neglected. Recent evidence, however, shows that in a number of cases, males are the 
choosy sex and that male mate choice is not less important than female mate choice 
(Wong et al., 2005). Studies on swordtail fish, as well, have shown that males of the 
fish Xiphophorus birchmanni show higher sensitivity to olfactory stimuli released 
from conspecific and heterospecific, but closely related, species, compared to females. 
Males of X. birchmanni are attracted to odors of conspecific females, show only lim-
ited preference for females of the closely related species X. malinche (with which 
they interbreed in sympatry), and ignore females of another closely related species,  
X. variatus, as possible mates (Wong et al., 2005).

Neurocognitive Sympatric Speciation in Nature

Neurocognitive Sympatric Speciation in Insects

Neurocognitive sympatric speciation in insects may be determined by changes in sex-
ual behaviors (sexual neurocognitive sympatric speciation) or by changes in nonsexual 
behaviors (nonsexual neurocognitive sympatric speciation) of groups of individuals 
within a population.

Sexual Neurocognitive Sympatric Speciation

Among insects, the genus Drosophila offers some of the most spectacular exam-
ples of sympatric speciation. Out of the total of 1,500 Drosophila species described 
throughout the world, almost 500 have sympatrically evolved in the Hawaiian islands 
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within about one to several million years since these islands emerged. This explosive 
speciation took place in sympatry as a result of changes in song patterns and court-
ship patterns in Drosophila populations. Let us illustrate this with a few examples.

Zimbabwe (Z) lines of Drosophila melanogaster in East Africa represent one of the 
most authentic cases of incipient speciation in nature. Females of these lines, under 
natural conditions, do not mate with males from cosmopolitan (other continents)  
M (melanogaster) lines. In contrast, females of the cosmopolitan races mate with 
males of their own and males of Zimbabwe populations (Takahashi and Ting, 2004). 
Their reciprocal crosses display almost no reproductive isolation and produce viable 
fertile hybrids (Hollocher et al., 1997). The viability and fertility of their hybrids in F1 
and F2 and the polymorphism of sexual behavior in males and females of Zimbabwe 
populations suggest that they may be in an initial stage of speciation determined by 
changes in the mating preferences of female African flies (Wu et al., 1995).

The mechanism of the changed mate preference of the Z line is still unknown.  
A group of investigators reported that, in experiments of substitutions of ds2 (desatu-
rase-2) locus with ds2Z allele of Z flies, a decline in cold resistance and an increase 
of starvation resistance occurs in M (cosmopolitan line) flies and that the substitution 
may be responsible for the sexual isolation between them (Greenberg et al., 2003). 
Investigators believe that the reproductive isolation is a pleiotropic effect of the ds2 
on the cuticular hydrocarbon profile of the flies. After repeating these experiments, 
another group of researchers failed to confirm any effect of ds2 on cold resistance 
and starvation resistance or any influence of cuticular carbons on the sexual behavior 
of M and Z populations (Takahashi and Ting, 2004; Coyne and Elwyn, 2006a,b).

Despite the controversial evidence on the cause of reproductive isolation between 
Drosophila M and Z lines, by consensus it is admitted that these lines represent two 
reproductively isolated populations in the stage of incipient species occurring in 
sympatry.

North American field crickets Gryllus texensis and Gryllus rubens are two cryptic 
sister species living in sympatry and allopatry in an area extending from the south cen-
tral to the southeastern part of the North American continent, the first being the domi-
nant species in the western part of the area, and the second on the eastern part. Males 
of both species are morphologically indistinguishable, with the pulse rate of calling 
song being the only known distinctive character on which their reproductive isolation 
is based. Although viable and fertile hybrids between two species may be produced in 
laboratory, hybridization in nature does not take place or occurs very rarely and cannot 
succeed because the intermediate variant of the hybrid song does not attract males of 
either species. Even if the reproductive isolation is not absolute, and a low degree of 
gene flow between populations of the two species does occur, their reproductive isola-
tion in nature is based on prezygotic mechanisms. The neo-Darwinian prediction of 
hybrid infertility or inviability as well as character displacement (predicted by the rein-
forcement model) have not been shown to exist in nature (Gray and Cade, 2000).

Nonsexual Neurocognitive (Host Plant Shifting) Sympatric Speciation

Changes in nonsexual behaviors in insects may determine a tendency for shifting to 
new hosts for mating and living. Such shifts isolate reproductively particular groups 
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from the rest of the population and lead to rapid formation of new races and species. 
Due to the fact that speciation in such cases takes place under conditions of spatial iso-
lation (different tree species), this often is considered to be an ecological mechanism 
of reproductive isolation. Others consider such cases of host shifting to be a form of 
reproductive isolation in allopatry. However, the deepest causal basis for the switch of 
insect populations from the ancestral host plant to a new host plant is not a spatial sep-
aration or geographic isolation but a new behavior that is neurobiologically determined 
by processing of sensory (e.g., visual or olfactory) cues in neural circuits.

1. Rhagoletis pomonella is an apple fruit fly. It evolved from Rhagoletis hawthorn feed-
ing flies, very recently, in less than two centuries after the introduction of apple trees in 
America. The shift of R. pomonella from its original hawthorn host to apples was first 
described, more than one century ago, by Walsh in 1867, as a probable case of sympatric 
speciation, but it was Bush who argued that apple and hawthorn flies and four or more other 
groups represent a species complex that has sympatrically radiated via host plant shifts 
(Linn et al., 2003).

  The reproductive isolation of R. pomonella from the original hawthorn feeding race is 
based not on genetic changes but on a chemosensorially determined increased preference 
for apple fruit volatile compounds and decreased preference for hawthorn volatiles. This 
epigenetic switch of preferences from hawthorn to apple volatile compounds made pos-
sible the evolution of a new sibling species from the original stock of hawthorn flies within 
150 years (Linn et al., 2004).

  Ripening apple fruits emanate volatile compounds (with butyl hexanoate being the key 
olfactory signal), which serve Rhagoletis apple flies as a long-range cue for detecting apple 
trees, whereas visual cues become dominant at shorter distances for localizing apple fruits. 
In a process of specialization for using different host plants, by evolving new host prefer-
ences, one (or more) ancestral population of R. pomonella entered a stage of reproductive 
isolation from the rest of the populations. Over time, the isolated population succeeded in 
adapting its life history to the phenology of the host plants, thus leading to present-day sta-
tus of sibling species.

  Within the extremely short time of existence as a separate species, R. pomonella 
has evolved two distinct morphs: one with longer ovipositors when reared on hawthorn, 
and one with shorter ovipositors when reared on apples (Bush, 1969). The apple race of 
R. pomonella exhibits a high host fidelity that strongly restricts interbreeding with the haw-
thorn race to as little as 4–6% per generation (Feder et al., 1994; Feder, 1998).

  Now R. pomonella is a group of six sibling species believed to have evolved in sym-
patry, very recently in the evolutionary time scale. Each of these species feeds on a par-
ticular nonoverlapping species of plants, using volatile compounds as olfactory cues for 
recognizing its respective host plant.

2. Rhagoletis suavis also comprises a group of six species, each of which is specialized on 
a distinct host walnut species of the genus Juglans, without host shifts beyond Juglans of 
North America.

  Attempts have been made to explain the different rates of speciation in these two groups 
of fruit fly species by assuming that different mechanisms of speciation have been in action 
in each of these species complexes. It is hypothesized that adaptation to walnut husks, 
which contain juglone, a very potent phenolic toxin, may have required specializations that 
have prevented any host shift beyond the Juglans genus, a phenomenon that also occurred 
in Drosophila pacea, which, for normal larval development, requires a sterol found in 
its senita cactus host plant (Bush and Smith, 1998 and references therein). Coevolution of 
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R. suavis species and their respective walnut hosts is excluded as a possibility because all 
of the modern species of the Juglans genus arose ~40 mya, much earlier than the estimated 
2–5 million years since the appearance of suavis species (Bush and Smith, 1998).

  In contrast to the evolution of suavis species, evolution of six sibling species of 
R. pomonella took place within the last two centuries.

3. The larch budmoth, Zeiraphera diniana (Lepidoptera: Tortricidae), has two host races feed-
ing, respectively, on the European larch (Larix decidua) and Cembran pine (Pinus cembra) 
in the mountains of Europe. Both races interbreed in captivity and may also hybridize in 
nature. These races differ in a number of traits, but the most important for mate choice and 
reproductive isolation between them are differences they show in mating signals, phero-
mones released by females and in the male response to them. The host plant of the larch 
budmoth, Zeiraphera diniana, serves as an indirect cue for mate finding and assortative 
mating. Males respond to the female pheromone, but the response is stronger when the call 
comes from a tree of their own or from a neighborhood consisting of such trees than when 
coming from nonspecific host plants (Emelianov et al., 2003).

4. A stem-galling tephritid fly, Eurosta solidaginis, is a species with two host races living 
on two goldenrod hosts of the genus Solidago (S. altissima and S. gigantea) growing in 
the same habitat. Both races are electrophoretically distinct only at the level of host races.  
Their hybrid offspring are viable and fertile. Females inject an egg into an unexpanded leaf 
of the host plant.

  Both species differ in the time of emergence, but difference in phenology of emergence can-
not sustain the observed reproductive isolation. Populations associated with one host emerge 
10–14 days earlier than the populations of the other host, thus increasing chances of maintain-
ing the reproductive isolation of two host races. They also show strong mating and oviposi-
tion preferences, and these seem to be the main factors for their reproductive isolation. The two 
races are in an intermediate stage of the sympatric speciation (Craig et al., 1993).

5. The European corn borer, Ostrinia nubilalis (Lepidoptera: Crambidae), introduced to the 
American continent almost five centuries ago. Now this species consists of two sympatric spe-
cies/host races, one feeding on maize (Zea mays), and the other on mugwort (Artemisia vul-
garis). No genetic differences exist between their mitochondrial DNAs, and their pheromone 
binding proteins are identical. Both host races show diverging male mating preferences: the 
eastern population with males attracted to females with trans-11-tetradecenyl acetate as pre-
vailing pheromone and western population males attracted to females with the isomere cis-
11-tetradecenyl acetate as main component of the pheromone mix. The two sibling species do 
not interbreed (Bush, 1975), although a very low level of gene flow and hybridization between 
the two races seems to take place in nature. Both the difference in the time of emergence (the 
maize race emerges ten days later than the mugwort race) and different pheromones released 
by females of both races allow males to recognize females of their own race, thus promoting 
their reproductive isolation (Thomas et al., 2003).

6. Two closely related Australian fruit fly species, members of the family Drosophilidae, 
Scaptodrosophila hibisci and S. aclinata, court and mate on flowers of different Hibiscus 
species (rosemallow, flowering plants of the family Malvaceae) hosts. They only show 
genetic differences of the same magnitude with allopatric populations of S. hibisci, suggest-
ing that these sympatric populations are in the process of incipient speciation (Barker, 2005).

7. A monophyletic group of forest-dwelling Laupala crickets in Hawaii experienced a spe-
ciation rate of 4.17 species per million years, which is 26 times faster than the average 
speciation rate of speciation of arthropods and has second fastest rate described after the 
one observed in evolution of cichlid fish of the East African lakes. The explosive specia-
tion is still going on. It is based on evolution of female preference to mate conspecific male 
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crickets whose courtship song’s pulse rate is characteristic for each species. Courtship 
songs, thus, enable crickets to avoid interbreeding with heterospecific crickets of the 
Laupala group (Mendelson and Shaw, 2005).

Neo-Darwinian Explanation of Sympatric Speciation by  
Host Plant Shifting

According to the neo-Darwinian paradigm, the first step in the process of speciation 
is accumulation of differences in the gene pool of two populations, as a result of the 
prevention/reduction of the gene flow between two populations that are geographically 
isolated from each other. Over time, the accumulation of genetic changes eventually 
leads to genetic incompatibility and postzygotic reproductive isolation of populations. 
The majority of biologists dealing with the problem of speciation still regard the grad-
ual accumulation of favorable genetic variation, hence speciation is not a sudden event 
(Maynard Smith, 1989). Accordingly, the speciation process requires

1. geographic isolation of populations, which would prevent gene flow and
2. long periods of time for accumulation of the extremely rare “useful mutations” in relevant 

genes.

Evolution of Rhagoletis pomonella complex from the original hawthorn Rhagoletis 
spp. within an evolutionary instant of about two centuries, along with the fact that this 
evolution took place in sympatry, refute both neo-Darwinian predictions. Attempts 
continue to be made for explaining the contradiction between the neo-Darwinian para-
digm and the facts on sympatric speciation. Feder et al. (2005) have developed the 
“reticulate” model of speciation of R. pomonella sibling species complex. Contrary to 
the previous evidence, they speculate in length that the case of Rhagoletis speciation 
may involve allopatry, which may have produced the necessary genetic variation for 
later host shifting (Feder et al., 2005).

There is no evidence that this long sequence of hypothetic events might have 
happened, and the time required for the presumed sequence of events required by 
the reticulate model is incompatible with the extremely short period of time within 
which the R. pomonella species complex evolved. Since none of the events in the 
assumed sequence of events in this reticulate scenario has been substantiated in the 
case of speciation of the Rhagoletis group, it is hard to understand why one should 
resort to such a highly speculative allopatric model when experimental evidence 
clearly suggests that the insect has shifted the host under conditions of sympatry.

While the theoretical possibility of the reticulate scenario cannot be rejected, it is 
the burden of supporters of the scenario to prove that it is not a pure conjecture. Until 
this is done, Ockham’s razor suggests that speciation occurred in sympatry by host 
shifting.

Bush and Smith (1998) see the evolution of the Rhagoletis species complex as a 
case of ecological speciation in sympatry. They believe that the ecological specia-
tion resulted from a sudden shift of the insect’s host preference. But they do not deal  
with the origin of the new behavior for host shifting, which implies two neurocognitive 
phenomena, the preference for the new host and recognition of the host. Essentially, 
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that shift, as already pointed out, is a behavioral shift that results from changes in prop-
erties of the neural circuits determining that change in the insect’s behavior.

They believe that

genes at relatively few key loci affecting mate recognition, habitat choice, and fit-
ness in alternative habitats can be sufficient to initiate the process of ecological race 
formation and speciation.

Bush and Smith (1998)

This assertion raises serious objections. First, neither population genetics knowl-
edge nor empirical evidence would support the idea that several sibling species of 
R. pomonella and necessary changes in genes could evolve from a common ances-
tral hawthorn-infesting species within an extraordinarily short period of time of ~150 
years/generations.

Second, no changes have been identified in any of the “relatively few key loci,” 
and electrophoretic analysis has only identified several differences in not-so-key 
allozyme loci (Berlocher, 1999).

Third, but not less importantly, host preferences and, especially, mate preferences 
are determined not by genes or their products but are epigenetically determined by 
neurocognitive processes taking place in the CNS.

However, Bush and Smith come very close to accepting the role of the neural cir-
cuits in the insect brain in determining the host shift, reproductive isolation, and spe-
ciation of the Rhagoletis species complex:

Host selection is mediated by both visual and olfactory cues. Ultimately selection of 
a host for mating and oviposition is determined by specific chemical cues emanating 
from the host plant and their fruits. Changes in host perception can have a direct 
effect on mate choice.

Bush and Smith (1998)

Needless to say, “changes in host perception” are not related to any changes in 
genes but are neurally, epigenetically determined in neural circuits.

Epigenetic Explanation of Sympatric Speciation by Host Plant Shifting

The key element for initiating host shift–related sympatric speciation is the emer-
gence of the neurally determined preference for a new host, which leads to adoption 
of the new plant as a natural host.

The shift to a new host plant of a group of individuals or a population may lead 
to prezygotic reproductive isolation from the rest of the original population. Once 
this occurs, the phenotypic changes of different kinds will unavoidably take place in 
the process of the evolutionary adaptation to the new host. That this adaptation may 
occur rapidly is suggested by the fact that the larvae of parasitic insects from several 
genera can develop in laboratory on unnatural plant hosts (Dres and Mallet, 2002).

The apple race R. pomonella evolved its preference for a blend of apple fruit vola-
tiles within 150 years (Linn et al., 2003). Hybrid flies between various Rhagoletis 
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sibling species lose the ability to respond to the volatile substances emanated by the 
host tree in doses that elicit that response in parents and, consequently, cannot recog-
nize or distinguish them from volatiles of other plants. Investigators have argued that 
this is not a result of any developmental imbalance related to hybridization because

if the altered behavior of F1 is a byproduct of a general developmental imbalance, 
then hybrids would be expected to exhibit various other phenotypic abnormalities with 
detrimental fitness consequences, in addition to their reduced olfactory response.

Linn et al. (2004)

They believe that this may result from a rise in the threshold of the behavioral 
response by olfactory circuits in hybrid flies (Linn et al., 2004). In view of the fact 
that flies recognize their host trees based on processing of olfactory and visual cues 
as well as on learning, it is logical to conclude that in F1 something has changed in 
the properties of the neural circuits where the processing of these signals takes place. 
Indeed, there is experimental evidence substantiating this prediction. ORN responses 
of F1 hybrids of Rhagoletis races show ORN response profiles that are different from 
those of each of the parents, a fact that may contribute to the reproductive isolation 
by decreasing mating chances of hybrids (Olsson et al., 2006a).

Given the absence of evidence on changes in relevant genes in these cases of 
incipient speciation in populations of R. pomonella, it has been hypothesized that 
changes in host preferences may be related to changes in the number or types of neu-
rons that receive olfactory signals. Empirical evidence clearly shows that, contrary 
to the hypothesis, differences in host preference among Rhagoletis populations are 
not related to any alterations in the number or class of receptor neurons responding 
to host volatiles (Olsson et al., 2006b). There is evidence that these receptor neurons 
are generally resistant to evolutionary change. Studies in nine sibling species of the 
Drosophila melanogaster subgroup have shown that ligand affinity and action poten-
tial amplitude have been conserved to a remarkable degree over millions of years and 
across changing environments (Stensmyr et al., 2003).

Empirical evidence also shows that the only observable difference in the case of 
apple, hawthorn, and flowering dogwood-origin populations of R. pomonella is only 
an epigenetic change in the sensitivity of ORNs and in the firing patterns of these 
neurons, suggesting that these changes may be the cause of the divergent host prefer-
ences and host plant shifts of these populations (Olsson et al., 2006c). Hence, there 
is reason to believe that host shifts in Rhagoletis spp. are consequences of nonge-
netic changes in the structure (and properties related to the structure) of the neural 
circuits that process the host plant volatile substances. We have already seen that 
neurocognitive processes on which insect preferences are based are plastic and that 
plasticity may be a source of the evolutionary rapid host plant shifts:

Each fly taxon has a similar capacity for detecting all volatiles, regardless of host 
species. Thus, prior to host shifts, fly populations appear to have already possessed 
the ability to detect novel host volatiles and did not evolve new odor receptors for 
these volatiles. Instead, switched preferences for novel fruit volatiles and avoidance 
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of ancestral hosts may have been established through alterations in the central pro-
cessing centers of the brain (mainly the antennal lobe and protocerebrum) or modi-
fications in glomerular innervation and connectivity to higher processing centers. 
Thus, many insects may have an innate chemosensory potential for rapidly changing 
their host affiliation that, when coupled with appropriate variation in host-related 
performance (survivorship), could help trigger rapid race formation and speciation.

Dambroski et al. (2005)

It may be safely said that host plant shifts are related not to any changes in genes 
but only to a changed behavior and preference for the new host. This changed pref-
erence is an epigenetic affect of “alterations in the central processing centers of the 
brain.”

Neurocognitive Sympatric Speciation in Fish

Cichlid fish probably represent the largest catalog of examples of speciation and 
reproductive isolation without geographical or ecological separation. More than 
3,000 species of cichlid fish are known to exist worldwide, making this group the 
largest family of species in vertebrates. Almost 2,000 cichlid species of fish have 
evolved in the lakes of East Africa (Victoria, Malawi, and Tanganyika) during “the 
very recent evolutionary past” (Kocher, 2004).

Lake Victoria, the largest lake in Africa, harbors more than 500 endemic species of 
haplochromine cichlid fish generally believed to have originated from a single com-
mon ancestor (Meyer et al., 1990) in less than 12,000 years since the lake dried up 
(Johnson et al., 1996; Nagl et al., 2000). Some authors believe that the lake did not 
entirely dry up and that the speciation from the common ancestor started earlier, about 
100,000 years ago (Verheyen et al., 2003; Fryer, 2004). Nevertheless, both estimations 
indicate that the rate of speciation of cichlid fish in this tropical lake has been excep-
tional. No recent genetic bottlenecks did occur, and experimental interbreeding of these 
endemic forms still produces viable and fertile hybrids (van Oppen et al., 1998).

The explosive speciation of cichlid fish in Lake Victoria is unpredictable and 
unexplainable from any neo-Darwinian view of speciation as a process of accumula-
tion and spread of changes in genes or allele frequencies under the action of natural 
selection. No changes in alleles or relevant gene mutations have been reported, and 
no postzygotic reproductive isolation between present species has evolved since the 
time of divergence from their common ancestor. They still intercross and produce 
hybrid offspring that are viable and fertile (Seehausen et al., 1997b).

In Lake Malawi, more than 500 endemic cichlid fish species are identified, all of 
which evolved from a common ancestor not earlier than 700,000 years ago. For a 
long time, allopatric speciation has been considered to be the most important, if not 
the only, mechanism of speciation in Lake Malawi, since sympatric speciation did 
not fit to the neo-Darwinian models of speciation (Shaw et al., 2000). It was believed 
that the large number of endemic fish species arose via “intralacustrine microallopat-
ric speciation” as a result of differential preferences in diet or microhabitat special-
ization. Most recent observations have not confirmed the hypothesis, suggesting that 
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sexual selection may be responsible for the explosive cichlid speciation in the lake. 
Laboratory experiments have shown that reproductive isolation of three morphologi-
cally similar species of rock-dwelling cichlid fish, living sympatrically in the lake, 
relies not on postzygotic but on prezygotic (sexual behavior) barriers between them 
(Knight et al., 1998).

It is estimated that Tropheus gracilor, a rock-dwelling cichlid fish in Lake 
Malawi, evolved ~1,000–2,300 years ago, whereas another cichlid fish, T. tropheops, 
some 17,200 years ago (Won et al., 2005). Radiations of cichlid fish species in Lake 
Malawi and Victoria

have occurred in such a short period of time (and in spite of significant levels of 
gene flow) that classic models of speciation do not easily explain cichlid evolution.

Kocher (2004)

Based on the evidence about the genetic population structure, the lack of regional 
variation in morphology, and male breeding colors, investigators suggest that

populations of the pelagic cichlids are potentially single panmictic units within 
the lake, with little, if any, opportunity for or indication of allopatric isolation and 
genetic divergence.

Shaw et al. (2000)

Out of twelve endemic cichlid fish species inhabiting Lake Barombi Mbo, only 
three miles in diameter, laying on the crater of a volcano in Cameroon, seven spe-
cies belong to four endemic genera, and the volcano is only a few thousand years old 
(Schliewen et al., 2001). Nine endemic fish species have sympatrically evolved in 
the Lake Bermin, Cameroon (0.5 km2 area). Lake Ejagham, a small 5,000-year-old 
nonvolcanic lake in Cameroon, harbors five phenotypically similar, but distinct, cich-
lid fish of genus Tilapia (Schliewen et al., 2001).

Another example of sympatric speciation has been described for cichlid fish in a 
less-than-23,000-year-old crater lake in Nicaragua. Lake Apoyo, 5 km in diameter, 
contains the widespread cichlid species, Amphilophus citrinellus, and an endemic 
species, A. zaliosus. Genetic analyses have shown that the lake was colonized only 
once by an ancestor of A. citrinellus, and they have excluded the possibility of sec-
ondary colonization of the crater lake. The small size of the lake and the homog-
enous habitat shared totally by both species rule out the possibility of allopatric 
divergence; only sympatric speciation would explain formation of the new species 
within 10,000 years in this small crater lake (Barluenga et al., 2006).

In British Columbia, each of the five glacial lakes formed 12,000  15,000 years 
ago harbors two different stickleback fish species.

All of the known examples of sympatric speciation in fish suggest that forma-
tion of new species is not related to any gradual accumulation of changes in genes 
as cause of reproductive isolation. There is no evidence that neo-Darwinian founder 
effects have played any role in the process of rapid speciation of cichlid fish in 
the great lakes of East Africa (Kornfield and Smith, 2000). There are no postmat-
ing reproductive barriers between these species as would be predicted by the 
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neo-Darwinian view of speciation. The only mechanism that maintains and perpetu-
ates existence of these species is mate choice (Seehausen et al., 1997a), based on the 
recognition of, and preference for, species-specific mate signals—visual (Seehausen 
et al., 1997a; Seehausen and van Alphen, 1998), olfactory (Plenderleith et al., 2005), 
or even auditory (Amorim et al., 2004).

The “ecological selection” propounded by Kocher also requires conditions that are 
not really “likely” in these lakes, because the gene flow in the barrierless East African 
lakes occurs, and neither the presumed “strong linkage of genes for an ecological trait 
and mate preference” nor any genes for ecological traits or for mate preferences have 
ever been scientifically demonstrated to exist.

“Ecological selection” is observed in different stream-resident (smaller body 
size) and anadromous (larger body size) populations of the three-spined stickleback, 
Gasterosteus aculeatus. In laboratory experiments, it is demonstrated that females 
of different populations of this species prefer to mate individuals of their own eco-
type (originating from similar habitats, no matter how distant). But, let us remember 
that selective mating is based on the perception of the body size rather than on male 
body coloration (McKinnon et al., 2004) and that perception and mate preferences 
are cognitive phenomena, functions of neural circuits, not related to the presence or 
absence of specific genes.

Kocher (2004) himself casts serious doubts on mathematical models of sympatric 
speciation when he admits that these models are founded on the premise of the exis-
tence and selection of genes that have not been demonstrated to exist (Kocher, 2004).

We should always bear in mind that changes in mate preferences or biases result 
from epigenetic factors, i.e., from changes in computational properties of neural 
circuits, which imply no changes in genes or allele frequencies, Moreover, experi-
mental evidence from captive cichlid fish from Lake Malawi has shown that mate 
choice alone, without involvement of ecological cues, such as habitat choice and 
seasonality, can determine assortative mating and reproductive isolation (Knight 
et al., 1998).

But if, in fact, we know of no speciation genes as of yet, if we still have not estab-
lished the necessary links between the genetic models and empirical observations of 
speciation, and if already-sophisticated genomic technologies have not helped us fill 
that gap, the question arises: Is this situation the result of imperfection or inappro-
priateness of the modern gene technology or of the methodological approach to the 
problem? In a Kuhnian mood, one would ask: Are the numerous cases of genetically 
inexplicable speciation phenomena related to the still-low level of our understand-
ing, or do they represent counterinstances requiring a new concept on causal bases of 
speciation?

Neurocognitive Sympatric Speciation in Salamanders

A rapid burst of speciation that took place ~5 mya in eastern North America, espe-
cially in the Appalachian Mountains, led to differentiation of 35 species of Plethodon 
salamanders. It coincided with a shift in the mode of delivery of male courtship 
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pheromones, released from the mental gland, to the female nares instead of the 
ancient “scratching” mode when the pheromone was delivered to the female’s blood 
by abrading her skin with the premaxillary teeth.

Species of the glutinosus group (now consisting of 22 species) use olfactory 
cues for mate recognition and for species recognition, although they also hybrid-
ize (Wiens et al., 2006). Contrary to predictions of the “hybrid swarm” hypothesis, 
investigators found that hybridization is a result, rather than the cause, of rapid spe-
ciation (Wiens et al., 2006).

The only relevant change coinciding with the rapid speciation of the glutinosus 
group of salamanders is the sudden epigenetic change in sexual behavior. There is no 
evidence of changes in genes or regulatory sequences being involved in this specia-
tional explosion of plethodontid salamanders.

Neurocognitive Sympatric Speciation in Birds

Two populations of the Vogelkop bowerbirds (Amblyornis inornatus) build bow-
ers and decorate them in strikingly different ways. Females from each of the two 
populations prefer bowers and decorations of males from their own population, thus 
establishing a behaviorally conditioned reproductive isolation in this initial stage of 
the speciation process that is actually taking place in two populations of the same 
species (Uy and Borgia, 2000). Individuals of both populations are morphologically 
identical and show only little genetic difference of recent origin, but there is no evi-
dence of any differences in genes related to the bower-building behavior.

Despeciation or Fusion of Species

Rare cases of the “reverse” process of two metazoan species merging into one are 
observed in nature. This occurs exclusively between sympatric species. Kraak et al. 
(2001) reported an increase in the proportion of hybrids between a pair of “benthic” 
(bottom-dwelling) and “limnetic” (top-dwelling) species of the three-spined stickle-
backs, Gasterosteus aculeatus, in Lake Enos, southeastern Vancouver Island, Canada, 
from 1% to 12–17% within 7–15 years and concluded that the benthic and limnetic 
forms of the fish were collapsing and that a “new” species was evolving from their 
hybridization (Kraak et al., 2001). Their conclusion was corroborated later by another 
group (Taylor et al., 2006). The species’ breakdown seems to be asymmetrical in the 
sense that the limnetic form is introgressed into the benthic form (Gow et al., 2006).

A neo-Darwinian explanation would hardly be applicable in the cases of species 
diffusion for the sterility, and low viability of hybrids predicted by the paradigm 
would not lead to fusion but to gradual extinction of both species.

There are indications that some extant vertebrate species, such as the red wolf 
(Canis rufus), evolved from introgressive hybridization between the gray wolf and 
coyote (Roy et al., 1996), reminding us once again of the unreliability of the repro-
ductive isolation as a basic criterion of biological definition of species.



Epigenetic Principles of Evolution794

References

Amorim, M.C.P., Knight, M.E., Stratoudakis, Y. and Turner, G.F. (2004). Differences in 
sounds made by courting males of three closely related Lake Malawi cichlid species.  
J. Fish Biol. 65, 1358–1371.

Amundsen, T. and Forsgren, E. (2001). Male mate choice selects for female coloration in a 
fish. Proc. Natl. Acad. Sci. U.S.A. 98, 13155–13160.

Aprille, J.R., Lagace, C.J., Modica-Napolitano, J. and Trimmer, B.A. (2004). Role of nitric 
oxide and mitochondria in control of firefly flash. Integr. Comp. Biol. 44, 213–219.

Arnegard, M.E. and Kondrashov, A.S. (2004). Sympatric speciation by sexual selection is 
unlikely. Evolution 58, 222–237.

Arnegard, M.E., Bogdanowicz, S.M. and Hopkins, C.D. (2005). Multiple cases of striking 
genetic similarity between alternative electric fish signal morphs in sympatry. Evolution 
59, 324–343.

Arnegard, M.E., Jackson, B.S. and Hopkins, C.D. (2006). Time-domain signal divergence 
and discrimination without receptor modification in sympatric morphs of electric fishes.  
J. Exp. Biol. 209, 2182–2198.

Assad, C., Rasnow, B. and Stoddard, P.K. (1999). Electric organ discharges and electric 
images during electrolocation. J. Exp. Biol. 202, 1185–1193.

Autumn, K., Ryan, M.J. and Wake, D.B. (2002). Integrating historical and mechanistic biol-
ogy enhances the study of adaptations. Q. Rev. Biol. 77, 383–408.

Baker, B.S., Taylor, B.J. and Hall, J.C. (2001). Are complex behaviors specified by dedicated 
regulatory genes? Reasoning from Drosophila. Cell 105, 13–24.

Balzer, A.L. and Williams, T.D. (1998). Do female zebra finches vary primary reproductive 
effort in relation to male attractiveness? Behaviour 135, 297–309.

Barker, J.S.F. (2005). Population structure and host-plant specialization in two 
Scaptodrosophila flower-breeding species. Heredity 94, 129–138.

Barluenga, M., Stoelting, K.N., Salzburger, W., Muschick, M. and Meyer, A. (2006). 
Sympatric speciation in Nicaraguan crater lake cichlid fish. Nature 439, 719–722.

Barreto, F.S. and McCartney, M.A. (2008). Extraordinary AFLP fingerprint similarity  
despite strong assortative mating between reef fish color morphospecies. Evolution 62, 
226–233.

Basolo, A.L. (1998). Evolutionary change in a receiver bias: a comparison of female prefer-
ence functions. Proc. Biol. Sci. 265, 2223–2228.

Basolo, A.L. (2002). Congruence between the sexes in preexisting receiver responses. Behav. 
Ecol. 13, 832–837.

Bass, A.H., Segil, N. and Kelley, D.B. (1986). Androgen binding in the brain and electric 
organ of a mormyrid fish. J. Comp. Physiol. A. 159, 535–544.

Berlocher, S.H. (1999). Host race or species? Allozyme characterization of the “flowering 
dogwood fly” a member of the Rhagoletis pomonella complex. Heredity 83, 652–662.

Blows, M.W. and Allan, R.A. (1998). Levels of mate recognition within and between two 
Drosophila species and their hybrids. Am. Nat. 152, 834–837.

Boake, C.R.B., DeAngelis, M.P. and Andreadis, D.K. (1997). Is sexual selection and species 
recognition a continuum? Mating behavior of the stalk-eyed fly Drosophila heteroneura. 
Proc. Natl. Acad. Sci. U.S.A. 94, 12442–12445.

Bodznick, D., Montgomery, J. and Tricas, T.C. (2003). Electroreception: extracting behavior-
ally important signals from noise. In: Sensory Processing in Aquatic Environments, S.P. 
Collin and N.J. Marshall (eds.). Springer-Verlag, New York, NY, pp. 389–403.

Bolhuis, J.J. and Gahr, M. (2006). Neural mechanisms of birdsong memory. Nat. Rev. 
Neurosci. 7, 347–357.



Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution 795

Boughman, J.W., Rundle, H.D. and Schluter, D. (2005). Parallel evolution of sexual isolation 
in sticklebacks. Evolution 59, 361–373.

Bratton, B.O. and Kramer, B. (1989). Patterns of the electric organ discharge during court-
ship and spawning in the mormyrid fish, Pollimyrus isidori. Behav. Ecol. Sociobiol. 24, 
349–368.

Brenowitz, E.A. (2004). Plasticity of the adult avian song control system. Ann. N.Y. Acad. Sci. 
1016, 560–585.

Broughton, S.J., Kitamoto, T. and Greenspan, R.J. (2004). Excitatory and inhibitory switches 
for courtship in the brain of Drosophila melanogaster. Curr. Biol. 14, 538–547.

Bullock, T.H., Northcutt, R.G. and Bodznick, D.A. (1982). Evolution of electroreception. 
Trends Neurosci. 5, 50–53.

Bush, G.L. (1969). Sympatric host race formation and speciation in frugivorous flies of the 
genus Rhagoletis (Diptera: Tephritidae). Evolution 23, 237–251.

Bush, G.L. (1975). Modes of animal speciation. Annu. Rev. Ecol. Syst. 6, 339–364.
Bush, G.L. and Smith, J.J. (1998). The genetics and ecology of sympatric speciation: a case 

study. Res. Popul. Ecol. 40, 175–187.
Butlin, R.K. and Ritchie, M.G. (1991). Variation in female mate preference across grasshopper 

hybrid zone. J. Evol. Biol 4, 227–240.
Cabej, N.R. (2011). Neural control of gene recruitment in metazoans. Dev. Dyn. 240, 1–8.
Caputi, A.A. and Budelli, R. (2006). Peripheral electrosensory imaging by weakly elec-

tric fish. J. Comp. Physiol. A Neuroethol. Sens. Neural Behav. Physiol. 192, 587–600. 
(abstract).

Carleton, K.L., Parry, J.W.L., Bowmaker, J.K., Hunt, D.M. and Seehausen, O. (2005). Colour 
vision and speciation in Lake Victoria cichlids of the genus Pundamilia. Mol. Ecol. 14, 
4341–4353.

Carlson, B.A. (2002). Neuroanatomy of the mormyrid electromotor control system. J. Comp. 
Neurol. 454, 440–455.

Carlson, B.A. and Hopkins, C.D. (2004). Central control of electric signaling behavior in the 
mormyrid Brienomyrus brachyistius: segregation of behavior-specific inputs and the role 
of modifiable recurrent inhibition. J. Exp. Biol. 207, 1073–1084.

Carlson, B.A., Hopkins, C.D. and Thomas, P. (2000). Androgen correlates of socially induced 
changes in the electric organ discharge waveform of a mormyrid fish. Horm. Behav. 38, 
177–186.

Carlson, B.A., Hasan, S.M., Hollmann, M., Miller, D.B., Harmon, L.J. and Arnegard, M.E. 
(2011). Brain evolution triggers increased diversification of electric fishes. Science 332, 
583–586.

Christensen, T.A., Sherman, T.G., McCaman, R.E. and Carlson, A.D. (1983). Presence of 
octopamine in firefly photomotor neurons. Neuroscience 9, 183–189.

Coleman, S.W., Patricelli, G.L. and Borgia, G. (2004). Variable female preferences drive com-
plex male displays. Nature 428, 742–745.

Collin, S.P. and Whitehead, D. (2004). The functional roles of passive electroreception in non-
electric fishes. Anim. Biol. 54, 1–25.

Couldridge, V.C.K. and Alexander, G.J. (2002). Color patterns and species recognition in four 
closely related species of Lake Malawi cichlid. Behav. Ecol. 13, 59–64.

Coyne, J.A. and Elwyn, S. (2006a). Does the desaturase-2 locus in Drosophila melanogaster 
cause adaptation and sexual isolation? Evolution 60, 279–291.

Coyne, J.A. and Elwyn, S. (2006b). Desaturase-2, environmental adaptation, and sexual isola-
tion in Drosophila melanogaster. Evolution 60, 626–627.

Coyne, J.A. and Price, T.D. (2000). Little evidence for sympatric speciation in island birds. 
Evolution 54, 2166–2171.



Epigenetic Principles of Evolution796

Craig, T.P., Itami, J.K., Abrahamson, W.G. and Horner, J.D. (1993). Behavioral evidence for 
host-race formation in Eurosta solidaginis. Evolution 47, 1696–1710.

Cratsley, C.K. and Lewis, S.M. (2003). Female preference for male courtship flashes in 
Photinus ignitus fireflies. Behav. Ecol. 14, 135–140.

Cunningham, E.J. and Russell, A.F. (2000). Egg investment is influenced by male attractive-
ness in the mallard. Nature 404, 74–77.

Dambroski, H.R., Linn, C., Jr., Berlocher, S.H., Forbes, A.A., Roelofs, W. and Feder, J.L. 
(2005). The genetic basis for fruit odor discrimination in Rhagoletis flies and its signifi-
cance for sympatric host shifts. Evolution 59, 1953–1964.

Danley, P.D. and Kocher, T.D. (2001). Speciation in rapidly diverging systems: lessons from 
Lake Malawi. Mol. Ecol. 10, 1075–1086.

Darwin, C.R. (1859). The Origin of Species by Means of Natural Selection or The Preservation 
of Favored Races in the Struggle for Life, first edition. John Murray, London (first issue).

Darwin, C.R. (1871). The Descent of Man, and Selection in Relation to Sex, first edition, vol. 2. 
John Murray, London, p. 398.

Deily, J.A. and Schul, J. (2004). Recognition of calls with exceptionally fast pulse rates: 
female phonotaxis in the genus Neoconocephalus (Orthoptera: Tettigoniidae). J. Exp. 
Biol. 207, 3523–3529.

Demary, K., Michaelidis, C.I. and Lewis, S.M. (2006). Firefly courtship: behavioral and mor-
phological predictors of male mating success in Photinus greeni. Ethology 112, 485–492.

Demir, E. and Dickson, B.J. (2005). fruitless splicing specifies male courtship behavior in 
Drosophila. Cell 121, 785–794.

Dieckmann, U. and Doebeli, M. (1999). On the origin of species by sympatric speciation. 
Nature 400, 354–357.

Doebeli, M., Dieckmann, U., Metz, J.A.J. and Tautz, D. (2005). What we have also learned: 
adaptive speciation is theoretically plausible. Evolution 59, 691–695.

Doucet, S.M. and Montgomerie, R. (2003). Multiple sexual ornaments in satin bowerbirds: ultra-
violet plumage and bowers signal different aspects of male quality. Behav. Ecol. 14, 503–509.

Drès, M. and Mallet, J. (2002). Host races in plant-feeding insects and their importance in 
sympatric speciation. Philos. Trans. R. Soc. B Biol. Sci. 357, 471–492.

Dugatkin, L.A. (1996). Interface between culturally based preferences and genetic preferences: 
female mate choice in Poecilia reticulata. Proc. Natl. Acad. Sci. U.S.A. 93, 2770–2773.

Dukas, R. (2004). Evolutionary biology of animal cognition. Annu. Rev. Ecol. Evol. S 35, 
347–374.

Emelianov, I., Simpson, F., Narang, P. and Mallet, J. (2003). Host choice promotes reproduc-
tive isolation between host races of the larch budmoth Zeiraphera diniana. J. Evol. Biol. 
16, 208–218.

Endler, J.A. and Thery, M. (1996). Interacting effects of lek placement, display behavior, ambient 
light, and color patterns in three neotropical forest-dwelling birds. Am. Nat. 148, 421–452.

Enquist, M. and Arak, A. (1993). Selection of exaggerated male traits by female aesthetic 
senses. Nature 361, 446–448.

Enquist, M. and Arak, A. (1994). Symmetry, beauty and evolution. Nature 372, 169–172.
Ewing, A.W. and Miyan, J.A. (1986). Sexual selection, sexual isolation and the evolution of 

song in the Drosophila repleta group of species. Anim. Behav. 34, 421–429.
Feder, J. (1998). The applemaggot fly, Rhagoletis pomonella: Flies in the face of conventional 

wisdom about speciation? In: Endless Forms: Species and Speciation, D.J. Howard and 
S.H. Berlocher (eds.). Oxford University Press, New York, pp. 130–144.

Feder, J.L., Opp, S.B., Wlazlo, B., Reynolds, K., Go, W. and Spisak, S. (1994). Host fidelity 
is an effective barrier between sympatric races of the apple maggot fly. Proc. Natl. Acad. 
Sci. U.S.A. 91, 7990–7994.



Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution 797

Feder, J.L., Xie, X., Rull, J., Velez, S., Forbes, A. and Leung, B., et al. (2005). Mayr, 
Dobzhansky, and Bush and the complexities of sympatric speciation. Proc. Natl. Acad. 
Sci. U.S.A. 102, 6573–6580.

Felsenstein, J. (1981). Skepticism towards Santa Rosalia, or why are there so few kinds of ani-
mals? Evolution 35, 124–238.

Feulner, P.G.D., Kirschbaum, F., Schugardt, C., Ketmaier, V. and Tiedemann, R. (2006). 
Electrophysiological and molecular genetic evidence for sympatrically occurring cryptic 
species in African weakly electric fishes (Teleostei: Mormyridae: Campylomormyrus). 
Mol. Phylogenet. Evol. 39, 198–208.

Feulner, P.G., Plath, M., Engelmann, J., Kirschbaum, F. and Tiedemann, R. (2009). Electrifying 
love: electric fish use species-specific discharge for mate recognition. Biol. Lett. 5, 225–228.

Firestein, S. (2001). How the olfactory system makes sense of scents. Nature 413, 211–218.
Fry, J.D. (2003). Multilocus models of sympatric speciation: Bush versus Rice versus 

Felsenstein. Evolution 57, 1735–1746.
Fryer, G. (2004). Speciation rates in lakes and the enigma of Lake Victoria. Hydrobiologia 

519, 167–183.
Gahr, M. (2004). Hormone-dependent neural plasticity in the juvenile and adult song system: 

what makes a successful male? Ann. N.Y. Acad. Sci. 1016, 684–703.
Gleason, J.M. and Ritchie, M.G. (1998). Evolution of courtship song and reproductive isola-

tion in the Drosophila willistoni species complex: do signals diverge the most quickly? 
Evolution 52, 1493–1500.

Gong, A. and Gibson, R.M. (1996). Reversal of a female preference after visual exposure to a 
predator in the guppy, Poecilia reticulate. Anim. Behav. 52, 1007–1015.

Gow, J.L., Peichel, C.L. and Taylor, E.B. (2006). Contrasting hybridization rates between 
sympatric three-spined sticklebacks highlight the fragility of reproductive barriers 
between evolutionarily young species. Mol. Ecol. 15, 739–752.

Gray, D.A. and Cade, W.H. (2000). Sexual selection and speciation in field crickets. Proc. 
Natl. Acad. Sci. U.S.A. 97, 14449–14454.

Greenberg, A.J., Moran, J.R., Coyne, J.A. and Wu, C-I. (2003). Ecological adaptation during 
incipient speciation revealed by precise gene replacement. Science 302, 1754–1757.

Greenfield, M.D. (2001). Missing link in firefly bioluminescence revealed: no regulation of 
photocyte respiration. Bioessays 23, 992–995.

Griggio, M., Valera, F., Casas, A. and Pilastro, A. (2005). Males prefer ornamented females: a 
field experiment of male choice in the rock sparrow. Anim. Behav. 69, 1243–1250.

Grober, M.S., Fox, S.H., Laughlin, C. and Bass, A.H. (1994). GnRH cell size and number in a 
teleost fish with two male reproductive morphs: sexual maturation, final sexual status and 
body size allometry. Brain Behav. Evol. 43, 61–78.

Haesler, M.P. and Seehausen, O. (2005). Inheritance of female mating preference in a sym-
patric sibling species pair of Lake Victoria cichlids and implications for speciation. Proc. 
Biol. Sci. 272, 237–245.

Hall, M., Lindholm, A.K. and Brooks, R. (2004). Direct selection on male attractiveness and 
female preference fails to produce a response. BMC Evol. Biol. 4, p. 1.

Hansen, L.T.T., Amundsen, T. and Forsgren, E. (1999). Symmetry: attractive not only to 
females. Proc. Biol. Sci. 266, 1235–1240.

Hedwig, B. (2005). Pulses, patterns and paths: neurobiology of acoustic behavior in crickets. 
J. Comp. Physiol. A Neuroethol. Sens. Neural. Behav. Physiol. 192, 677–689.

Hennig, R.M. (2003). Acoustic feature extraction by cross-correlation in crickets? J. Comp. 
Physiol. A Neuroethol. Sens. Neural. Behav. Physiol. 189, 589–598.

Higashi, M., Takimoto, G. and Yamamura, N. (1999). Sympatric speciation by sexual selec-
tion. Nature 402, 523–526.



Epigenetic Principles of Evolution798

Hoch, H., Deckert, J. and Wessel, A. (2006). Vibrational signalling in a Gondwanan relict 
insect (Hemiptera: Coleorrhyncha: Peloridiidae). Biol. Lett. 2, 222–224.

Hoke, K.L., Burmeister, S.S., Fernald, R.D., Rand, A.S., Ryan, M.J. and Wilczynski, W. 
(2004). Functional mapping of the auditory midbrain during mate call reception.  
J. Neurosci. 24, 11264–11272.

Hoke, K.L., Ryan, M.J. and Wilczynski, W. (2005). Acoustic social cues shift functional con-
nectivity in the hypothalamus. Proc. Natl. Acad. Sci. U.S.A. 102, 10712–10717.

Hollocher, H., Ting, C.T., Wu, M.L. and Wu, C.I. (1997). Incipient speciation by sexual iso-
lation in Drosophila melanogaster: extensive genetic divergence without reinforcement. 
Genetics 147, 1191–1202.

Hopkins, C.D. (1999). Signal evolution in electric communication. In: The Design of Animal 
Communication, M.D. Hauser and M. Konishi (eds.). MIT Press, Cambridge, MA, 
pp. 461–491.

Hopkins, C.D. and Bass, A.H. (1981). Temporal coding of species recognition signals in an 
electric fish. Science 212, 85–87.

Huey, R.B., Hertz, P.E. and Sinervo, B. (2003). Behavioral drive versus behavioral inertia in 
evolution: a null model approach. Am. Nat. 161, 357–366.

Iglesias, F., Pilar-Marco, M., Jacquin-Joly, E., Camps, F. and Fabrias, G. (1998). Regulation 
of sex pheromone biosynthesis in two noctuid species, S. littoralis and M. brassicae, may 
involve both PBAN and the ventral nerve cord. Arch. Insect Biochem. 37, 295–304.

Jang, Y. and Greenfield, M.D. (1996). Ultrasonic communication and sexual selection in wax 
moths: female choice based on energy and asynchrony of male signals. Anim. Behav. 51, 
1095–1106.

Jarvis, E.D., Ribeiro, S., da Silva, M.L., Ventura, D., Vielliard, J. and Mello, C.V. (2000). 
Behaviourally driven gene expression reveals song nuclei in hummingbird brain. Nature 
406, 628–632.

Jefferis, G.S., Vyas, R.M., Berdnik, D., Ramaekers, A., Stocker, R.F., Tanaka, N.K., et al. 
(2004). Developmental origin of wiring specificity in the olfactory system of Drosophila. 
Development 131, 117–130.

Jefferis, G.S.X.E., Marin, E.C., Stocker, R.F. and Luo, L. (2001). Target neuron prespecifica-
tion in the olfactory map of Drosophila. Nature 414, 204–208.

Johnson, J.B. and Basolo, A.L. (2003). Predator exposure alters female mate choice in the 
green swordtail. Behav. Ecol. 14, 619–625.

Johnson, T.C., Scholz, C.A., Talbot, M.R., Kelts, K., Ricketts, R.D. and Ngobi, G., et al. 
(1996). Late Pleistocene desiccation of Lake Victoria and rapid evolution of cichlid 
fishes. Science 273, 1091–1093.

Johnstone, R.A. (1994). Female preference for symmetrical males as a by-product of selection 
for mate recognition. Nature 372, 172–175.

Kirkpatrick, M. and Ryan, M.J. (1991). The evolution of mating preferences and the paradox 
of the lek. Nature 350, 33–38.

Knight, M.E. and Turner, G.F. (1999). Reproductive isolation among closely related Lake 
Malawi cichlids: can males recognize conspecific females by visual cues? Anim. Behav. 
58, 761–768.

Knight, M.E., Turner, G.F., Rico, C., van Oppen, M.J.H. and Hewitt, G.M. (1998). 
Microsatellite paternity analysis on captive Lake Malawi cichlids supports reproductive 
isolation by direct mate choice. Mol. Ecol. 7, 1605–1610.

Kocher, T.D. (2004). Adaptive evolution and explosive speciation: the cichlid fish model. Nat. 
Rev. Genet. 5, 288–298.

Kokko, H., Brooks, R., Jennions, M.D. and Morley, J. (2003). The evolution of mate choice 
and mating biases. Proc. Biol. Sci. 270, 653–664.



Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution 799

Kondoh, Y., Kaneshiro, K.Y., Kimura, K. and Yamamoto, D. (2003). Evolution of sex-
ual dimorphism in the olfactory brain of Hawaiian Drosophila. Proc. Biol. Sci. 270, 
1005–1013.

Kondrashov, A.S. and Kondrashov, F.A. (1999). Interactions among quantitative traits in the 
course of sympatric speciation. Nature 400, 351–354.

Kornfield, I. and Smith, P.F. (2000). African cichlid fishes: model systems for evolutionary 
biology. Ann. Rev. Ecol. Syst 31, 163–196.

Kraak, S.B.M. (2001). Increased number of hybrids between benthic and limnetic three-
spined sticklebacks in Enos Lake, Canada; the collapse of a species pair? J. Fish Biol. 58, 
1458–1464.

Lande, R. (1981). Models of speciation by sexual selection on polygenic traits. Proc. Natl. 
Acad. Sci. U.S.A. 78, 3721–3725.

Lefebvre, L., Reader, S.M. and Sol, D. (2004). Brains, innovations and evolution in birds and 
primates. Brain Behav. Evol. 63, 233–246.

Leitner, S., Nicholson, J., Leisler, B., DeVoogd, T.J. and Catchpole, C. (2002). Song and the 
song control pathway in the brain can develop independently of exposure to song in the 
sedge warbler. Proc. Biol. Sci. 269, 2519–2524.

Linn, C., Feder, J.L., Nojima, S., Dambroski, H.R., Berlocher, S.H. and Roelofs, W. (2003). 
Fruit odor discrimination and sympatric host race formation in Rhagoletis. Proc. Natl. 
Acad. Sci. U.S.A. 100, 11490–11493.

Linn, C.E., Dambroski, H.R., Feder, J.L., Berlocher, S.H., Nojima, S. and Roelofs, W.L. (2004). 
Postzygotic isolating factor in sympatric speciation in Rhagoletis flies: reduced response of 
hybrids to parental host-fruit odors. Proc. Natl. Acad. Sci. U.S.A. 101, 17753–17758.

Lissmann, H.W. (1951). Continuous electrical signals from the tail of a fish, Gymnarchus 
niloticus Cuv. Nature 167, 201–202.

Lynch, K.S., Crews, D., Ryan, M.J. and Wilczynski, W. (2006). Hormonal state influences 
aspects of female mate choice in the Túngara Frog (Physalaemus pustulosus). Horm. 
Behav. 49, 450–457.

Mallet, J. (2001). The speciation revolution. J. Evol. Biol. 14, 887–888.
Marchetti, K. (1993). Dark habitats and bright birds illustrate the role of the environment in 

species divergence. Nature 362, 149–152.
Marler, C.A. and Ryan, M.J. (1997). Origin and maintenance of a female mating preference. 

Evolution 51, 1244–1248.
Maynard Smith, J. (1989). Evolutionary Genetics. Oxford University Press, Oxford, p. 276.
Mayr, E. (1963). Animal Species and Evolution. Harvard University Press, Cambridge, MA, p. 604.
McCune, A.R. and Lovejoy, N.R. (1998). The relative rate of sympatric and allopatric specia-

tion in fishes: tests using DNA sequence divergence between sister species and among 
clades. In: Endless Forms: Species and Speciation, D.J. Howard and S.H. Berlocher 
(eds.). Oxford University Press, New York, NY, pp. 291–308.

McKinnon, J.S., Mori, S., Blackman, B.K., David, L., Kingsley, D.M. and Jamieson, L., et al. 
(2004). Evidence for ecology’s role in speciation. Nature 429, 294–298.

McLennan, D.A. and Ryan, M.J. (1997). Responses to conspecific and heterospecific olfac-
tory cues in the swordtail Xiphophorus cortezi. Anim. Behav. 54, 1077–1088.

Mendelson, T.C. and Shaw, K.L. (2005). Rapid speciation in an arthropod. Nature 433, 
375–376.

Meyer, A., Kocher, T.D., Basasibwaki, P. and Wilson, A.C. (1990). Monophyletic origin of 
Lake Victoria cichlid fishes suggested by mitochondrial DNA sequences. Nature 347, 
550–553.

Michalak, P., Minkov, I., Helin, A., Lerman, D.N., Bettencourt, B.R. and Feder, M.E.,  
et al. (2001). Genetic evidence for adaptation-driven incipient speciation of Drosophila 



Epigenetic Principles of Evolution800

melanogaster along a microclimatic contrast in “Evolution Canyon,” Israel. Proc. Natl. 
Acad. Sci. U.S.A. 98, 13195–13200.

Mills, A., Zakon, H.H., Marchaterre, M.A. and Bass, A.H. (1992). Electric organ morphology 
of Sternopygus macrurus, a wave-type, weakly electric fish with a sexually dimorphic 
EOD. J. Neurobiol. 23, 920–932.

Møller, A.P. (1992). Female swallow preference for symmetrical male sexual ornaments. 
Nature 357, 238–240.

Morris, M.R. and Ryan, M.J. (1996). Sexual difference in signal-receiver coevolution. Anim. 
Behav. 52, 1017–1024.

Nagl, S., Tichy, H., Mayer, W.E., Takezaki, N. and Klein, J. (2000). The origin and age of hap-
lochromine fishes in Lake Victoria, East Africa. Proc. Biol. Sci. 267, 1049–1061.

Ng, M., Roorda, R.D., Lima, S.Q., Zemelman, B.V., Morcillo, P. and Miesenböck, G. (2002). 
Transmission of olfactory information between three populations of neurons in the anten-
nal lobe of the fly. Neuron 36, 463–474.

Nikolakakis, N., Sol, D. and Lefebvre, L. (2003). Behavioural flexibility predicts species rich-
ness in birds, but not extinction risk. Anim. Behav. 65, 445–452.

Nottebohm, F. (2005). The neural basis of birdsong. PLoS Biol. 3(5), e164.
Ortiz-Barrientos, D., Counterman, B.A. and Noor, M.A. (2004). The genetics of speciation by 

reinforcement. PLoS Biol. 2, e416.
Olsson, S.B., Linn, C.E., Jr., et al., Michel, A., Dambroski, H.R., Berlocher, S.H. and Feder, 

J.L., et al. (2006a). Receptor expression and sympatric speciation: unique olfactory recep-
tor neuron responses in F1 hybrid Rhagoletis populations. J. Exp. Biol. 209, 3729–3741.

Olsson, S.B., Linn, C.E., Jr. and Roelofs, W.L. (2006b). The chemosensory basis for behav-
ioral divergence involved in sympatric host shifts. I: characterizing olfactory receptor 
neuron classes responding to key host volatiles. J. Comp. Physiol. A Neuroethol. Sens. 
Neural Behav. Physiol. 192, 279–288.

Olsson, S.B., Linn, C.E., Jr. and Roelofs, W.L. (2006c). The chemosensory basis for behav-
ioral divergence involved in sympatric host shifts II: olfactory receptor neuron sensi-
tivity and temporal firing pattern to individual key host volatiles. J. Comp. Physiol. A 
Neuroethol. Sens. Neural Behav. Physiol. 192, 289–300.

Paenke, I., Sendhoff, B. and Kawecki, T.J. (2007). Influence of plasticity and learning on evo-
lution under directional selection. Am. Nat. 170, E47–E58.

Palmer, C.A., Watts, R.A., Houck, L.D., Picard, A.L. and Arnold, S.J. (2007). Evolutionary 
replacement of components in a salamander pheromone signaling complex: more evi-
dence for phenotypic-molecular decoupling. Evolution 61, 202–215.

Panhuis, T.M., Butlin, R., Zuk, M. and Tregenza, M. (2001). Sexual selection and speciation. 
Trends Ecol. Evol. 16, 364–372.

Penn, D. and Potts, W. (1998). MHC-disassortative mating preferences reversed by cross-fostering. 
Proc. Biol. Sci. 266, 1299–1306.

Penn, D.J. and Potts, W.K. (1999). The evolution of mating preferences and major histocom-
patibility complex genes. Am. Nat. 153, 145–164.

Phelps, S.M. and Ryan, M.J. (1998). Neural networks predict response biases of female tún-
gara frogs. Proc. Biol. Sci. 265, 279–285.

Phelps, S.M. and Ryan, M.J. (2000). History influences signal recognition: neural network 
models of túngara frogs. Proc. Biol. Sci. 267, 1633–1639.

Phelps, S.M., Rand, A.S. and Ryan, M.J. (2006). A cognitive framework for mate choice and 
species recognition. Am. Nat. 167, 28–42.

Plenderleith, M., van Oosterhout, C., Robinson, R.L. and Turner, G.F. (2005). Female prefer-
ence for conspecific males based on olfactory cues in a Lake Malawi cichlid fish. Biol. 
Lett. 1, 411–414.



Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution 801

Price, T.D., Qvarnström, A. and Irwin, D.E. (2003). The role of phenotypic plasticity in driv-
ing genetic evolution. Proc. Biol. Sci. 270, 1433–1440.

Pröhl, H., Koshy, R., Mueller, U., Rand, A.S. and Ryan, M.J. (2006). Geographic variation and 
behavioral traits in túngara frogs in a zone of secondary contact. Evolution 60, 1669–1679.

Raina, A.K., Kingan, T.G. and Kochansky, J.P. (2003). A pheromonotropic peptide of 
Helicoverpa zea, with melanizing activity, interaction with PBAN, and distribution of 
immunoreactivity. Arch. Insect Biochem. 53, 147–157.

Reader, S.M. and Laland, K.N. (2002). From the cover: social intelligence, innovation, and 
enhanced brain size in primates. Proc. Natl. Acad. Sci. U.S.A. 99, 4436–4441.

Rhodes, G., Roberts, J. and Simmons, L.W. (1999). Reflections on symmetry and attractive-
ness. Psych. Evol. Gen. 1, 279–296.

Rice, W.R. and Hostert, E.E. (1993). Laboratory experiments on speciation: what have we 
learned in 40 years? Evolution 47, 1637–1653.

Ritchie, M.G. (2000). The inheritance of female preference functions in a mate recognition 
system. Proc. Biol. Sci. 267, 327–332.

Rodd, F.H., Hughes, K.A., Grether, G.F. and Baril, C.T. (2002). A possible non-sexual origin 
of mate preference: are male guppies mimicking fruit? Proc. Biol. Sci. 269, 475–481.

Rollman, S.M., Houck, L.D. and Feldhoff, R.C. (1999). Proteinaceous pheromone affecting 
female receptivity in a terrestrial salamander. Science 285, 1907–1909.

Roper, A. and Zann, R. (2006). The onset of song learning and song tutor selection in fledg-
ling zebra finches. Ethology 112, 458–470.

Rossler, W., Randolph, P.W., Tolbert, L.P. and Hildebrand, J.G. (1999). Axons of olfactory 
receptor cells of transsexually grafted antennae induce development of sexually dimor-
phic glomeruli in Manduca sexta. J. Neurobiol. 38, 521–541.

Roughgarden, J. (2005). The myth of sexual selection. California Wild—The Magazine of the 
California Academy of Sciences 58(3).

Roughgarden, J., Oishi, M. and Akcay, E. (2006). Reproductive social behaviour: coop-
erative games to replace sexual selection. Science 311, 965–969. http://researcharchive.
calacademy.org/calwild/2005summer/stories/sexual.html

Roy, M.S., Geffen, E., Smith, D. and Wayne, R.K. (1996). Molecular genetics of pre-1940 red 
wolves. Conserv. Biol. 10, 1413–1424.

Ryan, M.J. (1986). Neuroanatomy influences speciation rates among anurans. Proc. Natl. 
Acad. Sci. U.S.A. 83, 1379–1382.

Ryan, M.J. (1998). Sexual selection, receiver biases, and the evolution of sex differences. 
Science 281, 1999–2003.

Ryan, M.J. and Rand, A.S. (1993). Sexual selection and signal evolution: the ghost of biases 
past. Phil. Trans. R. Soc. Lond. B 340, 187–195.

Ryan, M.J. and Rand, A.S. (2003). Mate recognition in túngara frogs: a review of some studies 
of brain, behavior, and evolution. Acta Zool. Sinica 49, 713–726.

Ryan, M.J. and Wagner, W.E., Jr. (1987). Asymmetries in mating preferences between species: 
female swordtails prefer heterospecific males. Science 236, 595–597.

Saarikettu, M., Liimatainen, J.O. and Hoikkala, A. (2005). The role of male courtship song in 
species recognition in Drosophila montana. Behav. Genet. 35, 257–263.

Sawtell, N.B., Williams, A. and Bell, C.C. (2005). From sparks to spikes: information process-
ing in the electrosensory systems of fish. Curr. Opin. Neurobiol. 15, 437–443.

Schliewen, U.K., Tautz, D. and Paabo, S. (1994). Sympatric speciation suggested by mono-
phyly of crater lake cichlids. Nature 368, 629–632.

Schliewen, U., Rassmann, K., Markmann, M., Markert, J., Kocher, T. and Tautz, D. (2001). 
Genetic and ecological divergence of a monophyletic cichlid species pair under fully 
sympatric conditions in Lake Ejagham, Cameroon. Mol. Ecol. 10, 1471–1488.



Epigenetic Principles of Evolution802

Schlupp, I., Marler, C. and Ryan, M.J. (1994). Benefit to male sailfin mollies of mating with 
heterospecific females. Science 263, 373–374.

Schneiderman, A.M., Hildebrand, J.G., Brennan, M.M. and Tumlinson, J.H. (1986). Trans-
sexually grafted antennae alter pheromone-directed behaviour in a moth. Nature 323, 
801–803.

Searcy, W.A. (1992). Song repertoire and mate choice in birds. Am. Zool. 32, 71–80.
Seehausen, O. and van Alphen, J.J.M. (1998). The effect of male coloration on female mate 

choice in closely related Lake Victoria cichlids (Haplochromis nyererei complex). Behav. 
Ecol. Sociobiol. 42, 1–8.

Seehausen, O., van Alphen, J.J.M. and Witte, F. (1997a). Cichlid fish diversity threatened by 
eutrophication that curbs sexual selection. Science 277, 1808–1811.

Seehausen, O., van Alphen, J.J.M. and Witte, F. (1999). Can ancient colour polymorphisms 
explain why some cichlid lineages speciate rapidly under disruptive sexual selection? 
Belg. J. Zool. 129, 43–60.

Seehausen, O., Witte, F., Katunzi, E.F.B., Smits, J. and Bouton, N. (1997b). Patterns of the 
remnant cichlid fauna in southern Lake Victoria. Conserv. Biol. 11, 890–905.

Shaw, P.W., Turner, G.F., Idid, M.R., Robinson, R.L. and Carvalho, G.R. (2000). Genetic pop-
ulation structure indicates sympatric speciation of Lake Malawi pelagic cichlids. Proc. 
Biol. Sci. 267, 2273–2280.

Sisneros, J.A. and Tricas, T.C. (2000). Androgen-induced changes in the response dynamics of 
ampullary electrosensory primary afferent neurons. J. Neurosci. 20, 8586–8595.

Sisneros, J.A. and Tricas, T.C. (2002). Ontogenetic changes in the response properties of the 
peripheral electrosensory system in the Atlantic stingray (Dasyatis sabina). Brain Behav. 
Evol. 59, 130–140.

Sköld, H.N., Amundsen, T., Svensson, P.A., Mayer, I., Bjelvenmark, J. and Forsgren, E. (2008). 
Hormonal regulation of female nuptial coloration in a fish. Horm. Behav. 54, 549–556.

Sol, D., Duncan, R.P., Blackburn, T.M., Cassey, P. and Lefebvre, L. (2005a). Big brains, 
enhanced cognition, and response of birds to novel environments. Proc. Natl. Acad. Sci. 
U.S.A. 102, 5460–5465.

Sol, D., Stirling, D.G. and Lefebvre, L. (2005b). Behavioral drive or behavioral inhibition in 
evolution: subspecific diversification in holarctic passerines. Evolution 59, 2669–2677.

Sol, D., Bacher, S., Reader, S.M. and Lefebvre, L. (2008). Brain size predicts the success  
of mammal species introduced into novel environments. Am. Nat. 172(Suppl. 1), 
S63–S71.

Stensmyr, M.C., Dekker, T. and Hansson, B.S. (2003). Evolution of the olfactory code in the 
Drosophila melanogaster subgroup. Proc. Biol. Sci. 270, 2333–2340.

Stockinger, P., Kvitsiani, D., Rotkopf, S., Tirián, L. and Dickson, B.J. (2005). Neural circuitry 
that governs Drosophila male courtship behavior. Cell 121, 795–807.

Strecker, U. and Kodric-Brown, A. (1999). Mate recognition systems in a species flock of 
Mexican pupfish. J. Evol. Biol. 12, 927–935.

Strecker, U., Meyer, C.G., Sturmbauer, C. and Wilkens, H. (1996). Genetic divergence 
and speciation in an extremely young species flock in Mexico formed by the genus 
Cyprinodon (Cyprinodontidae, Teleostei). Mol. Phylogenet. Evol. 6, 143–149.

Stuart-Fox, D.M., Moussalli, A., Johnston, G.R. and Owens, I.P.F. (2004). Evolution of color 
variation in dragon lizards: quantitative tests of the role of crypsis and local adaptation. 
Evolution 58, 1549–1559.

Swaddle, J.P. (1999). Limits to length asymmetry detection in starlings: implications for bio-
logical signalling. Proc. Biol. Sci. 266, 1299–1303.



Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution 803

Swaddle, J.P. and Cuthill, I.C. (1994). Preference for symmetric males by female zebra 
finches. Nature 367, 165–166.

Swaddle, J.P., Che, J.P.K. and Clelland, R.E. (2004). Symmetry preference as a cognitive by-
product in starlings. Behaviour 141, 469–478.

Takahashi, A. and Ting, C.T. (2004). Genetic basis of sexual isolation in Drosophila melano-
gaster. Genetica 120, 273–284.

Taylor, E.B., McPhail, J.D. and Schluter, D. (1997). History of ecological selection in stick-
lebacks: uniting experimental and phylogenetic approaches. In: Molecular evolution and 
adaptive radiation, T.J. Givnish and K.J. Systsma (eds.). Cambridge University Press, 
Cambridge, pp. 511–534.

Taylor, E.B., Boughman, J.W., Groenenboom, M., Sniatynski, M., Schluter, D. and Gow, J.L. 
(2006). Speciation in reverse: morphological and genetic evidence of the collapse of a 
three-spined stickleback (Gasterosteus aculeatus) species pair. Mol. Ecol. 15, 343–355.

Thoday, J.M. and Gibson, J.B. (1970). The probability of isolation by disruptive selection. 
Am. Nat. 104, 219–230.

Thomas, Y., Bethenod, M.T., Pelozuelo, L., Frérot, B. and Bourguet, D. (2003). Genetic isola-
tion between two sympatric host-plant races of the European corn borer, Ostrinia nubi-
lalis Hübner. I. Sex pheromone, moth emergence timing, and parasitism. Evolution 57, 
261–273.

Timmins, G.S., Robb, F.J., Wilmot, C.M., Jackson, S.K. and Swartz, H.M. (2001). Firefly 
flashing is controlled by gating oxygen to light-emitting cells. J. Exp. Biol. 204, 
2795–2801.

Tregenza, T. and Butlin, R.K. (1999). Speciation without isolation. Nature 400, 311–312.
Tricas, T.C. (2001). The neuroecology of the elasmobranch electrosensory world: why periph-

eral morphology shapes behavior. Environ. Biol. Fish. 60, 77–92.
Tricas, T.C. and Sisneros, J.A. (2004). Ecological functions and adaptations of the elasmo-

branch electrosense. In: The Senses of Fish: Adaptations for the Reception of Natural 
Stimuli, G. von der Emde, J. Mogdans and B.G. Kapoor (eds.). Narosa Publishing House, 
New Delhi, pp. 308–329.

Tricas, T.C., Michael, S.W. and Sisneros, J.A. (1995). Electrosensory optimization to conspe-
cific phasic signals for mating. Neurosci. Lett. 202, 129–132.

Trimmer, B.A., Aprille, J.R., Dudzinski, D.M., Lagace, C.J., Lewis, S.M. and Michel, T., et al. 
(2001). Nitric oxide and the control of firefly flashing. Science 292, 2486–2488.

Turelli, M., Barton, N.H. and Coyne, J.A. (2001). Theory and speciation. Trends Ecol. Evol. 
16, 330–343.

Uy, J.A.C. and Borgia, G. (2000). Sexual selection drives rapid divergence in bowerbird dis-
play traits. Evolution 54, 273–278.

Uy, J.A.C. and Endler, J.A. (2004). Modification of the visual background increases conspicu-
ousness of golden collared manakin displays. Behav. Ecol. 15, 1003–1010.

van Oppen, M.J.H., Turner, G.F., Rico, C, Robinson, R.L, Deutsch, J.C. and Genner, M.J.,  
et al. (1998). Assortative mating among rock-dwelling cichlid fishes supports high esti-
mates of species richness from Lake Malawi. Mol. Ecol. 7, 991–1001.

Verheyen, E., Salzburger, W., Snoeks, J. and Meyer, A. (2003). Origin of the superflock of 
cichlid fishes from Lake Victoria, East Africa. Science 300, 325–329.

Via, S. (2001). Sympatric speciation in animals: the ugly duckling grows up. Trends Ecol. 
Evol. 16, 381–390.

von der Emde, G. (2006). Non-visual environmental imaging and object detection through 
active electrolocation in weakly electric fish. J. Comp. Physiol. A 192, 601–612.



Epigenetic Principles of Evolution804

Wade, J. and Arnold, A.P. (2004). Sexual differentiation of the zebra finch song system. Ann. 
N.Y. Acad. Sci. 1016, 540–549.

Wagner, W.E., Jr., Smeds, M.R. and Wiegman, D.D. (2001). Experience affects female 
responses to male song in variable field cricket Gryllus lineaticeps (Orthoptera, 
Gryllidae). Ethology 107, 769–776.

Wcislo, W.T. (1989). Behavioral environments and evolutionary change. Annu. Rev. Ecol. 
Syst. 20, 137–169.

Werneyer, M. and Kramer, B. (2005). Electric signaling and reproductive behavior in a mor-
myrid fish, the bulldog Marcusenius macrolepidotus (South African form). J. Ethol. 23, 
113–125.

West-Eberhard, M.J. (1979). Sexual selection, social competition, and evolution. Proc. Am. 
Philos. Soc. 123, 222–234.

West-Eberhard, M.J. (1983). Sexual selection, social competition, and speciation. Q. Rev. 
Biol. 58, 155–183.

West-Eberhard, M.J. (1984). Sexual selection, competitive communication and species-
specific signals in insects. In: Insect Communication, T. Lewis (ed.). Academic Press, 
Toronto, pp. 283–324.

West-Eberhard, M.J. (1989). Phenotypic plasticity and the origins of diversity. Annu. Rev. 
Ecol. Syst. 20, 249–278.

West-Eberhard, M.J. (2003). Developmental Plasticity and Evolution. Oxford University 
Press, Oxford, U.K, p. 526.

Wiens, J.J. (1999). Phylogenetic evidence for multiple losses of a sexually selected character 
in phrynosomatid lizards. Proc. Biol. Sci. 266, 1529–1536.

Wiens, J.J. (2001). Widespread loss of sexually selected traits: how the peacock lost its spots. 
Trends Ecol. Evol. 16, 517–523.

Wiens, J.J., Engstrom, T.N. and Chippindale, P.T. (2006). Rapid diversification, incomplete 
isolation, and the “speciation clock” in North American salamanders (genus Plethodon): 
testing the hybrid swarm hypothesis of rapid radiation. Evolution 60, 2585–2603.

Wiernasz, D.C. and Kingsolver, J.G. (1992). Wing melanin pattern mediates species recogni-
tion in Pieris occidentalis. Anim. Behav. 43, 89–94.

Wikelski, M., Carbone, C., Bednekoff, P.A., Choudhury, S. and Tebbich, S. (2001). Why is 
female choice not unanimous? Insights from costly mate sampling in marine iguanas. 
Ethology 107, 623–638.

Wilkinson, G.S. and Reillo, P.R. (1994). Female choice response to artificial selection on an 
exaggerated male trait in a stalk-eyed fly. Proc. R. Soc. Lond. B 255, 1–6.

Wirsig-Wiechmann, C.R., Houck, L.D., Wood, J.M., Feldhoff, P.W. and Feldhoff, R.C. (2006). 
Male pheromone protein components activate female vomeronasal neurons in the sala-
mander Plethodon shermani. BMC Neurosci. 7, p. 26.

Won, Y.-J., Sivasundar, A., Wang, Y. and Hey, J. (2005). On the origin of Lake Malawi cichlid 
species: a population genetic analysis of divergence. Proc. Natl. Acad. Sci. U.S.A. 102, 
6581–6586.

Wong, B.B.M., Fisher, H.S. and Rosenthal, G.G. (2005). Species recognition by male sword-
tails via chemical cues. Behav. Ecol. 16, 818–822.

Wu, C., Hollocher, H., Begun, D.J., Aquadro, C.F., Xu, Y. and Wu, M. (1995). Sexual isolation 
in Drosophila melanogaster: a possible case of incipient speciation. Proc. Natl. Acad. Sci. 
U.S.A. 92, 2519–2523.

Wyles, J.S., Kunkel, J.G. and Wilson, A.C. (1983). Birds, behavior and anatomical evolution. 
Proc. Natl. Acad. Sci. U.S.A. 80, 4394–4397.

Zink, R.M. (2004). The role of subspecies in obscuring avian biological diversity and mislead-
ing conservation policy. Proc. Biol. Sci. 271, 561–564.


	science
	Epigenetic Principles of Evolution

	science_001
	Copyright

	science_002
	Dedication

	science_003
	Introduction: The Explanatory Conundrum and the New Perspective in Modern Biology

	science_004
	1 Control Systems and Determination of Phenotypic Traits in Metazoans
	The Thermodynamic Enigma of Living Systems
	On the Meaning of Biological Information
	Genetic Versus Epigenetic Information
	Novel Properties of the Biological Information

	The Control System in Metazoans and the von Neumann’s Machine
	Central Control of Animal Physiology
	Neural Control of Water Content
	Neural Control of Glucose and Insulin Biosynthesis
	Neural Control of Thermoregulation

	Central Control of Animal Behavior
	Neural Control of Locomotion

	Neural Determination of Monogamy in Prairie Voles
	Central Control of Metazoan Morphology
	Control of Expression of Nonhousekeeping Genes
	Chromatin Remodeling in Control of Gene Expression
	Extracellular Control of Signal Transduction Pathways and Transcription Factors

	Hormonal Control of Secreted Proteins and Growth Factors
	Neural Control of the Endocrine Function

	Examples of Central Control of Metazoan Morphology
	Development of the Mammary Gland
	Central Determination of Body Mass
	Central Determination of Normal Obesity

	The Integrated Control System
	The Hypothesis of the Epigenetic System of Heredity and its Predictions
	References


	science_005
	2 Neural Manipulation of Gene Expression
	Predetermined Versus Manipulative Expression of Genes
	Processing of External/Internal Stimuli in the CNS Generates Information for Adaptive Phenotypic Responses
	Molecular Mechanisms of Manipulative Expression of Genes in the CNS
	Epigenetic Manipulation of Genetic Information in the CNS
	Selective Elimination of Genetic Information in the CNS
	Neural Circuits Generate Epigenetic Information
	Neural Processing of Stimuli Generates Information for Postphylotypic Development
	Processing-Dependent Expression of Genes and the Blood–Brain Barrier
	Generation of Information for Adaptive Camouflage in Xenopus
	What Do Neural Circuits Do: Sum Up Stimuli or Figure Out Adaptive Responses?
	References


	science_006
	3 Epigenetic Control of Reproduction
	Epigenetic Control of Reproductive Physiology and Behavior
	Neuroendocrine Regulation of the Gonadal Function in Insects
	Local Neural Control of the Reproductive Function in Insects
	Neuroendocrine Regulation of Reproductive Function in Vertebrates
	Local Neural Control of the Reproductive Function in Vertebrates

	Epigenetic Control of Gametogenesis
	Neural Control of Oogenesis in Insects and Gastropod Molluscs
	Neural Control of Oogenesis in Vertebrates
	Neuroendocrine Control via the Brain–Hypothalamic–Pituitary Axis
	Local Control by Ovarian Innervation

	Neural Control of Spermato-/Spermiogenesis

	Neural Control of Deposition of Parental Epigenetic Information in Gametes
	Neural Control of Deposition of Maternal Factors in Insect Oocytes
	Neural Control of Deposition in the Egg Cell of Maternal Factors via Receptor-Mediated Endocytosis

	Neural Control of the Squeezing of Nurse Cell Content into the Oocyte
	Microtubules Are Involved in Transportation and Placement of Maternal Factors in the Oocyte
	Neurohormonal Regulation of Length of Microtubules
	The Nervous System Manipulates the Length and Orientation of Microtubules

	Other Modes of Neural Control of Deposition of Parental Epigenetic Information in Vertebrate Eggs
	Neural Regulation by Modifying Maternal Hormone Level
	Neural Regulation by Differential Uptake from the Blood
	Regulation Through Sex-Biased Egg Laying
	Regulation via Intercellular Communication Channels

	Role of the Ovarian Innervation in the Ovarian Function
	Paternal Cytoplasmic Factors in the Sperm Cell
	Neural Control of Gene Imprinting

	References


	science_007
	4 Epigenetic Control of Early Development
	Epigenetic Control of Formation of Primordial Germ Cells and Formation of Zygote
	Epigenetic Control of Migration of PGCs
	Epigenetic Control of Early Development in Insects
	Epigenetic Control of Early Development in Vertebrates
	Epigenetic Control of Early Development in Mammals
	Epigenetic Control of Formation of Embryonic Germ Layers
	Maternal Control of Endoderm Formation
	Maternal Control of Mesoderm Formation
	Epigenetic Control of Neural Induction and Formation of the CNS

	References


	science_008
	5 Neural Control of Postphylotypic Development
	Neural Control of Metamorphosis
	Apoptosis in Invertebrates
	Neural Control of Metamorphosis in Cnidarians
	Neural Control of Metamorphosis in Molluscs
	Neural Control of Metamorphosis in Insects


	Neural Control of Metamorphosis in Vertebrates
	Neural Control of Metamorphosis in Amphibians

	Postphylotypic Development in Vertebrates
	The Embryonic CNS Controls the Postphylotypic Development in Vertebrates—Empirical Evidence
	Somitogenesis

	Development of the Dermomyotome and Sclerotome
	Neural Control of Myogenesis
	Control of Myogenesis in Insects
	Control of Myogenesis in Vertebrates

	Left–Right Asymmetry
	Neural Control of the Development of the Neuroendocrine System
	Neural Control of the Development of Sensory Organs
	Inner Ear

	Maternal and Neural Control of Heart Development
	Vasculogenesis and Angiogenesis
	Development of the Gastrointestinal Tract
	Pneumogenesis
	Nephrogenesis

	Neural Control of the Primary Sex Determination
	Neural Control of Sex Conversion
	Osteogenesis
	Regulation of Bone Homeostasis
	Immediate Neural Regulation of Bone Homeostasis

	Neural Control of the Development of the Mammary Gland
	Neural Control of the Development of Body Mass
	Neural Control of the Life Span
	Neural Control of the Onset of Puberty
	Neural Control of Apoptosis
	Neural Control of Regeneration
	Local Control of Regeneration by Nerve Fibers
	Neurohormonal Control of Regeneration by the Nervous System


	References


	science_009
	6 The Epigenetic System of Inheritance—An Outline
	The Epigenetic System of Inheritance
	Gametogenesis and Provision of Maternal Epigenetic Information to Oocytes
	Biphasic CNS Control of Reproduction
	The Parental CNS-Controlled Phase of Reproduction: Formation of Bauplan and the CNS
	The Embryonic CNS-Controlled Phase: The Postphylotypic Development
	The Binary Neural Control of Gene Expression
	Novel Features of the Epigenetic System of Inheritance
	References


	science_010
	7 Evolution and Stress Responses to Changes in Environment
	Evolution of Animal Kingdom Is Related to Changes in Environment
	Neuroendocrine System
	Stress and Stressors in Vertebrates
	Neuroendocrine Response to Stress
	Environmental Stress as a Cue for Adaptive Developmental Plasticity
	Environmental Stress Induces Evolutionary Changes Without Changes in Genes
	References


	science_011
	8 Behavioral Adaptation to Changed Conditions of Living
	Adaptation to Changed Conditions of Living
	Neural Basis of Animal Behavior
	Neural Basis of Learned Behavior
	Animal Behavior Is Not Determined by Genes
	Learned Behaviors Evolve into Innate Behaviors
	Behavioral Atavisms—Activation of Ancestral Behavioral Circuitries
	Developmental and Evolutionary Relationship Between Behavior and Morphology
	References


	science_012
	9 Ontogeny: The Workshop of Evolutionary Change
	Ontogeny and the Phylotypic Stage—Why Do All Developmental Pathways Converge to the Common Bauplan?
	Ontogeny May Change Without Changes in Genes
	Generation of Epigenetic Information for Organogenesis After the Phylotypic Stage
	Stress-Induced Developmental Instability and Evolution
	Developmental Constraints and Adaptive Evolutionary Innovations
	References


	science_013
	10 Intragenerational Developmental Plasticity
	Developmental Plasticity: Beyond the Reaction Norm
	Developmental Plasticity and Possible Evolutionary Implications
	Adaptive Intragenerational Developmental Plasticity
	Camouflage (Adaptive Coloration, Cryptic Coloration, and Crypsis)
	Polyphenisms in Invertebrates
	Seasonal Polyphenism in Insects
	Neo-Darwinian Explanation of the Seasonal Polyphenisms in Insects
	Epigenetic Explanation of Seasonal Polyphenisms in Insects
	Wing Polyphenism in Insects
	Experimental Polyphenisms in Insects

	Polyphenisms in Vertebrates
	Experimental Polyphenisms in Vertebrates

	Predator-Induced Defenses

	Inborn Developmental Plasticity
	Developmental Polymorphisms Are Not Genetic Polymorphisms

	References


	science_014
	11 Transgenerational Developmental Plasticity—An Epitome of Evolutionary Change
	TDP—Inherited Changes Without Changes in Genes
	TDP in Nature
	Phase Transition in Locusts
	TDP in Experiments

	Reconstructing the Chain of Events in Transgenerational Plasticity
	The Mechanism of Induction of Sexually Reproducing Generation in D. magna
	Insect Diapause
	Diapause in the Silkworm


	A Neurotransmitter Coding for a Life History Character
	The Mechanism of Transgenerational Phase Transition in Locusts
	The Origin of the Information for TDP
	References


	science_015
	12 Evolution of Metazoans and Their Control System
	Principles of Organization of the Multicellular Structure
	Unicellular Antecedents of Metazoan Life
	Unicellular Premises of Coordination of Cell Activity in Metazoans
	Unicellular Precursors of the Metazoan Epigenetic Informational Structure
	Impulse Conduction and Sensory–Motor Properties in Protozoans
	Epigenetic Information in Unicellulars
	The Origin of Eumetazoan Life
	Precambrian Metazoans: An Obscure Control System
	The Diffuse Control System and the Neural Controller: The Eumetazoan’s Eureka
	Centralization of the Neural Control System
	Evolution of the Neuroendocrine Control System
	Neuroendocrine Control System in Invertebrates
	Evolution of the Neuroendocrine Control in Vertebrates

	References


	science_016
	13 Origins of Evolutionary Novelty
	The Epigenetic Hypothesis of Evolution and its Predictions
	The Nature of the Evolutionary Change
	Interactions Organism–Environment in Evolution: The Causal Relationship
	Behavioral Prelude of Evolutionary Modifications of Animal Morphology
	Epigenetic Determination of Modifications of Existing Phenotypes
	Evolution of Body Size in Manduca sexta
	The Growth Rate
	Critical Weight
	PTTH Delay Time

	Evolution of Wings in Insects
	Neural Control of Developmental Pathways and Gene Regulatory Networks of Insect Wings
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Caste Developmental Polymorphisms in Insects
	Neo-Darwinian Explanation of the Caste-Specific Wing Developmental Polymorphism in P. megacephala
	Epigenetic Explanation of Caste-Specific Wing Developmental Polymorphism in P. megacephala

	Evolution of the Seasonal Diphenism in the Butterfly Bicyclus anynana
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Horns in Beetles
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Appendages and Tetrapod Limbs
	From Fish Fins to Tetrapod Limbs

	Evolution of Digits
	Role of the Nervous System in Limb Development
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Wings in Bats
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Blood Circulatory System
	Evolution of Air-Breathing and Surfactant System in Vertebrates
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Dentition in Vertebrates
	Role of the Nervous System in Tooth Development
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Sudden Evolution of Morphology in the Threespine Stickleback, Gasterosteus aculeatus
	Evolution of the Auditory System
	Evolution of Ears and Ultrasonic Echolocation in Insects
	Evolution of Ears in Vertebrates
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Eyes
	Evolution of Feathers
	Molecular Mechanism of Feather Development
	Successive Stages in Evolution of Feathers
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Sexual Dichromatism in Birds
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Life Histories
	Evolution of Sexual Reproduction and Alternation of Asexual and Sexual Modes of Reproduction
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Paedomorphosis in a Salamander Species
	Evolution of Viviparity
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Behavioral Characters in Insects
	Evolution of Flight in Insects
	Evolution of Avoidance Behavior in the Green Tree- and Red-Bellied Snakes
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of a New Ovulation Character in House Finches
	Evolution of the Circadian System in Blind Moles
	Neural Mechanisms of Metazoan Migration
	Light-Dependent Magnetic Orientation
	Trigeminal System of Geomagnetic Orientation

	Experimental Induction and Evolution of New Characters
	Rapid Evolution of Physiological Characters in Drosophila
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of Life History Characters in D. melanogaster
	References


	science_017
	14 Evolution by Loss
	Vestigialization of Metazoan Structures
	Vestigialization of Limbs in Squamates
	Simplification of the Brain and Morphology in Plethodontid Salamanders

	Loss of Animal Structures in Nature
	Loss of Wings in Insects
	Loss of Wings in Phasmids
	Loss of the Gasbladder in Fish
	Loss of Teeth in Birds
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Loss of Tetrapod Limbs
	Loss of Limbs in Amphibians and Reptiles
	Loss of Limbs in Snakes
	Loss of Forelimbs in Pythons

	Loss/Reduction of Limbs in Aquatic Mammals
	Neo-Darwinian Explanation of Loss of Limbs
	Epigenetic Explanation

	Loss of Lungs in Salamanders
	Loss of Eyes in the Mole Rat Spalax ehrenbergi

	Loss of Characters in Cave-Dwelling Animals
	Loss of Eyes in Astyanax fasciatus (mexicanus): Epigenetics of an Evolutionary Event
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Loss of Pigmentation in the Cavefish A. mexicanus

	Loss of the Male Conspicuous Coloration in Lizards
	Loss of Sexual Dichromatism in Birds
	Loss of Stages in Complex Life Cycles in Insects
	Loss of Adult Stage of Development—Paedomorphosis in Insects

	Loss of Terrestrial Mature Stage in Amphibians—Paedomorphosis
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Loss of Physiological Characters in Drosophila melanogaster
	Loss of Resistance to Environmental Stressors in D. melanogaster

	Loss of Behaviors
	Loss of the Acoustic Startle Response in Moths Endemic to Bat-Free Habitats

	References


	science_018
	15 Evolution by Reverting to Ancestral Characters
	Evolutionary Reversions: The Course of Evolution Is Not Unidirectional
	Atavisms: Ancestral Developmental Pathways May Be Conserved and Reactivated
	Neo-Darwinian Explanation of Atavisms
	Epigenetic Explanation of Atavisms

	Evolutionary Reversions in Nature
	Reversion of Shell Coiling in Gastropods
	Reversion of Cartilaginous Skeleton in Fish
	Reversion of the Hydrodynamic Body Shape in Marine Mammals
	Reversion of Wings in Stick Insects
	Reversion of Mandible in a Collembolan Insect
	Reversion of Eyes in Ostracods
	Reversion of Limbs in Snakes
	Reappearance of Musculus IFE in the Bowerbird Loria loriae and the New Zealand Thrush, Turnagra capensis
	Reversion of an Ancestral Digit in Guinea Pigs
	Evolutionary Reversion of Life Histories

	Evolutionary Reversions in Experiments
	Experimental Reversion of Teeth in Birds
	Neo-Darwinian Explanation
	Epigenetic Explanation
	Reversion of Ancestral Genetic Systems in Insects

	Reversion of Life History Characters
	Reversion of Ancestral Modes of Development in Gastropods
	Reversion of Direct and Biphasic Development in Plethodontid Salamanders
	Neo-Darwinian Explanation
	Epigenetic Explanation
	Reversion of Ancestral Reproductive Modes in Vertebrates
	Reversion to Ancestral Oviparity in Sharks and Rays
	Reversion of Viviparity in Reptiles
	Re-Evolution of Oviparity in Bovides
	Reversion of Arboreal Carabides to the Ground-Dwelling Habitat

	Experimental Reversion of Ancestral Characters
	Experimental Reversion of Ancestral Characters in Drosophila
	Neo-Darwinian Explanation
	Epigenetic Explanation
	Experimental Reversion of “Hip Glands” in Voles
	Neo-Darwinian Explanation
	Epigenetic Explanation
	Reversion of Sexuality in Parthenogenetic Lizards
	Modified Ancestral Structures Reappear Stepwise

	References


	science_019
	16 Neural Crest–Determined Evolutionary Novelties
	Neural Crest–Determined Evolution in Vertebrates
	Origin of the Neural Crest
	Development of the Neural Crest
	Migration of Neural Crest Cells to Target Sites
	The Source of Epigenetic Information of Neural Crest Cells
	Neural Crest and Vertebrate Morphogenesis

	Neural Crest–Determined Evolutionary Novelties in Vertebrates
	The Vertebrate Head
	Evolution of the Vertebrate Jaw
	Paleontological Evidence of the Evolution of the Middle Ear Ossicles
	Ontogeny of the Middle Ear Ossicles
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Neural Crest in Evolution of Dentition in Vertebrates
	An Evolutionary Event in Darwin’s Finches
	The Role of the Neural Crest in Beak Development
	Neo-Darwinian Explanation of Beak Evolution in Darwin’s Finches
	Epigenetic Explanation of Evolution of Beak in Darwin’s Finches

	Evolution of the Adult Pigment Patterns in Danio Fish
	Evolution of the Cardiac Tract Outflow
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Evolution of the Forebrain Vasculature
	Neo-Darwinian Explanation
	Epigenetic Explanation

	Neural Crest–Determined Development of Feathers in Bird’s Head

	References


	science_020
	17 Evolutionary Convergences: The Trend Toward Sameness in Metazoan Evolution
	Predictability in Metazoan Evolution: Evolutionary Sameness
	Evolutionary Convergences in the Animal Kingdom
	Convergent Evolution of Eyes
	Convergence of Electrical Organs and Electroreception in Fish
	Evolutionary Convergences of the Nervous System
	Convergence of Cerebellum-Like Structures
	Convergence of Ear Asymmetry in Owls
	Convergence of the Ballistic Tongue
	Convergence of Plumage Patterns in Orioles
	Convergence of the Tribosphenic Molar Teeth
	Multifaceted Convergence in Tunas and Lamnid Sharks
	Convergence to a Common Mode of Reproduction in Frogs
	Convergence of Overall Body Form in Aquatic Mammals and the Reptilian Ichthyosaurus
	Convergence of Placental Mammals and Australian Marsupials
	Paleontological Evidence for Convergence
	Neo-Darwinian Explanation of Convergent Evolution
	Epigenetic Explanation of Evolutionary Convergences
	References


	science_021
	18 Species and Allopatric Speciation
	The Concept of Species
	The Neo-Darwinian Theory and the Problem of Speciation
	Speciation Modes According to the Spatial Occurrence
	Allopatric Speciation
	Verification of Allopatric Models of Speciation
	The Basic Allopatric Model
	The Reinforcement Model
	Divergence-with-Gene-Flow Model

	Peripatric Speciation
	The Founder Effect Model
	The Bottleneck Model

	Ecological Speciation
	References


	science_022
	19 Epigenetics of Sympatric Speciation—Speciation as a Mechanism of Evolution
	Recognition of the Reality of Sympatric Speciation
	Sympatric Speciation: No Changes in Genes Are Involved
	Natural Selection and Sexual Selection in Sympatric Speciation
	Neurocognitive Populational Breakup
	Reproductive Isolation via Mate Choice
	Evolution of Mating Preferences
	Fisher’s Runaway Hypothesis
	The “Good Gene” Hypothesis
	Sensory Exploitation Hypothesis

	Neurocognitive Mechanisms of Sympatric Reproductive Isolation
	Evolution of Receiver Biases
	Evolution of Sender’s Signaling
	Mate Recognition System

	Neurocognitive Mechanism of Reproductive IsolationVisual-Cognitive Mechanism of Reproductive Isolation
	Neural Reception of Visual Signaling
	Neural Reception and Processing of Bioluminescent Signals

	Olfactory-Cognitive Mechanism of Reproductive Isolation
	Neural Reception and Processing of Olfactory Signals

	Olfactorily Determined Reproductive Isolation in Sympatry
	Auditory-Cognitive Reproductive Isolation
	Neural Reception and Processing of Acoustic Signals
	The Song Circuit in the Brain of Birds

	Acoustically Determined Reproductive Isolation in Sympatry
	Electrocognitive Mechanism of Reproductive Isolation
	Electrogenesis in Fish
	The Structure of the System of Electroreception in Fish

	Electrosensory Communication in Social and Reproductive Behavior
	Evolution of Electrosignals, Electrocognitive Isolation of Populations, and Sympatric Speciation in Fish
	Neo-Darwinian Explanation of Sympatric Reproductive Isolation and Speciation of Brienomyrus spp.
	Epigenetic Explanation of Sympatric Reproductive Isolation and Speciation of Brienomyrus spp.

	Brain, Behavior, and Evolution
	Behavioral Drive or Brain Size–Environmental Change Hypothesis
	Neo-Darwinian Explanation of the Correlation Between the Brain Size and Evolutionary Rates
	Epigenetic Explanation of the Correlation Between the Brain Size and Evolutionary Rates

	Neurocognitive Sympatric Speciation
	Neurocognitive Basis of Sympatric Speciation
	Neurocognitive Sympatric Speciation in Nature
	Neurocognitive Sympatric Speciation in Insects
	Sexual Neurocognitive Sympatric Speciation
	Nonsexual Neurocognitive (Host Plant Shifting) Sympatric Speciation

	Neo-Darwinian Explanation of Sympatric Speciation by Host Plant Shifting
	Epigenetic Explanation of Sympatric Speciation by Host Plant Shifting

	Neurocognitive Sympatric Speciation in Fish
	Neurocognitive Sympatric Speciation in Salamanders
	Neurocognitive Sympatric Speciation in Birds
	Despeciation or Fusion of Species
	References





