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To my parents to whom I owe everything
and to all people who love nature, life and science.



Absence of evidence is no evidence of absence.
An anonymous researcher

Nicht die Wahrheit, in deren Besitz irgend ein Mensch ist, oder zu seyn
vermeynet, sondern die aufrichtige Mühe, die er angewandt hat, hinter
die Wahrheit zu kommen, macht den Wert des Menschen. Denn nicht durch
den Besitz, sondern durch die Nachforschung der Wahrheit erweitern sich seine
Kräfte, worin allein seine immer wachsende Vollkommenheit besteht.
Der Besitz macht ruhig, träge, stolz −

It is not the truth which a man possesses, or thinks he possesses, but the sincere
endeavour which he has used to come to truth, makes the worth of a man.
For not through the possession of truth, but through the search for it,
are those powers expanded in which alone his ever-growing perfection consists.
Possession makes restful, indolent, proud −

Gotthold Ephraim Lessing (Eine Duplik, 1778)
[Lessing 1883, English version from Rolleston 1889, pp. 200/201]



Preface

Half a century ago, Christian Junge, the founding ‘father’ of atmospheric chemistry
summarized the existing knowledge in his field of research. In 1960 Junge counted
only 75 research articles dealing with atmospheric chemistry and radioactivity.
Nowadays the publication rate and number of researchers in atmospheric chemistry
are orders of magnitude greater. Many major advances have been made since then.
For example in the early 1970s, the role of OH radicals in oxidizing gases, leading
to their removal from the atmosphere, was discovered. The necessary ingredients
to produce OH are ozone, water vapor, UV-B solar radiation. The catalytic role of
NO in producing ozone was also recognized at the beginning of the 1970’s. Until
then it was generally believed that tropospheric ozone was produced in the strato-
sphere and transported downwards into the troposphere. The feedstocks for the
creation of ozone are CO, CH4 and many biogenic gases. Both natural and anthro-
pogenic processes are responsible for their emissions. Although the main photo-
chemical chain reactions are reasonably well known, their quantification needs
much further research. They all are parts of the biogeochemical cycles of carbon,
nitrogen and sulfur. They can also play a role in climate, as does particulate matter,
which, contrary to the greenhouse gases (CO2, CH4), tends to cool the earth and
atmosphere.

In his book, Detlev Möller gives a thorough overview of the main chemical
processes that occur in the atmosphere, only a few of which have been mentioned
above. The novel title of this book “chemistry of the climate system” should direct
the attention of the reader to the fact that understanding atmospheric chemistry
is incomplete without considering interfacing neighboring reservoirs such as the
hydrosphere, the lithosphere and the biosphere.

An overview of the topics treated, is provided in the Introduction. It emphasizes
that drawing strong borderlines between disciplines makes no sense and this is also
valid for the various systems because they overlap and the most important proc-
esses can happen at their interfaces. Therefore, chemistry of the climate system
combines atmospheric with water, soil and biological chemistry. Another general
approach of this book lies in the incorporation of historical facts: despite the orders
of magnitude more publications each year nowadays than in past, we should not
forget that careful observations were made and serious conclusions drawn by many
of our scientific ancestors.

The text has its roots in a book written in German, entitled “Luft” and published
by DeGruyter in 2003. Although the text has been entirely rewritten and many
chapters have been replaced, the main emphasis on regarding the atmosphere as a
multiphase system is essentially unchanged. Moreover, by adding interfacial chemis-
try, the system is enlarged to a multireservoir system, encompassing the climate
system. At the end, however, is the central focus is chemistry. The author avoids
using the term environmental chemistry, emphasizing that substances having specific
physical and chemical properties can modify (chemical) systems in various direc-
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tions depending on the mixture and initial conditions. Specialists in physics, chemis-
try and biology as well its many subdisciplines need to understand what their disci-
plines can bring to the subject of climate system chemistry. This book is about
fundamental aspects of (chemical) climate change. But this book does not attempt
to review all of the research on this topic. At many sites in this book, “Further
Reading” is provided referring the reader to more specialized textbooks.

The book comprises three large fundamental chapters: Chemical evolution, phys-
ico-chemical fundamentals and substances and chemical reactions. Following the
Introduction, the chapter “Chemical Evolution” gives a brief history from the Big
Bang to the Anthropocene, the human influenced earth system. Detlev Möller de-
scribes the historical dimension in connecting the past with future developments.
Changing chemical air composition is based on three pillars: land use change, burn-
ing of fossil fuels and agricultural fertilizing, all caused by the rising global popula-
tion. The resulting air chemical “episodes” (acid rain, ozone, particulate matter)
are fairly well understood and end-of-pipe technologies to control air pollution
have been introduced. The remaining future challenge, limiting global warming
through reduced emission of CO2, however can be achieved only by moving the
anthroposphere into a solar era, as suggested in chapter 2.8.4. Hence, Möller de-
fines global sustainable chemistry as a coupling biogeochemical cycles with anthro-
pogenic matter cycles, almost importantly CO2 cycling.

Chapter 4 briefly overviews the physical and chemical principles of transporting
and transforming substances in natural reservoirs, again with an emphasis on multi-
phase and interfacial processes. The texts on chemical reactions, multiphase proc-
esses, atmospheric removal and characteristic timescales are well written and easy
to read even for non-chemists. The third main chapter treats “Substances and
Chemical Reactions in the Climate System” according to the elements and their
compounds depending on the conditions of reactions and whether the substance
exists in the gaseous or condensed phase. The structure is adapted from “classical”,
substance oriented textbooks in chemistry: hydrogen, oxygen, nitrogen, sulfur,
phosphorous, carbon and halogens. Many excellent figures summarize chemical
pathways under different natural conditions and make it easy to understand com-
plex chemical processes.

Different appendixes provide useful information on abbreviations, quantities,
units and the earth geological time-scale. The respect brought to the history of
science is fulfilled by a nice biography including some not so well-known scientists.

All together, this well written and useful book fills a gap in the attempt to provide
books written from the perspective of a particular discipline (chemistry) on an
interdisciplinary subject (the climate system) for readers and scientists from differ-
ent disciplines to learn (or teach) some chemistry outside of the laboratory retort
or industrial vessel.

Paul Crutzen
Nobel prize in Chemistry 1995



Prologue

10 years ago the publishing house de Gruyter asked me to write a book titled
“Luft” (Air), which was published in 2003. Paul Crutzen said that it was written
in the wrong language. It was written in German, my mother tongue. I percieved
it as a compliment that they wanted me to reach more international readers. My
first thank goes to de Gruyter, who offered me the opportunity to write another
book on air in English about 3 years ago. The German book “Air” belongs to a
planned series on water, air and soil (last one is not written yet) which means that
there were certain restrictions and wishes by the editor. But for this new book I
had absolute freedom to choose my own content; therefore I would like to express
a further thank to de Gruyter. The only wish from the editor was that this book
should contribute to the discussion on climate change.

This new book is not a (revised) translation of “Air” − I have only used a few
fundamental issues such as physico-chemistry and basic air chemistry, which now
is permanent knowledge of any textbook. I am a chemist; my original background
is physical chemistry but since 35 years I deal with air chemistry (and air pollution
studies). Chemistry is the science of matter and matter distributes and cycles
through nature.

The climate system is a part and the atmosphere another part of this. The earth’s
climate system provides a habitable zone. I agree with scientists who argue that
human beings as a part of nature have altered the “natural system” to such an
extent that we are now unable to reverse the present system back to a preindustrial
or even prehuman state. But the key question nowadays is how to maintain the
function of our climate system so that sustainable survival of humans is possible.
We can state that humans have become a global force in the chemical evolution
with respects to climate change by interrupting naturally evolved biogeochemical
cycles. But humans also have all the facilities to turn the “chemical revolution” into
a sustainable chemical evolution.

Understanding on how the climate system works is provided by the natural scien-
ces (physics, chemistry and biology). This book focuses on the chemistry of the
climate system. But differentiating precisely between physics and chemistry makes
absolutely no sense when trying to understand the climate system. However, with-
out understanding biological laws − and we can probably include social laws here
as well considering that the biosphere has long ago been transformed into the
noosphere − we will neither understand climate change nor find solutions for cli-
mate control. Maybe this book will provoke people by bridging a state-of-the-art
textbook knowledge with ideas or opinions beyond “pure” chemistry. Without a
paradigm change within the next 2−3 decades (for example carbon dioxide cycling)
we will have little chance of climate control.

My knowledge is limited; therefore specialists will find gaps and missing things
in my book. A few weeks ago I visited a lecture by Professor Norimichi Takenaka
(Japan), who studied the decomposition of ammonium nitrite in drying dew drop-
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lets with the formation of N2 − a disproportioning and fascinating pathway for
atmospheric NH3 and NOx. Unfortunately, I did not know about this reaction,
even though is was already known in the 19th century, and it is an exact key example
for interfacial chemistry, which is one focus of my book and my special interest in
the last few years after studying multiphase chemistry for many years. I believe that
interfaces (or heterogeneous systems in other terms) in certain natural places pro-
vide special conditions for chemical reactions and therefore result in a turnover of
matter. Our knowledge about what happens in atmospheric multiphase chemistry,
despite much progress within the last two decades, is still limited (I hope that some
is summarized in this book). But interfacial chemistry may be more important (and
almost more interesting) for controlling the climate system at the interface along
the atmosphere and earth surface, including natural waters, soils, plants, microor-
ganism and others.

Special thanks go to Professor Volker A. Mohnen, to whom I owe important
scientific stimulation over the last 20 years, including the impulse to write this book.

Finally I would like to thank my coworkers who accepted that I was not in the
institute a lot throughout the last two years (and who kept the business going); I
wrote this book in my office at my home in Berlin (day and night, weekday and
weekend: my special thank goes to my wife Ursula and my family), surrounded by
hundreds of books on chemistry (but also on history, physics and biology) of the
climate system from the last 200 years (and a few older ones). This book is the first
book to be titled “Chemistry of the Climate System” to my knowledge and I hope
− no, I am sure that it is not going to be the last one. It stands between “special”
and “generic”; it is partly like a textbook and a monograph (and it may even appear
to be an ecopamphlet). Hence, this book is recommended to anybody who likes
nature and chemistry or anyone who wants to learn more about climate system
chemistry.

Berlin and Cottbus, November 2010 Detlev Möller



List of principal symbols

a albedo, radius of particles
a acceleration
a surface of particles
ads adsorption (index)
ap apparent (index)
aq aqueous (index)
Acy acidity
α dissociation degree
α Bunsen absorption coefficient
α mass accommodation process
β Ostwald ’s solubility
Cp molar heat capacity at

constant pressure
CV molar heat capacity at

constant volume
c concentration
c velocity of light
cN number concentration
chem chemical conversion (index)
coll collision (index)
D diffusion coefficient
d diameter
d diffusion (index), see also diff
des desorption (index)
diff diffusion (index)
dry dry deposition (index)
E energy
E radiant flux, irradiance
E electrical potential
EA activation energy
e molecular electric charge
ε emission of light
ε general physical quantity
ε fraction (0 … 1) of scavenged

(washout) aerosol particles in
air

eff effective (index)
F flux
F molar free energy (Helmholtz

energy)

F Faraday constant
f force
f free energy (Helmholtz energy)
G molar free enthalpy

(Gibbs energy)
g gravity constant
g gaseous (index)
g free enthalpy (Gibbs energy)
Γ transport coefficient
Γs surface excess
γ surface tension
γ uptake coefficient
H Henry coefficient
H molar enthalpy
H0 Hammet function
h Planck’s constant
h (reference) height
het heterogeneous (index)
I electric current
i specific component or particle

(index)
J emittance
j photolysis rate
K equilibrium constant
Kf cryoscopic constant
Kn Knudsen number
Kz turbulent vertical diffusion

coefficient
k Boltzmann constant
k reaction rate constant
kg mass transfer coefficient
κ coefficient for absorption (a)

or scattering (s)
κ von Kármán constant
L radiance
l mean-free path
LWC liquid water content
λ wave length
λ scavenging coefficient
M mole mass



XII List of principal symbols

M third body
m mass
m molality
mm mass of molecule
µ chemical potential
N number (of objects or

subjects)
NA Avogadro constant
N(r) cumulative number size

distribution
n mole number
n0 Loschmidt constant
n(r) differential number size

distribution
η number density
η dynamic viscosity
0 zero – reference concerns time

or distance (index)
2 index for standard conditions
ν frequency
ν kinematic viscosity
Ω steariant
P radiant power
p pressure
p area
p particulate (index)
q square (surface)
Φ quantum yield
ϕ azimuth angle
ϕ fluidity
R rate
R precipitation amount
R gas constant
r rainfall rate
r correlation coefficient
r resistance
ra aerodynamic resistance
rb quasi-laminar resistance
rc surface resistance
rem removal (index)
rev reversible (index)

rxn reactive or reaction (index)
RH relative humidity
ρ density
ρm mass density
S salinity
S molar entropy
S actinic flux
S total particle surface per

volume of air
S0 solar constant
Sc Schmidt number
sol solution or dissolved (index)
S saturation ratio
σ Stefan-Boltzmann constant
σ absorption cross section
T temperature
t time
τ residence time
τ shear stress
τc characteristic time
τt turnover time
θ solar zenith angle
θ surface coverage degree (0 … 1)
U molar inner energy
u wind speed
u* friction velocity
V volume
Vm molar volume
υ velocity
υd dry deposition velocity
W (molar) work
wet wet deposition (index)
Q (molar) heat
x mixing ratio
x displacement (horizontal)
y displacement (horizontal)
z displacement (vertical)
z collision number
z number of elementary charges
z0 roughness length of the

surface
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1 Introduction

Out of the recognized complexity of nature arose the three basic sciences; physics,
chemistry and biology. Further progress in the understanding of natural processes
created numerous sub-disciplines and cross-disciplines, termed with a variety of
prefixes and combinations, often creating misunderstandings unless careful defini-
tions are used. In order to overcome disciplinary borders, a new super-science was
established, earth system science, to study the earth as a system, with an emphasis
on observing, understanding and predicting global environmental changes involv-
ing interactions between land, atmosphere, water, ice, biosphere, societies, technolo-
gies and economies. We will define the climate system to be a part of the earth
system, with emphasis on the atmosphere but involving interactions between land,
atmosphere, water, ice, biosphere, societies etc. Hence, “Chemistry of the Climate
System” is neither simply air nor environmental chemistry. Humans − by decou-
pling their life cycle from natural conditions − have altered “natural” biogeochemi-
cal cycles. The Russian geochemist Vladimir Ivanovich Vernadsky understood by
noosphere (called the anthroposphere by Paul Crutzen) a new dimension of the bio-
sphere, developing under the evolutionary influence of humans on natural processes
(Vernadsky 1926). This Introduction has two aims; first, to note the importance of
definitions (further definitions will be given at many other parts of this book), and
second, to demonstrate respect for our scientific ancestors (further historical re-
marks are given at many parts of this book).

Antoine Lavoisier, who revolutionized the science of chemistry in the eighteenth
century and replaced the mythical “phlogiston” with the term (and concept) of
oxygen, clearly understood the importance of accurate definitions. In his words:
“We cannot improve the language of any science without at the same time improv-
ing the science itself; nor can we, on the other hand, improve a science without
improving the language or nomenclature” (Lavoisier 1798). Imre Lakatos (1981)
wrote: “Philosophy of science without history is empty; history of science without
philosophy is blind”.

1.1 Air and atmosphere − a multiphase and
multi-component system

The typical dictionary definition of atmosphere is “the mixture of gases surround-
ing the earth and other planets” or “the whole mass of an aeriform fluid surround-
ing the earth”. The terms air and atmosphere are widely used as synonyms. The
word “air” derives from Greek ��ρ and Latin aer or ær. The term “atmosphere”,
however, originated from the Greek ατμ�σ (Z vapor) and σ	αιρα (Z sphere), and
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was not regularly used before the beginning of the nineteenth century. The Dutch
astronomer and mathematician Willebrord van Roijen Snell translated the term
“damphooghde” into Latin “atmosphæra” in 1608. Otto von Guericke, who invented
the air pump and worked on his famous experiments concerning the physics of the
air in the 1650s, used the term “ærea sphæra” (Guericke 1672). In addition, in the
nineteenth century the term “Air Ocean” was also used, in analogy to the sea.

It makes even more sense to define the atmosphere as being the reservoir (space)
surrounding our (and any) planet, and air to be the mixture of substances filling
the atmospheric space. With this in mind, the term air chemistry is more adequate
than atmospheric chemistry. From a chemical point of view it is possible to say that
air is the substrate with which the atmosphere is filled. This is in analogy to the
hydrosphere where water is the substance (Chapter 2.5). Furthermore, air is an at-
mospheric suspension containing different gaseous, liquid (water droplets) and solid
(dust particles) substances and therefore it provides a multiphase and multi-compo-
nent chemical system. Solar radiation is the sole primary driving force in creating
gradients in pressure, temperature and concentration which result in transport,
phase transfer and chemical processes (Fig. 1.1).

The physical and chemical status of the atmosphere is called climate (see Chap-
ter 3.2 for details). Considering that the incoming solar radiation shows no trend
over several hundred years, and accepting that natural biogenic and geogenic proc-
esses vary but also do not show trends on these time scales, it is only mankind’s
influence on land use and emissions into the atmosphere that changes air chemical
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Fig. 1.1 Scheme of the physico-chemical interactions between the atmosphere, biosphere
and anthroposphere (the Climate System).
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composition, and thus the climate. Human activities have an influence on natural
processes (biological, such as plant growth and diversity, and physical, such as
radiation budget), resulting in a cascade of consequent physical and chemical devel-
opments (feedback).

Without discussing in any detail the biological and physical processes within the
climate system in this book, the chemical composition of the atmosphere and its
variation in time and space, as well as its trends, is essential for an understanding
of climate change. Atmospheric substances with their physical and chemical proper-
ties will have many effects in the climate system; we list the most important among
them here together with impacts (there are many more impacts, parallel and syner-
gistic effects):

− Formation of cloud condensation nuclei (CCN) and subsequent cloud droplets:
hydrological cycle,

− being “greenhouse” gases (GHG): radiative interaction (warming the atmos-
phere),

− being ozone-depleting substances (ODS): radiative interaction (increasing UV
radiation penetration into the lower troposphere),

− formation of atmospheric aerosol: radiative interaction (cooling the atmos-
phere),

− oxidation capacity: lifetime of pollutants,
− acidity: chemical weathering,
− toxicity: poisoning the environment (affecting life functions),
− nutrition: bioavailability of compounds essential for life.

We see that the climate system has physical and chemical components, interacting
and (at least partly) determining each other. Physical quantities in the climate sys-
tem show strong influences on chemical processes:

− temperature and pressure: reactions rate and (chemical and phase) equilibria,
− radiation (wavelength and intensity): photochemistry,
− motion: fluxes of matter (bringing substance together for chemical reactions).

Table 1.1 shows the present composition of our air. It shows that the concentration
range from the main constituents to the trace species covers more than 10 orders
of magnitude. Each component in air has a “function” in the climate system and
in biogeochemical cycling (see Chapter 2).

Changes in the chemical composition of air caused by humans are termed air
pollution. The terms air pollution and pollutant need some comments. To start with,
the term pollutant should be used only for man-made (anthropogenic) emitted sub-
stances, despite the fact that most of them are also of natural origin. Air pollution
represents a deviation from a natural chemical composition of air (providing a
reference level) at a given site. Depending on the residence time of the pollutant,
we can characterize the scale of pollution from local via regional to global. Air
pollution nowadays is a global phenomenon because long-lived pollutants can be
found to be increasing at any site of the globe. Remote air just means that the site
is located far away from the sources of emissions and, consequently, this air has
lower concentrations of short-lived (reactive) substances compared with sites close
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Table 1.1 Composition of the dry remote atmosphere (global mean concentrations); note
that the concentration of water vapor in air is highly variable from less than 0.5 % in saturated
polar continental air to more than 3 % in saturated (i. e. 100 % humidity) tropical air (see
also Fig. 2.37).

substance formula mixing ratio (in ppm) comment

nitrogen N2 780 830a constant
oxygen O2 209 451a constant
argon Ar 9 339a constant
carbon dioxide CO2 380 increasing
neon Ne 18.18 constant
helium He 5.24 constant
methane CH4 1.73 increasing
krypton Kr 1.14 constant
hydrogen H2 0.5 constant
dinitrogen monoxid N2O 0.32 increasing
carbon monoxid CO 0.120 increasing
xenon Xe 0.087 constant
ozone O3 0.03 variable
particulate matter − 0.01d variable
carbonyl sulfide COS 0.00066 increasing
nitric acidb HNO3 ≤ 0.001 variable
radicalsc − < 0.00001 highly variable
hydroxyl radical OH 0.0000003 highly variable
a related to the “clean” atmosphere O2 + N2 + Ar + CO2 (Z 100 %)
b and many other trace substances (NH3, NOx, HCl, NMVOC, H2O2, DMS, CFC’s et. al.)
c e. g. HO2, NO3, Cl
d corresponds to 10−20 µg m−3

to sources of pollutants. Although polluted air is human-influenced air, clean air is
not synonymous with natural air. The natural atmosphere no longer exists; it was
the chemical composition of air without man-made influences. However, this defini-
tion is also not exact because humans are part of nature. In nature situations may
occur, such as volcanic eruptions, sand storms and biomass burning, where the air
is being “polluted” (rendered unwholesome by contaminants) or in other words,
concentrations of substances of natural origin are increased. Therefore, the reference
state of natural air is a climatological figure where a mean value with its variation
must be considered. The term clean air is also used politically in air pollution
control as a target, i. e., to make our air cleaner (or less polluted) in the sense of
pollutant abatement. A clean atmosphere is a political target, it represents an air
chemical composition (defined in time and scale) which should permit sustainable
development. The largest difficulty, however, lies in the definition of what sustain-
able means. This term comprises the whole range of categories from simple scien-
tific questions (for example, impact threshold) to political decisions (global eco-
management) and also to philosophical questions (for example, what human life
needs).

Therefore, air pollution in terms of the changing chemical composition of the
atmosphere must be identified through a problem, not simply by measured concen-
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trations. The problem lies between “dangerous” and “acceptable” climate impact,
a definition that is beyond the direct role of the scientific community despite the
fact that scientists have many ideas about it (Schneider 2006).

Doubtless the air of settlements and towns was extremely polluted in the past.
Heavy metals have been found in Greenland ice cores dating back to the Roman
Empire; thus demonstrating that metallurgical operations of immense volume took
place in that era. The modern quality of air pollution, since the Industrial Revolu-
tion of the nineteenth century, is best characterized by a continuous worldwide
increase in emissions as the era of fossil fuel combustion began (see Chapter 2.8).
In the last 150 years, serious air pollution problems (see Chapter 1.3.4) have been
described, analyzed and solved (to an extent, by end-of-pipe technologies), such as
soot, dust and smoke plagues, winter and summer smog and acid rain. The chemi-
cals (or emitted compounds) behind these phenomena are soot, sulfur dioxide
(SO2), nitrogen oxides (NOx) and volatile organic compounds (VOC) − all short-
lived species, but because of global use of fossil fuels, the pollution problem is
distributed globally. Some air pollution problems connected with long-lived com-
pounds − now in terms of persistent compounds, such as agricultural chemicals
(food chain accumulation) and halogenated organic compounds (ozone layer de-
struction) − have been solved by legislation banning their use. Unfortunately some
long-lived emitted compounds, the so-called “greenhouse” gases, have increased
significantly in global mean concentration (Table 1.2).

Ozone is not among long-lived species but globally it is a secondary product
from methane oxidation (see Chapter 5.3.2.2). CH4 and N2O (mainly byproducts
of agriculture) as well as CO2 (a byproduct of fossil fuel combustion) are coupled
with the two columns of human existence; food and energy. There is no doubt
that the CO2 problem can be solved only through sustainable technology change
(Chapter 2.8.4). It should be noted that these three pollutants (CO2, CH4 and
N2O), even with much higher atmospheric concentrations, are harmless for life
(they are in fact key substances in biogeochemical cycles, see Chapter 2.4.3), but
there is also no doubt that these three substances contribute to about 90 % of global
warming. Beside, N2O acts as an ozone-depleting substance in the stratosphere and
CH4 contributes to O3 formation in the troposphere and is probably responsible
for up to 80 % of the global O3 increase. Future air pollution control is synonymous
with climate control and must be focused on CO2, CH4 and N2O.

Let us now return to the atmosphere as a multiphase system. While gases and
particles (from molecules via molecular clusters to nano- and micro-particles) are
always present in the air, although with changing concentrations, condensed water

Table 1.2 Increase of some climate relevant gases in air (in ppb).

substance 1850 present increase increase
(2008) (in ppb) (in %)

carbon dioxide CO2 300 000 383 000 83 000 28
methane CH4 700 1 700 1 000 143
dinitrogen monoxide N2O 300 320 20 7
ozone O3 10 20 10 100
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(hydrometeors) is occasionally present in air, depending on the presence of so-called
cloud condensation nuclei (CCN) and water vapor supersaturation at the site of
fog and cloud formation. With the formation, transportation and evaporation of
clouds, huge amounts of atmospheric energy are transferred. This results in chang-
ing radiation transfer and thus “makes” the weather, and, on a long-term scale, the
climate. Furthermore, clouds provide an effective “chemical reactor” and transport
medium and cause redistribution of trace species after evaporation. When precipi-
tating, clouds remove trace substances from the air (we term it wet deposition) to
the earth’s surface. As a consequence, beside the continuous process of dry deposi-
tion, clouds may occasionally lead to large inputs of trace substances into ecosys-
tems. The amount of condensed water in clouds and fog is very small, with around
1 g per m−3 air or, in the dimensionless term, liquid water content 1 $ 10−6 (identical
with 1 ppb). Thus 99.99 % or more of total atmospheric water remains in the gas-
eous phase of an air parcel. Hydrometeors may be solid (ice crystals in different
shapes and forms) or liquid (droplets ranging from a few µm up to some tens of
µm). We distinguish the phenomenon of hydrometeors into clouds, fog and precipi-
tation (rain, drizzle, snow, hail etc.). This atmospheric water is always a chemical
aqueous solution where the concentration of dissolved trace matter (related to the
bulk quantity of water) is up to several orders of magnitude higher than in the
gaseous state of air. This analytical fact is the simple explanation why collection
and chemical analysis of hydrometeors began much earlier than gas-phase measure-
ments.

Due to permanent motion, namely advection and turbulent diffusion, having
stochastic characteristics on different time and spatial scales, it is extremely compli-
cated to model chemistry and transport (so-called chemistry-transport models,
CTM, which are also a basis for climate modeling) in space and time. At the earth-
air interface, exchange of matter occurs, emission as well as deposition.

1.2 Chemistry and environmental research

In understanding the meaning of chemistry of the climate system (the chemical
climate system), we have to discuss these terms further. It seems likely that in the
past, as in the present, difficulties of language gave rise to many of the misconcep-
tions upon which alchemical practice was based and later environmental studies
were carried out. In early chemistry, it was the practice to give names to substances
before their precise chemical nature had been ascertained. In modern environmental
research, it seems similarly common to define disciplines before the complexity
of nature has been approximately understood. In this way, many of the so-called
environmental disciplines tended not to see the wood for the trees, but to become
lost within the details (even though it is important to study them) without seeing
how the system functions. A “classical” example may be the enlargement of our
view from ecosystem to earth system research. The existing sciences to study and
to understand nature were physics, chemistry and biology − no more. The system
of sciences is pyramidal. To understand just the physics of the systems, chemistry
and biology is not needed, but to describe the chemistry of a system we also need



1.2 Chemistry and environmental research 7

physics (physicochemistry) and to gain insights in biology we cannot exclude phys-
ics and chemistry (biophysics and biochemistry).

However, it makes sense to establish scientific disciplines and sub-disciplines sim-
ply to limit the area of interest (the discipline itself). Complications arise by estab-
lishing separate languages and causing misunderstandings among scientists from
different disciplines. “To look for definitions, to separate physics and chemistry
fundamentally is impossible because they deal with the very same task, the insight
into matter,” the German chemist Jean D’Ans (1881−1969) wrote in the preface to
his Einführung in die allgemeine und anorganische Chemie (Berlin 1948).

In the Encyclopedia Britannica published in Edinburgh in 1771 (shortly before
the discovery of the chemical composition of air) chemistry is defined as “to sepa-
rate the different substances that enter into the composition of bodies [analytical
chemistry in modern terms]; to examine each of them apart; to discover their prop-
erties and relations [physical chemistry in modern terms]; to decompose those very
substances, if possible; to compare them together, and combine them with others;
to reunite them again into one body, so as to reproduce the original compound
with all its properties; or even to produce new compounds that never existed among
the works of nature, from mixtures of other matters differently combined [synthesis
chemistry in modern terms]”. Julius Adolf Stöckhardt wrote in his textbook, The
Principles of Chemistry: “Wherever we look upon our earth, chemical action [a
better translation from the original German is “chemical processes”] is seen taking
place, on the land, in the air, or in the depths of the sea” (English translation,
Cambridge 1850, p. 4). Thus chemistry is a priori the science of mineral, animal
and vegetable matter (cf. also Chapter 2.1.2.1).

Basically there is no need to prefix the sciences (environmental, ecological, geo-,
air, hydro-, etc.). “Other” sciences such as geology and meteorology, for example,
can be reduced to the natural sciences. It is worth noting the language roots of
“geo” and “meteor”. In Greek, γ� (ge) means earth, land and ground (poetically
γα�α (gaia))1. In the composition of words, Greek γα (gea), γης (ges), γην (gen)
and γεω (geo) occur. Already before the year 600 B.C., the Greek word μετωρ�ς
(metéoros) was in use, meaning “a thing in the air, altitude or above ground”2.
Until the end of the eighteenth century, μετωρ�ς denoted all celestial phenomena;
aqueous, vaporous, solid and light. Aristotle’s Meteorologia (see Chapter 1.3.1) is a
book on natural philosophy (in modern terms: earth science). Hence, in a more
narrow (historical) sense, geosciences (geology, geography, geochemistry, geophysics
etc.) deal with the subject of the solid earth (the geosphere). Geochemistry studies
the composition and alterations of the solid matter of the earth; geology is the
scientific study of the origin, history, and structure of the earth; geography studies
the earth and its features and the distribution of life on the earth, including human
life and the effects of human activity. Geography (which is an old discipline,
founded as a modern science by Humboldt) is thus the science of the earth’s surface

1 In Latin, the word for earth, land and ground is “tellūs” (in sense of the celestial body) and
“terra” (in sense of matter).
2 μετωρ�λ�για [metéorologia] means the “science of celestial, heavenly things” but also “vague
talk” and “philosophical shenanigans” (Benselers Greek−German School Dictionary (Griechisch-
Deutsches Schulwörterbuch, Leipzig and Berlin 1911).
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− the physical and human landscapes, the processes that affect them, how and why
they change over time, and how and why they vary spatially. In other words, geogra-
phy is an interfacial science between the solid and the gaseous earth (the atmos-
phere); indeed some geographers consider climatology to be a sub-discipline of
geography (and vice versa, some meteorologists do not include climatology in mete-
orology). Finally, the liquid earth (the hydrosphere) is the subject of hydrology3. It
is important to note that gaseous water (vapor) in the atmosphere is not considered
to be an object in hydrology, but liquid water in the atmosphere is. Logically we
now can state that the science of studying the “gaseous earth” (atmosphere) is
meteorology. Older (synonymous) terms for the science of the study of earth’s at-
mosphere are aerology and atmospherology. For example, meteorology has been
defined as the physics and chemistry of the atmosphere (Scharnow et al. 1965) but
also reduced to just the physics of the atmosphere (Liljequist and Cehak 1984).
Some definitions focus meteorology on weather processes and forecasting (which
surely was the beginning of that science). A satisfactory definition is “the study
dealing with the phenomena of the atmosphere, including physics, chemistry and
dynamics, extending to the effects of the atmosphere on the earth’s surface and the
oceans”. Hence meteorology is more than “only” the physics and chemistry of the
atmosphere. Nowadays the term “atmospheric sciences” is also used to summarize
all the sub-disciplines needed to explain atmospheric phenomena and processes. To
return to chemistry, (atmospheric) chemistry is just one of the sciences to under-
stand the (chemical) processes in the atmosphere (see below for definition of atmos-
pheric chemistry).

What we see is that all disciplines overlap. The original focus of geology as the
science of the (solid) earth, hydrology as the science of liquid water, and meteorol-
ogy as the science of the atmosphere, is still valid and should not be diffused, but
the modern study of earth sciences looks at the planet as a large, complex network
of physical, chemical, and biological interactions (Sammonds and Thompson
2007). This is known as a systems approach to the study of the earth. The systems
approach treats the earth as a combination of several subsystems, each of which
can be viewed individually or in concert with the others. These subsystems are the
geosphere, the atmosphere, the hydrosphere, and the biosphere.

As mentioned in the preface, this book will treat the chemistry of the climate
system according to the elements and its compounds depending from the conditions
of reactions and whether the substance exists in the gaseous or condensed (aqueous
and solid) phase. Not yet discussing how we should understand a climate system
(see Chapter 3.2), we will initially set it in a chain of subsystems:

● Cosmic system % solar system % earth system % climate system % sub-systems
(e. g. atmosphere).

3 In Greek ϋδωρ (idor) means originally rain water and generally water; it appears in composite
words as �δρ� (idro). This is the derivation of the prefix “hydro” (the pronunciation of Greek
letter ϋ and � is like “hy”). In Latin, water as a substance is “aqua”, but natural waters are referred
to as “unda”, derived from the Greek “hy-dor” (ϋδωρ); ϋδρα (Greek) and hydra (Latin) is the
many-headed water snake in Greek mythology. From Gothic “vato” and Old High German
“waz-ar”, are clearly seen the roots of English “water” and German “Wasser”.
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In other words, each system to be defined lies in another “mother” system, the
surrounding or environment where an exchange of energy and material is realized
via the interfaces. Consequently there is no fully closed system in our world.

As shown above, the climate system is a subsystem of the earth system. The
chemistry of the earth system − when not considering life − is geochemistry. The
term geochemistry, like many other scientific terms, has variable connotations. If
geochemistry means simply the chemical study of the earth or parts of the earth,
then geochemistry must be as old as chemistry itself, and dates from the attempts
of Babylonian and Egyptian metal-workers and potters to understand the nature
and properties of their materials (Tomkeiev 1944).

It is self-evident that biochemistry deals with chemical processes in organisms
and thus the chemical interaction between organisms occurs via geochemical proc-
esses; consequently, biogeochemistry is the chemistry of the climate system which
we have defined as that part of the earth system affecting life. Subdividing the
geogenic part of the climate system into “other” systems, we have the atmosphere,
hydrosphere, cryosphere, and lithosphere; thus atmospheric, aquatic and soil chem-
istry are the sub-disciplines of geochemistry.

Traditionally we also may subdivide the climate system into the atmosphere,
lakes and rivers, the oceans, the soils, minerals, and volcanoes, consisting of gases,
liquids and solids. Organisms − plants and animals − are distributed among these
compartments. Studying the chemistry of a natural system is done by chemical
quantitative analysis of the different matters. An uncountable number of analyses
are needed to gain a three-dimensional distribution of the concentration of specific
substances or, in other words, the chemical composition of the climate system. This
is the static approach to obtain an averaged chemical composition over a given
time period, depending on the lifetime of the substances; the climatological mean.
However, concentration changes occur with time because of transportation (mo-
tion) and transformation (chemical reactions). Hence a dynamic approach is needed
too. Chemical reactions can be studied − which means establishing the kinetics
and mechanisms − only in the laboratory under controlled (and hence replicable)
conditions in a large variety of so-called smog chambers. Many attempts to gain
kinetic data from field experiments have been unsuccessful because the number of
degrees of freedom in a natural system is always larger than the number of measur-
able parameters. Chemical climatology seeks to establish the four-dimensional con-
centration field in space and time. The timescale can show variations and trends.
Variations can be characterized stochastically and periodically.

We will define air (or atmospheric) chemistry as the discipline dealing with the
origin, distribution, transformation and deposition of gaseous, dissolved and solid
substances in air. This chain of matter provides the atmospheric part of the biogeo-
chemical cycles (see for example Schulze et al. 2001). A more general definition,
but one that is appealing as a wonderful phrase, is given by the German air chemist
Christian Junge: “Air chemistry is defined ... as the branch of atmospheric science
concerned with the constituents and chemical processes of the atmosphere ...”
(Junge 1963). In other words, air chemistry is the science concerned with the origin
and fate of the components in air. The origin of air constituents concerns all source
and formation processes, the chemicals of air itself, but also emissions by natural
and man-made processes into the atmosphere. The fate of air includes distribution



10 1 Introduction

(which is the main task of meteorology), chemical conversion, phase transfers and
partitioning (reservoir distribution) and deposition of species. Deposition is going
on via different mechanisms from gas, particulate and droplet phases to the earth’s
ground surface, including uptake by plants, animals and humans. Removal from
the atmosphere is the input of matter to another sphere (cf. Fig. 1.1).

The chemical composition of air depends on the natural and man-made sources
of the constituents (their distribution and source strength in time and space) as
well the physical (e. g. radiation, temperature, humidity, wind) and chemical condi-
tions (other trace species) which determine transportation and transformation.
Thus, atmospheric chemistry is not a pure chemistry and also includes other disci-
plines which are important for describing the interaction between atmosphere and
other surrounding reservoirs (biosphere, hydrosphere, etc.). Measurements of chem-
ical and physical parameters in air will always contain a “geographical” component,
i. e., the particularities of the locality. That is why the terms “chemical weather”
and “chemical climate” have been introduced. For example, diurnal variation of
the concentration of a substance may occur for different reasons. Therefore general
conclusions or transfer of results to other sites should be done with care. On the
other hand, it is a basic task in atmospheric chemistry not only to present local
results of chemical composition and its variation in time, but also to find general
relationships between pollutants and their behavior under different conditions.

The elemental chemical processes occurring in the atmospheric aqueous phase
are not different from those described by “water chemistry”, now often also termed
aquatic chemistry (e. g. Stumm and Morgan 1995, Sigg and Stumm 1996). However
aquatic chemistry deals with the composition of natural water and aqueous solu-
tions (or common water, to distinguish it from atmospheric water in the droplet
form). In air, the chemistry in droplets is permanent in interaction with the sur-
rounding gas phase chemistry. Hence the term multiphase chemistry reflects best
the processes in the air. Concerning the different phenomenology of atmospheric
waters, it is obvious to speak of rain, snow, fog, cloud and dew chemistry in the
sense of analyzing the chemical composition of the solution.

Analytical chemistry as a sub-discipline of chemistry has the broad mission of
understanding the composition of all matter. Much of early chemistry was analyti-
cal chemistry since the questions of which elements and chemicals are present in
the world around us and what is their fundamental nature are very much in the
realm of analytical chemistry. Before 1800, the German term for analytical chemis-
try was “Scheidekunst” (“separation craft”); in Dutch, chemistry is still generally
called “scheikunde”. Before developing reagents to identify substances by specific
reactions, simple knowledge about the features of the chemicals (odor, color, crys-
talline structure etc.) was used to “identify” substances. With Lavoisier’s modern
terminology of substances (1790) and his law of the conservation of mass, chemists
acquired the basis for chemical analysis (and synthesis). The German chemist Carl
Remigius Fresenius wrote the first textbook on analytical chemistry (1846) which is
still generally valid.

The term “atmospheric chemistry” appears to have been used for the first time
in German by Hans Cauer in 1949 (Cauer 1949a). It was soon used as the label for
a new discipline. The first monograph in the field of this new discipline was written
by Junge, entitled Air Chemistry and Radioactivity (New York and London 1963),
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soon after he had published a first long chapter entitled “Atmospheric Chemistry”
in a book in 1958 (Junge 1958). This clear term identifies a sub-discipline of chemis-
try and not meteorology or physics. The “discipline” was called “chemical meteor-
ology” before that time. However before the 1950s, chemical meteorology was
mainly looking for the relationship between condensation nuclei, its chemical com-
position and the formation of clouds and rain. That term is still in use as a subtitle
of the journal Tellus (Series B: Chemical and Physical Meteorology, started in 1982
when Tellus, created in 1949, was spilt into Series A and B) and for a professorship
at the University of Stockholm (Henning Rodhe held the chair from 1980 to 2008),
created in 1979 by Bert Bolin. Another term, “chemical climatology” came into use
with the famous book Air − The Beginning of a Chemical Climatology (London
1872) by Robert Angus Smith. At that time knowledge of chemical processes in air
was still rather limited, hence the book’s focus on the description of concentrations
of air species in time and space in analogy to physical parameters (“meteorological
elements” such as temperature, pressure, wind etc). Consequently meteorology has
often been defined as the physics and chemistry of the atmosphere. Despite some
ideas on chemical processes in air (see the next Chapter) at the beginning of the
nineteenth century, only the formation of ozone under strong UV light had been
roughly understood by the 1930s. Atmospheric chemistry as a scientific discipline
using laboratory, field and (later) modeling studies was vigorously developed after
identification of the Los Angeles smog at the beginning of the 1950s.

It was not before the 1970s that scientists recognized the occurrence of global
changes. It is worth mentioning that already in the Roman epoch, 2000 years ago,
mining and smelting of ores led to hemispheric distribution of heavy metals which
have been detected in Greenland ice cores. The rapid reduction of European forest
from more than 80 % cover 2000 years ago to about 25 % at present has surely had
a significant influence on air chemistry (due to emissions, deposition and climatic
changes), but is not something that can be quantified. Local pollution was order(s)
of magnitude higher in medieval cities than it is today, and consequently “urban
air chemistry” must have been quite different. Efforts at pollution control and legis-
lative measures have been applied since that time. Emission of chemically reactive
substances (SO2, NO, VOC) on a scale from local to regional began with the expo-
nential increase of fossil fuel use (coal after 1870 and oil after 1950).

Presently, after the successful introduction of end-of-pipe technologies for the
reduction of these substances, we are observing a drastic decrease of many trace
species in the air and subsequent changing of “chemistry” (in terms of acidity,
oxidation potential, deposition pattern) that often is not “linear” with the emission
change. For example, the number of days with excessive ozone concentration in
Germany fell practically to zero at the end of the 1990s, but a further increase of
annual means of ozone concentration is still observed at many sites. This suggests
that different processes determine ozone formation and distribution, since the
abatement strategy reduced only the short-lived so-called ozone precursors. It is
worth noting here that many chemical features such as acidity and redox potential
are quantified from budgets (acid − bases, oxidant − reductants). Hence the same
difference can be given by concentrations at a low level and vice versa. However,
low level or high level concentrations of individual substances may lead to other
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effects. The matter (in terms of physics and chemistry) of the climate system is
extremely complex.

With the focus of many disciplines in science and engineering on our environ-
ment, many new sub-disciplines have arisen, such as biometeorology, bioclimatol-
ogy, environmental chemistry, ecological chemistry, atmospheric environmental re-
search, environmental meteorology, environmental physics and so on. Atmospheric
chemistry is again subdivided into sub-sub-disciplines; tropospheric chemistry,
stratospheric chemistry, cloud chemistry, precipitation chemistry, particle chemistry,
polar chemistry, marine chemistry and so on. It is not the aim here to validate
the sense or non-sense of such sub-disciplines. Basic research is progressing with
individuals and in small groups on limited topics and hence with growing under-
standing (learning) and specialization results in establishing “scientific fields”.
There is no other way to proceed in fundamental science. However, the complexity
of the climate system (and even just of the atmosphere) calls for an inter-disciplin-
ary approach and we have learnt that, especially at the “interfaces” between biologi-
cal, physical, chemical and geological systems, crucial and key processes occur in
determining the function of the whole system. As a consequence, a chemist without
understanding of the fundamental physical processes in the atmosphere (and vice
versa) can only work on discrete research topics and will not be able to describe
the climate system.

1.3 A historical perspective of air, water and chemistry

Humans have always dealt with and been fascinated by the properties of our atmos-
phere. In ancient times, the motivation to observe the atmosphere was clearly the
driving force which increased the understanding of nature. Atmospheric (weather)
observations were closely associated with astronomy, and everything above the
earth’s surface was named “heaven” or “ether”. The weather phenomena − fog,
mist and clouds, precipitation (rain, snow, and hail) and dew − have been described
since Antiquity. A phenomenological understanding of the physical (but not the
chemical) processes associated with hydrometeors was complete only by the end
of the nineteenth century. Today the physics and chemistry in the aerosol-cloud-
precipitation chain are relatively well understood − also with relation to climate.
However, it seems that because of the huge complexity a mathematical description
of the processes (i. e., the parameterization of the chemistry and also for climate
modeling) is still under construction.

1.3.1 From Antiquity to the Renaissance: Before the discovery
of the composition of air

Before the sixth century B.C., air was identified as emptiness. Greek natural philos-
ophers assigned air and water beside earth and fire to the four elements (in Latin,
materia prima, primary matter). Thales of Miletus (624−546 B.C.) was the first
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person who is known to have tried to answer the question of how the universe
could possibly be conceived as made not simply “by gods and daemons”. He de-
fined water as a primary matter and regarded the earth as a disc within the endless
sea. Pythagoras (about 540−500 B.C.) was probably the first to suggest that the
earth was a sphere, but without explanation (only based on esthetic considerations).
Parmenides of Elea (about 540−480 B.C.), however, explained the spheroid earth
due to his observations of ships floating on the sea; he was a scholar of Xenophanes
from Kolophon (about 570−480 B.C.), the founder of Eleatic philosophy. Xeno-
phanes in turn was a student of Anaximander from Miletus (about 611−546 B.C.).
With Anaximander, a student of Thales, and Anaximenes (from Miletus, about
585−528 B.C.), the cycle of pre-Socratic philosophers is closed. Anaximenes as-
sumed − in contrast to Thales − that air is a primary element (root or primordial
matter) that can change its form according to density: diluted into fire, it may
condense to wind and, by further condensation, into water and finally into soil and
rocks. This was very likely the first “poetic” description of the idea that all material
on earth is subject to cycling, where “dilution” and “condensation” are the driving
processes. Empedocles of Acragas (495−435 B.C.) introduced the four elements;
earth, water, air and fire. The list was then extended by Aristotle (384−322 B.C.)
by a fifth one, the æther (explaining the heavenly, in Greek αιθρας). Thus, the first
to describe a number of weather phenomena and the water cycle was Aristotle in
his Meteorologica (Aristoteles 1829, Aristotle 1923). From his Meteorologica we
know that Aristotle believed that weather phenomena were caused by mutual inter-
action of the four elements (fire, air, water, earth), and the four prime contraries:
hot, cold, dry and moist. He contributed many accurate explanations of atmos-
pheric phenomena. The description of the water cycle (reasons for rain), as pre-
sented above, could have been taken from a modern textbook. Theophrastus (about
372−287 B.C.), the successor of Aristotle in the Peripatetic school and a native of
Eresus in Lesbos, compiled a book on weather forecasting, called the “Book of
Signs”. His work consisted of ways to predict the weather by observing various
weather-related indicators, such as a halo around the moon, the appearance of
which is often followed by rain. Archimedes of Syracuse in Sicily (287−212 B.C.)
indirectly contributed with his buoyancy principle to the design of the hot-air bal-
loon, an invention which added much to our knowledge of the vertical structure of
the atmosphere in the nineteenth and the beginning twentieth century, and to the
basis for theoretical investigation of the buoyant rise of cumulus clouds.

The Romans were not interested in the continuation of Greek doctrines, however,
they preserved the Greek learning. After the fall of the Roman Empire, around the
fifth century, the occident forgot this ancient scientific heritage and replaced it with
one single doctrine, that of the Bible. In the Middle Ages religious belief prevailed,
with the view that all “heavenly” things were governed by God (which, after all,
was the belief of peoples all over the world and which led to the idea of the existence
of special gods for many atmospheric phenomena). Medieval monks began to ob-
serve the weather and take records, out of personal interest. In the Middle Ages,
any meteorological (i. e., weather) observation was linked to astrology. The idea
that the motion of the stars and planets influenced all processes on earth and in
the atmosphere inhibited progress in the natural sciences. In the orient, however,
Aristotle’s doctrine remained vital, and from there it was reintroduced to Europe
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in the twelfth century, probably via Sicily, where famous alchemistic laboratories
were established. It is very likely that the first physical treatment of rainwater was
performed by the great Arab scientist Abd al-Rahman al-Khazini who worked in
Merv (formerly in Persia, now Turkmenistan) between 1215 and 1230 and was a
student of (Abū ’r-Raihøān Muhøammad ibn Ahømad) al-Bīrūnī (937−1048) who first
introduced the weighing of stones and liquids to determine their specific weight
(Durant 1950, Hall 1973). Al-Khazini is known for his book, Kitab Mizan al-Hikma
(The book of the Balance of Wisdom), completed in 1121, which has remained a
central piece of Muslim physics ever since. Al-Khazini was the first to propose the
hypothesis that the gravity of bodies varies depending on their distance from the
center of the earth and he defined the specific weight of numerous substances
including that of rainwater defining it to be exactly 1.0 g per cm−3 (Szabadváry
1966).

Between the Greek philosophers, who recognized the atmosphere only by visual
observations and reflection, generalizing it in philosophical terms, and the first
instrumental observations, there is a gap of almost 1500 years. Agricultural devel-
opment and the interest in understanding plant growth (i. e., the beginning of com-
mercial interests) initiated chemical research in Europe in the seventeenth century.
Chemistry, first established as a scientific discipline around 1650 by Robert Boyle,
had been a non-scientific discipline (alchemy) until then (Boyle 1680). Alchemy
never employed a systematic approach and because of its “secrets” no public com-
munication existed which would have been essential for scientific progress. In con-
trast, physics, established as a scientific discipline even earlier, made progress, espe-
cially with regard to mechanics, thanks to the improved manufacturing of instru-
ments in the sixteenth century. Astronomers, observing the object of their discipline
through the atmosphere, also began to discover the earth’s atmosphere. There are
two personalities to whom deep respect must be paid for initiating the scientific
revolution in both the physical and chemical understanding of atmospheric water;
Isaac Newton, who founded the principles of classical mechanics in his Philosophiæ
Naturalis Principia Mathematica (1687), and, one hundred years later, Lavoisier,
with his revolutionary treatment of chemistry (1789), which made it possible to
develop tools to analyze matter; this is why he is called “the father of modern
chemistry” (Lavoisier 1789).

We should not forget that solely the estimation of volume and mass was the
fundament of the basic understanding of chemical reactions and physical principles
after Boyle. While instruments to determine mass (resp. weight) and volume had
been known for thousands of years, the new instruments (thermometer, barometer)
to supply scientists with the necessary data to test the physical laws were only
available from the time of Galileo Galilei. Around the year 1600, Galileo established
an apparatus to determine the weight of the air and invented a crude thermometer.
Independently of Galilei, the thermometer was invented in Holland by Cornelius
Jacobszoon Drebbel (1572−1633) and was first used in 1612 by the physician Santo-
rio (Hellmann 1920). The Italian mathematician and physicist Torricelli, a student
of Galilei, produced a vacuum for the first time and discovered the principle of the
barometer in 1643. Torricelli also proposed an experiment to show that atmospheric
pressure determines the level of a liquid (he used mercury). Torricelli’s student
Vincenzo Viviani finally conducted this experiment successfully and Blaise Pascal,
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a contemporary French scientist, carried out very careful measurements of the air
pressure at Puy de Dôme near Clermont in France. He noticed the decrease of
pressure with altitude and concluded that there must be a vacuum at high altitudes.
In 1667 Robert Hook (1635−1703), an assistant of Boyle’s, invented an anemometer
for measuring wind speed. In 1714, Fahrenheit, a German glassblower and physicist,
born in Danzig (modern Gdansk in Poland) and later working in Holland, worked
on the boiling and freezing of water, and from this work he developed a tempera-
ture scale. Horace-Bénédict de Saussure, a Swiss geologist and meteorologist, in-
vented the hair hygrometer for measuring relative humidity in 1780. According to
Umlauft (1891), Grand Duke Ferdinand II of Toscana (who reigned 1621−1670)
invented the first hygrometer (Torricelli was his court mathematician). Benedetto
Castelli, a friend of Galilei’s, used the first rain gauge in 1639 to measure rainfall.

Recall that air and water had been regarded as “elements” convertible into each
other since Aristotle. The statement by René Descartes, the French philosopher,
mathematician, scientist and writer, that water vapor is not (atmospheric) air, is
remarkable as this was 15 years before the introduction of the term “gas” by van
Helmont. The gaseous substances that were observed in alchemical experiments
were named fumes, vapors and airs. Atmospheric air (called common air) was still
regarded as a uniform chemical substance. The meaning of different terms in differ-
ent languages (e. g. French, English and German) has been changing over time; the
words were used in slightly different senses by various scientists. There was obvi-
ously a need for a new word to name and distinguish the laboratory airs (i. e.,
gaseous substances) from atmospheric (common) air. The new word was proposed
by van Helmont in his posthumously published book, Ortus medicinae i. e. initia
physicae inaudita (Amsterdam 1652, p. 86): “hunc spiritum, incognitum hactenus,
novo nomine Gas voco” (I call this entity, unknown hitherto, by the new name of
Gas), and “ideo paradoxi licentia, in nominis egestate, halitum illum Gas vocavi,
non longe a Chao veterum secretum” (Licence of a Paradox, for want of a name,
I have called that vapour, Gas, being not far severed from the Chaos of the Aun-
fients) (p. 59; English translation by J. Chandler, 1662).

Adelung (1796, p. 425) quoted Helmont in wishing: “… dass unsere Naturkun-
dige ein schicklicheres Wort, welches nicht so sehr das Gepräge der Alchymie an
sich hätte, ausfündig machten” (… that our natural scientists find a proper word
which does not have so much the aura of alchemy). Adelung believed that Helmont
had derived the word “gas” from the Dutch Geest (ghost). Carbon dioxide, hitherto
called spiritus sylvestris (wild spirit), was renamed by Helmont as “gas sylvestre”.
There are other ideas on the origin of the word gas, however. Paracelsus
(1493−1541) denoted the “atmosphere” to be Chaos − air and chaos were synony-
mous for him. The Greek word ���ς denotes both an empty sphere and the initia-
tion. Emptiness is not synonymous with nothing because the Greek philosophers
stated that the world is born from chaos or, in other words, the chaos is creative of
life (Genz 1994). From the primordial chaos (or mysterium magnum) the four
elements water, fire, earth and air are derived (by separatio). The Dutch pronunca-
tion of “chaos” is close to “gas” when the letter “o” is omitted (Egli 1947). Antoine-
Laurent Lavoisier wrote in his book, Opuscules physiques et chimiques (Paris 1774,
p. 5):
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Gas vient du mot hollandais Ghoast, qui signifie Esprit. Les Anglais expriment
la même idée par le mot Ghost, et les Allemands par le mot Geist qui se prononce
Gaistre. Ces mots ont trop de rapport avec celui de Gas, pour qu’on puisse douter
qu’il ne leur doive son origine.

The observation that remote water (materia prima) only comes from the atmosphere
(atmospheric water) certainly promoted experiments to derive the philosopher’s
stone from it. Despite much progress in science at the beginning of the seventeenth
century, the belief of convertibility between air and water, and water and soil (and
vice versa) was widely accepted until the chemical composition of the air and the
structure of water was discovered by Cavendish, Scheele, Priestley, Lavoisier and
others after 1770.

1.3.2 Discovery of the composition of air and water

In the eighteenth century the interest in natural processes generally expanded. Trav-
ellers and biologists were interested in describing the climate and its relation to
culture and biota, and in the late 1700s chemists began to understand the transfor-
mation between solid, liquid and gaseous matter. A fundamental interest in biologi-
cal processes, such as plant growth, nutrition and respiration among others, stimu-
lated the study of the water cycle and the gas exchange between plant and air.

John Mayow, an English chemist and physiologist, showed that air contains a gas
which is a special agent for combustion and respiration and is fixed from calcified
metals (i. e., carbon dioxide). It might be said that modern chemistry had its begin-
ning with the work of Stephen Hales, who early in the eighteenth century began
his important study of the elasticity of air. He also pointed out that various gases,
or “airs” as he called them, were contained in many solid substances. His many
careful measurements (published in, Vegetable Statics, or an account of some statical
experiments on the sap in vegetables, London 1727) of the absorption of water and
its transpiration to the atmosphere were the basis for the understanding that air
and light are necessary for the nutrition of green plants. The careful studies of
Hales were continued by his younger colleague, Joseph Black, a Scottish chemist,
whose experiments concerning the weights of gases and other chemicals were the
first steps in quantitative chemistry. Black made valuable studies on carbon dioxide,
which he named fixed air, and found that candle lights do not burn in this gas,
creatures cannot exist, and that it is a product of respiration.

In the second half of the eighteenth century, air was found to consist of two
different constituents, maintaining respiration and combustion (O2) and not main-
taining it (N2). The discovery of nitrogen is generally credited to Rutherford whose
Dissertatio Inauguralis de Aero Fixo Dicto, aut Mephitico (On Air said to be Fixed
or Mephitic) was published in Edinburgh in 1772. Seventeen years after Black’s
dissertation on “fixed air” (CO2), just before Priestley’s, (and Scheele’s) discovery
of “good air” (O2), Rutherford conducted experiments where he removed oxygen
from air by burning substances (i. e., charcoal) and afterwards carbon dioxide by
absorption with lime; the rest (nitrogen) he denoted as “phlogistigated air”, despite
the fact that it was not flammable. Priestley wrote in 1771 about the goodness of
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air (air quality in modern terms) and noted that injured or depleted air can be
restored by green plants. In 1772 Priestley started his studies on air using mercury
for locking gases. After a break in 1776 he systematically began to investigate differ-
ent kinds of “air”: nitrous (salpetric) air (NOx), acid (muriatic) air (HCl), and
alkaline air (NH3). He stated that these “kinds of air” are not simple modifications
of ordinary (atmospheric) air. He published his observations in a book titled Obser-
vations on Different Kinds of Air (1772); Priestley (1775). By heating red mercury
oxide, he produced dephlostigated air (O2) in 1774.

The facts on air composition were expressed most clearly by Scheele, in his book-
let Abhandlung von der Luft und dem Feuer (Treatise on Air and Fire), which was
published in 1777 (Scheele 1777). From laboratory scripts it is now known that
Scheele discovered oxygen − dephlogisticated air − before Priestley and by similar
methods: heating silver carbonate, red mercury oxide, salpeter and magnesium ni-
trate4. Scheele also discovered chlorine (Cl2), and he named the ingredients of air
as “Feuerluft” (O2) and “verdorbene Luft” (N2). Scheele found evidence that one
unit of oxygen produces one volume of carbon dioxide and defined that

Feuerluft (O2) Z Phlogiston + fixe Luft (CO2)

This is incorrect, it should be written (in the old terms): carbon Z fixe Luft (fixed
air) + phlogiston, i. e., when carbon is burning, it is transformed into carbonic acid
(CO2) while releasing “phlogiston”.

These days it is difficult to understand what “phlogiston” meant to eighteenth-
century scientists. The phlogiston theory, founded by Johann Becher and developed
further by Georg Ernst Stahl − both of them German chemists − was to some
extent derived from the old belief that there was a fire element and that all combus-
tible bodies contained a common principle (element), phlogiston (which in Greek
means “flammable” or “inflammable”), which is released in the process of combus-
tion. Substances rich in phlogiston, such as wood, burn almost completely; metals,
which are low in phlogiston, burn less well. The phlogiston theory created great
confusion and essentially embedded the understanding of the chemistry of phase-
transfer processes and solid-gas reactions. Chemists spent much of the eighteenth
century evaluating Stahl’s theory before it was finally proved to be false by Lavoi-
sier. Lavoisier founded his theory on combustion on the discovery of the chemical
composition of air. Priestley, reported in Paris in 1774 of his discovery (O2) and
said that he had no name for this gas. Lavoisier repeated the experiments of Pries-
tley and dealt especially with the question of calcining caustic substances (metal
oxides) as well as their reduction by charcoal. In Reflexions sur le Phlogistique
(1783), Lavoisier showed the phlogiston theory to be inconsistent with observation.

4 It is not generally accepted that the priority in discovering oxygen must be attributed to Scheele,
because Priestley published (direct) his results before Scheele. However, there is strong evidence in
support of Scheele from the so-called “Braunbuch” (brown book), a bound collection of Scheele’s
laboratory scripts, prepared by Berzelius in 1829, 40 years after the early death of Scheele. There
is also a letter from Scheele written to Lavoisier in 1774, explaining the experiment for isolating
oxygen, as well as (and this is the most important evidence for the priority) the published corre-
spondence of Torbern Bergmann (to whom the much younger Scheele reported on his experiments)
between 1765 and 1775. In his Abhandlungen von der Luft und dem Feuer, Scheele describes no less
than 10 different methods for preparing oxygen (Feuerluft).
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Table 1.3 Historic data on air composition (in vol-%).

substance Lavoisiere Cavendishe Benedict Kroghb Cadle and NASAd

(1778) (1783) (1912) (1919) Johnstone (2008)
(1956)

N2 79.19a 79.16a 79.016a 79.0215a 79.02 79.014a, c

O2 20.81 20.84 20.954 20.9485 20.95 20.950
CO2 − − 0.031b 0.030 0.300 0.0380
a within these figures novel gases are
b corrected to 0.30 by Krogh due to 0.002 % CO formation while oxygen absorbing by potas-
sium pyrogallate
c Ar amounts 0.9340 %
d Earth Fact Sheet reference
e after Humboldt (1799)

He believed that this element (oxygen, denoted as dephlogiston) is an immanent
part of acids and this gave him the name oxygéne (from Greek ��νς − acid). He
also named the other element, called by Scheele “verdorbene Luft” (bad air, and by
Priestley “phlogistigated air”) “azote” (this was nitrogen). Lavoisier was the first
person who quantified the composition of air, in 1778 (Table 1.3).

Finally, in 1787, Lavoisier together with the French chemists, de Morveau, Ber-
thollet and de Fourcroy established in Paris a new chemical nomenclature, that has
remained valid until today. Lavoisier wrote in 1789 the Traité élémentaire de Chimie
(Elementary Treatise of Chemistry), the first modern textbook on chemistry, and
presented a unified view of new theories of chemistry, containing a clear statement
of the law of conservation of mass, and denied the existence of phlogiston. In
addition, it contained a list of elements, or substances that could not be broken
down further, which included oxygen, nitrogen, hydrogen, phosphorus, mercury,
zinc, and sulfur.

Another remarkable scientist was Cavendish who did not publish his results on
air studies until 1783 (Cavendish remained a supporter of the phlogiston theory
until his death). Already in 1772 he privately told Priestley about his experiments
with “mephistic air” (nitrogen); thus it seems likely that Cavendish already knew
before Rutherford about “inflammable air” (N2). In 1781 he realized that water is
produced in a reaction of hydrogen (“flammable air”) with oxygen (“vital air”) and
soon he noted that there are also acidic substances not containing any oxygen. In
1781 he sampled atmospheric air at different sites and analyzed it gravimetrically
after sorption of water-soluble gases (CO2, NH3 and water vapor) (see Table 1.3).
Cavendish had already tested to find whether airy nitrogen is a uniform matter and
found that there is a small residue (noble gases). He did not conclude, however,
that these remains are an element (argon).

The debate about who actually discovered the chemical composition of water
(H2O) was called the “water controversy” in the nineteenth century. With respect
to the discovery of the chemical composition of water, three scientists must be
regarded as candidates (Kopp 1869): Cavendish, who was probably the first (in
1781) to carry out experiments to form water by combining phlogiston and dephlo-
gisticated air (O2), also called good, pure, vital, fire air (in German: gute Luft,
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Dephlogiston, Lebensluft, reine Luft, Feuerluft etc.); Watt, who formulated the com-
position of water in 1783 in a similar way to Cavendish; and finally Lavoisier, who,
in 1783, made the first public announcement that water consisted of inflammable
air (H2) and dephlogisticated air (O2).

Hydrogen (H2) was probably already known to Paracelsus and Helmont (without
using the name) in the sixteenth century but was often confused with other combus-
tible gases. Hydrogen was produced by the treatment of metals with acids, but
any “flammable air” was called “sulfurous”. Stahl maintained that phlogiston is
exhausted by metals and combines with the acid to form a flammable substance.
Cavendish (1766), however, was able to show that the flammable air produced by
the dissolution of iron in sulfuric acid and of zinc in hydrochloric (muriatic) acid
was phlogiston itself and did not contain anything of acid. Today we know that
this gas is hydrogen. However, at that time, other flammable airs (produced, for
example, when organic matter is decomposed: CO, PH3) were hardly distinguished.
Cavendish was the first to study this flammable air (H2) in different mixtures with
common air to investigate its explosion (1766). Priestley (1775) found that this
flammable air (H2) exploded much more vehemently when brought together with
the newly discovered pure dephlogisticated air (O2) than with common air. Caven-
dish observed that after the explosion the inside of the glass vessel became dewy
(“… that common air deposits its moisture by phlogistication”). In explosions in
which Cavendish (1784) used electric sparks he found “… liquor in the globe …; it
consisted of water united to a small quantity of nitrous acid” (Cavendish 1893).
This statement is most remarkable to me; it forms the first evidence of HNO3

formation under atmospheric conditions by lightning. Blagden, Cavendish’s assist-
ant from 1782 to 1789, reported to Lavoisier about Cavendish’s experiments in 1781
and, together with Laplace, the great French mathematician, he repeated Caven-
dish’s experiments. He was able to invert the experiment, i. e., he decomposed water
(by directing water vapor over a red-hot iron wire) into hydrogen and oxygen.
Lavoisier (1790) estimated the composition of 100 g of water as 85 g oxygen and
15 g inflammable gas (hydrogen), which is relatively close to the correct quantities:
89 + 11.

When reading these old papers with our present scientific knowledge it is often
difficult, if not impossible, to understand what the scientists meant by different
terms; confusion also results from attributing the same term to different substances
(we may only conclude that in those days such distinctions were not always possi-
ble): phlogisticated air for both N2 and H2, acid air for both CO2 and O2. Kopp
(1869) accepted that phlogiston was actually hydrogen.

Gay-Lussac and Humboldt carried out air analysis from different sites and vali-
dated the ratio 21/79 for oxygen/nitrogen as a constant. In 1804, Gay-Lussac made
several daring ascents of over 7000 m above sea level in hydrogen-filled balloons −
a feat not equalled for another fifty years − that allowed him to investigate other
aspects of gases. Not only did he gather magnetic measurements at various alti-
tudes, but he also measured pressure, temperature and humidity, and took samples
of air, which he later analyzed chemically. Robert Bunsen showed in 1846 that the
oxygen content in air varies slightly between 20.84 and 20.95 % (measurement error
was 0.03 %).
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Lord Rayleigh was the first who observed (between 1882 and 1892) that oxygen
and other gases produced from different sources always showed the same density
but not airy nitrogen (Rayleigh et al. 1896). While “airy nitrogen” had a density of
1.2572 g L−1, nitrogen from decomposition of organic substances showed a density
of 1.2505 g L−1. The difference of 7 mg was already far away from measurement
errors. In his address on the occasion of receiving the Nobel Prize (1904) Rayleigh
explained how he made his discovery, showing the (from today’s point of view)
simple but accurate experiments and conclusions:

The subject of the densities of gases has engaged a large part of my attention for
over 20 years. ... Turning my attention to nitrogen, I made a series of determina-
tions ... Air bubbled through liquid ammonia is passed through a tube containing
copper at a red heat where the oxygen of the air is consumed by the hydrogen of
the ammonia, the excess of the ammonia being subsequently removed with sulfu-
ric acid. ... Having obtained a series of concordant observations on gas thus
prepared I was at first disposed to consider the work on nitrogen as finished. ...
Afterwards, however ... I fell back upon the more orthodox procedure according
to which, ammonia being dispensed with, air passes directly over red hot copper.
Again a good agreement with itself resulted, but to my surprise and disgust the
densities of the two methods differed by a thousandth part − a difference small
in itself but entirely beyond experimental errors. ... It is a good rule in experimen-
tal work to seek to magnify a discrepancy when it first appears rather than to
follow the natural instinct to trying to get quit of it. What was the difference
between the two kinds of nitrogen? The one was wholly derived from air; the
other partially, to the extent of about one-fifth part, from ammonia. The most
promising course for magnifying the discrepancy appeared to be the substitution
of oxygen for air in the ammonia method so that all the nitrogen should in that
case be derived from ammonia. Success was at once attained, the nitrogen from
the ammonia being now 1/200 part lighter than that from air. ... Among the
explanations which suggested themselves is the presence of a gas heavier than
nitrogen in air ... .

This new gas was identified by Ramsay in 1894 who made spectroscopic studies,
identified this gas as an element and named it argon (Ar), derived from Greek
αργ�ν Z slack (Ramsay was awarded the Nobel Prize together with Rayleigh in
1904). While investigating for the presence of argon in a uranium-bearing mineral,
he instead discovered helium, which since 1868 had been known to exist, but only
in the Sun. This second discovery led him to suggest the existence of a new group
of elements in the periodic table. Ramsay and his co-workers quickly (1898) isolated
neon (Ne), krypton (Kr), and xenon (Xe) from the earth’s atmosphere (Rayleigh
and Lord 1901, Ramsay 1907).

1.3.3 Discovery of trace substances in air

Nitrogen (N2), oxygen (O2), water vapor (H2O), carbon dioxide (CO2) and rare
gases are the permanent main gases in air. Only water shows large variation in its
concentration and CO2 is steadily increasing due to fossil fuel burning. Already in
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the first half of the nineteenth century other gaseous substances had been supposed
and later detected in air. Due to the fact that the concentration of almost all trace
gases are orders of magnitude smaller than those of the main gases (Table 1.1), it
was only with the development of analytical techniques in the late nineteenth cen-
tury that they were proved to be present in air.

Ammonia (Scheele, identified nitrogen in “alkaline air” (NH3); the formula was
established in 1785 by Berthollet) was found in air by Scheele in 1786 by observing
that a precipitate originated on the cork a bottle containing hydrochloric acid,
identified as salt ammonia (NH4Cl) and it was later confirmed by Théodore de
Saussure in the early 1800s. Still in 1900, it was stated that ammonia never exists
freely (i. e., in gaseous form) in air but only in compounds with carbonate and
others (Blücher 1900).

Other atmospheric trace gases were known from the experiments by Priestley,
around 1774 (HCl, NOx, HNO3, SO2) but not yet identified in air. Cavendish (1785)
and Priestley (1788) described the HNO3 formation in moisture air under the influ-
ence of electric discharges. Only around 1900 were all these gases (NH3, HNO3,
and HNO2) directly identified in the atmosphere. In the nineteenth century, the
terms nitric acid, sulfurous acid etc. were used in the same sense for dissolved
species (nitrate, sulfite) as well as anhydrites (e. g. SO2). Nitric acid (HNO3) was
“known” as a result of thunderstorms and (without knowing the details) life proc-
esses. Atmospheric H2S was known from mineral springs and rotting organic mate-
rial. “Hydrocarbon” (not yet specified as methane, CH4) was known from marshes
and swamps (called swamp gas) and many natural gas sources (from which it was
already sometimes used as fuel). This gas was feared by coal miners, who called it
“firedamp” because it caused dangerous explosions. Natural sources of phosphu-
rated hydrogen (phosphine PH3) have been identified as sewage sludge, swamps and
human flatus. In the early nineteenth century phosphine (which is spontaneously
inflammable) was also known from cemeteries where it sometimes burned with
blue flames.

Ozone, the first atmospheric trace species, was discovered by Schönbein while
conducting electrolysis experiments with water in 1841 (he never identified the con-
stitution of ozone). Van Marum, subjecting oxygen to electrical discharges in 1785,
noted “the odor of electrical matter” and the accelerated oxidation of mercury.
Thus, van Marum reported the odor of ozone but he failed to identify it as a unique
form of oxygen. Its chemical composition (only consistent from oxygen), however,
was proposed many years later by Thomas Andrews in 1856. The formula O3 was
proposed by William Odling in 1861. Ozone, as a natural component of air, was
found in 1866 (Andrews 1867), despite the fact that the so-called Schönbein paper
(ozonometry) had already been used in England in 1848 for atmospheric “moni-
toring”.

Hydrogen peroxide (H2O2) was discovered by Thénard in 1818 while treating
barium peroxide with sulfuric acid (Thénard 1819). He called it l’eau oxygénée
(oxygenated water). William Prout first proposed its presence in the atmosphere
and he called it deutoxide of hydrogen. This term was introduced by the Scottish
chemist Thomas Thomson. It was subsequently termed “peroxide of hydrogen”. In
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his famous book, Chemistry, Meteorology and the Function of Digestion (1834),
Prout wrote:

... a combination of water and oxygen is a frequent, if not a constant, ingredient
in the atmosphere. This ingredient, which we suppose to be a vapour, and analo-
gous to (we do not say identical with) the deutoxide of hydrogen, may be imag-
ined to act as a foreign body, and thus to be the cause of numerous atmospheric
phenomena, which at present are very little understood … The oxygen and va-
pour in this combination are so feebly associated … (Prout 1834, p. 569).

Prout provided other observations on: “... the bleaching qualities of dew, and of
the air itself; as to the large proportion of oxygen sometimes contained in snow
water and in rain water...” (p. 570), which we can deduce from current knowledge
on the presence of atmospheric oxidants such as H2O2 and photolytic-induced for-
mation of radicals (OH, O2

−) in surface water, for example, dew.
The first evidence of H2O2 in rain during a thunderstorm was provided by Georg

Meissner in 1862 (Meissner 1863). Schönbein (1869) confirmed this observation and
Heinrich Struve detected it in snow (Struve 1869). Struve even proposed in 1870
that H2O2 is produced during all burning processes in air (Struve 1871). The Ger-
man chemist Emil Schöne, however, was the first scientist to study atmospheric
H2O2 in detail in rain, snow and air near Moscow (Petrowsko-Rasumowskaja, an
agricultural research station) in the 1870s (Schöne 1874, 1878, 1893, 1894).

It is notable that Prout’s ideas were established before the discovery of ozone by
Schönbein in 1839 (Schönbein 1844). The study of H2O2 in air was closely con-
nected with studying the chemistry of O3 in the nineteenth century (Engler 1879;
Rubin 2001). It is remarkable that the existence of H2O2 in air (as gas, as well as
dissolved in hydrometeors) was definitely established before 1880 but the existence
of O3 was still being discussed around 1880. Definite proof of the existence of O3

in the atmosphere was not provided until the first spectrometric measurements at
the end of the nineteenth century (Möller 2004).

In 1766 Cavendish separated hydrogen from other gases and showed that it
burned to water. In connection with Lavoisier’s discovery of the role of airy oxygen
(1777) it became clear that water is a chemical compound. Only in 1900 was
Armand Gautier the first to proclaim the presence of hydrogen in atmospheric air.
This was verified in 1902 by Rayleigh’s spectroscopic studies in air.

It is important to note that all the trace species mentioned and discovered or
assumed to be in air were believed to be natural or, in other words, substances with
a (at that time still unknown) special function in nature. The assimilation of gases
and the uptake of nitrogen dissolved in water by plants and the decomposition of
dead biomass as source of gases led to a first understanding of matter cycles by
early agricultural chemists (e. g. Knop 1868).

1.3.4 Dust and acid rain: Air pollution

With the intense industrial development in the middle of the nineteenth century,
air pollution as a new atmospheric aspect became the object of interest of research-
ers; more precisely, the impacts of air pollutant (forest decline, human health, cor-
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rosion) were the first foci of research. Already in the late nineteenth century, some
impacts could be related to individual air pollutants (cause-receptor relationship,
e. g. Stöckhardt 1850, 1871). The techniques available to measure trace species,
however, were still very limited. In spite of the fact that quantitative relationships
were missing, legislation concerning air pollution was introduced in the nineteenth
century. Nevertheless, air pollution remained a local problem until the 1960s. It
was only then, with concern over acid rain (despite the fact that it had already
been described in England in 1852 by Robert Angus Smith), that the first regional
environmental problem appeared in Europe. In the 1980s that global problems were
first recognized in relation to climate change due to the global change of the air’s
chemical composition. Localized catastrophic environmental events, like the smog
events in Los Angeles (1944) and London (1952), helped to initiate atmospheric
chemistry as a new discipline from the beginning of the 1950s.

It is remarkable that the mixing of air (as it was still regarded as a uniform body)
and water with pollutants (accurately referred to as “foreign bodies” in the old
terminology) has been known since Aristotle. The role of precipitation in cleaning
the environment is wonderfully described by John Evelyn, who wrote the first book
on air pollution (Evelyn 1661: 8 ff.):

… in Clouds of Smoake and Sulphur, so full of Stink and Darkness … It is this
horrid Smoake which obscures our Churches, and makes our Palaces look old,
which fouls our Clothes, and corrupts the Waters, so as the very Rain, and re-
freshing Dew which fall in the several Seasons, precipitate this impure vapour,
which, with its black and tenacious quality, spots and contaminates whatever is
exposed to it. … poysoning the Aer with so dark and thick a Fog, as I have been
hardly able to pass through it, for the extraordinary stench and halitus it send
forth;… Arsenical vapour, as well as Sulphur, breathing sometimes from this in-
temperate use of Sea-Coale … our London Fires, there results a great quantity
of volatile Salts, which being very sharp and dissipated by the Smoake, doth
infect the Aer, and so incorporate with it, that the very Bodies of those corro-
sive particles …

Evelyn’s remarks volatile salts and their corrosive effects after distribution in the air
may form the first evidence for gaseous (and, consequently, dissolved) HCl in the
urban air (ibid., p. 28). His expression that the “… traveler … sooner smells than
sees the city ...” (Evelyn 1661: 19) gives us an idea of the level of air pollution. The
terms “smoake” and “clouds” in Evelyn’s booklet (only once does he use the term
“fog”) surely mean what we now call smog, an artificial expression coined by des
Voeux in his paper “Fog and Smoke” for a meeting of the Public Health Congress
in London in 1905.

For centuries, until the end of the twentieth century, when the air pollution prob-
lems associated with the combustion of fossil fuels seem to have been solved (the
problem of climate change due to carbon dioxide remains unsolved, however), sul-
fur dioxide and soot (smoke) were the key air pollutants. Coal has been used in
cities on a large scale since the beginning of the Middle Ages; and this “coal era”
has not yet ended. Remarkably, the term “smog” is not used in Marsh’s book
Smoke (Marsh 1947). Concerning the “relationship between fog and smoke”,
Marsh wrote that fog was a natural phenomenon, whereas smoke, passing through
fog, could not dissipate as it could in non-foggy weather because of the absence of
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air currents, and the “clean natural fog gradually becomes more and more impreg-
nated with smoke” (this is not correct, because smoke particles act as condensation
nuclei, and thus “clean natural fog” could not possibly have appeared in cities
like London in those years). Smoke and fog as contemporaneous phenomena were
scientifically described by Julius Cohen who had studied chemistry in Munich. He
wrote:

Town fog is mist made white by Nature and painted any tint from yellow to
black by her children; born of the air of particles of pure and transparent water,
it is contaminated by man with every imaginable abomination. That is town fog.
(Cohen 1895, p. 369)

Cohen conducted laboratory experiments and concluded: “The more dust particles
there are, the thicker the fog” (Cohen 1895, p. 371). Carbonic acid (CO2) and
sulfurous acid (SO2) were observed to increase rapidly during fog, and, “… al-
though I have no determinations of soot to record, the fact that it increases also is
sufficiently evident,” he wrote. With these terms the acid anhydrides CO2 and SO2

were mentioned in the literature of the nineteenth century and not the acids H2CO3

and H2SO3 (sometimes also named gaseous carbonic acid). Fog water particles
become coated with a film of sooty oil. Consequently, fog persists longer than
under clean conditions. Francis Russell used the expression “smoky fog” and wrote
that “town fogs contain an excess of chlorides and sulfates, and about double the
normal, or more, of organic matter and ammonia salts” (Russell 1895, p. 234).
During the last fortnight of February 1891, the weight of the fog deposit in Kew
(just outside London) was 0.84 g m−2 which contained 42.5 % carbon, 4.8 % hydro-
carbons, 4 % sulfuric acid, 0.8 % hydrochloric acid, 1.1 % ammonia, and 41.5 %
mineral matter (Russell 1895).

Dust (in the past often called “solid bodies” and nowadays “particulate matter”
but in a more scientific sense “atmospheric aerosol particles”) has been observed
since ancient times, and with the beginning of the nineteenth century some chemical
species (iodine, phosphorus), microorganisms and plant remains were considered
as its source. In the 1850s Louis Pasteur sampled air at Arbois (France) to investi-
gate the hypothesis of so-called “spontaneous” generation. He found many different
“germs” in collected dust which were able to germinate with different substrates.
Pasteur also studied air from different sites (rural and urban) and different altitudes
and found a decrease of air-borne germs with height (up to 2000 m a.s.l. at Mt.
Montauvert); Pasteur (1862). Before Pasteur’s findings, it was believed that air con-
tains “miasmas”, foul smelling gases, transferring diseases. Scientific understanding
of dust in the atmosphere began with Thomas Graham’s definition of a colloid in
1861. The first direct observations of fine dust particles dispersed in air were made
in 1870 by John Tyndall (Tyndall 1870) and in 1880 by John Aitken (Aitken 1880).
Aitken also found that the presence of fine particles is necessary for the formation
of rain. Lord Rayleigh had shown that these dust particles, by their scattering action
on the small waves of light at the violet end of the spectrum are the cause of blue
sky. Besides fine dust particles, soot and coarse particles have been known. At the
end of the nineteenth century it was known that the coarse fraction was soil dust
and organic matter (with the latter constituting up to one-third of the total). Gaston
Tissandier first stated in 1879 that dust is partly of cosmic origin (Tissander 1879).
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The generic term “aerosol” was first introduced into literature by the German
meteorologist August Schmauß (Schmauss 1920, Schmauss and Wigand 1929).

Atmospheric waters were first studied alchemically, by distillation of rainwater
in the eighteenth century (Möller 2008). The first semi-quantitative chemical analy-
sis of rain and snow was conducted by Andreas Sigismund Marggraf who collected
and analyzed rainwater and snow water for purely analytical interests between 1749
and 1751 in Berlin; he also analyzed different natural (potable) waters to check
their quality (Marggraf 1753, 1786). He furthermore found ammonium, because of
its odor, after repeated distillation of rainwater. In total, he found in rainwater (by
identifying the crystals); nitrate (salpeter), calcium, sodium and chloride (common
salt), and organic substrate (“sticky and oily brown remains”). He assumed that its
origin was from salty and earthy components. He also found the rainwater to be
rotting. In snow, he found more hydrochloric acid than nitric acid, and vice versa
in rain.

More detailed analyses of rainwater at the beginning of the nineteenth century
were performed for the same reasons and in combination with the application of
newly developed methods in analytical chemistry. Systematic studies of deposition
(precipitation chemistry) only began with Justus von Liebig, known as the “father
of the fertilizer industry”, who discovered that plants assimilate (chemically fixed)
nitrogen dissolved in rain. Since then, agricultural interests have formed an impor-
tant base for rainwater chemistry monitoring. Air pollution in urban areas but also
damage to forests (in Germany) stimulated several studies at the end of the nine-
teenth century. Deposition studies (bulk sampling) due to the smoke problem
started after 1910. The aim to understand matter cycles, first between local and
regional scales, initiated precipitation chemistry in the 1930s which led to systematic
research from the 1950s.

We can learn from history that all kinds of persons were interested in the subject
from a philosophical perspective and/or with respect to the application of tech-
niques (engineering) but always motivated by the specific problems (e. g. pollution)
of their era. We also hold deep respect for our scientific ancestors for their brilliant
conclusions, based on scientific experiments with very simple techniques and lim-
ited quantitative measurements. The great interest in historical data from the era
before fossil fuel combustion lies in determining background concentrations, in
other words, the natural reference concentrations for assessing the human-influ-
enced changes in chemical air composition. The endeavor remains to learn from
previous studies to ask the appropriate open questions and draw the right conclu-
sions for further studies.

Today, an uncountable number of sites of air chemistry study exist, often only
active for short periods with sometimes barely more than a dozen samples that are
collected and analyzed for whatever purpose. The history of atmospheric chemistry
studies, at least since the systematic monitoring in the second half of the nineteenth
century − which is certainly unknown to most modern air chemists − not only
encourages respect for our scientific ancestors but may definitely help to avoid
many scientifically meaningless studies of the kind that have appeared over the last
few decades.
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The term evolution was used first in the field of biology at the end of the nineteenth
century. In the context of biology, evolution is simply the genetic change in popula-
tions of organisms over successive generations. Evolution is widely understood as
a process that results in greater quality or complexity (a process in which something
passes by degrees to a different stage, especially a more advanced or mature stage).
However, depending on the situation, the complexity of organisms can increase,
decrease, or stay the same, and all three of these trends have been observed in
biological evolution. Nowadays, the word has a number of different meanings in
different fields. The term chemical evolution is not well-defined and is used in differ-
ent senses.

Chemical evolution is not simply the change and transformation of chemical
elements, molecules and compounds as is often asserted − that is the nature of
chemistry itself. It is essentially the process by which increasingly complex elements,
molecules and compounds develop from the simpler chemical elements that were
created in the Big Bang. The chemical history of the universe began with the gener-
ation of simple chemicals in the Big Bang. Depending on the size and density of
the star, the fusion reactions can end with the formation of carbon or they can
continue to form all the elements up to iron.

The origin of life is a necessary precursor for biological evolution, but under-
standing that evolution occurred once organisms appeared and investigating how
this happens does not depend on understanding exactly how life began. The current
scientific consensus is that the complex biochemistry that makes up life came from
simpler chemical reactions, but it is unclear how this occurred. Not much is certain
about the earliest developments in life, the structure of the first living things, or the
identity and nature of any last universal common ancestor or ancestral gene pool.
Consequently, there is no scientific consensus on how life began, but proposals
include self-replicating molecules such as RNA, and the assembly of simple cells.
Astronomers have recently discovered the existence of complex organic molecules in
space. Small organic molecules were found to have evolved into complex aromatic
molecules over a period of several thousand years. Chemical evolution is an exciting
topic of study because it yields insight into the processes which lead to the genera-
tion of the chemical materials essential for the development of life. If the chemical
evolution of organic molecules is a universal process, life is unlikely to be a uniquely
terrestrial phenomenon and is instead likely to be found wherever the essential
chemical ingredients occur.

In colloquial contexts, evolution usually refers to development over a long time
scale, and the question is not important whether evolution tends toward more com-
plexity. Many definitions tend to postulate or assume that complexity expresses a
condition of numerous elements in a system and numerous forms of relationships
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among the elements. At the same time, what is complex and what is simple is
relative and changes with time.

A modern understanding of evolution includes continuing development, but also
leaps (catastrophes, see Chapter 2.2.2.6). This is referred to as “transformation of
quantity into quality” (dialectic leap) and may characterize the current discussion
on the impacts of climate change. However, it is hard to envisage a physical situa-
tion in which a quantifiable parameter can increase indefinitely without a critical
condition occurring. Physical processes − starting with the Big Bang − created the
first atoms (which form chemical elements) and physical conditions permanently
affecting the subsequent chemical and biological evolution. Compared with the Big
Bang as the beginning of physical evolution, the creation of molecules and life can
be referred to as the starting point of a chemical and biological evolution, respec-
tively. Life became a geological force with oxygenic photosynthesis (Chapter 2.2.2.4
and 2.4.4) and created an interactive feedback with chemical and physical evolu-
tion. After forming the geosphere and the first atmosphere in the sense of a poten-
tially habitable system, and later the biosphere with the modern atmosphere, a
habitable climate system evolved. But life created a further dimension, human intel-
ligence, which becomes another geological force (human evolution − today ap-
proaching a critical condition which we call crisis). Human intelligence disengaged
humankind from the rigorous necessities of nature and provided unlimited scope
for reproduction (at least in the past). Man in all his activities and social organiza-
tions is part of, and cannot stand in opposition to or be a detached or external
observer of, nature. However, the new dimension (or quality) of human intelligence
as a result of biological evolution − without some global ecomanagement − could
change the climate system in a direction not providing the internal principle of self-
preservation. Mankind converts the biosphere into a noosphere (Chapter 2.4.1).
Chemical evolution is now interloped with human evolution. Changing fluxes and
concentrations of chemicals in bio- (or rather noo-) geochemical cycles with a sub-
sequent changing climate system seems to be the creation of a human-chemical evo-
lution.

Under the evolution of the earth and the climate system, we will simply under-
stand the historical development from earliest times until the present. Theories for
how the atmosphere and ocean formed must begin with an idea of how the earth
itself originated (Kasting 1993). An understanding of our atmosphere and the cli-
mate system is incomplete without going into the past. “The farther backward you
can look the farther forward you can see” (Winston Churchill).

2.1 The pre-biological period

2.1.1 Origin of elements, molecules and the earth

Our galaxy is probably 13.7 ± 0.2 Gyr old and was formed by the hot Big Bang,
assuming that the whole mass of the galaxy was concentrated in a primordial core.
Based on the principles of physics, it is assumed that density and temperature were
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about 1094 g cm−3 and 1032 K, respectively (Tolstikhin and Kramers 2008). The
initial products of the Big Bang were neutrons which, when released from dense
confinement (quarks), began to decay into protons and electrons: no Z e− + p+.
As the half-life for this reaction is 12.8 minutes, we can assume that soon after the
Big Bang, half of all the matter in the universe was protons and half electrons.
Temperatures and pressures were still high and nuclear reactions possibly led to the
production of helium via the interaction of neutrons and protons (remember that
the proton already represents hydrogen), see Fig. 2.1. Recall that it is the number
of protons in the nucleus that defines an element, not the number of protons plus
neutrons (which determines its weight). Elements with different numbers of neu-
trons are termed isotopes, and different elements with the same number of neutrons
plus protons are termed isobars.

Hydrogen and helium produced in the Big Bang served as the “feed stock” from
which all heavier elements were later created in stars. The fusion of protons to form
helium is the major source of energy in the solar system. This proceeds at a very
slow and uniform rate, with the lifetime of the proton before it is fused to deuterium
of about 10 Gyr (note that the proton lifetime concerning its decay is > 1030 yr).
From He to Fe, the binding energy per nucleon increases with atomic number, and
fusions are usually exothermic and provide an energy source. Beyond Fe, the bind-
ing energy decreases and exothermic reactions do not occur; elements are formed
through scavenging of fast neutrons until 209Bi. Heavier elements only are produced
in shock waves of supernova explosions.

The most abundant elements (Fig. 2.2) up to Fe are multiples of 4He (12C, 16O,
24Mg, 28Si, 32S, etc.). During the red giant phase of stellar evolution, free neutrons
are generated which can interact with all nuclei and build up all the heavy elements
up to Bi; all nuclides with the atomic number ≥ 84 are radioactive. Recently (2003)
it has been found that even 209Bi decays, but extremely slowly (τ1/2 Z 1.9 $
1019 yr). The build-up of elements of every known stable isotope depends on differ-
ent conditions of density and temperature. Thus, the production process required
cycles of star formation, element formation in stellar cores, and ejection of matter
to produce a gas enriched with heavy elements from which new generations of stars
could form. The synthesis of material and subsequent mixing of dust and gas be-
tween stars produced the solar mix of elements in the proportions that are called
“cosmic abundance” (Fig. 2.2 and cf. Table 2.13).

In addition to stable elements, radioactive elements are also produced in stars.
There are four natural radioactive decay series; 232Th (τ1/2 Z 1.405 $ 1010 yr), 238U
(τ1/2 Z 4.468 $ 109 yr), 227Ac (τ1/2 Z 21.77 yr), and 237Np (τ1/2 Z 2.14 $ 106 yr).
Np is extremely rare on earth, however. The initial elements of the Th and Ac series
are 244Pu (τ1/2 Z 1.4 $ 1011 yr) and 239Pu (τ1/2 Z 2.411 $ 104 yr), respectively. Natu-
ral Pu is also extremely rare. Thus the unstable but long-lived isotopes (232Th, 235U,
236U) make up the internal heat source that drives volcanic activity and processes
related to internal convection in the terrestrial planets; these three nuclides (and
244Pu) are used for determination of the age of the earth, meteorites and other
celestials. The four decay series naturally produce 16 radioactive elements with
atomic numbers < 82 (Rb, K, Cd, In, Te, La, Nd, Sm, Gd, Lu, Hf, Ta, Re, Os, Pt,
Pb) which all have extreme long lifetimes of from 1010 to 1024 years. Note also that
many unstable nuclides can be produced artificially.
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Fig. 2.1 Scheme of thermonuclear formation of chemical elements (fusions reaction in stars).
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Fig. 2.2 Abundance of chemical elements in space.

The Milky Way, sometimes called simply “the Galaxy”, is the galaxy in which
our solar system is located. It is extremely difficult to define when the Milky Way
formed, but the age of the oldest star in the Galaxy yet discovered, HE 1523-0901,
is estimated to be about 13.2 Gyr, nearly as old as the Universe itself (Frebel 2007).

The region between the stars in a galaxy, termed the interstellar medium, has
very low densities, but is filled with gas, dust, magnetic fields, and charged particles.
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Approximately 99 % of the mass of the interstellar medium is in the form of gas
(where denser regions are termed interstellar clouds) with the remainder primarily
in the form of dust. The total mass of the gas and dust in the interstellar medium
is about 15 % of the total mass of visible matter in the Milky Way. The exact nature
and origin of interstellar dust grains is unknown, but they are presumably ejected
from stars. One likely source is from red giant stars late in their lives. Interstellar
dust grains are typically a fraction of a micron across, irregularly shaped, and
composed of carbon and/or silicates.

The formation of molecules is impossible in stars because of the high tempera-
ture, but in the interstellar medium (T between 10 and 20 K) chemical reactions are
possible which have the potential to create molecules. There are essential differences
between laboratory and interstellar chemistry, namely the much larger time scale
available in interstellar space.

The role of the interstellar dust in molecular growth is important because the
dust particles provide a surface (heterogeneous chemistry) where reactions may
occur under much higher density (collision probability). Radiation can break down
the surface molecules and produce a wider variety of molecules. The study of inter-
stellar chemistry began in the 1930s with the observation of molecular absorption
spectra in distant stars within the Galaxy. The species CH, CH+, and CN have
electronic spectra in an accessible wavelength region where the earth’s atmosphere
is still transparent. The character of these observable interstellar clouds is low den-
sity and essentially atomic with a small diatomic molecular component. Our discov-
ery that the universe is highly molecular is quite recent. The molecular abundances
do not follow the cosmic abundance of the elements. The rich variety of observed
species includes ions and free radicals. In particular, of the observed species with
six or more atoms (presently 49 species), all contain carbon. Of the 4- and 5-atom
species, only H3O+, NH3, and SiH4 are nonorganic. Thus, the chemistry of posi-
tively identified polyatomic species observed in the gas phase is carbon chemistry
(Klemperer 2006). The first identification of organic polymers in interstellar grains
was made by Wickramasinghe (1974) and the first association of a biopolymer with
interstellar dust was made by Hoyle and Wickramasinghe (1977).

The heterogeneity of interstellar and circumstellar regions gives rise to a variety
of chemistries. Most of the molecular material in our galaxy and elsewhere occurs
in giant molecular clouds (GMCs). It appears that these are the simplest regions
whose bulk is not penetrated by optical radiation from either the galactic radiation
field or that from nearby stars. In these regions, temperatures are 10−20 K and the
molecular processes, not being at thermodynamic equilibrium, require energy input
to initiate. However, high-energy cosmic rays penetrate and produce volume ioniza-
tion. The chemistry is initiated by the primary ionization of H2 and He, which
constitute > 99 % of the cosmic material in molecular clouds, providing primarily
H2

+ and He+. H2
+ is very rapidly converted to H3

+ by reaction with H2. Initially, the
presence of nonpolar H3

+ was surmised from observations of rotational transitions
of the very abundant highly polar ion HCO+, produced by proton transfer from
H3

+ to CO. Because the abundance of a collision complex will scale with the abun-
dances of the collision partners, their collision frequency, and the binding energy
of the complex, it appears that the species most likely to attract are an ion and H2.
The most abundant ion in dense molecular clouds is HCO+. Thus, the species of
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Fig. 2.3 Interstellar formation of molecules.

interest initially is H2dHCO+ (Herbst and Klemperer 1973). Within these giant
molecular clouds, the greatest concentration and diversity of molecules are found
in pockets, known as hot cores, near certain recently formed luminous stars. Hot
cores are very compact (fractions of a light year), warm (a few hundred K, com-
pared to 10 or 20 K for the general interstellar gas), and dense (more than 106

hydrogen molecules per cm3) condensations, with remarkably rich millimeter-wave
emission-line spectra.

From the abundance of “reactive” volatile elements in space in the order
HdOdCdN, it appears that the simplest molecules derived (apart from H2, O2,
and N2) are bonds between the following elements (the bonding energy in kJ mol−1

is given in parenthesis); HdC (416), HdO (464), HdN (391), CdO (360) and
NdO (181). Because of the excess of hydrogen in space, the hydrides (OH2, CH4,
NH3, SH2) should have the highest molecular abundance among the compounds
derived from such elements; furthermore other simple gaseous molecules are CO,
CO2, and HCN. Correspondingly, the simplest non-gaseous stable molecules are
ammonium and nitrate but also hydrocarbons. Because of the H excess, highly
oxidized compounds (e. g. NOx and nitrates) are unlikely. Moreover gaseous NOx

molecules are much more unstable compared with the other listed compounds;
most of the oxygen is bonded in H2O, COx, FeO and SiO2.

Fig. 2.3 shows schematically the possible reactions, established by modeling as
well as kinetic and thermodynamic considerations. All these reactions are sufficient
to produce and destroy polyatomic species such as H2O, HCN, NH3, and HCHO.
Overall, the original nebula is likely to have been composed of about 98 % gases
(H, He, and noble gases), 1.5 % ice (H2O, NH3, and CH4), and 0.5 % solid materials
(Schlesinger 1997 and literature therein).
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Table 2.1 Temperature-dependent condensation of compounds and formation of minerals,
after Bérczi and Lukács (2001).

T (in K) elements, compounds, reactions mineral

1600 CaO, Al2O3, REE oxidesa oxides (e.g. perovskite)
1300 Fe, Ni alloy metals FedNi
1200 MgO + SiO2 % Mg SiO3 enstatite (pyroxene)
1000 alkali oxides + Al2O3 + SiO2 feldspar
1200−490 Fe + O % FeO; FeO + MgSiO3 olivine
680 H2S + Fe % FeS troilite
550 Ca minerals + H2O tremolite
425 olivine + H2O serpentine

175 ice-H2O crystallizes water-ice
150 gaseous NH3 + ice-H2O % [NH3 · H2O] ammonia-hydrate
120 gaseous CH4 + ice-H2O % [CH4 · 7 H2O] methane-hydrate
65 CH4, Ar crystallize methane and argon ice

a REE Z rare earth element

According to conventional astrophysical theory, our solar system (the sun and
its planetary system) was formed from a cloud of gas and dust that coalesced under
the force of gravitational attraction approximately 5 Gyr ago. This matter was
formed from a collapsed supernova core, a neutron star with radiant energy and
protons in the solar wind. The formation of planetesimals and planets was accom-
panied in many cases by high temperatures and violent conditions, and most inter-
stellar dust particles were destroyed. However, the class of meteorites known as
carbonaceous chondrites contains small particles with unusual isotopic ratios which
indicate that they did not form in the solar nebula, but rather must have been
formed in a region with an anomalous composition (e. g. as outflow from an
evolved star) long before the formation of the solar system. Therefore these parti-
cles must have been part of the interstellar grain population prior to the formation
of the solar nebula. Other debris from the supernova remains as gases and particu-
late matter, termed solar nebula. This system cooled, particles rose by condensation
growth and the sun grew by gravitational settlement about 4.6 Gyr ago. Cooling
and subsequent condensation occurred with distance from the protosun, resulting
in an enlargement of heavier elements (e. g. Fe) at the inner circle, corresponding
to the condensation temperature of matter (Table 2.1). Mercury formed closest to
the sun, mostly from iron and other materials in solar nebula that condense at high
temperatures (above 1400 K). It also shows the highest density (5.4 g cm−3) of all
earth-like planets, and in contrast, Jupiter contains more hydrogen and helium,
with an average density of only 1.25 g cm−3.

The earth, like the other solid planetary bodies, formed by the accretion of large
solid objects in a short time between 10 and 100 Myr (Fig. 2.4); the postaccreca-
tionary period is dated from ~ 4.5 Gyr ago (Kasting and Catling 2003). Earlier
theories (Walker 1977, Holland 1984) suggest that the earth was formed largely in
the form of small grains, but interspersed with occasional major pieces. The largest
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Fig. 2.4 Evolution of the Solar System.

particles (proto-planets) developed a gravitational field and attracted further mate-
rial to add to its growth. We assume that all this primary material was cold (10 K)
at first. The energy of the collisions between the larger microplanets, as well as
interior radioactive and gravitational heating, generated a huge amount of heat,
and the earth and other planets would have been initially molten. The molten
materials were also inhomogeneously distributed over the protoplanet. The moon
formed rather late in this process, about 45 Myr after the inner planets began to
form. The current theory is that a Mars-sized planetoid, sometimes named Theia,
collided with the earth at this time. As astronomical collisions go, this was a mere
cosmic fender-bender. The bodies, both molten, merged fairly smoothly, adding
about 10 % to the earth’s mass. The moon formed from the minimal orbiting debris
(about 0.01 earth masses) resulting from this low-speed crash (Wood and Halliday
2005, Wood et al. 2006). During the formation of the earth by the accumulation of
cold solids, very little gaseous material was incorporated. Evidence of this comes
from the extremely low level of the non-radiogenic noble gases in the atmosphere
of the earth. Among those, only helium could have escaped into space, and only
xenon could have been significantly removed by absorption into rocks. Neon, ar-
gon, krypton would have been maintained as an atmospheric components. Most of
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the helium found on earth is 4He, the result of the radioactive decay of uranium
and thorium; primordial helium is 3He.

The heavier molten iron sank to become the core, while materials of lower density
(particularly the silicates) made their way to the surface. The lightest of all became
the crust as a sort of “scum” on the surface. This crust melted and reformed numer-
ous times, because it was continuously broken up by gigantic magma currents that
erupted from the depths of the planet and tore the thin crust. The dissipation of
heat into space began the cooling of our planet. In the magma ocean, blocks began
to appear, formed from high-melting-point minerals sinking again into the heart of
the earth. Approximately 500 million years after the birth of the earth, this incan-
descent landscape began to cool down. When the temperature fell below 1000 °C,
the regions of lower temperatures consolidated, become more stable, and initiated
the assembly of the future crust. Only with the further cooling of the planet, might
those fragments become numerous and large enough to form a first, thin, solid
cover, a true primitive crust. This primordial crust might have developed as a warm
expanse of rocks (some hundreds of degrees Celsius), interrupted by numerous
large breaks, from which enormous quantities of magma continued to erupt. The
composition of the crust began to change by a sort of distillation. Disrupted by
highly energetic convective movements, the thin lithospheric covering would have
been fragmented into numerous small plates in continuous mutual movement, sepa-
rated and deformed by bands of intense volcanism. During this continuous remelt-
ing of the “protocrust”, heavier rock gradually sank deeper into the mantle, leaving
behind a lighter magma richer in silicates. Thus, around the basalts appeared andes-
ites: fine granular volcanic rocks, whose name derives from the Andes, where several
volcanoes are known to form rocks of this type. Gradually, a granitic crust emerged.

At this early point in the history of the solar system, there was a relatively short
period (50 Myr or so) of intense meteoric bombardment (termed the late heavy
bombardment LHB) which would have continually opened new holes in the crust,
immediately filled by magma. The scars left by this intense meteoric bombardment
have been almost totally erased on the earth by subsequent reworking of the crust.
The evidence for the LHB is quite strong, however. It comes mostly from lunar
astronomy (big craters formed significantly later than the lunar maria large, which
are dark, basaltic plains on earth’s Moon, formed by ancient volcanic eruptions.)
and the lunar rocks recovered from space exploration. The implication is that the
post-Hadean granitic crust was not the product of gradual distillation, but of cata-
strophic reworking after the protocrust was destroyed by the LHB (Koeberl 2006).
As Ryder (2003) pointed out, our best information on the LHB comes from the
moon. Since much of the moon’s original crust remains, why would we think that
the crust of the earth was destroyed? Some even argue that life evolved before the
LHB and survived to tell the tale (Russell and Arndt 2005).

Harkins (1917) showed that 99 % of the material in ordinary meteorites consists
of seven, even-numbered elements − iron (Fe), oxygen (O), nickel (Ni), silicon (Si),
magnesium (Mg), sulfur (S) and calcium (Ca). However, Payne (1925) and Russell
(1929) showed in the 1920s that the solar atmosphere is mostly hydrogen (H) and
helium (He). Today there are theories (e. g. Manual et al. 1998) that the sun’s chemi-
cal composition (at least in the core) is similar to that of meteorites, i. e., Fe is the
most abundant element.
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Table 2.2 Geographic quantities of the atmosphere, ocean and continents; after Holland
(1984) and Weast (1980).

mass of the earth 6.0 $ 1027 g (density 5.52 g cm−3)
mass of the atmosphere 5.2 $ 1021 g
mass of the troposphere (up to 11 km) 4.0 $ 1021 g
volume of the earth 1.08 $ 1021 m3

volume of the troposphere (up to 11 km) 5.75 $ 1018 m3

volume of world’s ocean 1.37 $ 1018 m3 (density 1.036 g cm−3)
area of northern hemispheric ocean 1.54 $ 1014 m2

area of southern hemispheric ocean 2.10 $ 1014 m2b

area of continents northern hemisphere 1.03 $ 1014 m2

area of continents southern hemisphere 0.46 $ 1014 m2

depth of the crustc 35 km (locally varies between 5 and 70 km)
mass of the crustc 4.9 $ 1025 gd

depth of the upper mantlec 60 km (locally varies between 5 and 200 km)
mass of the upper mantlec 4.3 $ 1025 ge

depth of the mantle 2890 km
mass of the lower mantlef 3.4 $ 1027 gf

thickness of the earth’s atmospherea 1000 km
a It is not a definite number. The reason that there is no definite number is because there is no set
boundary where the atmosphere ends.
b total ocean area 3.62 $ 1014 m2 after Schlesinger (1997)
c the lithosphere comprises the crust and the upper mantle
d assuming 35 km depth and 2.7 g cm3 density
e assuming 60 km depth and 3.3 g cm3 density
f between 60 and 2890 km; density about 6.0 g cm−3

Today, the more external part of the crust or lithosphere constitutes the superfi-
cial covering of the earth. Two kinds of crust are easily distinguished by composi-
tion, thickness and consistency; continental crust and oceanic crust. Continental
crust has a thickness that, in mountain chains, may reach 40 kilometers. It is com-
posed mainly of metamorphic rock and igneous blocks enriched with potassium,
uranium, thorium and silicon. This forms the diffuse granitic bedrock of 45 % of
the land surface of the earth. The oceanic crust has a more modest thickness, in
the order of 5−6 kilometers, and is made up of basaltic blocks composed of silicates
enriched with aluminium, iron and manganese. It is continuously renewed along
mid-ocean ridges (cf. Table 2.2).

At all over the entire history of the earth the sum of all (non-radioactive) ele-
ments is constant despite exhausting of hydrogen and helium into space. The loss
of hydrogen to space (and later its deep burial in hydrocarbons) is the reason for
the changing redox1 state from a low oxygen to a more oxidized environment. This
happens with photolysis of water (2.1) and hydrides such as CH4, NH3 and H2S
(2.2) and later with marine photosynthesis (2.3)

H2O d%
hν

O + H2 ([) (2.1)

1 Shorthand for reduction-oxidation reaction.
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Table 2.3 Substances in reduced state (hydrides) and in oxidized form (oxides) as well as
the corresponding oxoacids. If not mentioned, the species are gaseous under standard condi-
tions; aq − exists only dissolved in water.

hydrogen excess oxygen excess oxoacids
(reduced state) (oxidized state)

H2 OH, HO2 H2O (liquid)
OH2 (H2O, liquid) O2, O3 H2O2

CH4 CO, CO2 H2CO3 (aq)
NH3 NO, NO2, NO3, N2O5 HNO2, HNO3

SH2 (H2S) SO2, SO3 H2SO3 (aq), H2SO4 (aq)

SiH4 SiO, SiO2 (solid, unsoluble) Si(OH)2, H4SiO4 (solid, unsoluble)
PH3 P2O5 (solid) H3PO4 (solid)
AsH3 As2O3 (solid) As(OH)3 (aq)

HBr BrO, Br2O, Br2O3 (solid) HOBr, HBrO3 (aq)
HCl ClO, Cl2O, ClO2, Cl2O6 HOCl (aq), HClO2 (aq), HClO3

(liquid) (aq)
HJ JO, J2O5 (solid) HJO3 (solid)

XHnd%
hν

X +
n
2

H2 ([) d%
mO

XOm (oxide and anhydride)

dd%
H2O

H2XOmC1 (oxoacid) (2.2)

n CO2 + n H2O d%
hν

(CH2O)n (Y) + O2 (2.3)

With an increasing state of oxidation, a rise of acidity also occurs, and the two
combine until achieving an equilibrium state in geochemical evolution. Oxidation/
reduction and the acidity potential are interlinked where organisms create a biogeo-
chemical evolution by separating oxidative and reductive processes among different
living species. Table 2.3 summarizes the most important chemical relationships be-
tween such components. It is remarkable that only C, N and S compounds are
gaseous and/or dissolved in water in all redox states, which makes these compounds
globally distributable and exchangeable among different reservoirs to provide
global cycles (see Chapter 2.4.2). The other minor elements listed in Table 2.3 pro-
vide important compounds for life and the geogenic (abiotic) environment but are
much less volatile or almost immobile (Si, P). Some oxygenated halogens are unsta-
ble. Chemical evolution alone can change the distribution of the elements among
different molecules and reservoirs creating a heterogeneous world (Fig. 2.4).

2.1.2 Origin of organic bonded carbon

Space consists of 98 % hydrogen (3/4) and helium (1/4); of the remaining 2 %, three-
quarters is composed of just two elements, namely oxygen (2/3) and carbon (1/3).
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Based on the molar ratios a formula for the “space molecule” would be about
H2600O3C2. It is logical that, concerning compounds, water (H2O) and hydrocar-
bons (CxHy) are the most abundant molecules in space. Carbon (among other
elements in the four main groups of the periodical system; silicon, germanium, tin
and lead) offers comparable affinities to electropositive and electronegative ele-
ments (to the left and right of the periodical system). In other words, it has a
symmetric or even harmonic position in the word of matter. Therefore, the number
of stable molecules (compounds with all other elements within the periodical sys-
tem) must be larger than of any other element out of these four main groups. The
question may arise why “organic matter” is composed of carbon and not of silicon.
The answer is simple and twofold: (a) silicon is too heavy to create organisms that
would be mobile against earth’s gravity, and (b) only carbon can provide gaseous
molecules in the most electronegative state (CH4) and the most electropositive state
(CO2). Nevertheless, the non-organic world, the “fundament” of life is composed
from solid SiO2. The diversity of silicon compounds is no less than that of carbon.
However most of the silanes, the counterpart of hydrocarbons (in other words,
hydrosilicon), are unstable and the variety of molecules with unsaturated bonding
is much less then for carbon. The ability to create element chains, rings and net-
works (in two and three dimensions) is analoguous for carbon and silicon and
explains why these elements are the basic matter of materials, more soft for organic
and more rigid for inorganic.

2.1.2.1 What is organic chemistry?

Before we discuss the source of organic carbon, first we have to address what
“organic” means in chemistry because in the colloquial language it is equated with
“life.” The term derives from �ργαν�ν (Greek) and organum (Latin) which means
tool, device and voice and was first used in the seventeenth century in French with
various derived forms and enlarged senses (organe, organiser, organisme, organisa-
tion, organique). “Organic” compounds were known for centuries but were not
distinguished from “inorganic” matter. A systematic classification of chemistry was
done into mineral, vegetable and animal according to its origin by the French
chemist Nicolas Lémery who wrote Cours de chymie (1675, cited after Kopp 1831).
According to Walden (1941), the first use of the term “organic chemistry” is now
attributed to the Swedish chemist Jöns Jacob Berzelius who termed it “organisk
kemie” in a book published in 1806. After Lavoisier’s revolutionary book, Traité
élémentaire de chimie (1789), Berzelius wrote the first textbook Lärbok i kemien
(1817−1830) in six volumes. It was soon published in French (1829) still with the
now traditional title, Traité de chimie minerale, vegetale et animale in 8 volumes
with the subtitle “Chimie organique” (2ème partie − 3 volumes). In Germany the
first handbook, subtitled “organic compounds”, is the third volume of Handbuch
der theoretischen Chemie by Leopold Gmelin (1819), later rearranged into separate
volumes of inorganic and organic chemistry (from 1848). It was believed since that
time that organic matter (also termed “organized”) could not be synthesized from
its elements and that a special force, the vital force, is needed for its production.
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Table 2.4 Different simple inorganic carbon compounds.

oxides and oxoacids CO carbon monoxide
CO2 carbon dioxide
H2CO3 carbonic acid
H2C2O6 oxalic acid

sulfides CS2 carbon disulfide
COS carbonyl sulfide

halogensa CCl4 carbon tetrachloride
C2Cl6 dicarbon hexachloride
C2Cl4 dicarbon tetrachloride
C2Cl2 dicarbon dichloride
COCl2 carbonyl chloride

nitriles HCN hydrocyanic acid
rhodanides HSCN rhodanic acid
carbides Ca2C calcium carbideb

a here given as example for chlorine, but exchangeable by F, Br, and I
b as an example of many metallic carbides (cf. Eq. 2.8−2.10); unstable against water

However, organic molecules can be produced by processes not involving life. Fried-
rich Wöhler destroyed the theory of vital force by the synthesis of urea in 1828; an
event generally seen as the turning point.

First Lavoisier found systematically that vegetable matter is composed from C, H
and O and that in animal matter additionally N and P are present. Liebig (“Organic
chemistry in its application to agriculture and physiology”, 1840) defined the task
of organic chemistry as follows:

The object of organic chemistry is to discover the chemical conditions which are
essential to the life and perfect development of animals and vegetables, and,
generally, to investigate all those processes of organic nature which are due to
the operation of chemical laws. (The first phrase in Part I: “Of the chemical
processes in the nutrition of vegetables”).

This definition is still very much focused on the original idea that all “organic” is
definitely equal to “life”, despite the fact that it was written by Liebig after Wöhler’s
rejection of the “vital force” in association with organic compounds. Gmelin (1848)
wrote that carbon is the only element never missing and hence it is the only essential
constituent in an organic compound. There has been no change in the definition
since that time: the lexical database WordNet (Princeton University) defines organic
chemistry as:

… the chemistry of compounds containing carbon (originally defined as the
chemistry of substances produced by living organisms but now extended to sub-
stances synthesized artificially).

According to this definition it appears, however, that (for example) carbon dioxide
is an organic compound. It has been convenient to distinguish between inorganic
and organic carbon compounds to explain the cycles between the biosphere and
the atmosphere. On the other hand, when we state that there is a prime chemistry
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considering a limited number of elements and an unlimited (or at least immense)
number of molecules in defined numeric relationship between the elements (includ-
ing carbon), there is no need to separate chemistry into inorganic and organic
chemistry. In contrast to the countless number of “organic” carbon compounds,
the number of “inorganic” carbon compounds is rather small (of course, we count
here only simple compounds found in nature), Table 2.4.

It seems that a useful condition to specify an “organic” compound is the annex to
the given definition that there must be at least one CdH bonding in the molecule.

2.1.2.2 Origin of carbon

Now let us look at the origin of organic compounds on earth. There is evidence
that most of the earth’s volatiles may have been supplied by a “late heavy bombard-
ment” (LHB) of comets and carbonaceous meteorites, scattered into the inner Solar
system following the formation of the giant planets. How much in the way of intact
organic molecules of potential prebiotic interest survived delivery to the earth has
become an increasingly debated topic over the last several years. The principal
source for such intact organics was probably the accretion of interplanetary dust
particles of cometary origin. Very recently (Holland et al. 2009) it has been shown
based on the discovery of primordial Kr in samples derived from earth’s mantle2

that the noble gases in earth’s atmosphere and oceans are dominantly derived from
later volatile capture rather than impact degassing or outgassing of the solid earth
during its main accretionary stage.

Before life appeared on earth, there were two possible sources of organic molecu-
les on the early earth:

− Terrestrial origins − organic synthesis driven by impact shocks or by other en-
ergy sources (such as ultraviolet light or electrical discharges),

− extraterrestrial origins − delivery by objects (e. g. carbonaceous chondrites) or
the gravitational attraction of organic molecules or primitive life-forms from
space.

An earlier hypothesis suggested that the primitive (or better termed, primary) at-
mosphere consisted of NH3 and CH4. This idea was supported by the finding of
both species being in some meteorites and the belief that the solar nebula also
contains a small amount of ammonia and methane (Schlesinger 1997). The exis-
tence of a NH3dCH4 atmosphere was believed to be a precondition for the origin
of life. The well-known Miller-Urey experiment in 1953 showed that under UV
radiation organic molecules can be formed in such an atmosphere (Miller 1953,
Miller and Urey 1959). However, the intensive UV radiation at the earth’s begin-
ning would have destroyed NH3 and CH4 soon and no processes are known to
chemically form both species in air. Furthermore, it became evident that it is diffi-
cult to synthesize prebiotic compounds in a non-reducing atmosphere (Stribling

2 Noble gas isotopes are key tracers of both the origin of volatiles found within planets and the
processes that control their eventual distribution between planetary interiors and atmospheres.
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and Miller 1987). Whether the mixture of gases used in the Miller-Urey experiment
truly reflects the atmospheric content of the early earth is a controversial topic.
Other less reducing gases produce a lower yield and variety. It was once thought
that appreciable amounts of molecular oxygen were present in the prebiotic atmos-
phere, which would have essentially prevented the formation of organic molecules;
however, the current scientific consensus is that such was not the case. Hence or-
ganic matter must be available on the early earth (a) as a precondition for creating
life, and (b) to explain either CH4 and/or CO2 in the first atmosphere.

There is no longer any doubt that organic compounds are relatively common in
space, especially in the outer solar system where volatiles are not evaporated by
solar heating (cf. Fig. 2.3). For example, over 70 carbon-bearing radicals and ions
and organic compounds have been identified in dense interstellar gas and dust
clouds which have temperatures in the range 10−100 °K and within the solar sys-
tem, primarily through spectroscopy at the highest radio frequencies. At least 80
organic compounds are known to occur in carbonaceous meteorites (Zinner et al.
1995). A few years after this work, more than 100 molecular species, the bulk of
them organic, have been securely identified (Irvine 1998). There is considerable
evidence for significantly heavier organic molecules, particularly polycyclic aromat-
ics, although precise identification of individual species has not yet been obtained.

In addition, complex organic compounds can be synthesized on very short time
scales (103 years) in the low-density circum-stellar environment during the last sta-
ges of stellar evolution (Kwok 2004). Estimates of these sources suggest that the
LHB in the early atmosphere between 3.9 and 4.5 Gyr ago made available quanti-
ties of organics (estimated in the order of 1012 g C per year) comparable to those
produced by other energy sources (Chyba and Sagan 1992). It is also supposed that
a rain of material from comets could have brought significant quantities of such
complex organic molecules to earth. The low temperature kinetics in interstellar
clouds leads to very large isotopic fractionation, particularly for hydrogen, and this
signature is present in organic components preserved in carbonaceous chondritic
meteorites. Outer-belt asteroids are the probable parent bodies of the carbonaceous
chondrites, which may contain as much as 5 % organic material, and they contain
it mainly in unoxidized form, a substantial fraction in the form of solid, heavy
hydrocarbons (Briggs and Mamikunian 1963, Botta and Bada 2002).

Carbonaceous chondrites are the second most abundant subset of chondritic
meteorites and are thought to be some of the most primitive examples of solid
materials from our early solar system because they contain (Klemperer 2006):

− CadAl-rich inclusions which have been dated and found to be the oldest solids
that formed in our Solar system; in fact this is where the age of our solar system
comes from,

− pre-solar grains (crystals which formed from other stars before being incorpo-
rated in our solar system) and

− have bulk compositions most similar to that of the solar photosphere (since the
sun makes up > 90 % of the mass of the Solar system, it is thought that the first
materials would also have this composition).

The quantitative information on carbonaceous chondrites is difficult to evaluate.
They are much more friable than most other meteorites, and therefore survive the
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fall through the atmosphere less often than the others. Many groups of carbona-
ceous chondrites show abundant evidence for hydrothermal alteration, alteration
from contact with an aqueous fluid and/or heat. Carbonaceous chondrites are also
destroyed by erosion on the ground much more rapidly. Presumably that is the
reason why in the older literature reports on such kinds of meteorites are missing.
On the other site, analytical methods (GC-MS) to study such material were not
developed before the 1960s. Carbonaceous chondrites constitute about 3 % of all
meteorites from cometary debris that hits the earth. They are encrusted by outer
layers of dark material, thought to be a tar-like substance composed of complex
organic material formed from simple carbon compounds after reactions initiated
mostly by irradiation by ultraviolet light. Therefore, surface photochemical reac-
tions may provide a “chemical evolution” in contrast to the first earth atmosphere
where traces of oxygen and the UV light limit the homogeneous formation of larger
organic molecules.

The analysis of organic compounds in carbonaceous meteorites provides infor-
mation about chemical evolution in an extraterrestrial environment and the possible
compounds that could have been present on the earth before and during the origin
of life. Probably the first study with detailed analysis of organic compounds in
meteorites was carried out by Kaplan et al. (1963), who examined seven carbona-
ceous chondrites (Orgueil, Cold Bokkeveld, Mighei, Murray, Felix, Lancé and War-
renton), five non-carbonaceous chondrites (Richardton, Bjurböle, Karoonda, Abee
and Hvittis) and one achondrite (Norton County). Both aliphatic and aromatic
compounds were detected; in addition carbonyl groups appeared to be present as
well as unsaturated groups of the vinyl or allylic type. Amino acids and sugars were
encountered in all the meteorites studied. Seventeen amino acids were detected;
serine, glycine, alanine, and the leucines. Glutamic acid, asparatic acid and threo-
nine were found to be the most abundant. The absence of rotation, the type and
distribution pattern of amino compounds in chondrules and matrix, the lack of
pigments, fatty acids and presumably nucleic acids in addition to other biochemical
criteria, suggest that the organic material has been synthesized by chemical rather
than known biochemical processes.

Great care has been taken to assure that the interior of the Murchison meteorite
that fell to earth in September 1969 near Murchison, Australia, has not been con-
taminated by terrestrial life. The Murchison meteorite contains 92 amino acids,
only 19 of which are found naturally on earth. After a reanalysis of the Murchison
meteorite, Martins et al. (2008) advanced proposals that life’s raw materials were
delivered to the early earth (and other planetary bodies) by exogenous sources,
including carbonaceous meteorites. These authors found a large variety of the key
component classes in terrestrial biochemistry, including amino acids, sugar-related
compounds, carboxylic acids and nucleobases, as indigenous components in the
Murchison meteorite. Some investigators have found microorganisms in them. Oth-
ers have found other life forms that they call nannobacteria. They look like fossilized
bacteria, as small as 50−200 nm. This is far smaller than biologists believe bacteria
could be. Discussion is continuing that nannobacterial structures in sedimentary
rocks are probably by-products of bacterial degradation of organic matter and not
evidence for minute life forms called nannobacteria (Schieber and Arnott 2003).
Beside Murchison, the Murray (Kentucky, USA) and Orgueil (France, 1864) carbo-
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Table 2.5 Water soluble organic compounds (WSOC)a in the Tagish Lake meteorite, fell in
January 2000 in Canada, after Pizzarello et al. (2001) − the first pristine carbonaceous chon-
drite found on earth.

substance class concentration (ppm) number of identified species

aliphatic hydrocarbons 5 12
aromatic hydrocarbons ≥ 1 13
dicarboxylic acids 17.5 18
carboxylic acids 40 7
pyridine carboxylic acids 7.5 7
dicarboximides 5.5 4
sulfonic acids ≥ 20 1
amino acids < 0.1 4
amines < 0.1 3
amides < 0.1 1
a formula of insoluble fraction: C100H46N10O15

naceous meteorites provide different organic acids (Sephton 2002, Martins et al.
2008).

A meteorite that landed in Monahans, Texas, in 1998 was cut open and water was
found in it; it was the first time that scientists have detected water in a meteorite, an
essential ingredient for life of primordial origin (Zolensky et al. 1999). The fluids
are dominantly sodium chloride-potassium chloride brines, but they also contain
divalent cations such as iron, magnesium, or calcium. The Monahans belongs to a
class of meteorites known as ordinary chondrites, which astronomers have believed
are fragments of asteroids that contain little or no water. One explanation for the
water in this meteorite is that its parent asteroid acquired it after the rock formed.
A water-rich, icy projectile, such as a comet, could have plowed into the newborn
asteroid and spilled some of its water. Alternatively, the water might have been
incorporated into the asteroid as it coalesced (Kargel 1992, Schmitt et al. 2007)).

In January 2000 the Tagish Lake meteorite fell on a frozen lake in Canada and
may provide the most pristine material of its kind (Pizzarello et al. 2001). Analysis
has shown this carbonaceous chondrite to contain a suite of soluble organic com-
pounds (~ 100 ppm) which includes mono- and dicarbonyl acids, dicarboximides,
pyridine carboxylic acids, a sulfonic acid, and both aliphatic and aromatic hydro-
carbons, in small concentrations (< 0.1 ppm) amino acids, amines and amides also
have been found, see Table 2.5. The insoluble carbon (total 2.4 %) exhibits exclu-
sively aromatic character, deuterium enrichment, and fullerenes containing “planet-
ary” helium and argon. These findings provide insight into an outcome of early
solar chemical evolution which differs from any seen so far in meteorites. A contin-
uous influx of meteoritic organic material would have enriched the prebiotic or-
ganic inventory necessary for life to assemble on the early earth.

From a large collection of micrometeorites extracted from Antarctic old blue ice
in the size range of 50 to 100 m (of which carbonaceous micrometeorites represent
80 % of the samples and contain 2 % carbon), Barbier et al. (1998) concluded that
they might have brought more carbon to the surface of the primitive earth than
that involved in the present surficial biomass. One assumes that the original carbon
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on earth from chondrites was bitumeous and tar (40 % of the reduced carbon Ta-
gish Lake meteorite are carboxylic acids). It is supposed that between 100 and 300
km depth below the earth surface we have a patchwork in which the carbonaceous
chondrite material comprises 20 % on average (Gold 1999). With the carbonaceous
chondrite type of material as the prime source of the surface carbon, the question
arises as to the fate of this material under heat and pressure, and in the conditions
it would encounter as buoyancy forces drove some of it toward the surface. The
detailed mix of molecules will depend on pressure and temperature, and on the
carbon-hydrogen ratio present.

What would be the fate of such a mix? Would it all be oxidized with oxygen from
the rocks, as some chemical equilibrium calculations have suggested? Evidently not,
for we have clear evidence that unoxidized carbon exists at depths between 150 km
and 300 km in the form of diamonds. We know diamonds come from there, because
it is only in this depth range that the pressures would be adequate for their forma-
tion. Diamonds are known to have high-pressure inclusions that contain CH4 and
heavier hydrocarbons, as well as CO2 and nitrogen (Melton and Giardini 1974).
The presence of at least centimeter-sized pieces of very pure carbon implies that
carbon-bearing fluids exist there, and that they must be able to move through pore-
spaces at that depth, so that a dissociation process may deposit the pure carbon
selectively; a process akin to mineralization processes as we know them at shallower
levels. The fluid responsible cannot be CO2, since this has a higher dissociation
temperature than the hydrocarbons that co-exist in the diamonds; it must therefore
have been a hydrocarbon that laid down the diamonds (CH4). Assuming for the
carbonaceous matter the formula CnHmNxOy, the following products could be pro-
duced under thermal dissociation. The decomposition may be oxidative (2.5) or
reductive (2.6 and 2.7) where oxygen and hydrogen are produced even from the
carbon substrate (2.4):

CnHmNxOy ddd%
T, p

CH4, C, H2, CO, CO2, N2, H2O, O2 (2.4)

CnHmNxOy ddd%
O2, T, p

CO2 + H2O (2.5)

CnHmNxOy ddd%
H2O, T, p

CH4 + O2 + H2 (2.6)

CnHmNxOy ddd%
H2, T, p

CH4 + H2O (2.7)

Other atoms that may also be present, such as oxygen and nitrogen, will form a
variety of complex molecules with the carbon and hydrogen. Thus it is easy to
understand that reduced carbon in the form of CH4, as well as in oxidized form
(CO2) and H2O, will be produced. At sufficient depth, methane will behave chemi-
cally as a liquid, and it will dissolve the heavier hydrocarbons that may be present,
and therefore greatly reduce the viscosity of the entire fluid. The continuing upward
stream would acquire more and more of such unchangeable molecules, and the
final product that may be caught in the reservoirs we tap for oil and gas, is the end
product of this process.

The dominant fraction of carbon on earth (see Table 2.12) is termed kerogen; a
mixture of organic chemical compounds that make up a portion of the organic
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matter in sedimentary rocks. Terrestrial kerogen is almost all collected in sedimen-
tary layers, which lie near the earth’s surface, showing H/C ~ 0.5 (different kerogen
types are distinguished according to H/C from < 0.5 to > 1.25). It is insoluble in
normal organic solvents because of the huge molecular weight (upwards of 1000
Daltons). The soluble portion is known as bitumen (petroleum belongs chemically
to bitumen, as the liquid form). When heated to the right temperatures in the
earth’s crust, some types of kerogen release crude oil or natural gas, collectively
known as hydrocarbons (fossil fuels). When such kerogens are present in high con-
centration in rocks such as shale, and have not been heated to a sufficient tempera-
ture to release their hydrocarbons, they may form oil-shale deposits.

The classical theory assumes that kerogen is produced from humic substances
similar to the formation of humic and fulvic acids from microbial degradation of
dead biomass (algae and higher plants but also bacteria) in soils and aquatic sedi-
ments (Killops and Killops 2005). The main process is (poly-)condensation (release
of water but also CH4 and CO2) under formation of polymeric carbon structures.
The final process would be carbonization with formation of graphite. A mean for-
mula of kerogen is such as C1000H500−1800O25−300N10−35S5−30 (Killops and Killops
2005).

Kerogen materials have been detected in interstellar clouds and dust around stars
(Papoular 2001). Kerogens and coals in evolved stages are very similar. The main
difference is that coals are found in the form of bulk rocks and kerogens in dis-
persed form (sand-like). The idea that kerogens have been transported to earth by
carbonaceous chondrites is supported by the finding of kerogen-like material,
mainly as solvent unextractable macromolecular matter, analogous to terrestrial
kerogen or poorly crystalline graphite in different meteorites (Nakamura 2005).
Some of those hydrous carbonaceous chondrites show evidence for heating during
aging and the kerogen-like amorphous carbonaceous materials lose their labile frac-
tions, and become more and more graphitized.

Finally we have to ask where the carbonaceous matter found in such meteorites
was produced. The only explanation is inorganic synthesis from the elements and
simple compounds: n (C + H2) Z (CH2)n and n (CO + H2) Z (CH2O)n in the solar
nebula and condensed onto particles. The chemical formula (C100H46O15 N10) of
the insoluble fraction found in the Tagish Lake meteorite (Table 2.5) indicates an
enrichment of elemental carbon over hydrogen and oxygen and suggests a chemical
aging according to reaction (2.4). The summarized chemical composition can be
roughly simplified into (C7H5NO)n and further transformed into building blocks
such as (4 C + HCN + CH2O + CH2)n representing a mixture from elemental
carbon (C), nucleic acids (HCN), polyalcohols (CH2O) and aliphatic compounds
(CH2). The formula (C6H4O)n − neglecting now the HCN building block − can be
retransformed by adding 4 H2O (which was probably lost during the chemical ag-
ing) into (C6H12O6)n − sugar − which is exactly a multiple of the building block
(CH2O)n; here, CH2O (formaldehyde) is also geochemist’s shorthand for more com-
plex forms of organic matter. Hence the formation of black carbon matter in the
chondrites is a carbonization similar to the formation of coal from biomass with
loss of water (dehydrogenation). It is remarkable that the formula of the carbona-
ceous material (a) is not very different from that of terrestrial kerogen (it contains
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more chemically bonded H2O and much less N) and (b) also explains the huge
excess of inorganic carbon (C or oxidized into CO2) compared with“biomass” car-
bon (CORG) by aging/carbonization.

2.1.3 Origin of nitrogen

Nitrogen, such as carbon, is not one of the more abundant elements on earth − its
mean mass fraction is about only 0.002 %; thus oxygen is 23 000 times and carbon
10 times more abundant (Table 2.13). In space, however, nitrogen is the fourth most
abundant element (when not considering hydrogen and the noble gases); the ratios
of O/N and C/N amount to about 10 and 5 respectively. The molecular nitrogen
(N2) now present in earth’s atmosphere is considered to have remained here since
the planet was first formed, 4.6 Gyr ago. Variation of the mass of O2, CO2 and
H2O, but not that of N2, must have led to variation in total atmospheric pressure
with time. The residence time of N2 in the atmosphere, relative to exchange with
and storage in crustal rocks, is estimated to be about 1 Gyr (Berner 2006).

As a likely constituent of many volatile-rich solid bodies in the outer solar system
(e. g., Saturn’s moons), ammonia is expected to combine with water to form ammo-
nia hydrates, most likely ammonia dihydrate NH3 · 2 H2O (Lunine et al. 1988). The
dihydrate of ammonia was isolated for the first time by Bertie and Shehata (1984).
As shown in Fig. 2.3, ammonia is relatively easily produced in interstellar regions.
Cosmochemical arguments suggest that all these materials will be dominated by
water, with variable amounts of materials plausibly including ammonia, methane
clathrate hydrates, salts, and other materials (Tobie et al. 2005). In the outer regions
of the solar system, in the planets Uranus and Neptune and in 100 billion comets,
over 100 earth masses of ices and organics exist. The comets spend most of their
lives deep frozen at temperatures below 50 K (Schmidt et al. 2005). The formation
of ice and stone asteroids finds a natural explanation − they are some kind of
remains of the building materials of the solar system. The Tunguska phenomenon
in 1908 (which has attracted some 120 hypotheses) has recently been attributed to
an icy ammonia-water asteroid (Plekharov 2008, Baillie 2008).

The idea that icy chunks fall down to the earth is now widely accepted in the
astronomical community. It lies in the nature of such collisions that no residue
remains for collection and chemical analysis. It is reported in the literature that
sometimes after the observed mysterious fall of celestials to earth − and without
any residue being found − an intensive foul smell appeared, variously described as
“sulfurous”, “metallic” and/or “ammoniacial” (Bérczi and Lukács 1997). Beech
(2006) argues, considering the survival time in dependence on the fall velocity, that
is unlikely that large ice chunks that have fallen down to the ground (those that
have been proved) are extraterrestrial, and their origin must lie somewhere within
the earth’s atmosphere (for example, extraordinary hail formation). Hence it is even
more unlikely that icy meteorites fell on an early earth with a hot surface and
atmosphere. It remains highly speculative to assume that icy NH3dH2O-bodies
from the outer part of our solar system coalesced with planetesimal bodies forming
protoplanets and thus coming down to earth while forming it by the accretion of
such solid (and cold) bodies. If so, soon afterwards all volatile material evaporated.
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Asteroids (and comets), however, can be mixed by coalescence with stony and
icy bodies. If large enough, they may transport volatilizable material into earth’s
atmosphere (the Tunguska event is probably associated with an ammonia spike in
the Greenland ice core record). The stony body can fall to the earth’s surface but
evaporates (in the Tunguska event there is speculation of cosmic carbon input; on
the other hand, nitrate increase as would be expected from NO formation by heat-
ing the atmosphere (see Chapters 2.6.4.4 and 5.4.1) has not been found (Rasmussen
et al. 1984, 1999, 2008).

There is evidence for hydrates on Europa, the sixth moon of the planet Jupiter,
of a likely origin from the cosmos (Prieto-Ballesteros et al. 2005). Several substan-
ces besides water ice have been detected on the surface of Europa by spectroscopic
sensors, including CO2, SO2, and H2S. These substances might occur as pure crys-
talline ices, as vitreous mixtures, or as clathrate hydrate phases, depending on the
system conditions and the history of the material. Clathrate hydrates are crystalline
compounds in which an expanded water-ice lattice forms cages that contain gas
molecules. The molecular gases that may constitute clathrate hydrates may have
two possible ultimate origins: they might be primordial condensates from the inter-
stellar medium, solar nebula, or Jovian sub-nebula, or they might be secondary
products generated as a consequence of the geological evolution and complex
chemical processing of the satellite. Primordial ices and volatile-bearing compounds
would be difficult to preserve in pristine form on Europa without further processing
because of its active geological history. But dissociated volatiles derived from differ-
entiation of a chondritic rock or cometary precursor may have produced secondary
clathrates that may be present now.

In the discussion above there are indications that ammonia is a common sub-
stance in space, distributed from grains (interstellar dust) over asteroids to satellites.
Hence it is logical to assume that during the formation of the planet (icy) ammonia
(and water and likely other substances) was carried to earth. The survival of ammo-
nia would be extremely limited, first because the planetary bodies were soon molten
after aggregation and will lose all volatiles (see Chapter 2.2.1) and form a primitive
atmosphere. Secondly, most icy matter falling to the earth’s surface would after-
wards evaporate (by frictional heating) in that atmosphere, but it would input the
volatile matter, e. g., ammonia and other substances (water, methane), which easily
explains the “first” atmosphere (cf. Table 2.7).

Ammonium is present as a trace constituent in all granites, with an average
concentration of 45 ppm (NH4

+), equivalent to 35 ppm of elemental N (Schlesinger
1997, Hall 1999). It shows wide variations related to petrography and region, but
the only significant correlation between ammonium and other geochemical param-
eters is that it is most abundant in peraluminous granites and least abundant in
peralkaline granites. These variations can be related to (a) the amount of sedimen-
tary material in the magmatic source region, and (b) redox conditions in the source
region. The ammonium content of granitic magmas can also be modified by frac-
tionation or contamination. Hydrothermal alteration has a major effect on the
ammonium content of granitic rocks, and variation due to this cause may exceed
the magmatic variation. Most hydrothermally altered granites are enriched in am-
monium as a result of the transfer of ammonium from sedimentary “country rock”
(existing adjacent rock) by the hydrothermal fluids.
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Ammonium muscovite (NH4Al2AlSi3O10(OH)2) and ammonium phlogopite
(NH4Mg3AlSi3O10(OH)2) have been synthesized hydrothermally at gas pressures of
2000 bar and temperatures between 550 °C and 730 °C. Both micas are stable only
in environments of high ammonia fugacity. Ammonia or nitrogen, or both, are
released by thermal decomposition, cation exchange, or oxidation. The ammonia/
nitrogen ratio in the gas depends primarily on the hydrogen fugacity and the tem-
perature of the environment. Calculations show that, even in a predifferentiated
earth, nitrogen may have predominated. The total amount of nitrogen present on
the surface of the earth could be accounted for by the decomposition of a layer of
ammonium muscovite 170 meters thick (Eugster and Munoz 1966).

Sublimates are often found, especially of chloride, from potassium, ammonium,
sodium and others close to volcanoes. Today there are no indications that NH3 is
found in volcanoes. However it is not unlikely that a large share of sublimates
have undergone extensive recycling, so that they should not be considered juvenile
degassing products. There are no grounds to believe that all salmiac (NH4Cl) was
destroyed in an early state of the earth and that the HCl (and Cl2) in present
volcanoes is a product from other mineral chlorides and N2 from gaseous deposits,
even due to recycling of sediments. There is agreement that these substances are
secondary, derived from rainwater but also vegetation deposition into the crater.
However despite the fact that nowadays NH3 is not (more) detected in volcanic
gases it is not proof that NH3 was not degassed in the early earth.

Another explanation for the origin of NH3 considers the possibility that nitrides
(N3−), formed deep within the earth, are the initial compounds; it is known that
nitrides (e. g., Fe5N3 and Mg3N2) form NH3 in contact with water. This was first
proposed by Gautier (1903) to explain nitrogen in volcanic exhalations (after oxida-
tion of the NH3). Julius Stoklasa, a well-known Czech agricultural chemist, found
at the Vesuvius eruption in April 1906 the largest amount, (30 ppm) of NH3 ex-
tracted from an olivine bomb; organic contamination, in the samples of lava exam-
ined, was impossible (Stoklasa 1906). Later, respected researchers also noted (but
without citing the early work of Stoklasa) the possibility of NH3 formation from
nitrides in the early earth (Oparin 1924, 1938).

The volcanic nitrogen found was attributed in the older literature to mixing with
air (which is not likely because of missing argon) and decomposition of organic
nitrogen from deposits into the crater (Bischof 1863). Today it is believed that all
ammonia/ammonium (Sutton et al. 2008) on earth is the result of biological activ-
ity, i. e., by assimilation of atmospheric N2 and subsequent nitrification into NH3.

2.2 Evolution of the atmosphere

We call the present atmosphere of the earth “secondary”, but the discussion is still
open whether there was a primordial atmosphere and what the composition of the
primary one was. The so-called primitive (or primordial) atmosphere could have
been formed by the remaining gas phase (solar wind) from solar nebula (H2, He).
However, it is unlikely that the earth had such a primitive atmosphere. There are
several assumptions (e. g. the collision of earth with another celestial body, by which
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we assume today the formation of the moon) according to which this primitive
atmosphere must have quickly eroded to space. Hydrogen from such an atmosphere
would also outgas quickly to space. For the further evolution of the earth’s atmos-
phere the possible existence of a first H2-He atmosphere plays no role. The key
question for all gases forming an atmosphere is of its origin. As discussed in Chap-
ter 2.1.1, we are forced to conclude that the acquisition of gases, or substances that
would be gaseous at the pressures and temperatures that prevailed in the region of
the formation of the earth was limited to the small value implied by the low noble
gas values. Assuming that gaseous material, except noble gases, was absent or of
less importance in the mass budget of the initial earth, all gases believed to have
been present in the primordial or primitive atmosphere must be a result of volatili-
zation of materials from the inner part of the earth.

2.2.1 Degassing of the earth: The formation of the atmosphere

Assuming that very little gaseous material (e. g. CO2, CH4, NH3) was incorporated
into the primary earth aggregate, it is likely that corresponding solid substances
from which, under the current conditions (heat and pressure), gases could evolve
were available in the crust or the inner earth. Most scientists assume that earth’s
atmosphere, about 4.5 billion years ago, consisted mainly of CO2 under high pres-
sure (~ 250 bars) and temperature (> 300 °C), with N2 and H2O (and a little HCl)
being minor important species. Those volatile elements and compounds were de-
gassed from the inner earth (see also Walker 1977, Holland 1978, Brimblecombe
1996, Wayne 1996, Warneck 2000).

2.2.1.1 Volcanic gases

Walker (1977), who proposed an initially hot earth with strong tectonic activities,
volcanisms and cross-mantle interchange, indicated that the rate of degassing must
have declined over time. Degassing introduced water and carbon dioxide to the
primitive atmosphere, he wrote. But where did the huge amounts of CO2 and H2O
− oxidized species − come from? Volcanic eruptions and continuous degassing
from earth are significant sources of trace substances in today’s atmosphere (see
also Chapter 2.6.4.3) but are also considered to be the origin of the first prebiologi-
cal atmosphere (cf. Fig. 2.4).

There are about 500 active volcanoes on the earth. Of these about 3 % erupt each
year and of that number about 10 % have sufficient explosive power to transport
gases and particles to the stratosphere (Brasseur et al. 1999). Magmatic gases re-
leased from volcanoes today contain water vapor and carbon dioxide as the main
components, with smaller contributions of SO2/H2S, HCl, HF, CO, H2, and N2,
but also traces of organic compounds, and volatile metal chlorides and SiF4.

Conclusions about the atmospheric composition of the early earth have been
drawn from the gas exhalations of the so-called Hawaiian volcanoes type (Ta-
ble 2.6). Oxygen is almost entirely missing from volcanic exhalations. Where O2 is
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Table 2.6 Mean composition of volcanic exhalations (in vol-%).

substance Hawaiian volcanoes mean from different
Hawaiian volcanoesb

Walker (1977) Day and Shepherd
(1913)a

H2O 79.31 − − 18−97
CO2 11.61 57 55 1−50
SO2 6.48 32 3 < 1−30
N2 1.29 6 30 < 1−38
H2 0.58 3 8 < 1−4
CO 0.37 2 4 1−4
S2 0.24 − − < 1−8
HCl/Cl2 0.05 − − 1−3
H2S − − − 1−1
Cl2 − − − 1−1
Ar − − − 1−0.5

sum 100 100 100 100
a Kilauea eruption 1912
b Clarke (1920), Saukov (1953)

detected in volcanic exhalations (sometimes in those from fumaroles) it is assumed
that there was a mixture with atmospheric air. The fact that oxygen has not been
observed in volcanic gases should not be taken into account for the volcanic activi-
ties of the early earth. Modern volcanic gases are believed to be more oxidized than
those at an early time in the earth’s formation. The upper mantle was probably
highly reduced in the immediate aftermath of the impact that formed the moon.
Care is also required concerning the composition of volcanic exhalations at the
earth’s beginning, i. e., the present composition of volcanic exhalations may not
absolutely represent the former one due to recycling of rocky materials through vol-
canoes.

At high pressures deep beneath the earth, volcanic gases are dissolved in molten
rock (magma) and these are released into the atmosphere during eruptions. As
magma rises toward the surface, where the pressure is lower, gases held in the
melted material begin to form tiny bubbles. The increasing volume taken up by gas
bubbles makes the magma less dense than the surrounding rock, which may allow
the magma to continue its upward journey. Closer to the surface, the bubbles in-
crease in number and size so that the gas volume may exceed the melt volume in
the magma and create a magma foam. The rapidly expanding gas bubbles of the
foam can lead to explosive eruptions in which the melt is fragmented into pieces of
volcanic rock, known as tephra. Volcanic gases undergo a tremendous increase in
volume when magma rises to the earth’s surface and erupts. Such enormous expan-
sion of volcanic gases, primarily water, is the main driving force of explosive erup-
tions. If the molten rock is not fragmented by explosive activity, a lava flow will
be generated.

The composition of volcanic exhalations differs from volcano to volcano. There
are different ways of classifying volcanoes, but concerning the gases emitted, the
classification by composition of material erupted (lava) is presented here:
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− If the erupted magma contains a high percentage (> 63 %) of silica, the lava is
called felsic (feldspar and silica). The most common felsic rock is granite.

− If the erupted magma contains 52−63 % silica, the lava is of intermediate compo-
sition. These volcanoes generally only occur above subduction zones.

− If the erupted magma contains < 52 % and > 45 % silica, the lava is called mafic
or basaltic.

− Some erupted magmas contain < 45 % silica and produce ultramafic lava. These
are very rare.

As shown in the next Chapter 2.2.1.2, the rock types will determine the composition
of the degassed matter. Gautier (1906) first stated this in summing up his views on
the chemistry of volcanism due to fissuring and subsidence in the crust of the earth,
whereby rocks are lowered into the heated region and gases are then developed
under the enormous pressures and in immense quantities.

Volcanism from the crust to the earth’s surface is the driving force in recycling
rocky material today. Subduction is the process in which one tectonic plate is pushed
downward beneath another plate into the underlying mantle when plates move
towards each other. The plate that is denser will slide under the thicker, less dense
plate. Faulting (the process in which rocks break and move or are displaced along
the fractures) occurs in the process. The subducted plate usually moves in jerks,
resulting in earthquakes. The area where the subduction occurs is the subduction
zone. Magma is produced by the melting plate. It rises through fractures in the
crust and reaches the surface to form volcanoes.

Hofmann and White (1982) suggested that oceanic crust recycled into the mantle
during subduction could be the source of plume volcanism. The oceanic crust sinks
into the deeper mantle and accumulates at some level of density compensation,
possibly the core-mantle boundary. The accumulated layer locally reaches thick-
nesses exceeding 100 km. This model has proved to be very successful and is now
widely accepted by the scientific community. The oceanic material recycled into the
mantle is a combination of oceanic basalts from mid-ocean ridges, seamounts and
ocean islands as well as sedimentary material deposited on the ocean floor. More-
over, a large amount of seawater (including dissolved matter) flows into the magma.
In this way atmospheric gases (oxygen, nitrogen and noble gases) dissolved in sea-
water can also go through subduction zones into the mantle (Holland and Ballen-
tine 2006).

One has to draw the conclusion that modern volcanism provides a mixture of
recycled atmospheric and surface material with primordial rocky gas evolution. As
a rough but plausible assumption, we can state that in an early earth, without free
oxygen, the volcanic gases could consist more of reduced gases, for example, H2S
over SO2, CO over CO2 and even CH4. At that time, when carbon recycling was
not yet possible and hence carbon sediments did not occur, the question arises of
the origin of carbon (CH4, CO and CO2) (see Chapter 2.1.2). The fractions of H2

and CO found in volcanic exhalations agree approximately with those expected
from the thermo-chemical equilibrium with their precursors H2O and CO2, assum-
ing oxygen pressures of 10 mPa or less (Warneck 2000).

It is remarkable that during the Kilauea eruption (Hawaii) in 1912, Day and
Shepherd (1913) did not find HCl and Ar; which proves that there was no admix-
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ture of atmospheric air and the gases were truly magmatic. The authors also proved
for the first time the abundance of water in the molten lava. It is not unlikely that
this type of eruption (known as “hot-spot”) shows similarities with the eruption of
early magma.

2.2.1.2 Gases occluded and produced from rocks

Just seven elements (Si, Al, Fe, Ca, Na, Mg, K) in oxidized form comprise 97 % of
the earth’s crust (Table 2.13); it is notable that silica contributes 53 % of the total.
With the exception of oxygen (which amounts to 46 % of all crust elements), none
of such elements is in a volatile form (the only exception is SiH4). In space, carbon,
nitrogen and sulfur amount to 33 % of the total abundance of material, but in the
earth’s crust they only constitute 0.057 % (0.02 %, 0.002 %, and 0.035 %, respec-
tively). This fact of the depletion of C, N and S by about two orders of magnitude
in the earth’s crust shows that these elements are in partitioning among different
composites.

The very high abundance of carbon in space (Table 2.13) − taking the O/C ratio
to be 0.5 in space and 2300 in the earth’s crust − suggests that interstellar matter
and/or other planetesimal bodies and planets are rich in carbon relative to earth-
like planets. As discussed above, carbon is among the interstellar gases, in form of
hydrocarbon, deposited on carbonaceous chondrites but it is also found in the form
of carbides in meteorites and on earth. Elemental carbon in the form of graphite
can react with many elements (especially alkali and alkaline earth metals) to form
graphitic mixtures and carbides. Carbides, produced at high temperatures
(> 1000 °C) from carbon and the metal or its oxide, and have been also found in
nature (they are produced synthetically for industrial purpose). In the literature,
only the occurrence of the extremely rare silicon carbide SiC (of which there are
five different compounds) and iron carbides (FeC3) is reported. SiC has been found
in diamonds (Leung et al. 1990). Analysis of SiC grains found in the Murchison
carbonaceous chondrite meteorite has revealed anomalous isotopic ratios of carbon
and silicon, indicating an origin from outside the solar system. SiC is even older
than our solar system, having wandered through the Milky Way for billions of
years as stardust that was generated in the atmospheres of carbon-rich red giant
stars and from supernova remnants. The gravitational coalescence of our solar
system trapped micron-size silicon carbide grains in the meteorites that were form-
ing from the accretion of the debris in clouds of interstellar gas (Hoppe et al. 1994).

FeC3, also known as cohenite, particularly when found mixed with nickel and
cobalt carbides in meteorites (Hutchison 2007), was first identified by Ernst Wein-
schenk, a German pioneer of microscopy and petrography in Munich. A general
formula of cohenite is (FeNiCo)3C suggesting that this mineral also comprises the
earth’s core. In molten iron (above 1100 °C) carbon can be dissolved up to 4.3 %,
about double the carbon content in cohenite (2.2 %). The carbon solubility increases
with temperature and when the solution slowly cools down, carbon in excess of
4.3 % separates as graphite. We have no information on carbon in the earth’s core
but we can speculate on it and assume that some was also mixed within other upper
layers. A carbon content of 1.4−2.3 % has been found in native iron (Clarke 1920).
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We also may speculate that unstable carbides existed on the early earth and
converted according to the following reactions (M Z Al, Be, Ca, Na, K, Li and
others):

M4C dd%
H2O

4 M+ + CH4 (2.8)

M2C2 dd%
H2O

2 M2+ + C2H2 (2.9)

M4C3 dd%
H2O

4 M3+ + C3H4 (2.10)

Similarly nitrogen can form with metal nitrides, in the form of salts of ammonia
(N3−) with alkali and earth alkaline metals (Na, Li, Ca, Mg etc.), as covalent
compounds (with Si, P, S and others) as well as metallic carbides (with Cr, Co, Mn,
U etc.), but all of them have been hydrolyzed over time in the formation of ammo-
nia (see also next Chapter 2.2.1.3):

M3N dd%
H2O

3 M+ + NH3 and MnNm dd%
H2O

n M
3m
n C + m NH3; (2.11)

M3N2 is formed from Be, Mg, Sr, Ba and Ca. Under high temperature and absence
of water such nitrides can produce so-called subnitrides with the formation of nitro-
gen gas:

2 M3N2 dd%
T

3 M2N + 1
2 N2 (2.12)

Another possibility − which we will argue later is relatively unlikely − is the as-
sumption that in the earth’s crust ammonium chloride (NH4Cl) was present, which
quickly and completely dissociates into NH3 and HCl with increasing temperature.
The “charm” of this hypothesis lies in the explanation of the atmospheric HCl
source (and Cl2, which is formed easily via HCl photolysis). However thermal hy-
drolysis of chlorides which may be primordial can also explain degassing of HCl;
FeCl2 has been detected in meteorites.

FeCl2 + H2O % FeO + 2 HCl (2.13)

KCl + H2O % KOH + HCl (2.14)

Today chlorides only exist dissolved in the oceans and in marine sediments − to be
discussed below as the recycling process. The reactions (2.13) and (2.14) are remark-
able through a reservoir separation of alkalinity into the crust and acidity into the
atmosphere.

It has long been known that nearly if not quite all rocks, upon heating to redness,
give off large quantities of gas, a fact which was noted by Priestley, as early as 1781
(Clarke 1920). Already one hundred years ago distinguished scientists studied the
gases occluded and produced from rocks while heating them. Among those re-
searchers, the French chemist Armand Gautier and the American geologist Thomas
Chamberlain made the most elaborate research upon the gases extractable from
rocks. A summary of their findings can be found in Chamberlain (1916) and Clarke
(1920). For the purpose of this book, it is not important to cite all such data and
to discuss the variations. Here we present the main conclusions to support the ideas
of the origin of volcanic gases (see Chapter 2.2.1.1) and the formation of the primi-
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tive earth atmosphere by degassing of the earth’s crust (see Chapter 2.2.1). Gautier
(1906) has shown that a large number of reactions are possible, starting with just
water, carbon dioxide, and the solid constituents of lava; the nitrogen Gautier attrib-
utes to the presence of nitrides in rocks (see above), but he also assumes the exis-
tence of metallic carbides and that hydrocarbons may be generated (see Eq.
2.8−2.10).

The rocks give off on average 5−10 times their own volume of gases (excluding
H2O vapor). Before heating, the rocks were dried in the experiments to remove
hygroscopic moisture. The produced steam (H2O) however was dominant and ex-
ceeds by a factor of 4−5 all other gases from the rocks. The evolved gases from
granite and basalt are (% of volume in parenthesis):

H2 (10−90 %), CO2 (15−75 %), CO (2−20 %), CH4 (1−10 %), N2 (1−5 %),

and in traces (/1 %) HCl, SiF4 and H2S have been detected. Taking mean values,
about 0.2 % of the rocks’ mass is volatile (corresponding to 200 ppm hydrogen,
600 ppm carbon and 200 ppm nitrogen). Water, however, is the dominant volatile
compound in rocks belong traces of sulfur, nitrogen and halogens. The mean
amount of water liberated from heated rocks (using the values cited by Clarke)
corresponds to about 20 000 ppm or 2 %, much more than is nowadays found in
rocks as “free” water (see below), suggesting that most of the water vapor produced
while heating the rocks originates from OH-bonded water due to silicate condensa-
tion, as discussed below. But in melt inclusions from past volcanic eruptions (650
BP Mt. Pelée and 1902 Santa Maria) much more H2O with about 5 % (2−7) have
been found (Villemant et al. 2003); the rocks chemical composition corresponds to
Clarke values (in parenthesis content in %): SiO2 (73.5), Al2O3 (14.5), Na2O (4.5),
Fe2O3 (2.5), CaO (2), K2O (2), MgO (0.5), TiO2 (0.3), and MnO (0.1).

Most minerals of earth’s upper mantle contain small amounts of hydrogen, struc-
turally bound as hydroxyl (OH). The OH concentration in each mineral species is
variable, in some cases reflecting the geological environment of mineral formation.
Of the major mantle minerals, pyroxenes are the most hydrous, typically containing
~ 200−500 ppm H2O, and they probably dominate the water budget and hydrogen
geochemistry of mantle rocks that do not contain a hydrous phase. Garnets and
olivines commonly contain ~ 1−50 ppm H2O. Nominally anhydrous minerals con-
stitute a significant reservoir for mantle hydrogen, possibly accommodating all the
water in the depleted mantle and providing a possible mechanism to recycle water
from earth’s surface into the deep mantle.

The most important ion in rocks is the silicate SiO4
4− (in analogy to sulfate

SO4
2− ) from the weak orthosilicic acid H4SiO4 Z Si (OH)4. It is in equilibrium

with silicon dioxide (SiO2) by condensation (and liberation of H2O) via metasilicic
acid (H2SiO3):

H4SiO4 (Z Si (OH)4) %H2SiO3 (Z OSi (OH)2) + H2O % SiO2 + H2O

SiO2 finally is the anhydride of the acids; its solubility in water is about 0.12 g L−1

(and increases strong with temperature). Orthosilicic acid condenses to amorphic
and/or polymeric SiO2.
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n H4SiO4 % (SiO2)n + 2n H2O (2.15)

Thus, water can be “stored” in silicates and liberated by heating of hydrated sili-
cates. This group of metamorphic rocks includes serpentine (Mg,Fe)3Si2O5 (OH)4

and tremolite Ca2Mg5Si8O22 (OH)2. Serpentine, a basic orthosilicate, is a very com-
mon secondary mineral, resulting from a hot water alteration of magnesium sili-
cates (mostly peridotite), present in magma, a process termed serpentinization:

3 MgCaSi2O6 + 3 CO2 + 2 H2O % Mg3SiO5 (OH)4 + 2 CaCO3 + 4 SiO2 (2.16)

The water content in serpentines lies between 5 and 20 % (Clarke 1920). The decom-
position of serpentine may be written as follows:

Mg3SiO5 (OH)4 % Mg2SiO4 + MgSiO3 + 2 H2O (2.17)

Hence water is stored in silicate and liberated according to the conditions of tem-
perature and free water. Water-containing silicates of chlorite and serpentine groups
were also found in meteorites.

There is also evidence from deep drilling that free water occurs in rocks. Today,
the deepest hole ever created by humankind lies on the Kola Peninsula in Russia.
It is 12 262 m deep and is termed the Kola Superdeep Borehole. At this depth, rock
was found to be saturated in water, which filled the cracks. Because free water
should not be found at those depths, scientists theorize that the water is comprised
of hydrogen and oxygen atoms which were squeezed out of the surrounding rocks
due to the incredible pressure. The water was then prevented from rising to the
surface because of the layer of impermeable rocks above it. The last of the cores to
be plucked from the borehole were dated to be about 2.7 billion years old. Alterna-
tively, the water could simply have been deposited from carbonaceous chondrite
material. It is assumed that water also came with the collision of some comets
during the LHB period (Kastling and Catling 2003). Furthermore, water was avail-
able in much larger amounts in the crust of the early earth because the liquid water
nowadays forming the hydrosphere was then included in the former crust, and
additionally water was abiotically produced by chemical dissociation of hydrocar-
bons from carbonaceous chondrite material.

The following reactions rapidly changed the mantle redox state to a more oxi-
dized level and would explain the outgassing of H2, H2S and SO2.

FeS + 3 H2O % FeO + SO2 + 3 H2 (2.18)

FeS + H2O % FeO + H2S (2.19)

3 FeO + H2O % Fe3O4 + H2 (2.20)

Summarizing the gases possibly liberated from rocks discussed above by chemical
reactions these are H2O, H2, H2S, CH4 (and other simple hydrocarbons), HCl,
NH3, and N2 − all in reduced state. The formation of oxidized carbon (CO/CO2),
however, is hard to explain in carbonate-free rocks; it is generally accepted among
the scientific community that no carbonates existed in the early earth (or even in
negligible amounts) and that they are later produced from atmospheric CO2 with
CaO and through silicate weathering (cf. Chapter 2.5.5). On the other hand, de-
gassed CO2 from deeper layers could react with CaO deposits to produce carbonate
at thermally more stable sites. As suggested above, CH4 could be produced in the
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early earth from carbides which can be easily oxidized − but in the presence of
free oxygen.

Today, we can safely discount the presence of carbides in the earth’s crust (al-
though there is no evidence for the absence of carbides at an early stage). Hence,
there must have been carbon in other compounds in the crust which can be oxidized
to CO2 or reduced to CH4 depending on the reaction conditions. The small mean
Clarke-amount of carbon in rocks (0.02 %), which probably increases with depth,
and could be very inhomogeneously distributed, is the only source of carbon gases.
With the assumption (see previous Chapter 2.2.1.1) that all rocky carbon exists as
hydrocarbons, it is easily to explain that under pressure, heat and hydrogen CH4 is
produced. It has been shown that the coexistence of water vapor, hydrogen, and
both oxides of carbon, is possible depending upon varying conditions of tempera-
ture and concentration (Clarke 1920); the source of CO or CO2 however could not
be answered in Clarke’s time. Oxygenated hydrocarbons (Eq. 2.4) also produce
oxygen under high temperature and pressure CO and CO2, and when water is added
(Eq. 2.5). This O2 is used subsequently (we assume overall reducing conditions),
for example, to oxidize hydrocarbon with increasing yield of CO and CO2. Another
initial production of free oxygen in the earth’s mantle can be also explained by the
thermal decomposition of metal oxides, transported to hotter regions; for example,
FeO, giving oxygen and metallic iron; the heavy iron moving toward the earth’s
core, leaving the oxygen to escape.

The free oxygen, however, could have oxidized the reduced carbon existing in
heavy hydrocarbons into carbon dioxide and water:

C6H2O + 6 O2 % 6 CO2 + H2O

or generally

(CH2O)n + n O2 % n CO2 + n H2O.

The destruction of hydrocarbons under pressure and higher temperatures produced
CH4 as well as elemental C (in oxygen-poor conditions) and CO2 as well as H2O
(in oxygen-rich conditions) as a continuous process over geological epochs. Under
oxygen-free conditions the product from thermal dissociation (cf. Eq. 2.4) is C +
CO2 + H2. Hydrogen can also be produced via reactions (2.4) and (2.6) and trans-
form deep carbon into CH4 and H2O (Eq. 2.4). Reaction (2.6) can invert under the
conditions deep within the earth. In other words, the process shown in Equation
(2.21) represents an inorganic formation of hydrocarbons (“fossil fuels”). Although
the biogenic theory for petroleum was first proposed by Georg Agricola in the
sixteenth century, various abiogenic hypotheses were proposed in the nineteenth
century, most notably by Alexander von Humboldt, the Russian chemist Dimitri
Mendeleev (Mendeleev 1877) and the French chemist Marcellin Berthelot, and re-
newed in the 1950s (e. g. Kudryavtsev 1959) and later by Thomas Gold (Gold 1999),
see also Chapter 2.3.6.

CO2 (+ H2O)
H2

CO (+H2O)dd/1dd
O2

H2

CnHm (+ H2O) (2.21)dd/1dd
O2

Under pressure and high temperature (> 900 °C), equilibriums are established be-
tween CO, CO2, H2O, H2 and CH4:
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2 CO + 2 H2O % 2 CO2 + 2 H2 (2.22)

4 CO + 2 H2 % 2 H2O + CO2 + 3 C (2.23)

2 CO + 2 H2 % CO2 + CH4 (2.24)

CO2 + H2 % CO + H2O (2.25)

The degassing of CO2 from primordial carbonates is not improbable. However,
carbonates are very rare in meteorites. Hence this was probably not a dominant
source of CO2 in the early earth and may have become dominant in the volcanic
source due to carbonate subduction.

2.2.1.3 The pre-biological primitive atmosphere

We have seen above that

− meteorites or their parent asteroids as well as comets ferry water, carbon (includ-
ing organics) and nitrogen to earth;

− reactions under high pressure and temperature provide volatile substances.

Hence all gases compiling and cycling through the atmosphere (compounds of
nitrogen, carbon and sulfur, and water) originally volatilized from the crust in the
degassing period to create a first “primitive” atmosphere (H2O, NH3, CH4, CO2,
HCl, H2S, SO2). This was characterized by intensive atmospheric photochemical
processes forming a secondary atmosphere (Table 2.7) that was slightly oxidized
(NH3 % N2 and CH4 % CO2). It is assumed that water soon condensed creating
the first, hot oceans.

Despite the difference between the atmosphere of the earth today and those of
the neighboring planets, Venus and Mars (Table 2.8), one can assume a similar
atmosphere at the beginning because the debris forming these planets was similar.
Afterwards only the distance to the sun, and hence the radiation budget with differ-
ent resulting surface temperatures, led to the different fates of the atmospheres. In
the atmosphere of Venus, carbon dioxide and water maintained the greenhouse
effect (no cooling and formation of liquid water). With sufficiently high tempera-
tures (750 K at surface), the water vapor could rise high enough in the atmosphere
for the water molecules to be broken up by ultraviolet radiation from the sun. The
freed hydrogen could then escape from the atmosphere, leaving the oxygen only in
the form of carbon and sulfur oxides. In contrast, the atmosphere of Mars is too
cold (between 130 and 250 K) to maintain liquid water. The atmosphere of Mars
is relatively thin, and the atmospheric pressure on the surface varies but with aver-
age of just 0.6 kPa it is smaller than on earth by a factor of 170 times. There is
clear evidence for water bodies on Mars in the past. Probably, after freezing, the
water was lost by sublimation and with a similar photochemical fate as on Venus.

The primitive earth long remained covered in darkness, wrapped in dense burn-
ing clouds into which water vapor poured continuously from volcanic emissions.
When temperatures finally cooled sufficiently, the clouds began to melt into rain.
At first, falling on incandescent rock, the rain evaporated, but the evaporation
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Table 2.7 Evolution of the earth’s atmosphere.

atmosphere time ago composition origin fate
(Gyr)

primordiala 4.5−4.6 H2, He solar nebula erosion to space
primitive ~ 4.5 NH3 (?), CH4 (?), degassing photolysis
(first) CO2, H2O
secondary 4.5−4.0 N2, CO2, H2O, degassing washout
intermediate 4.0−2.3 N2, CO2 secondary remaining
(third) phase
present 2.3−0.5 N2, O2 photosynthesis biosphere-atmosphere
(fourth) equilibrium
a speculative

Table 2.8 Composition of the atmospheres of the inner terrestrial planets (in ppm when
not given in %), after Brimblecombe (1996).

substance Venus Earth Mars

carbon dioxide 96 % 0.03 % 95 %
nitrogen 3.5 % 77 % 2.7 %
oxygen < 0.001 % 21 % 0.13 %
water vapor < 0.5 % 0.01 % 0.03 %
helium 10 5.24 < 100
argon 70 9340 16 000
argon-36 35 31 5
neon 5−13 18 2.5
krypton 0.5 1,1 0.3
xenon < 0.04 0.08 0.08
carbon monoxide 50 0.1 700
sulfur dioxide 150 0.01−0,1
hydrogen chloride 1 0.001

D/H ratioa 0.022 0.00015 0.0009
a deuterion/hydrogen

gradually cooled the crust until the water could accumulate in the depressed regions
of the earth’s surface, forming the first oceans. It is assumed that the atmospheric
pressure was a few bars and temperature about 85 °C (Kasting 1993). On the pri-
mordial continents, the first river networks were created, and they transported de-
tritus torn from elevated regions and deposited it on the bottom of the primordial
seas. The metamorphism and remelting of the products of the erosion ultimately
produced magma and lava increasingly rich in silicates, and therefore of different
composition from the mantle and the primitive crust.

It has been argued (Morse and MacKenzie 1998, Kasting and Howard 2006)
that liquid water was present on parts of the earth’s surface as early as 4.4 Gyr
ago, i. e., within 200 million years after its formation. Water can remain as liquid
up to its critical temperature (374 °C for pure water, or approximately 400 °C for
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water with modern ocean salinity). This is because the surface pressure exerted by
a fully vaporized ocean (about 270 bars) is comparable to the critical pressure of
seawater (285−300 bars). Simultaneously with the first rain, however, all soluble
gases (CO2, NH3, HCl, Cl2, H2S, SO2) were washed out to a different extent
through large differences in their solubility. Relative to the Henry constant of CO2

(taken to be 1), SO2 (400), HCl (6 $ 107) and NH3 (1.8 $ 103) are very soluble and
will be scavenged quantitatively from the gas phase, whereas Cl2 (2.7) has a similar
solubility to CO2, and H2S is much less soluble (0.05) and will therefore remain in
the atmospheric gas phase. Modern volcanic emissions show a ratio of SO2dS/H2S
of about 10. We can speculate that in early volcanoes the percentage of reduced
gases was higher and possibly SO2 was of minor importance in the sulfur budget.

It is a matter of speculation, without having information on the atmospheric
concentrations, to assess the rainwater content. Assuming a much higher ammonia
concentration than that for HCl, it is not unlikely (in contrast to the common
assumption that seawater became acidic due to dissolved CO2) that in the very early
earth rain and seawater were slightly alkaline. HCl is neutralized quantitatively by
NH3 into NH4Cl (NH4

+ + Cl−). Possible excess NH3 reacts with dissolved CO2

and provides a buffer medium:

NH3 + CO2 C H2O % NH4
+ C HCO3

K (2.26)

NH3 C H+ % NH4
+ (2.27)

NH4
C C OHK % NH3 C H2O (2.28)

HCO3
KC HC% H2CO3 % CO2 C H2O (2.29)

HCO3
K C OHK % CO3

2KC H2O (2.30)

Adopting the much higher CO2 partial pressure in the Archean, the rainwater
(when only taking into account CO2) would have had a temperature of 70 °C and
a pH of 3.7 (Kasting and Howard 2006). This should have produced incredibly
intensive weathering; but that is not what is observed in the paleoweathering record.
Taking into account atmospheric HCl scavenging, the pH would be even lower.
The amount of chloride in today’s oceans (2.6 $ 1021 g) would result in a seawater
pH of 1.2 when it originates from atmospheric HCl scavenging in a short time. On
the other hand, retransferring the total Cl seawater amount into air, the atmos-
pheric concentration would correspond to an incredible 470 g m−3. Therefore one
has to assume that all the HCl from volcanic emissions over the entire history of
the earth has been deposited in the oceans. We do not know whether the chloride
content of the oceans increases or whether there is equilibrium, i. e., Cl cycling
from seawater into magma and recycling by volcanic eruption into the atmosphere
with subsequent deposition. Volcanic emissions of HCl have been estimated in a
wide range (see Chapter 2.4.3.3) from 0.4 to 170 Tg yr−1. Distributing the seawater
Cl over the entire history of the earth results in a flux of 0.6 Tg yr−1, representing
a lower estimate of present volcanic HCl emissions. Hence it is likely that chloride
recycles through subduction and volcanic release such as other seawater compo-
nents (e. g. carbonate).

The continuous HCl deposition (even when taking into account a much higher
level of volcanic activity in the early earth) led to acidification (remember that
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Table 2.9 Mean composition of world’s ocean (in ppm; H2O in %) with 3.5 % salinity, after
Turekian (1968), Weiss (1970), Millero (2006), Pilson (1998).

substance concentration species concentration dissolved gases concentration

H2O 96.5 % F 13.0 CO2 ~ 80−90
Cl− 19 353 Sr 7.94 N2 ~ 12.5
Na+ 10 781 Si 2.9 O2 < 7
SO4

2− 2 712 Rb 0.12 Ar ~ 0.45
Mg2+ 1 284 P 0.09 NH3 < 0.06b

Ca2+ 411.9 I 0.064 H2O2 < 0.003
K+ 399 Ba 0.021
HCO3

− 126 Mo 0.01
Br− 67.3 Ni 0.0066
BO3

− 25.7 Fe 0.0034
Na ~ 15 U 0.0033
a in form of highly variable concentrations of NO3

− (< 0.7 ppm) NO2
− (< 0.02 ppb) and NH4

+

(< 10 ppb) as well as dissolved N2 (12 ppm)
b Clarke (1920) cites much higher values (0.16−1.22, 0.14−0.34, 0.4)

today’s ocean is slightly alkaline) and a nearly balanced equivalence between Na+

and Cl−. Hence it is supported that acid-buffering or even alkaline compounds
would have been scavenged simultaneously, such as NH3.

The parts of the earth’s crust becoming the ocean bottom were likely to be highly
alkaline because of NaO and MgO and, of much less importance, CaO (according
to abundance of the cations in seawater, Table 2.9). Large amounts of soluble oxides
led to dissolved Na+, Mg2+ and Ca2+ and OH−, which converts bicarbonate into
less soluble carbonates (Eq. 2.30) as well as ammonium back to NH3 (Eq. 2.27)
with subsequent degassing from the ocean. This is simply the explanation for the
chemical composition of the seawater (Table 2.9).

Nitrogen (N2), the principal constituent of the earth’s atmosphere today, is be-
lieved to be produced from ammonia photolysis in the pre-biological atmosphere:

2 NH3 + hν % N2 + 3 H2[. (2.31)

When we adopt the idea that water was carried by icy ammonia hydrate bodies to
the earth not only at the very beginning of the earth’s formation around 4.6 Gy
ago but also during the LHB ~ 4 Gyr ago − when the oceans had already been
recycled by the hot surface together with evaporation of dissolved species − there
was competition between NH3 photolysis, an irreversible transformation process
into N2 (no abiotic process is known on earth that produces NH3 and CH4 under
natural conditions), and NH3 scavenging by rain. It also remains open to specula-
tion how much of the ammonia was probably produced from nitrides.

Contrary to the air depletion by scavenging, the air was enriched relatively with
insoluble N2 and less soluble compounds such as CO2 and H2S. As described later
there is a continuous flux of CO2 through the oceans to the sediments converted
as carbonate. Due to the low oxygen level, H2S remains in the atmosphere for the
first half of the earth’s history. Small amounts of SO2 from volcanic exhalations
may have been in the air and in seawater after wet deposition. It is likely that
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reduced matter (e. g. S-IV, Fe2+) still existed in seawater because of the continued
absence of oxygenic photosynthesis by cyanobacteria (see below).

We assume that, just before beginning of life (about 4 Gyr ago; Mojzsis et al.
1996), the air consisted of N2 (105 Pa), CO2 (104 Pa) and H2 (102 Pa) and small
amounts of O2 (10−8 Pa). These small amounts of oxygen remained due to inor-
ganic photochemical processes and could be up to 1 % in the upper atmosphere.
The CO2 level, 600 times greater than the present concentration (and other green-
house gases), was probably needed to compensate for a predicted reduction in solar
luminosity of about 30 % (Kasting 1993). Further trace gases are assumed to come
from different geogenic sources: NO (lightning), HCl (sea salt and volcanoes), CO
(volcanoes), HCHO (photochemistry). Because O2 was not yet produced by water
dissociation via photosynthesis, the earth’s surface was a strong oxygen sink
through oxidation of reduced metals (e. g. Fe and U). The atmosphere of a planet
with a hydrological cycle will keep atmospheric H2 sufficiently high due to rainout
of oxidized species (H2O2, HO2, OH etc.) onto a reduced surface which also limits
the oxygen and ozone level (Segura et al. 2007). Table 2.7 shows a simplified scheme
of the evolution of the atmosphere.

We now discuss the chemical fate of the other degassed compounds, such as
CH4, CO2, and H2O in the first atmosphere (cf. Table 2.7). Methane photolysis
occurs at α-Lyman wavelength (121.6 nm) into H, H2, CH, CH2 and CH3 and, in
the atmosphere of the Titan, it is thought to promote the propagation of hydrocar-
bon chemistry (Wilson and Atreya 2000). A small presence of O2 and OH radicals
is a result of H2O photolysis. Assuming CH4 and H2O to represent first the degas-
sing products, the formation of CO2 is an irreversible subsequent step.

CH4 + 2 O2 (+ hν) % CO2 + 2 H2O (via CHx) (2.32)

CO2 cannot be reduced under lower atmospheric conditions; it will scavenge while
forming carbonic acid.

2 H2O + hν% 2 H2[ + O2 (via H and OH) (2.33)

The water photolysis under low O2 pressure always led to a loss of hydrogen into
space. The diffusion rate of the H2 (or H after it has been broken down by photoly-
sis) through the homopause and exobase is limited. The definition of the homo-
pause (80−90 km altitude) is the point at which the molecular and eddy diffusion
coefficients are equal or, in other words, the critical level below which an atmos-
phere is well-mixed. The exobase (~ 550 km) is the height at which the atmosphere
becomes collisionless; above that height the mean free path of the molecules exceeds
the local scale height (RT /g).

The lifetime of CH4 with respect to oxidation by OH radicals is around 10 years
in today’s atmosphere. In the early atmosphere OH levels would be so low that only
the photolysis remains as a sink, resulting in a residence time of CH4 in the order
of 105 years (Kasting and Siefert 2002). It is assumed that methane remained until
formation of the oxygenic environment in air (2.2−2.7 Gyr ago) at relatively high
concentration (ppm level) to maintain a warming potential (a “greenhouse effect”).
Therefore, CH4 must be produced from the crust at rates compensating its atmos-
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pheric oxidation. It is unlikely that H2 was available at high concentrations for
hydrogenations, e. g.

CO2 + 4 H2 % CH4 + 2 H2O. (2.34)

CO2 photolysis occurring in the upper atmosphere produces O2 which can fix hy-
drogen back into water. The presence of oxygen in even small concentrations (10−8),
however, would inhibit the formation of more complex organic molecules due to
CO formation (and subsequent CO2) as proposed for the origin of life (the Miller-
Urey hypothesis; see Chapter 2.2.2.1).

The photolysis of carbon dioxide (beside that of water) also provides small
amounts of oxygen (and related radicals). Hence, the presence of CO2 and H2O as
well as UV radiation can also produce simple hydrocarbons. As mentioned, strong
UV radiation limited the synthesis of more complex molecules and radical reactions
led back to the radiative relatively stable molecules CO2 + H2O.

CO2 + H2O + hν % H ([ ) + Ox + HxOy + CO + CxHy (?)
% CO2 + H2O. (2.35)

The following main elementary reactions are behind the above scheme (Eq. 2.35,
cf. also 2.33):

CO2 + hν % CO + O (2.35a)

H2O + hν % OH + H[ (2.35b)

OH + O % O2 + H[ (2.35c)

O + O2 % O3 (2.35d)

O3 + hν % O + O2 (2.35e)

Only with the occurrence of photosynthesis about 2.7 Gyr ago, was O2 available in
a stepwise excess (compared to the low photolytic production in air), but first it was
consumed by oxidizing Fe2+ and other reduced compounds. Only after reaching a
redox equilibrium did the seawater become saturated with O2 and oxygen may have
escaped to the atmosphere. This certainly had quite an impact on further evolution.
Small amounts of oxygen abiotically produced in the atmosphere had been toler-
ated for the first 2.5 Gyr. Besides free oxygen in the lower atmosphere, oxygen was
deposited due to oxidation of reduced materials on the crustal surface of the conti-
nents.

2.2.2 Biosphere-atmosphere interaction

2.2.2.1 Origin of life

If water was as common in the solar system as is implied by the facts presented in
Chapter 2.1, then that would suggest that there were many environments in the
solar system where the conditions were right for the development of life. What is
life? For instance, Lynn Margulis (quoted by Horgan 1997) has stated that to pro-
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ceed “… from a bacterium to people is less of a step than to go from a mixture of
amino acids to that bacterium”. At the beginning of the seventeenth century, the
ultimate origin of life was considered to be primarily a theological issue. However,
it was thought possible that small creatures, such as maggots and even mice, could
arise from non-living material by spontaneous generation, a theory first propounded
by Aristotle. Today, there is no doubt that bacterial life is created, exists and sur-
vives in space (Maurette 2006). But, what is life? Where did we come from? These
two fundamental questions remain (still) unanswered in science. The existence of
humans (and all animals) depends on free oxygen in the atmosphere and this com-
pound is almost completely produced from oceanic cyanobacteria. Hence, the ori-
gin of life lies in the darkness of the evolution of molecules in structured systems (a
chemical plant we call a cell) to provide work-sharing synthesis via non-equilibrium
electron transfer processes (in other terms, redox processes; see Chapter 2.2.2.3).
Cells represent a dissipative structure whose organization and stability is provided
by irreversible processes running far from equilibrium. Falkowski and Godfrey
(2008) states that the question posed above reflects our ignorance of basic chemistry
of the electron transfers that bring the ensemble of molecules in cells to “life”. In
the next two Chapters we will discuss briefly how chemical evolution is triggered
by biological evolution.

Today we know that even in environments normally characterized as not sup-
porting life a number of highly specialized animals have been detected. Species of
tube worms, bivalves, gastropods and crustaceans are capable of surviving in com-
plete darkness, under extreme pressures and at water temperatures that range from
10 °C to 400 °C. Microbial life exists in the pore spaces of the rocks down to depths
of 6.7 km in bore holes. In the Kola Deep Borehole, 24 distinct species of plankton
microfossils were found and they were discovered to have carbon and nitrogen
coverings rather than the typical limestone or silica. Despite the harsh environment
of heat and pressure, the microscopic remains were remarkably intact. At that depth
researchers had estimated that they would encounter rocks at 100 °C, but the actual
temperature was about 180 °C − much higher than anticipated. At that level of heat
and pressure, the rocks began to act more like a plastic than a solid (Kozlovsky
1987). These organisms survive by eating bacteria that use hydrogen sulfide as their
primary energy source. Recent investigations of microbial extremophiles from deep
marine sediments, crustal rocks and polar ice sheets have invalidated many long
held paradigms and established that the biosphere is far more extensive than was
previously recognized.

The possibility of the exogenous origin of life was considered by scientists as
early as Helmholtz, and Arrhenius termed it panspermia, an idea with ancient roots.
Today, the panspermia hypothesis has finally achieved some measure of scientific
respectability. Although it remains the orthodox view that life evolved in situ on
this planet and, possibly, many others, there is mounting evidence of at least some
extraterrestrial input to the formative stages of planet-based biology. Here is a
summary of the relevant facts (Hoover 2006, Russel and Hall 2006, Wickramas-
inghe 2004):

− Discovery of increasingly complicated organic molecules between the stars,
− evidence for liquid water on comets,
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− evidence for microfossils in carbonaceous meteorites,
− existence of habitable zones.

One of the fundamental requirements for life as we know it is the presence of liquid
water on (or below) a planet’s surface (Kasting et al. 1993). Life began very early
in earth’s history, perhaps before 4 Gyr ago, and achieved remarkable levels of
metabolic sophistication before the end of the Archean, around 2.5 Gyr. Wherever
life developed, the conditions can be characterized as follows

− liquid water at about 40 °C,
− dissolved nutrients (ammonium, carbonate, sulfide),
− hydrogen and basic organic molecules,
− protection against hard radiation,
− inorganic substrate for fixing.

Conditions like those have been assumed to exist in “deep environments” such as
the sea-floor near “black smokers”, in the interior of comets but also in deep rocks
in the earth. A black smoker, or sea vent, is a type of hydrothermal vent found on
the ocean floor. They are formed in fields hundreds of meters wide when super-
heated water (~ 400 °C) from below earth’s crust comes through the ocean floor.
This water is rich in dissolved minerals from the crust, most notably sulfides. New
and unusual species are constantly being discovered in the neighborhood of black
smokers. A species of phototrophic bacterium has been found living near a black
smoker off the coast of Mexico at a depth of 2500 m using the faint light from the
black smoker to power its metabolism. This is the first organism discovered in
nature to use a light other than sunlight for photosynthesis (Beatty et al. 2005).

However, a homogeneous mixture such as aqueous solutions (ocean) or gases
such as the atmosphere (Miller-Urey experiment) providing all necessary educts can
only synthesize molecules which much less complex than found in organisms; a
heterogeneous and very likely interfacial surrounding is essential. There were two
fundamental problems: first, to explain how the giant polymers those are essential
to life, especially proteins and nucleic acids, were synthesized under natural condi-
tions from their sub-units and, second, to understand the origin of cells. Cell Theory
is one of the foundations of modern biology. Its major tenets are:

− All living things are composed of one or more cells;
− the chemical reactions of living cells take place within cells;
− all cells originate from pre-existing cells; and
− cells contain hereditary information, which is passed from one generation to an-

other.

The debate is ongoing about how cell membranes and hereditary material (DNA
and RNA) first evolved. Membranes are essential to separate the inner parts of the
cell from the outer environment and being a selectively permeable barrier for cer-
tain chemicals. Both DNA and RNA are needed for a cell to be able to replicate
and/or reproduce. Most organisms use DNA (deoxyribonucleic acid). DNA is a
stable macromolecule consisting (usually) of two strands running in opposite direc-
tions. These strands twist around one another in the form of a double helix and
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are built up from components known as nucleotides. Biologists believe that RNA
(ribonucleic acid) evolved on earth before DNA.

DNA could maintain its structure in a vacuum, perhaps almost indefinitely, in
the very low temperatures of space. Freeze drying in a vacuum (as exists in space)
would ensure that free water in the cell diffuses out. The ability of bacteria to
remain viable after exposure to high vacuum and extreme cold suggests the nuclei
of comets are ideal sites to search for potentially viable microbes. Comets are
formed from interstellar gases and grains, containing interstellar bacteria and or-
ganic molecules. Radiogenic heating by nuclides such as 26Al maintains a warm
liquid interior for nearly one million years, and this is enough for bacterial replica-
tion. A typical doubling time for bacteria would be 2−3 h. A continued cascade of
doubling with unlimited access to nutrients would lead to a culture that enveloped
the interior of a 10 km radius comet in less than a week. When such a comet re-
freezes the bacterial cells will become frozen. Comets eject organic particles − most
of the bacteria will decompose under the harsh irradiative conditions and provide
huge amounts of complex organic molecules, detected in space and now believed
to be a result of living biomass production in a (primitive) habitable zone in space.
To support the idea of life transportation in space (Wickramasinghe 2004) the
logical scheme is as follows: the dust in interstellar clouds must always contain the
minutest fraction of viable bacteria (less than one in 1021) and retain viability until
formation of a new star system from interstellar matter; comets condense in the
cooler outer periphery as a prelude to planet formation. Each such comets incorpo-
rate billions of viable bacteria, and these bacteria again begin to replicate in the
warm interior regions of the comets.

The standard theory for the origin of life on the earth is based on the “soup”
theory (Oparin-Haldane theory), summarized as follows:

1. The early earth had a chemically reducing atmosphere.
2. This atmosphere, exposed to energy in various forms, produced simple organic

compounds (“monomers”).
3. These compounds accumulated in a “soup”.
4. By further transformation, more complex organic polymers and ultimately life

developed in the soup.

The Russian biochemist Oparin wrote in 1924:

There is no fundamental difference between a living organism and lifeless matter.
The complex combination of manifestations and properties so characteristic of
life must have arisen in the process of the evolution of matter.

Oparin suggested that the organic compounds could have undergone a series of
reactions leading to more and more complex molecules. He proposed that the mole-
cules formed colloid aggregates, or “coacervates”, in an aqueous environment. The
coacervates were able to absorb and assimilate organic compounds from the envi-
ronment in a way reminiscent of metabolism. They would have taken part in evolu-
tionary processes, eventually leading to the first life forms. Oparin postulated that
the infant earth had possessed a strongly reducing atmosphere, containing methane,
ammonia, hydrogen, and water vapor. In his opinion, these were the raw materials
for the evolution of life:
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At first there were the simple solutions of organic substances, the behavior of
which was governed by the properties of their component atoms and the arrange-
ment of those atoms in the molecular structure. But gradually, as the result of
growth and increased complexity of the molecules, new properties have come
into being and a new colloidal-chemical order was imposed on the more simple
organic chemical relations. These newer properties were determined by the spatial
arrangement and mutual relationship of the molecules ... In this process biologi-
cal orderliness already comes into prominence. Competition, speed of growth,
struggle for existence and, finally, natural selection determined such a form of
material organization which is characteristic of living things of the present time.

Oparin proposed that the “spontaneous generation of life” that had been attacked
by Louis Pasteur, did in fact occur once, but was impossible now due to the fact
that conditions found in the early earth had changed and the presence of living
organisms would immediately consume any spontaneously-generated organism.

Independently, John Haldane speculated in 1928 about the chemical origin of life
on earth (Haldane 1928, 1954). Haldane coined the term “prebiotic soup”, and this
became a powerful symbol of the Oparin-Haldane view of the origin of life. The
sea became a “hot dilute soup” containing large populations of organic monomers
and polymers. Haldane envisaged that groups of monomers and polymers acquired
lipid membranes, and that further developments eventually led to the first living
cells.

The Hadean environment (4.6−3.8 Gyr) was highly hazardous to life (Sleep et
al. 1989). Frequent collisions with large objects, up to 500 kilometers in diameter,
would have been sufficient to vaporize the ocean within a few months of impact,
with hot steam mixed with rock vapor leading to high altitude clouds completely
covering the planet. After a few months the height of these clouds would have
begun to decrease but the cloud base would still have been elevated for about the
next 1000 years. After that, it would have begun to rain at low altitude. For another
2000 years rains would slowly have drawn down the height of the clouds, returning
the oceans to their original depth only 3000 years after the impact event. The
Late Heavy Bombardment, potentially caused by the movements in position of the
gaseous giant planets, that pockmarked the moon and other inner planets (Mer-
cury, Mars, and presumably earth and Venus) between 3.8 and 4.1 billion years
ago, would likely have sterilized the planet had life evolved by that time (Ryder
2001). However it is likely that these comets carried large amounts of the “raw
materials” of life (water, nitrogen organics) to earth, forming a deep hot biosphere.

With the assumption of primordial complex organic molecules, life could also
arise deep in the earth − protected against collisions and atmospheric phenomena.
The “soup” needed for the formation of life or development from more simple
extraterrestrial bacteria within the carbonaceous chondrites was available: H2O,
NH3, and organics. Evidence of the early appearance of life comes from the Isua
supercrustal belt in Western Greenland and from similar formations in the nearby
Akilia Islands; isotopic fingerprints are preserved in the sediments, and Mojzis et
al. (1996) have used it to suggest that life already existed on the planet by 3.85
billion years ago. Lazcano and Miller (1994) suggest that the rapidity of the evolu-
tion of life is dictated by the rate of recirculating water through mid-ocean subma-
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rine vents. Complete recirculation takes 10 million years, thus any organic com-
pounds produced by then would be altered or destroyed by temperatures exceeding
300 °C. They estimate that the development of a 100 kilobase (1 kb: unit of length
for DNA fragments equal to 1000 nucleotides) genome of a DNA/protein primitive
heterotroph into a 7000 gene filamentous cyanobacterium would have required only
7 million years.

For the further evolution of the earth’s atmosphere, the final answer of the ques-
tion of where life originated is not so important. Today’s atmosphere is a result of
the evolution of the earth’s biosphere and is developed under special physical and
chemical conditions which have changed over time. Organic compounds were syn-
thesized from the elements, in space and on earth. Conditions for the development
of self-organizing organic matter (what we call life) were manifold and may not be
specific to the earth alone.

2.2.2.2 The rise of oxygen and ozone: Biogeochemical evolution

Knowledge of the atmospheric composition and surface temperature throughout
the Archean (2.5−4.0 Gyr) is essential for understanding the origin and early evolu-
tion of life on earth. Two factors should have inevitably affected this environment;
reduced solar luminosity and reduced levels of oxygen. The global geothermal heat
flow was substantially higher during earth’s first billion years (Turcotte 1980), and
the vigorous geothermal outgassing probably dispersed reduced chemical species
throughout sunlit aquatic environments. Perhaps the substantial decline in thermal
activity between 4 and 3 Gyr created opportunities for oxygenic photosynthesis
to develop.

It is now believed that life appeared very early on earth, 3.8 Gyr ago or earlier.
Photosynthetic microbial communities have left a relatively robust fossil record, in
part because their productivity was particularly high on stable submerged continen-
tal platforms and margins, and thus contributed to sediments with excellent poten-
tial for long-term preservation (Marais 2000). The cyanobacterial microfossil record
is robust throughout the Proterozoic (around 2.5 to 0.5 Gyr). The record of organic
biomarkers − molecules that are highly diagnostic for their parent organisms − is
consistent with the microfossil record. For example, only cyanobacteria are known
to synthesize 2-methyl bacteriohopanepolyols, which are transformed in sediments
to 2-methylhopanes. The latter have now been identified in rocks as old as 2.5 to 2.7
Gyr (Brocks et al. 1999). The discovery of sterane biomarkers in 2.7 Gyr sediments
demonstrates not only the existence of eukaryotic organisms, but also that free
oxygen was available for sterol biosynthesis. The extremely low 13C/12C values in
2.8 Gyr old kerogens have been attributed to methanotrophic bacteria, which re-
quire both oxygen and methane. The substantial deposition rates of ferric iron in
massive banded iron sediment formations before 2.5 Gyr are clearly consistent with
an abundant biological source of free oxygen. Indeed, vast sedimentary deposits of
organic carbon, reduced sulfide, ferric iron, and sulfate on continental platforms
and along coastal margins are among the most prominent and enduring legacies of
billions of years of oxygenic photosynthetic activity.
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The dominant scientific view is that the early atmosphere had 0.1 % oxygen or
less (Copley 2001). Assuming an O2 level of 10−8 of the present level or less before
4 Gyr due to photochemical steady-states, with the evolution of biological life it is
believed that there was a concentration increase of 10−5. The oxygen levels in the
Archean probably remain low: less than 10−5 the present atmospheric level in the
upper atmosphere and 10−12 near the surface (Kasting et al. 1979). Much later
(~ 2.2−2.4 Gyr ago) significant levels of oxygen arose in the atmosphere establishing
the present (fourth) atmosphere (Towe et al. 2002).

However, there appears to be a dilemma. As mentioned above, the presence of
oxygen in the early atmosphere would destroy organic molecules (via radical path-
ways, see Chapter 5.3.2). On the other hand, the presence of oxygen is the precondi-
tion for production of ozone (O3) which protects the earth from UV radiation.
Without this layer, organic molecules would break down and life would soon be
eliminated. With increasing oxygen levels in the atmosphere the ozone concentra-
tion rose − and as we have learned from photochemical modeling − faster than
that of O2. O3 and O2 are linked within a photo-stationary equilibrium (see Chap-
ter 5.3.1). With increasing oxygen (and subsequent O3), the absorption of UV(B)
became more complete. Before oxygen levels in the atmosphere were significant, a
water column of about 10 m was sufficient to protect the layers below against UV.
Only with reduced UV were aquatic organisms able to live near the surface and
finally they were able to live on dry land and cover the continents. Thus it is
necessary to state that neither missing nor present O2 prevents colonization of the
land but the presence of hard UV radiation. When the rise of atmospheric oxygen
levels due to photosynthetic processes is simulated, it is found that the amount of
ozone present is not sufficient to provide an effective shield against solar UV radia-
tion until the oxygen mixing ratio reaches about 0.1 times that of the present, which
corresponds to a time before the Silurian and the spread of life on land. Between
2.2 and 2.4 Gyr ago a huge and rapid rise in atmospheric oxygen levels from less
than 0.0001 % to at least 0.03 % is assumed (Rye and Holland 1998, Kasting 2001,
2006), now often called the “Great Oxidation Event” (Bendall et al. 2008).

This picture is consistent with the marine δ13C record, which indicates that a
large amount of oxygen was added to the atmosphere between 2.22 and 2.06 Gyr
(Holland 1984). The CO2 concentration was about 2 % (60 times more than the
present). The CO2 concentration began to decrease with the accumulation of bio-
mass produced via photosynthesis, which does not return all the carbon and hydro-
gen contained in plant debris to return to the atmosphere as CO2 and H2O (the
form in which it was taken up by the plants) because the organic carbon is buried
in marine sediments, leaving excess oxygen behind in the atmosphere − this excess
oxygen would otherwise be used up as the organism decay. Thus, for every carbon
atom laid down as biological debris, approximately two oxygen atoms (O2) would
be liberated, cf. Fig. 2.5.

Our information on oxygen levels in the paleoatmosphere (Table 2.10) comes
from studying paleosols, that is, a soil that formed on a landscape in the past at
the interface of the atmosphere and the lithosphere. Chemical changes caused by
weathering are driven by the acids and oxidants in soil water. Atmospheric CO2 and
O2 dissolved in rainwater contribute significantly to the acid and oxidant budgets of
soil waters and therefore drive some of the chemical changes wrought by weather-
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Fig. 2.5 Schematic CO2dO2 linkage: photosynthesis, respiration and organic carbon burial.

Table 2.10 Composition of the prebiotic earth atmosphere; after Kasting (1993), Kasting
and Catling (2003).

substance concentration (in ppm) change with height

N2 800 000 constant
CO2 200 000 constant
H2O 8 000 decrease
H2 1 000 constant
CO 70 increase
CH4 0.5 decrease
O2 0.000001 increase

ing. The relationship between oxidant availability and iron mobility during weath-
ering is the primary tool for estimating oxygen levels. In most soils H2CO3 is the
most important weathering acid. If oxygen is supplied much more rapidly to a
weathering horizon than carbon dioxide is consumed, then essentially Fe2+ in the
weathering horizon will be oxidized to Fe3+ and retained as a component of ferric
oxides and oxohydroxides (Rye and Holland 1998). Other evidence for the rise in
atmospheric oxygen was provided by the sulfur isotope ratios in rocks older than
2.3 Gyr (Kasting 2001).

It is remarkable that the timing of the initial O2 rise, the so-called Great Oxida-
tion Event, is now relatively well established, but the question of what triggered it
remains debated. Researchers agree that O2 was produced initially by cyanobacte-
ria, the only prokaryotic organisms capable of oxygenic photosynthesis; they can
live anaerobically and aerobically. But cyanobacteria are thought to have emerged
by 2.7 Gyr ago, on the basis of evidence from organic biomarkers in well-preserved
sedimentary rocks (Brocks et al. 1999); some researchers now assume that oxygenic
photosynthesis developed much earlier. The hypothesis that oxygenic photosynthe-
sis evolved well before the atmosphere became permanently oxygenated seems well
supported (Bendall et al. 2008). To sustain low oxygen levels despite near-modern
rates of oxygen production from ~ 2.7−2.5 Gyr ago thus requires that oxygen sinks
must have been much larger than they are now.
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It has been proposed (Kasting 2001) that the appearance of atmospheric oxygen
200−400 Myr later was due to compensating the net photosynthetic production
rate of oxygen with the flux of reduced gases (H2 and CH4) from volcanic outgas-
sing and so-called serpentinization (ferrous iron released from basalt is partially
oxidized to form magnetite) on the sea floor, whereas a sudden rise of O2 occurred
after changing the redox state. However, such reduced gases were continuously
emitted by abiogenic processes into the atmosphere and photolytically destroyed,
whereas hydrogen is escaping into space and oxygen is consumed for the production
of CO2 from CH4. As mentioned above, another reduced gas was accumulated in
the atmosphere from the very beginning, namely H2S. In the modern atmosphere,
H2S is oxidized (by OH radicals) to SO2 and further to SO3/H2SO4. In the ancient
atmosphere, H2S would be photolyzed to H (which is escaping) and sulfur, which
form S2n molecules (n Z 1 … 4) surviving and accumulating in air. With the rise
of atmospheric oxygen, therefore, the reduced sulfur pool must be oxidized first
quantitatively before the biogenic oxygen production led to rising atmospheric lev-
els. We can calculate how much oxygen and how much time was needed for the
sulfur oxidation. By using the value of ~ 1 $ 1012 g yr−1 for the H2SdS emission
(Berresheim and Jaeschke 1983), 2.7 Gyr ago about (2−10) $ 1021 g S was accumu-
lated (the upper level relates to a higher volcanic activity by a factor of 5) corre-
sponding to (5−25) $ 1021 g oxygen to build up SO2 and sulfuric acid. By compari-
son with the O2 production by photosynthesis being 6 $ 1013 g (Holland 2006), a
transition time between 100 and 500 Myr was needed to establish the redox equilib-
rium and hence a rise of oxygen in the atmosphere. The amount of sulfur oxidized
in this episode is by a factor of 2−10 more than the total dissolved sulfur (as sulfate)
in modern oceans. Hence large sulfate sediments have been formed. Another theory
(Holland 2002, Kump and Barley 2007) to explain why the Great Oxidation Event
was so much later than the first occurrence of oxygen by cyanobacteria is that the
rise of atmospheric oxygen occurred because the predominant sink for oxygen in
the Archaean era − enhanced submarine volcanism − was abruptly and perma-
nently diminished during the Archaean-Proterozoic transition. Subaerial volcanism
only became widespread after a major tectonic episode of continental stabilization
at the beginning of the Proterozoic. Submarine volcanoes are more reducing than
subaerial volcanoes, so a shift from predominantly submarine to a mix of subaerial
and submarine volcanism more similar to that observed today would have reduced
the overall sink for oxygen and led to the rise of atmospheric oxygen. This change
led to the oxygenation of the atmosphere and to a large increase in the sulfate
concentration of seawater.

The accumulation of O2 in the atmosphere led to the biological innovation of
aerobic respiration, which harnesses a more powerful metabolic energy source. The
toxic O2 and the oxygen containing radicals also caused different biological prob-
lems, now termed oxidative stress. The organisms answered this stress by developing
mechanisms to protect themselves against oxidants (antioxidants). The organisms
in existence at around 2 Gyr ago had two ways: first go back to anaerobic regions
and live without oxygen, or secondly to live in tolerance with oxygen. Choosing
the second, evolution created with the respiration by heterotrophic organisms (bi-
otic back reaction 2.21 and 2.43) a unique, biogenic-controlled equilibrium between
atmosphere and biosphere, between reducing and oxidizing regions of the earth.
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Because aerobic metabolism generates 18 times more energy (ATP) per metabolic
input (hexose sugar) than does anaerobic metabolism, the engine of life became
supercharged. This sequence of evolutionary steps enabled the emergence of com-
plex, multicellular, energy-efficient, eukaryotic organisms (Dismukies et al. 2001).
When our biosphere developed photosynthesis, it developed an energy resource
orders of magnitude larger than that available from oxidation-reduction reactions
associated with weathering and hydrothermal activity. The onset of oxygenic photo-
synthesis most probably increased global organic productivity by at least two to
three orders of magnitude.

Since there are no findings that the ocean has ever been frozen, the atmospheric
“greenhouse” effect should have been much higher. Although increased CO2 abun-
dance can provide sufficient warming, constraints on atmospheric CO2 from an-
cient soils suggest that an additional greenhouse gas (CH4) should have been
present in significant amounts to explain the high temperature in the Archean
atmosphere. In recent years, the idea that methane (CH4) maintained in relatively
high concentrations (100−1000 ppm) by ancient biota (methanogenic bacteria) have
been proposed. Assuming a biogenic CH4 source comparable to that of today and
adopting a much longer residence time (105 years) it would have generated over
1000 ppm (Kastling and Siefert 2002). This is enough to have had a major warming
effect on the climate and avoided a freezing of the oceans. Kastling and Siefert
(2002) discuss that the factor that limited the CH4 abundance was probably the
production of an organic haze which created an “anti-greenhouse effect”, which
would have lowered surface temperatures. Thus, microorganisms have probably de-
termined the basic composition of earth’s atmosphere since the origin of life. Dur-
ing the first half of earth’s history, this may have resulted in a planet that looked
much like Saturn’s moon Titan (an orange-tinted haze). During the latter half of
earth’s history, microorganisms created the breathable, oxygen-rich air and clear
blue skies that we enjoy today. Atmospheric evolution on an inhabited planet is
determined largely by its microbial populations.

The rise of oxygen corresponds precisely with earth’s first well-documented glaci-
ations, suggesting that decreasing CH4 cooled the atmosphere. It is controversial
whether the earth’s ocean was frozen or not. The existence of a “Snowball earth”
around 600−750 Myr ago remains controversial. In this episode (lasting a few mil-
lion years) the earth’s surface may have frozen over entirely to a depth of a 1 km
or more. A tropical distribution of the continents is, perhaps counter-intuitively,
necessary to allow the initiation of a snowball earth. The tropics are subject to
more rainfall, which leads to increased river discharge and erosion (cf. Eq. 2.37) of
silicate rocks thus reducing atmospheric CO2. A serious argument against a snow-
ball effect is the extreme and unlikely high level (factor up to 500 comparing top
present) of CO2 necessary to melt a global ice cover provided only from volcanic
eruptions after the initiation of a snowball earth (Pierrehumbert 2004). Moreover
neither glaciations nor melting are fast processes and the presence of ice on the
continents and pack ice on the oceans would inhibit both silicate weathering and
photosynthesis, which are the two major sinks for CO2. Hence, this would be a
rather unstable situation with the potential for fluctuating rapidly between the cool-
ing and warming states. On the other hand, post-glaciations periods are character-
ized by a considerable increase of organism size and complexity. This development
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Fig. 2.6 Scheme of the evolution of the atmosphere, hydrosphere and biosphere.

of multicellular organisms may have been the result of increased evolutionary pres-
sures resulting from multiple icehouse-hothouse cycles; in this sense, Snowball earth
episodes may have “pump primed” evolution. Alternatively, fluctuating nutrient
levels and rising oxygen may have played a part. Newer data shows evidence from
the magnetic field fossilized in sedimentary rocks that, more than 600 million years
ago, ice occupied tropical latitudes. However, sedimentary rocks deposited during
these cold intervals indicate that dynamic glaciers and ice streams continued to
deliver large amounts of sediment to open oceans throughout the glacial cycle. The
sedimentary evidence therefore indicates that, despite the severity of glaciations,
some oceans must have remained ice-free. Significant areas of open ocean have
important implications for the survival and diversification of life and for the work-
ings of the global carbon cycle (Allen and Etienne 2008).

Oxygen probably continuously increased to about 2 % with beginning of the
Cambrian (600 Myr ago) (Kasting and Donahue 1980). This O2 level would absorb
100 % of solar light with wavelength < 250 nm and 89 % of the wavelength < 302
nm (today 97 % of the wavelength < 302 nm is absorbed). The water column neces-
sary for protection reduced at this time to about 1 meter and it is assumed that just
after this time (0.5 Gyr ago) an erratic biological development on land begun. At
that time, at the end of the Ordovician and the beginning of the Silurian, the land
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was desolate and empty. It cannot be excluded that bacteria, lichen and algae al-
ready covered some parts of the land. The evolution from algae to land plants must
have been a lengthy process. Then, after a short time, land plant photosynthesis
increased O2 in the atmosphere and we assume that with the beginning of the
Silurian (400 Myr ago) the ozone layer was sufficient to protect all life (Fig. 2.6).

A second step in the rise of O2 up to the present 21 % was in connection with
the colonization of the land. From the Early Devonian (380 Myr ago), the evolution
of flora gains momentum. The appearance of the first true trees is dated to about
370 Myr ago. According to the scientific consensus, the first verified land animal
was a one-centimeter myriapod which appeared 428 million years ago. The earliest
land animals probably lived in oxygen-poor shallow pools. The land at that time
would have been much more nutrient-rich than the water, as plants colonized the
land before animals and left their decaying plant matter everywhere. About 180
million years ago the first mammals began to develop on land along with primitive
birds. It took about 20 million years for animals to develop the art of breathing air
and so to live on land. During the early Jurassic (warm tropical greenhouse condi-
tions worldwide), then, evolution seems to have polarized: on the one hand, there
were the ruling land animals, the great dinosaurs (for the next 135 million years),
which filled the ecological roles now taken up by medium-sized and large mammals;
on the other hand the first mammals had appeared (Benton and Harper 1997).

In the Cretaceous (150−70 Myr) the main drivers may have been changes in
ocean chemistry, probably associated with the very active mid-ocean ridges of the
time. Ocean crust was forming at a record rate, with all the usual geological belch-
ing and stretching that accompanies such events. Water temperatures became ex-
ceedingly, perhaps excessively, hot. Methane and carbon dioxide levels may have
increased, and perhaps spiked at far above Early Mesozoic levels. It was the first
appearance of the flowering plants, the angiosperms. By the end of the Cretaceous,
a number of modern plant forms had evolved. During the Paleocene the climate
worldwide was warm and tropical, much as it had been for most of the preceding
Mesozoic. The Neocene saw a drastic cooling in the world’s climate, possibly caused
by the Himalayan uplift (Tibetan plateau) that was generated by the Indian subcon-
tinent ramming into the rest of Asia (which is still going on now). During the
Pleistocene, the continuing cooling of the climate resulted in an ice age, or rather a
series of ice ages with interspersed warm periods.

On land, carbon can be buried from litter and stepwise accumulation in soils but
only at very low rates because of the presence of oxygen and thus mineralization
was favored. Hence only biomass under more or less anaerobic conditions (in lakes,
marshes and the sea) can be deposited to the bottom and form sediments. Micro-
organisms, however, may facilitate the oxidation of sedimentary organic matter to
inorganic carbon when sedimentary rocks are exposed by erosion. Thus, microor-
ganisms may play a more active role in the biogeochemical carbon cycle than previ-
ously recognized, with profound implications for control on the abundance of oxy-
gen and carbon dioxide in earth’s atmosphere over geological time (Petsch et al.
2001). Only a small fraction (~ 0.1 %) of the organic matter synthesized in the
oceans is buried as sediments and thus responsible for most of our atmospheric O2.
On land most photosynthesis is carried out by higher plants, not by microorgan-
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isms; but terrestrial photosynthesis has little effect on atmospheric O2 because it is
nearly balanced by the reverse processes of respiration and decay.

An atmosphere having the present concentration of oxygen is hard to explain:
only 15 % O2 would be too low to allow the present life, and an O2 level of 25 %
would burn (self-oxidation) buried biomass. Accepting that biological life (it re-
mains a hypothesis) is causatively related with the changing air composition
(Fig. 2.5), we also have to take into account the feedback mechanisms, principally
suggested by the Gaia hypothesis (Crutzen 2002). It is not important for our under-
standing to believe that the continental life was a result of the protecting ozone
layer or whether the beginning land plants first created the protecting ozone layer
via O2 production. What remains important is the idea that there exists a close
relationship between biota and air. Evolution of one reservoir is the history of the
evolution of the other one. Holland (2006) divided the last 3.85 Gyr of earth’s
history into five stages:

1. During stage 1 (3.85−2.45 Gyr ago) the atmosphere was largely or entirely an-
oxic, as were the oceans, with the possible exception of oxygen oases in the
shallow oceans.

2. During stage 2 (2.45−1.85 Gyr) atmospheric oxygen levels rose to values esti-
mated to have been between 0.02 and 0.04 atm. The shallow oceans became
mildly oxygenated, while the deep oceans continued to be anoxic.

3. During stage 3 (1.85−0.85 Gyr) atmospheric oxygen levels did not change signif-
icantly. Most of the surface oceans were mildly oxygenated, as were the deep
oceans.

4. Stage 4 (0.85−0.54 Gyr) saw a rise in atmospheric oxygen to values not much
less than 0.2 atm. The shallow oceans followed suit, but the deep oceans were
anoxic, at least during the intense Neoproterozoic ice ages.

5. Atmospheric oxygen levels during stage 5 (0.54 Gyr-present) probably rose to a
maximum value of ~ 0.3 atm during the Carboniferous before returning to the
present value (0.21 atm). The shallow oceans were oxygenated, while the oxygen-
ation of the deep oceans fluctuated considerably, perhaps on rather geologically
short time-scales.

2.2.2.3 Photosynthesis: Non-equilibrium redox processes

The basic principles of photosynthesis are presented in this Chapter 2.2.2.3 and the
next one 2.2.2.4. Here we will discuss the chemical evolution of the assimilation
process (see for definition what photosynthesis means the next Chapter 2.2.2.4).
Let us understand as assimilation generally the conversion of nutrients into the
fluid or solid substance of the body of an organism, by the processes of digestion
and absorption. It is not the aim here to discuss biological chemistry (biochemis-
try), but the pathway of inorganic molecules (CO2, H2O and O2), which are the
“fundaments” of our climate and therefore climate system, through the organism.
It is often said that our biosphere is far from redox equilibrium, or in other words,
without photosynthesis, atmospheric oxygen would soon disappear (see also the
discussion on this topic in Chapter 2.2.2.5). Establishing a redox equilibrium re-



2.2 Evolution of the atmosphere 75

quires that all redox couples (oxidants and reductants) in a natural system (such as
waters, the atmosphere or within an organism) must be in equilibrium or, in other
words, the rates of oxidation are equal to the rates of reduction − the net flux of
electrons is zero. This is not the case in real systems because of different time scales
between chemical kinetics (single reaction rates), transport rates and microbial ca-
talysis. Moreover, many reactions are irreversible in a subsystem (for example, sul-
fate production in the atmosphere) and the products must transfer into another
system (in that example, in soil having microbial anaerobic properties) for closing
a cycle in the sense of dynamic but not thermodynamic equilibrium (further read-
ing: Archer and Barber 2004).

Without life on earth, probably most of the geochemical redox potentials would
become in equilibrium due to tectonic mixing of all redox couples over the entire
earth history. Consequently, the role of green plants is the unique “transfer” of
photons (solar radiation) into electrons (and its transfer onto carrier molecules)
creating electrochemical gradients and promoting synthesis and degradation. That
is the role of photosynthesis; the oxidizing of water (into oxygen) and reducing of
carbon dioxide (into hydrocarbons) in two separate processes. However, reduction
of water represents a redox couple: positive-charged hydrogen (H+) is reduced to
“neutral” H and negative-charged oxygen (OH−) is oxidized to “neutral” O.

The following Equations (2.36) to (2.44) do not represent an elemental chemical
reaction but gross turn-over mechanisms (termed in biology metabolization). The
(bio-)chemical processes consist of many steps (reactions chains) and include or-
ganic catalysts (enzymes), complex biomolecules being carriers of reducing (H)
and oxidizing (O) properties as well as structured reactors with specific functions
(hierarchic cell organs), transport channels and organic membranes (being the sepa-
rating plates between different “reactors”).

As discussed in Chapters 2.1.2 and 2.2.2.1, organisms consist of organic bonded
carbon. In biological evolution, the first primitive organisms must have based their
development and growth on already existent organic compounds by re-synthesis.
We know that the first forms of life must have existed under anaerobic conditions.
Fermentation is the process of deriving energy from the oxidation of organic com-
pounds, a very inefficient process, the bacteria produce ethanol and carbon dioxide
from fructose (and other organic material), but many other products (e. g. acids)
and carbon dioxide may have been produced:

C6H12O6 % 2 CH3CH2OH + 2 CO2 (2.36)

An important success was achieved by the first autotrophic forms of life (methano-
gens and acetogens) which transfer carbon from its oxidized (inorganic) form (CO2)
to the reduced (organic) forms that results in bacterial growth (in contrast, hetero-
trophic organisms can use carbon only from living or dead biomass: higher plants,
animals, mushrooms, most bacteria). This process is termed anoxygenic photosyn-
thesis:

2 CO2 + 4 H2 % CH3COOH + 2 H2O, (2.37)

CO2 + 4 H2 % CH4 + 2 H2O. (2.38)
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Serpentinization, arc volcanism and ridge-axis volcanism provided hydrogen
(Tian et al. 2005), where the geochemical processes may involve primordial hydro-
carbon and water destruction. The next step in biological evolution, the oxygenic
photosynthesis, sharply increased the productivity of the biosphere. Today the first
photosynthetic prokaryotes range from cyanobacterial and algal plankton to large
kelp. Such organisms have used H2O as electron donator:

2 H2O + hν % 4 H+ + 4 e− + O2[. (2.39)

Generally, the process of photosynthesis is written as (cf. Eq. 2.3)

CO2 + H2O + hν % CH2O + O2[ (2.40)

where CH2O is a synonym for organic matter (a building block of sugar C6H12O6).
The creation of a photosynthetic apparatus capable of splitting water into O2, pro-
tons, and electrons was the pivotal innovation in the evolution of life on earth. For
the first time photosynthesis had an unlimited source of electrons and protons by
using water as the reductant. By freeing photosynthesis from the availability of
volatile-reduced chemical substances (such as H2S, CH4 and H2), the global pro-
duction of organic carbon could be enormously increased and new environments
opened for photosynthesis to occur. There has been great progress in understanding
the process of photosynthesis (see Chapter 2.2.2.4). The biological chemistry of
oxygen is still a mystery, however (Falkowski and Godfrey 2008). Equation (2.40)
does not represent a chemical reaction but only a gross turn-over. The two steps,
H2O splitting and CO2 reduction, are chemically and biologically separated (within
different cell compartments):

2 H2O % 4 HY + O2[ (2.41)

CO2 + 4 H % CH2O + H2O (2.42)

The “cycle” is closed by respiration, the process of liberation of chemical energy in
the oxidation of organic compounds:

CH2O + O2 % CO2[ + H2O (2.43)

It is remarkable that in this way a stoichiometric ratio of 1:1 between fixed carbon
and released oxygen is established. Therefore, a net oxygen production is only possi-
ble when the rate of reaction (2.43) is smaller than that of reaction (2.42), or in
other words, the organic matter produced must be buried and protected against oxi-
dation.

This was the first closed biogeochemical cycle. Before “inventing” photosynthe-
sis, when fermentation was the only process in transforming organic matter into
biomass by primitive life (Eq. 2.36), no cycle was provided. Organic matter, derived
either from hydrocarbons found in carbonaceous chondrite material or (as we con-
sider to be less probable) synthesized photochemicals in air, is finally transformed
via Equation (2.43) into CO2.

We assume in the modern world that photosynthesis is balanced with respiration
(see also Chapter 2.3.5.3). The reaction (2.42) is of “Fischer-Tropsch” type synthe-
sis. This is also known from inorganic nature under conditions deep within the
earth (Eq. 2.5 and 2.21) and in the upper atmosphere (Eq. 2.35), but under extreme
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conditions outside the climate system or in other words where no life exists. We
can also write the formation and degradation of “biomass” in the overall reaction:

CO2 + H2O + NH3 + H2S
reduction

CxHyNnSmOo + O2 (2.44)dddd/1dddd
oxidation

Water oxidation in oxygenic photosynthesis is a concerted four-electron process.
Thus we can ask was there a transitional multielectron donor before water was
adopted as the universal reductant for oxygenic photosynthesis? Dismukes et al.
(2001) argue that bicarbonate is thermodynamically a better electron donor than
water for O2 evolution:

HCO3
− % OH− + CO2 (K Z 2.8 $ 10−7). (2.45)

This implies that the Archean period with its high concentration of dissolved bicar-
bonate had available a stronger reductant than water for the first inefficient at-
tempts at evolution of an oxygenic reaction center. Dismukes et al. (2001) hypothe-
size that bicarbonate (in more detail: Mn-bicarbonate oligomers), not water, was
the transitional electron donor that facilitated the evolution of the bacterial photo-
synthetic precursor of cyanobacteria. The post-Archean period was brought on by
the enormous reduction of atmospheric CO2. Although it is unclear how this transi-
tion occurred, it would have required the evolution of a stronger inorganic catalyst
and a stronger photooxidant to split water efficiently.

The dissociation of water (into hydrogen and oxygen) however is only possible
under natural conditions in the upper stratosphere (see Chapter 5.3.7). The most
appropriate process under technical conditions, created artificially is electrolysis.
Water, however, is not non-reactive and is dissociated (protolyzed) into ions (H+ +
OH−) in solution. In the lower atmosphere, H2O is decomposed by O1(D) into the
most reactive OH radicals. At the end of myriad reactions, OH is turned back to
H2O. There is no known way to obtain free hydrogen for reducing the nutrients
important to life such as COx, SOx and NOx outside non-living systems.

Basically, the water-splitting process in higher plants and some bacteria, where
coloring matter (such as chlorophyll) is able to absorb photons and transfer them
(similar to a photovoltaic cell) into electrons, works very similarly to an electrolytic
cell (Fig. 2.7) with a cathodic (electron donator) and an anodic site (electron ac-
ceptor). Chlorophyll (like other chromophoric substances) consists of several conju-
gated π-electron systems containing electrons easily excitable by light absorption.
For most compounds that absorb light, the excited electrons simply return into the
ground energy level while transforming the energy into heat. However, if a suitable
electron acceptor is nearby, the excited electron can move from the initial molecule
to the acceptor. This process results in the formation of a positive charge on the
initial molecule (due to the loss of an electron) and a negative charge on the ac-
ceptor and is, hence, referred to as photoinduced charge separation:

M + hν % M+ + e− (2.46)

The site where the separational change occurs is called the reaction centre. The first
step on the negative side is the formation of an aquated electron (H2O−), cf. Fig. 2.7:

H2O + e− % H2O− (b eaq
K). (2.47)
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Fig. 2.7 Basic chemistry of the water splitting process.

The energy provided by the donator (or in other terms the electrode potential)
must be equivalent to the reaction enthalpy of (2.47). Consequently, the total sys-
tem “proton (wavelength) − chromophor (photon-electron-transfer) − electron (ex-
cited state or potential)” is a result of a coupled (quantum-)chemical and biologi-
cal evolution.

The aquated electron undergoes several reactions (see Chapter 5.3.4). It can be
transported via water molecules and special cellular substances (electron transfer)
to other molecules (respectively reactive centers) to achieve reductions (2.48a), but
it can also decay into atomic hydrogen and the hydroxyl ion (2.48b).

H2O− + R % H2O + R− (2.48a)

H2O− % H + OH− (2.48b)

Reaction (2.48b) is synonymous with H+ + e− % H (in the acidity balance the OH−

from dissociated water remains). At the electropositive site of the photosystem
(M+) occurs

H2O % H2O+ + e−, (2.49)

and again, the potential difference must be equivalent with the energy for the disso-
ciation of an electron from a water molecule. H2O+ splits into H+ + OH (see
Fig. 2.7). It is important to consider (similarly to electrode processes) that all reac-
tion particles are in an electrical double layer and first undergo surface processes
before diffusion into the solution occurs. The highly reactive OH radical (see also
Chapter 5.3.2) will be further oxidized to oxygen:
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OH % O + H+ + e−. (2.50)

The freed electrons “react” back according to Equation (2.46), M+ + e− % M, clos-
ing the electron transfer chain. Subsequent to reaction (2.50) is the evolution of
molecular oxygen and its release to the air. Biological evolution created the reaction
system in such way as to avoid oxygen diffusing to reducing (electronegative) sites;
see later the discussion on oxidative stress.

As a consequence of the hydrogen formation, the process represents a hydrogena-
tion and reaction (2.48a) as well as (2.48b) resulting in the formation of hydrogen-
richer molecules (RH) via H + R % RH or R− + H+ % RH. The proton (or hydro-
genium ion H3O+) and the aquated electron are both the chemical fundamental
particles. The water molecule (H2O) is the supporter and, because of the special
structure of water (see Chapter 2.5.1.1), both particles are rapidly transferred in
aqueous solution when there are gradients in the electrical potential or acidity,
respectively. In both cases, changing these natural system properties (for example,
by human influences due to acidification and oxidative stress) will shift or even
interrupt the natural (bio-)chemical cycles.

The free hydrogen is used for carbon reduction according to Equation (2.42).
The process is complex (called the Calvin cycle) and the starting point is the
transfer of H onto NADP+ (nicotinamide adenine dinucleotide phosphate:
C21H29N7O17P3)3, which is the oxidized form of NADPH (which is the reduced
form of NADP+):

NADPC C H % NADPH (2.51a)

or, considering the reactive center:

C

H H H

C
+ H

(NADP )+ (NADPH)

(2.51b)

The so-called photosystems I and II are connected by an electron transport chain
and produce NADPH for use in the Calvin cycle (cf. Fig. 2.7). Similarly to reaction
(2.51), very few functional groups act as redox couples, for example:

H

C
+ H+ H

OH

N N

(ox) (ox)(red) (red)

O

C (2.52)

Without here touching any biological structure, it is remarkable that the base chem-
ical reaction in the reduction of carbon dioxide is the inverse reaction (5.34) of CO
oxidation under atmospheric conditions (CO + OH % CO2 + H):

3 The IUPAC name is: [(2R,3R,4S,5S)-2-(6-aminopurin-9-yl)-5-[[[[(2S,3S,4R,5R)-5-(5-carbamoyl-
pyridin-1-yl) -3,4-dihydroxy-oxolan-2-yl] methoxy-oxido-phosphoryl] oxy-hydroxy-phos-phoryl]-
oxymethyl]-4-hydroxy-oxolan-3-yl]oxyphosphonic acid.
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Fig. 2.8 Photosynthesis and oxidative stress.

CO2 + H % CO + OH (2.53)

OH is deactivated in this reducing medium (or, in other words, electronegative
center) by adding H into H2O, or in terms of electron transfer, by adding an elec-
tron on OH−; see also the remarks above on the fate of OH in an oxidizing medium.
Subsequent to reaction (2.53), the formyl radical HCO, a building block of sugars,
is formed:

CO + H % HCO (HdC•]O). (2.54)

Similarly, an electron transfer onto CO2 led to formic acid:

CO2 dd%
eK

CO2
− dd%

HC

HCO2 dd%
eK

HC(O)O− &)*
HC

HCOOH (2.55)

Fig. 2.8 shows schematically the basic (elemental) chemical reactions in the bio-
logical water splitting process and formation of oxygen, but also several competitive
pathways. Normally, there is water input and oxygen output, whereas hydrogen (in
terms of reducing power) remains in the system; the redox potentials are well bal-
anced in their ability to maintain the biological productivity in the sense of plant
growth. A key species in the oxygen evolution is the OH radical, which has the
main feature of abstracting hydrogen from organic molecules (to oxidize them and
itself to turn into the water molecule), i. e., to adverse the biological function in
building up organic molecules. Any change of the biochemical system to a more
electropositive state or oxidant offer (increase in oxygen, ozone, and hydrogen per-
oxide) will turn the reaction chain to the inverse of the photosynthesis; finally back
to water according to the following reactions:

H + e− % H+ dd%
OH

K

H2O (2.56)

H + O2 % HO2 % O2
K C HC (2.57)
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O2 + e− % O2
− dd%

HC

HO2 dd%
eK

HO2
− dd%

HC

H2O2 dd%
eK

OH + OH−

(2.58)

O3 + e− % O3
− dd%

HC

OH + O2 (2.59)

It is therefore assumed that under increased oxic conditions − termed oxidative
stress − not only will the Calvin cycle be interrupted due to reactions such as (2.56)
and (2.57), but also the potential concentration of OH increases as a result of the
reactions (2.57) to (2.59). All these findings emphasize a central role of H2O2 in
radical chains during biochemical processes; its ubiquitous presence in living cells
is proved (see Möller 2009a). This suggests that H2O2 may not be only a harmful
by-product of many normal metabolic processes but can also have the function via
the Fenton reaction (OH formation via electron transfer onto H2O2, see reaction
2.59, right-hand site) of attacking unwanted particles such as viruses and bacteria.
The enzymatic deactivation of H2O2 prevents damage4 by its transformation into
oxygen:

H2O2 dd%
KHC

HO2
− dd%

KeK

HO2 dd%
KHC

O2
− dd%

KeK

O2 (2.60)

The fundamental role of H2O2 in environmental chemistry lies in the simple redox
behavior between water and oxygen depending on available electron donators or ac-
ceptors:

H2O !ddd
reduced

H2O2 ddd%
oxidized

O2

2.2.2.4 A short history of understanding the process
of photosynthesis

As we have seen, today’s biosphere-atmosphere or, more simply, the plant-air inter-
action, is due to oxygenic photosynthesis. It is worth undertaking a short review of
how our understanding of plant growth rose (Table 2.11). The main aim of this
chapter is to touch upon the history of understanding the gas exchange between
plant (biosphere) and air (atmosphere). As mentioned, oxygenic photosynthesis
created the force for driving biogeochemical cycles.

Plant growth has been both a curiosity and a source of much documentation
and experimentation since the beginnings of agriculture. The “substance” of plants
has been explored and debated since the time of the early Greek philosophers
(Korcak 1992). Before the discovery of the chemical composition of air and the
proof that the organic matter of plants is solely by uptake from atmospheric CO2,
humus was considered to be the sole and direct source of carbon for plants. The
roots of “humus theory” lie in the ancient transmutation between the four “ele-
ments”. Johann Wallerius, known for the first monograph on mineralogy (1750),
wrote in 1761: “Plants derive no growth from any mineral earths ... The substances

4 By catalase, which has one of the highest turnover numbers of all enzymes; one molecule of
catalase can convert millions of molecules of hydrogen peroxide to water and oxygen per second.
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Table 2.11 Milestones in discovery the photosynthesis.

year discoverer work

1577 Paracelsus rain as nutrient
1648 Jan van Helmont “willow tree experiment”
1674 John Mayow life and non-life supporting airs (gases)
1699 John Woodward water as essential compound for plants
1738 Stephen Hales air and light are necessary
1754 Joseph Black (re-)discovery of car bon dioxide
1779 Jan IngenHousz carbon in plants is of atmospheric origin
1799 Jean Senebier plants consume CO2 and release O2

1804 Théodore de Saussure binding of H2O and release of O2

1838 Jean Boussingault air as source of nitrogen
1840 Justus von Liebig inorganic nutrition theory
1842 Julius von Mayer plants transform light into chemical energy
1862 Julius von Sachs chlorophyll is involved in “photosynthesis”
1872 Eduard Pflüger respiration is located on the cellular level
1877 Schloesing and Muntz nitrification is a biological
1894 Theodore Engelmann microscopic observation of active cells
1905 Blackman and Matthaei T dependence of photosynthesis
1925 Otto Warburg dark and light reaction
1937 Robert Hill H2O oxidation and CO2 fixation are separate processes
1940 Ruben and Kamen C14 experiments
1945 Melvin Calvin sunlight acts on the chlorophyll (not on CO2)

that promote plant growth must be identical or analogous with substances pre-
existing in the plant, or capable of being transmuted and combined into a nature
that belongs to plants” (Browne 1943, Wallerius 1750, 1770). The replacement of
the humus theory by the theory of mineral nutrition of plants lasted the full nine-
teenth century. The first researcher to doubt the validity of the humus theory was
Carl Sprengel. In 1826, he published an article in which the humus theory was
refuted, and in 1828 another, extended journal article on soil chemistry and mineral
nutrition of plants which contained in essence the “Law of the Minimum” (Sprengel
1826, 1828). Sprengel ’s doctrines are presented again in the books published by
Liebig in 1840 and 1855.

Paracelsus gained fame as the first scientist to lecture in German, instead of the
traditional Latin, allowing for understanding and involvement in science among lay
persons, and recognition of the importance of experimentation in chemistry
(Browne 1943). More germane to plant nutrition, he initiated a new concept of
plant nutrition, which was not aligned to the Aristotelian four elements. In his
Aurora thesaurusque philosophorum (Paracelsus 1577) (cited after Browne 1943)
Paracelsus stated:

... So also every vegetable of the earth must give nutriment to the three things of
which they consist. If they fail to do that the prima condita perish and die in
their three species. These nutriments are earth and Rain, that is the Liquor, each



2.2 Evolution of the atmosphere 83

of the three parts of which nourishes its own kind − sulfur for sulfur, mercury
for mercury, and salt for salt, for Nature contains these, one with the others.

In modern terms, the “three principles” mean organic constituents (sulfur), water
(mercury), and mineral matter (salt). Jan van Helmont wrote in his posthumously
published book Ortus medicinae (1648); cited5 after Hoff (1964):

For I took an earthen Vessel, in which I put 200 pounds of earth that had been
dried in a Furnace, which I moystened with Rain-water, and I implanted therein
the Trunk or Stem of a Willow Tree, weighing five pounds; and at length, five
years being finished, the Tree sprung from thence, did weigh 169 pounds, and
about three ounces … At length, I again dried the earth of the Vessel, and there
were found the same 200 pounds, wanting about two ounces. Therefore 164
pounds of Wood, Barks, and Roots, arose out of water onely.

This often cited (and different interpreted) “willow tree experiment” would be just
the first in a long sequence of experiments and explanations of how plants grow
and where the matter is coming from (Krikorian and Steward 1968). Helmont also
found that the gas bubbling in a brewery during fermentation is the same as that
obtained by burning charcoal, as both gases turned limewater milky − a test which
is used even today to identify carbon dioxide; he called it spiritus sylvestre (wild
gas). John Mayow concluded (Mayow 1674) from his experiments on respiration of
animals that there is a constituent of the air that is absolutely necessary for life
(O2), and another not supporting life. One hundred years later carbon dioxide was
re-discovered by Joseph Black; he named it “fixed air” (Black 1754); it was renamed
carbonic acid by Lavoisier in 1781. Black showed that it is present in the atmos-
phere and that it combines with other chemicals to form compounds.

In 1699, the classic water culture experiment of John Woodward dispelled the
concept of water as the sole substance of plants (Russell 1926). Woodward noted
better growth of spearmint in water containing garden soil than when it was grown
in rain water, or impure water. However, it was not until the composition of air
from different gases became known (in the 1770s, see Chapter 1.3.2) that their
significance for plant nutrition was studied. It can be said that Stephen Hales was
the first to understand that air and light are necessary for the nutrition of green
plants when making his measurements (Vegetable Statics, London 1727) of the
absorption of water and its transpiration to the atmosphere. In 1771 Priestley, ob-
served in his work on the purification of air by plants that green plants give off
oxygen and thus improve the air.

Jan IngenHousz, who was in close contact with Priestley and Lavoisier, in the
summer 1779 performed experiments on plants and published his findings in Exper-

5 John Baptista van Helmont. Oriatrike: Or, Physick Refined. The Common Errors therein Re-
futed, And the whole Art Reformed & Rectified. Being A New Rise and Progress of Philosophy
and Medicine, for the Destruction of Diseases and Prolongation of Life. trans. John Chandler
(London, Lodowick Loyd, 1662), p. 109. For the original Latin, see: Ortes medicinae, Id est, initia
physica inauditia. Progresses medicinae novess, in morborum ultionem, ad vitam longam (Amster-
dam: Ludovicus Elsevir, 1648); reprinted Brussels: Culture et Civilisation, 1966
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iments upon Vegetables (London 1979)6. He clearly recognized both the meaning of
light and the fact that all the carbon contained in plants is of atmospheric origin.
Without doubt he was the first to describe and understand the essentials of the
process of photosynthesis, but he did not know it as such (Magiels 2001). Ingen-
Housz rightly concluded that the green parts of plants in the light of the sun pro-
duce oxygen, which is beneficial for other forms of life, and that they produce CO2

when in the dark.
Jean Senebier discovered in 1799 that the regeneration of air is based on the use

of “fixed air” (CO2) or − in modern terms − he demonstrated that green plants
consume CO2 and release O2 under the influence of light. In 1893, Charles Barnes
proposed that the biological process for “synthesis of complex carbon compounds
out of carbonic acid, in the presence of chlorophyll, under the influence of light”
should be designated as either “photosyntax” or “photosynthesis” (Gest 2002).
Before this year, the process had been termed assimilation.

In 1804 Théodore de Saussure discovered that the increase in weight of plants
cannot solely be caused by the uptake of carbon and minerals, but is based on the
binding of the water components, too, and accompanied by the release of oxygen
during photosynthesis (Saussure 1804). In 1838, Boussingault conducted an elegant
series of experiments and showed that legumes had higher nitrogen levels than
cereals and, based on some crop rotation studies over five years, concluded that
the atmosphere was the source of this nitrogen (it could have been particulate
matter, nitrogen gas or ammonia, he did not specify which). In 1848, Justus von
Liebig (erroneously) argued, with no new evidence, that ammonia in air was the
source of plant nitrogen and that this supply limited growth. This hypothesis was
accepted because of his great reputation. Already in 1840 Liebig had published a
book entitled Die organische Chemie in ihrer Anwendung auf Agricultur und Physio-
logie (Organic chemistry in its application to agriculture and physiology); Liebig
(1840). Liebig’s theories on the atmospheric source of ammonia-nitrogen for plant
growth led John Lawes in 1843 to establish the now famous Broadbalk Field wheat
experiment at Rothamsted (Hertfordshire, UK; Russell 1926) and soon initiated
many studies on the chemical composition of rainwater.

In 1862−64, Julius von Sachs could finally prove that chlorophyll is involved in
photosynthesis. He worked out the overall equation of photosynthesis:

6 CO2 + 6 H2O + solar energy % C6H12O6 + O2.

These results are in accord with the first law of thermodynamics, whose discoverer
Julius von Mayer postulated in 1842 that plants take up energy in the form of light
and that they transform it into another, chemical state of energy (Mayer 1845). In
1872 Eduard Pflüger defined respiration as a process located on the cellular level
(Pflüger 1872).

6 John Ingen-Housz. Experiments upon vegetables, discovering Their great Power of purifying the
Common Air in the Sun-shine, And of Injuring it in the Shade and at Night: To which is joined,
A new Method of examining the accurate Degree of Salubrity of the Atmosphere. London, P.
Elmsly (1779), 68 + 302 + 15 pp. “This work is part of the results of above 500 experiments, all
which were made in less than three month, having begun them in June, and finished them in the
beginning of September, working from morning till night” Ingen-Housz writes on p. xlii in the
preface (the book was printed in December 1779).
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In the 1870s, the French biologists Jean Schloesing and Achille Muntz discovered
that nitrification is a biological process (Schloesing and Muntz 1877). Although
years before (1859), Louis Pasteur had theorized that the process was biological, he
was never able to prove it. The phenomenon of nitrification, i. e., the formation of
nitrites and nitrates from ammonia and its compounds in the soil, was formerly
held to be a purely chemical process.

At the end of the nineteenth century, with a vast development of new techniques,
a period characterized by a step-wise understanding of the mechanisms of the pho-
tosynthesis begun. In 1894 Engelmann constructed a gadget out of a modified mi-
croscope condenser that allowed him to expose parts of photosynthetically active
cells (of the green alga Spirogyra) to a thin ray of light. His aim was to discover
which components of the cell functioned as light receptors. A few years later
(1902−1905) the first experiments to determine the temperature dependence of pho-
tosynthesis were performed by Blackman and Matthaei, and these showed that
carbon dioxide fixation is based on normal, temperature-dependent biochemical
reactions (Matthaei 1902, Blackman and Matthaei 1905). In 1925 Otto Warburg
put the results of Blackman down to the existence of two classes of photosynthetic
reactions: the light and the dark reaction.

Robert Hill demonstrated in 1937 that the oxidation of H2O to O2 and CO2

fixation into carbohydrates are separate processes (Hill 1937). He observed O2 evo-
lution by chloroplast suspensions when artificial electron acceptors, other than
CO2, are used. This reaction, which Hill called “the chloroplast reaction”, later
became known as the “Hill reaction”. This, and the postulate of Warburg that the
fixation of carbon dioxide is energy consuming but independent of light, was con-
firmed by Ruben, Kamen and his coworkers in 1939−1941 after the isotope tech-
nique had found its way to biochemistry (Ruben 1939, Ruben et al. 1941). In 1945
Melvin Calvin commenced research to determine the pathway by which CO2 be-
comes fixed into carbohydrate.

Calvin and his co-workers showed that sunlight acts on the chlorophyll in a plant
to fuel the manufacture of organic compounds, rather than on carbon dioxide, as
was previously believed (now called the Calvin cycle). In the period from 1950
until the present there have been numerous investigations to identify the detailed
mechanisms, intermediates and controlling systems of photosynthesis. Gest (1993)
suggested the following general definition for “photosynthesis”:

Photosynthesis is a series of processes in which electromagnetic energy is con-
verted to chemical energy used for biosynthesis of organic cell materials; a photo-
synthetic organism is one in which a major fraction of the energy required for
cellular syntheses is supplied by light. Molecular oxygen and CO2 are not in-
cluded in the “common denominator definition” of photosynthesis because pho-
tosynthetic bacteria do not produce O2, and CO2 is not necessarily a required
carbon source.

2.2.2.5 The carbon and oxygen pools and global cycling

Carbon and oxygen were formed during the fusion process from helium within the
first steps after Big Bang (cf. Fig. 2.3):
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4He + 4He % 8Be, 8Be + 4He % 12C and 12C + 4He % 16O.

It is likely that most of the oxygen (and other volatile elements) in the particulate
matter of the solar nebula was chemically bonded with metals forming oxides (Far-
quhar and Johnson 2008).

The carbon we have on the surface or in the sediment of the earth (note that this
excludes possible carbon stocks in rocks and deep in the earth) is estimated to be
around 80 % in the form of carbonate rocks, and 20 % in unoxidized form, fre-
quently referred to as organic carbon (possible carbon stocks deep in the earth are
not counted), cf. Table 2.12. If the vast amounts of present carbonate sediments
(5000 $ 1019 g C) had originally been exhaled in reduced forms (CH4 or CO) it
would have required oxygen from the atmosphere for oxidation. This huge amount
of required oxygen, however, is not balanced with the O2 produced via photosyn-
thesis, it is two to three times greater (see discussion later). Thus, the earth’s present
carbonate reservoir was probably initially exhaled from the earth as CO2 which
was oxidized from reduced carbon derived from chondrite-type debris. There is no
argument against the hypothesis that this is a more or less continuous process over
the entire history of the earth, explaining the deposition of carbonate sediments.
In a process of continuous recycling, the proportion of 13C would continuously
increase in the atmosphere, and hence the younger carbonates should be isotopi-
cally heavier then the old ones; this is not the case. Marine carbonates of all ages
back to the Archean show the same narrow range of the carbon isotopic ratio

Table 2.12 Reservoir distribution (in 1019 g element, despite for the water molecule); after
Schlesinger (1997), if not other noted.

reservoir C Ch Ck O H2O Sg

atmosphere 0.075 0.0766 − 119 1.7 negl.
ocean 3.8/0.07a 3.8−4.0/−a −/0.06a 12500b 14000 128
land plants 0.06 0.054−0.061 0.095 negl. negl. negl.
soils, organic 0.15 0.15−0.16 0.16 ? (negl.) ? (negl.) negl.
fossil fuels 0.7 0.4 negl. negl. 0.001
sediments ~ 5000/1500m 6600−10 000j 6000/1500m 4745c 1500 247i

clathratesd 1.1 − − −
rocksn 3200−9300e 1200f ~ 2 000 000 ?
a carbonate / dissolved organic carbon (DOC)
b in water molecules
c held in Fe2O3 and evaporitic CaSO4
d methane hydrates, after Kvenvolden and Lorenson (2001)
e estimated by using mean element abundance (Clarke 1920) and assuming a mass of crust being
4.9 $ 1025 g (Table 2.2), sediments likely are included (the chemical form is not specified)
f held in silicates
g after Möller (1983)
h after Pidwirny (2008)
i held in in CaSO4
j not specified into carbonate and organic C
k after Pédro (2007)
m carbonate / buried organic (kerogene)
n in mantle: 5 · 1023 g (Pédro 2007)
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Fig. 2.9 Scheme of the inorganic carbon cycle (inorganic carbon burial).

(Schidlowski et al. 1975). What it shows is a reasonably continuous process of
laying down carbonate rocks according to Equation (2.61); no epoch having enor-
mously more per unit time, nor enormously less (cf. Fig. 2.9).

CaO + CO2 % CaCO3 (2.61)

Most, but not all, of this carbonate has been an oceanic deposit, deriving the
necessary CO2 from the atmospheric-oceanic CO2 store. The amount that is at
present in this store is, however, only a very small fraction of the amount required
to lay down the carbonates present in the geological record. The atmospheric-
oceanic reservoir at present holds only about 0.05 % of the earth’s carbon (cf.
Table 2.12).

The carbonate sediments also support the hypothesis that CO2 was a product of
the earth’s inner processes (not only atmospheric CH4 oxidation), thermal dissocia-
tion of primordial carbonates − which is not very likely due to its spare finding
in meteorites − or other carbon species, already formed within the solar nebula.
Transforming back the CO2 stored in inorganic and organic sediments to the at-
mosphere one would have 60 to 80 bars CO2 in the first atmosphere. Another 140
bars is provided by the water from the ocean and the sediments transformed back
into the atmosphere.

The amount of carbon estimated in the rocks of the lithosphere (Table 2.12)
corresponds to about 3 % carbon content. This is very close to the assumption by
Gold (1999) of carbonaceous chondrite material which may comprises 20 % of the
material in the depth range between 100 and 300 km. In this material, carbon
amounts to 5 %. Hence this layer would provide some 3 $ 1024 g C from which only
2 % have been released to provide the surface carbon. A supply of hydrocarbons at
depth may thus provide CO2 in three different ways. One is through volcanic path-
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Table 2.13 Chemical abundance of elements and oxides in mass %; after Ronov and Yaro-
shevsky (1969), Morgan and Anders (1980), Carmichael (1989), Lide (2005). According to
conventions, the oceans are included in the earth crust.

space meteoritesb earth earth core earth mantle earth
crustc

H a O 52.80 Fe 32.1 Fe 88.8 O 44.8 O 46.1
He a Si 15.37 O 30.1 Ni 5.8 Mg 22.8 Si 28.2
O 49.3 Mg 13.23 Si 15.1 S 4.5 Si 21.5 Al 8.23
C 24.6 Fe 11.92 Mg 13.9 Fe 5.8 Fe 5.63
Ne 6.4 S 2.10 S 2.9 Ca 2.3 Ca 4.15
Fe 5.4 Al 1.15 Ni 1.8 Al 1.2 Na 2.36
N 5.9 Ca 0.90 Ca 1.5 Na 0.3 Mg 2.33
Si 3.4 Ni 0.65 Al 1.4 K 2.09
Mg 3.0 Na 0.62
S 2.5 Cr 0.19

K 0.13

sum 100 sum 97.91 sum 98.8 sum 99.1 sum 99.7 sum 99.65
a H and He represent 98 % of total element mass (H 76.5 % and He 23.5 %); the other elements
are set to 100 % as sum
b after Fersman (1923): 0.07 % C, 0.05 % Cl, 3 $ 10−4 % N
c after Clarke (1920): 0.03−0.19 % C, 0.06 % Cl, 0.12 % P, 0.08 % S (N and Br negl.)

ways and oxidation with oxygen supplied by the magma. Another is by the ascent
of hydrocarbons through solid rocks and oxidation at shallow levels, most likely by
bacterial action, with subsequent escape of CO2 to the atmosphere. A third way
will be the escape of methane and other hydrocarbons into the atmosphere, where,
in the presence of atmospheric O2 they would oxidize to CO2.

Oxygen is the most abundant element on earth and also in the space, excluding
hydrogen and helium (Table 2.13). Our present atmosphere contains 119 $ 1019 g
molecular oxygen (Table 2.12) which represents only 0.006 % of total oxygen on the
earth, which is almost completely fixed in oxides (cf. Table 2.12), very likely of
primordial origin. The total amount of volatile oxygen consumed over the earth’s
history has been estimated by Warneck (2000) to be 3100 $ 1019 g. As already noted,
this value must be equivalent to the buried organic carbon; the amount of free
oxygen in the atmosphere we can neglect in this budget. The values given in Ta-
ble 2.12 for organic carbon sediments (1500 $ 1019 g) correspond to 4000 $ 1019 g
oxygen. In this value are included:

− H2S oxidation into sulfate,
− FeO oxidation into Fe2O3,
− CO oxidation into CO2 (from volcanic exhalations),
− H2 oxidation into H2O.

The residence time of O2, based on the rapid exchange of carbon between the
biosphere and CO2 in the ocean-atmosphere system, amounts 5000 years (Warneck
2000), corresponding to 24 000 Tg oxygen yr−1 due to photosynthesis and respira-
tion. The exchange rate of oxygen due to weathering and net emission from buried
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carbon is only 300 Tg yr−1 (corresponds to 6 Myr turnover time). Due to the low
solubility of O2 in seawater, the atmosphere acts as a buffer and reservoir for free
O2.

Modeling the long-term carbon cycle shows strong relationships between the key
parameters, atmospheric oxygen and carbon dioxide (inverse correlated) as well as
carbon burial, which is correlated with oxygen (Berner 2003). The (calculated)
range of the amounts is:

− Atmospheric O2 concentration: 13−30 %,
− atmospheric CO2 concentration (factor to pre-industrial level): 1−25,
− C burial: (2.3−6.2) $ 1018 mol Myr−1 (or 28−74 Tg yr−1).

From the dates given by Berner (2003), only within the period of the last 410 Myr,
has global organic carbon burial amounted to ~ 2200 $ 1019 g carbon; using the
low burial rate, in the period back to first oxygenic photosynthesis (2.7 Gyr), it
would give a value of more than 6000 $ 1019 g carbon burial, together with a multi-
ple of the estimated organic carbon sediments (~ 1500 $ 1019 g). This suggests that
organic carbon is also cycling through subduction and volcanic release to the at-
mosphere, at an average rate of 15 Tg C yr−1.

Photosynthesis (Eq. 2.40) as the only source of free oxygen, however, is balanced
with mineralization of biomass (Eq. 2.43). In other words, there is no net produc-
tion of oxygen when there is no burial in oxygen-depleted environments. It is logical
that the burial rate is higher when the atmospheric oxygen concentration (and
therefore in waters too) is low. This is not in contradiction with the general relation-
ships shown above presented by Berner (2003) because at the early stages of the
earth, most of the oxygen from photosynthesis was used to oxidize several elements
from a reduced stage (mainly sulfur and iron but also hydrogen and reduced carbon
exhalations from deep within the earth).

The oxygen required for iron and sulfide oxidation (based on data from Ta-
ble 2.12) corresponds to a carbon equivalent of about 2000 $ 1019 g C additional
to the Corg in sediments (1500 $ 1019 g C). However, with imprecise knowledge of
the volume of plant material buried in different epochs, with the strong possibility
that deposits of organic carbon are in significant part due to upwelling hydrocar-
bons and not all to plant debris, and with an inexact knowledge of the ratio of
oxidized to unoxidized carbon in the primary carbon supply to the surface, no firm
judgment can yet be made (Gold 1999).

The loss of hydrogen (and helium) to space is one of the fundamental characteris-
tics distinguishing the terrestrial planets from the giant planets. The earth was
unable to capture hydrogen gravitationally from the solar nebula; it must have come
in as a constituent of condensed material (mainly H2O). Kasting and Catling (2003)
estimated the H loss to be about 3.1 $ 108 H atoms cm−2 s−1, corresponding with
an O2 production rate behind of 6.7 $ 1011 g yr−1. Roughly half of the hydrogen
that is escaping to space today comes from CH4, almost all of which is produced
biologically. Thus, the actual abiotic O2 production rate from H2O photolysis is
only half (3 $ 1011 g yr−1). By comparison, the production rate from photosynthesis
is ~ 5.8 $ 1013 g yr−1 (Holland 2002). In the prebiotic period oxygen could not be
accumulated in the atmosphere (Walker 1977); only the oxidation of volcanic H2

(~ 5 $ 1012 g yr−1 according to Holland, 2002) would consume 4 $ 1013 g oxygen
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yr−1 what is ~ 200 times greater than the abiotic O2 production from water photoly-
sis. Hence H2 would have accumulated until the escape rate to space was high
enough to balance the H2 flux from volcanoes. This mixing level was assessed to
be a few time of 10−3 (Kasting and Catling 2003).

In the period 100−300 Myr ago, large oxygen variations did occur with the maxi-
mum oxygen concentration around 30 % (280 Myr ago) and the minimum oxygen
about 13 % (200 Myr ago). The periods 0−100 Myr ago and 350−450 Myr ago
experienced about 20 % oxygen with only small variations. Several processes may
have a stabilizing effect on the atmospheric oxygen level. The laying down of inor-
ganic oxidized sediments (mainly sulfate) fixes oxygen. The escape of hydrogen
from the earth into space, which is more dominant when the atmospheric oxygen
level is low, will leave more oxygen behind. Higher oxygen levels in the atmosphere,
and hence in groundwater, will diminish the areas of swamps and anoxic lakes,
ponds and seas, the locations in which plant material undergoes fermentation and
methanogenesis leaving reduced substances such as H2 and CH4. Conversely, low
oxygen would favor anoxic deposition, leaving more oxygen behind. Hence the
present reservoir distribution (Table 2.12) of elements/compounds is the result of
the evolutionary processes described above. The biospheric carbon turn-over (and
that of sulfur as discussed below) is so vast that small (never measurable) annual
variations will be buffered and result in a well- balanced redox and acidity state of
the climate system over geological time. It seems that the climate system itself has
established a buffer system to stabilize it even in the case of (not too large) “cata-
strophic” effects. Consequently, disturbing the redox state of the environment, for
example by human activities, can lead to changing reservoir distributions.

In the carbon cycle we have to consider long-term cycling, including rock weath-
ering and volcanism. Over much longer time scales, atmospheric CO2 concentra-
tions have varied tremendously due to changes in the balance between the supply
of CO2 from volcanism and the consumption of CO2 by rock weathering. Over
geological timescales, large (but very gradual) changes in atmospheric CO2 result
from changes in this balance between rock weathering and volcanism. CO2 in the
atmosphere is consumed in the weathering of rocks:

CO2 dd%
H2O

H2CO3 [H+ + HCO3
K]

dd%
CaCO3 Ca (HCO3)2 [Ca2+ + 2 HCO3

K] (2.62a)

This comes about by the first global reaction, first deduced by Ebelmen (1845):

CO2 + (Ca, Mg)SiO3 + (Ca, Mg) CO3 + SiO2 (2.62b)

Carbonic acid is strong enough to dissolve silicate rocks − in small quantities, of
course, and over long time scales. To illustrate this, we take an orthosilicate which
is dissolved into orthosilicic acid (where SiO2 is the anhydride) and bicarbonate:

CaH2SiO4 + (2 HC+ 2 HCO3
K) % H4SiO4 (% SiO2 + 2 H2O)

+ Ca (HCO3)2 (2.63)

SiO2 is moderately soluble in water (5−75 mg L−1 in river water and 4−14 mg L−1

in seawater). The products are then transported in river water to the oceans. There
organisms such as foraminifera use calcium carbonate to make shells. Other organ-
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isms such as diatoms make their shells from silica. When these organisms die, they
fall into the deepest oceans. Most of the shells redissolve but a fraction of them
are buried in sediments of the seafloor. The overlaying sediments are carried down
to the depths by subduction. Temperature and pressure transform the shells back
to silicate minerals, in the process releasing CO2 back to the surface of the earth
through volcanoes and into the atmosphere to begin the cycle again, over a geologi-
cal time scale. This inorganic (no photosynthesis) but biotic (mineral production)
carbon cycle is not linked with the oxygen cycle but with water (H2O) and acidity
(H+). Simply said, insoluble rock carbonate is transformed into more soluble bicar-
bonate where atmospheric CO2 is fixed as dissolved bicarbonate. The volcanic car-
bon dioxide released is roughly equal to the amount removed by silicate weathering;
so the two processes, which are the chemical reverse of each other, sum to roughly
zero, and do not affect the level of atmospheric carbon dioxide on time scales of
less than about 106 years. As a planet’s surface becomes colder, however, atmos-
pheric CO2 levels should tend to rise. The reason is that removal of CO2 by silicate
weathering followed by carbonate deposition should slow down as the climate
cools, and would cease almost entirely if the planet were to glaciate globally. On
planets like earth that have abundant carbon (in carbonate rocks) and some mecha-
nism, like plate tectonics, for recycling this carbon, volcanism should provide a
more-or-less continuous input of CO2 into the atmosphere.

Additionally one has to include in the budget still permanent CO2 degassing
(unknown value) from the crust (accepting the deep carbon hypothesis). There is
also no doubt that degassed CH4 is partly a product of deep rock chemistry (cf.
Eq. 2.4−2.7).

Four revolutionary changes have occurred in the chemical evolution of carbon:

1. The first change (and what separates the earth’s atmosphere from those of the
other terrestrial planets) was the absorption of atmospheric CO2 by rain in the
early earth during the formation of the oceans with subsequent seawater carbon-
ate equilibriums.

2. With the modern photosynthesis by cyanobacteria (~ 2.3 Gyr ago), a huge con-
sumption (equivalent to the atmospheric oxygen increase by a factor of 300) of
CO2 into biomass occurs within a few million years.

3. A third drop in atmospheric CO2 was associated with the O2 increase in the late
Silurian (420 Myr ago) due to the evolution of land plants.

4. Today atmospheric CO2 is increasing at a rate that has probably never occurred
over the entire history of the earth due to the release by human activity of
carbon in “fossil fuels” buried over millions of years in a period of barely hun-
dreds of years.

The amount of CO2 removed from the atmosphere each year by oxygenic photosyn-
thetic organisms is massive (Fig. 2.9). It is estimated that photosynthetic organisms
remove about 120 $ 1015 g C per year. This is equivalent to 4 $ 1018 kJ of free energy
stored in reduced carbon, which is roughly 0.1 % of the visible radiant energy inci-
dent on the earth per annum (see also Chapter 2.3.5.3). Each year the photosyn-
thetically reduced carbon is oxidized, either by living organisms for their survival,
or by combustion; the burial rate is small, approximately between 60 Tg C yr−1

(from data from Berner 2003) and 200 Tg C yr−1 (Fig. 2.10). Only the present
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Fig. 2.10 Scheme of the carbon cycle and reservoirs; fluxes in 1015 g yr−1 and pools in 1015

g (data adapted from Schlesinger 1997, Houghton 2005a, Pédro 2007, Denman et al. 2007,
Nieder and Benbi 2008). R respiration, P photosynthesis. River-runoff (0.8 Tg C yr−1) con-
sists from (all in Tg C yr−1) 0.2 rock weathering, 0.4 soil weathering, and 0.2 hydrogen
carbonate precipitation (Denman et al. 2007); The preindustrial ocean-atmosphere exchange
amounts 70 Tg C yr−1 (20 anthropogenic additional), Denman et al. (2007) and the oceanic
surface water contains 112 ± 17 Pg accumulated anthropogenic C (Sabine et al. 2004).

atmospheric oxygen requires a carbon equivalent via photosynthesis of 44 $ 1019 g
C, two orders of magnitude more than present estimates of economically extracta-
ble fossil fuels (0.7 $ 1019 g C in the mid 20th century, of which coal represents more
than 90 %). However, by burning all the fossil fuels that are still available in a short
time, the oxygen content of the atmosphere would be reduced by only 1 %. Accord-
ing to an estimate by Warneck (2000), the atmospheric CO2 concentration would
rise to about 800 ppm, twice the present level and about three times more than the
preindustrial level. This is large compared with the CO2 variation over the last few
hundred thousand years but small concerning the time scale over epochs. The
amount of combustible fossils fuels is only 40 times larger than the yearly biological
turnover of carbon. The “problem”, however, consists in the human time scale of
a few hundred years and the vulnerable infrastructural systems of mankind.

Burning of fossil fuels amounts now to ~ 8 $ 1015 g C yr−1, which is a mere 10 %
of the terrestrial carbon uptake by photosynthesis, however it interrupts the carbon
cycle due to the large residence time of CO2 in the atmosphere (see Chapter 2.8.3.3).
The oceans mitigate this increase by acting as a sink for atmospheric CO2. It is
estimated that the oceans remove about 2 $ 1015 g C yr−1 from the atmosphere. This
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carbon is eventually stored on the ocean floor. Although these estimates of sources
and sinks are uncertain, the net global CO2 concentration is increasing. Direct
measurements show that currently each year the atmospheric carbon content is
increasing by about 3 $ 1015 g. Over the past two hundred years, CO2 in the atmos-
phere has increased from about 280 parts per million (ppm) to its current level of
380 ppm. Based on predicted fossil-fuel use and land management, it is estimated
that the amount of CO2 in the atmosphere will reach 700 ppm by end of this
century. The consequences of this rapid change in our atmosphere are unknown.
Because CO2 acts as a “greenhouse” gas, some climate models predict that the
temperature of the earth’s atmosphere may increase by 2−8 °C. Such a large temper-
ature increase would lead to significant changes in rainfall patterns. This could
enhance weathering and subsequent CO2 fixing as described above; it seems that
the key question (or problem?) lies in the different time scales of the interactive
processes contributing to liberation and fixing of CO2. Little is known about the
impact of such drastic atmospheric and climatic changes on plant communities and
crops. Current research is directed at understanding the interaction between global
climate change and photosynthetic organisms.

2.2.2.6 Life limits by catastrophic events: Mass extinctions

It appears that at any stage of chemical and biological evolution, (catastrophic)
events may occur which change the conditions of the climate system in such a
manner as to decimate life on earth by up to 95 %. In Darwin’s time (1850s−1860s),
the view that catastrophes were an integral part of evolution was seen as a fall-
back to ancient theories of catastrophism and biblical theories. This view has
changed recently, and modern ideas of catastrophism are part of an active discus-
sion of the internal and external causes of evolution. Internal causes are causes
internal to the biota (such as competition, evolution of diseases), external causes
are those external to the biota (such as volcanic eruptions, collisions with celestial
bodies or nuclear war). It is logical to include among such catastrophic impacts
first of all collisions with large bodies (comets and asteroids). Until now, the only
known extinction-level meteorite impact was at Chicxulub, on Mexico’s Yucatan
peninsula, which is linked to the demise of the dinosaurs 65 Myr ago (Cretaceous/
Tertiary limits).

Other impacts that are also discussed concern volcanism and/or degassing of
poisonous and/or climate-driven gases such as H2S, SO2, CO2, and CH4. Multiple
effects and cascades of interactions are possible as they are in principle also mod-
elled and discussed with the ongoing climate change. Warming by emission of CO2

and CH4 can have feedback effects on oxygen degassing in oceans which limits life
but also triggers more warming by the release of CH4 from clathrates in permafrost
layers. Extreme eruptions (for example in Siberia) may directly defrost soils which
consequently release CH4. Eruptions may have caused dust clouds and acid aero-
sols which would have blocked out sunlight and thus disrupted photosynthesis both
on land and in the upper layers of the seas, causing food chains to collapse. These
eruptions may also have caused acid rain when the aerosols washed out of the
atmosphere. Cooling may result in glaciation and falling sea levels. The year 1783
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has been referred to in Europe as “Annus Mirabilis” given the large number of
extreme climatic, volcanic and tectonic events that took place. From June 1783 to
February 1784 was the second largest historical eruption of Laki (Iceland), injected
some 100 Tg of SO2 up to the lower stratospheric altitude (cf. Table 2.39) and
caused exceptional dry and sulfur-rich haze, called dry fog which resulted in at least
10 000 extra death only in England and likely a multiple in France where the excess
mortality was almost 40 % (Courtillot 2005). There is no (geological) doubt that
there will be a new such eruption at some time in the future (on timescale of a few
centuries to a millennium).

Upwelling H2S in oceans may kill all marine life and after escaping into the
atmosphere, a layer of only a few meters is sufficient to kill most land plants and
animals. Ozone-depleting gases (H2S, SO2, CH4) can penetrate into the stratosphere
(sometimes directly ejected by immense eruptions) and lead to life-damaging UV
increase through ozone reduction. Therefore, a “horror scenario” of climate war
against life can occur, where the weapons are poisonous gases, acid rain, UV radia-
tion, but also no sunlight and other direct impacts by fire balls (CH4 burning and
flames) and hot lava and magma from volcanic eruptions.

The five more significant well-known mass extinctions are the extinctions at the
Ordovician/Silurian (~ 445 Myr ago), late Devonian (~ 365 Myr ago), Permian/
Triassic (~ 251 Myr ago), Triassic/Jurassic (~ 208 Myr ago) and Cretaceous/Tertiary
limits (~ 65 Myr ago), the most significant being at the Permian/Triassic limit, and
the most well-known at the Cretaceous/Tertiary limit (Benton 1986, Gore 1989,
Benton 2005). Despite the Cretaceous/Tertiary extinction, the causes of the four
other mass extinctions in history remained unexplained, including the largest, the
end-Permian event of 250 million years ago − informally called “the Great Dying”
− which killed 90 % of sea life and 80 % of land life.

2.3 The earth’s energy sources

All chemical reactions need energy for activation (see Chapter 4.2.1) independent
of whether they are exothermic or endothermic. Deep in the earth, heat and pres-
sure are thermodynamic quantities initiating chemical reactions, as discussed in
Chapters 2.1.2 and 2.2.1. In the atmosphere and at the earth’s surface, however, the
only available energy to promote chemical reactions is direct solar radiation. The
fundaments of photochemical processes are described later (Chapter 4.2.3); in this
Chapter the radiation transfer and physical processes in relation to it are briefly
summarized. Beside initialization of chemical reactions, solar energy determines
the earth’s temperature regime (heat and subsequent pressure gradients) allowing
transportation of matter in fluid systems such as the atmosphere and hydrosphere.
The mean surface temperature of the earth is 288 K (varying between 222 K and
321 K); without the present atmosphere the mean surface temperature would be
only 255 K. This narrow temperature regime allows phase transfer of water and
the coexistence of its solid, liquid and gaseous phase, which surely is the main
condition for our habitat/biosphere. Beside the distance from the planet to the sun
(which determines the solar constant and hence the habitable zone in the solar
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system) the planetary atmospheric composition determines the radiation transfer
and budget through the atmosphere. However there exist interactive correlations,
as discussed above, concerning the different fates of the similar primitive atmos-
pheres of the terrestrial planets.

2.3.1 Solar radiation

2.3.1.1 The sun and its radiation output

For each second of the solar nuclear fusion process, 700 Mt of hydrogen is con-
verted into the heavier atom helium. Since its formation ~ 4.6 Gyr ago, the sun has
used up about half of the hydrogen found in its core. The solar nuclear process also
creates immense heat which causes atoms to discharge photons. Temperatures at
the core are about 1.5 $ 107 K. Each photon that is created travels about one mi-
crometer before being absorbed by an adjacent gas molecule. This absorption then
causes the heating of the neighboring atom and it re-emits another photon that
again travels a short distance before being absorbed by another atom. This process
then repeats itself many times over before the photon can finally be emitted to
outer space at the sun’s surface. For the last 20 % of the journey to the surface the
energy is transported more by convection than by radiation. It takes a photon
approximately 105 years or about 1025 absorptions and re-emissions to make the
journey from the core to the sun’s surface. The journey from the sun’s surface to
the earth takes about 8 minutes.

The irradiative surface of the sun, or photosphere, has an average temperature
of about 5800 K. Most of the electromagnetic radiation emitted from the sun’s
surface lies in the visible band centered at 500 nm, although the sun also emits
significant energy in the ultraviolet and infrared bands, and small amounts of en-
ergy in the radio, microwave, X-ray and gamma ray bands. The total quantity of
energy emitted from the sun’s surface is approximately 6.3 $ 107 W m−2. The energy
emitted by the sun passes through space until it is intercepted by planets, other
celestial objects, or interstellar gas and dust. The intensity of solar radiation strik-
ing these objects is determined by a physical law known as the inverse-square law.
This law merely states that the intensity of the radiation emitted from the sun varies
with the squared distance from the source. For example, the intensity of radiation
from the sun is 9140 W m−2 at the distance of Mercury; but only 1370 ± 5 W m−2

at the distance of earth − a threefold increase in distance results in a ninefold
decrease in intensity of radiation. This quantity is called solar constant IK. It is
important to note that this quantity is related to a plane perpendicular to the
radiation beam. Therefore, the earth receives solar radiation only hemispherically
(IK π rEarth

2 ), and on a global average of IK / 4 (343 W m−2).
The solar cycle, or the solar magnetic activity cycle, is the main source of periodic

solar variation driving variations in space weather. The cycle is observed by count-
ing the frequency and placement of sunspots visible on the sun. The solar cycle was
discovered in 1843 by Samuel Heinrich Schwabe. Rudolf Wolf compiled and studied
these and other observations, reconstructing the cycle back to 1745, eventually
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pushing these reconstructions to the earliest observations of sunspots by Galileo
and contemporaries in the early seventeenth century. Starting with Wolf, solar as-
tronomers have found it useful to define a standard sunspot number index, which
continues to be used today. Several periodic cycles are evident, most notably the
11-year (131 ± 14 month) cycle. Every solar proton event will generate nitrogen
monoxide (NO) in the upper atmosphere (see also Chapter 2.6.4.4) and consequent
ozone depletion (see Chapter 5.3.7) (Jackman et al. 2000). But only major large
events (those with > 30 MeV) will generate sufficient NOy to be observable above
this terrestrial background. An ultra-high resolution nitrate analysis of ice cores
from Greenland shows an impulsive nitrate deposition, relatively consistent with
those of the last five solar cycles (Smart et al. 2007).

2.3.1.2 Solar radiation transfer through the atmosphere

Radiation describes any process in which energy emitted by one body travels
through a medium or through space, ultimately to be absorbed by another body.
The radiant energy is the energy of electromagnetic waves. Sunlight (solar radia-
tion), in the broad sense, is the total spectrum of the electromagnetic waves given
off by the sun. On earth, sunlight is filtered through the atmosphere, and the solar
radiation is obvious as daylight when the sun is above the horizon. The World
Meteorological Organization defines sunshine as direct irradiance from the sun
measured on the ground of at least 120 W m−2. Direct sunlight has a luminous
efficiency of about 93 lumens per watt of radiant flux, which includes infrared,
visible, and ultra-violet light. Bright sunlight provides luminance of approximately
106 cd m−2 (candelas per square meter) at the earth’s surface. There are many sys-
tems of units for optical radiation: Table 2.14 summarizes the radiometric, purely
physical, quantities, used for description of photophysical and photochemical proc-
esses. In Chapter 4.2.3 more information is presented concerns photodissociation,
whereby spectral and actinic related quantities are of interest. The actinic radiation
(and hence related quantities such as actinic flux) is the solar radiation that can
initiate photochemical reactions. The term “spectral” simply means that a quantity
is measured per wavelength per interval.

Table 2.14 Radiometric quantities.

quantity symbol dimension

radiant energy Qa J
radiant powerb E Z dQ/dt W (J s−1)
radiant fluxc P Z dE /da W m−2

radianced L Z dE/ (da ⋅ cos Θ ) Z dS/dΩ W m−2 sr−1

radiant intensitye S W sr−1Z de /dΩ Z K L dΩ
radiant exitancef J W m−2

irradianceg I Z S cos Θ Z K L cos Θ dΩ W m−2

a often denotes W (dimension: energy); b also called (incorrectly) flux and denotes Φ (dimension:
energy / time); c also called radiant flux density and denotes I (dimension: energy / time $ square);
d spherical radiant flux (dimension: energy / time $ square $ unit angle); e such as actinic flux (di-
mension: energy / time $ unit angle); f also called emittance (light emission); g often denotes E
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Fig. 2.11 Scheme of the geometry of irradiation; θ solar zenith angle, Ω solid angle, ϕ
azimuth direction angle.

The solar constant Ik represents a radiant flux E (energy $ area−1 $ time−1)

E Z
dP
da

[W $ mK2 or J $ sK1 $ mK2] (2.64)

a is the area/surface; the radiant power p, often confusingly denotes radiant flux,
is the radiant energy per unit of time (in Js−1):

P Z
dQ
dt

Z∫I (Ω)dΩ [J $ sK1] (2.65)

The radiant flux may be the total emitted from a source (exitance), or the total
landing (irradiance) on a particular surface (da). Irradiance E is the total amount
of radiant flux incident upon a point on a surface from all directions above the
surface. Radiant exitance J is the total amount of radiant flux leaving a point on a
surface into all directions above the surface. Radiant intensity S is the radiant flux
radiated from a point on a light source into a unit solid angle Ω in a particular
direction. The radiant energy Q denotes the radiation transported by solar light to a
surface or emitted from the surface. It is important to distinguish between radiation
transfer through a plane and a spherical surface. Hence, the spherical radiant flux,
denotes radiance L is described (see Fig. 2.11) by

L Z
d 2P

da cos θ dΩ
Z

dE
cos θ dΩ

Z
dE

sin θ cos θ dϕ dθ
(2.66)

Ω steradiant (cf. Fig. 2.11), defined to be the solid angle with the unit sr. The total
solid angle (steradiant) Ω of a sphere is given by 4 π $ sr and therefore it follows
1 sr Z Ω /4 π. With the area of a sphere (a Z 4 π $ r 2), a Z (Ωtotal /1 sr)r2 is valid.
For a partial area of a sphere it follows Δa Z (1 sr / 1 sr)r2 Z r2, and thus 1 sr is
the solid angle (steradiant) when the partial area is equal to the square of the radius
(r2). In Equation (2.66) the area (da) is given by (Fig. 2.11) da Z r sin θ $ r sin ϕ
and because ds Z r2 dΩ, it follows that dΩ Z sin θ $ dϕ $ dθ. The factor
cos θ Z h / L (θ solar zenith angle) in Equation (2.66) operates so that the radiation
is always regarded as perpendicular to the direction of arrival of light along the
line L (Fig. 2.11).
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Table 2.15 Spectral distribution of extraterrestrial solar radiation; definition according to
WMO (1986).

light range wave length radiant flux density percentage to total flux
(in nm) (in W m−2) (in %)

UV-C light 100−280 7.0 0.5
UV-B light 280−315 16.8 1.2
UV-A light 315−400 84.1 6.2
total UV light 100−400 107.9 7.9
visible light 400−760 610.9 44.7
infrared light 760− 106 648.2 47.4

total 100− 106 1367.0 100.0

The radiant flux can also be described by photons − a more usual approach
for describing photochemical processes. The photon is the matter symbol of the
electromagnetic wave. Since the velocity of a photon is given by the light velocity
(c Z 2.998 $ 108 m s−1 in vacuum); the speed of light is proportional to the refract-
ive index of the medium and is in the air only slightly less than c. We can therefore
describe the energy of a photon by the quantity hν (h Planck’s constant); frequency
ν and wavelength λ are combined by λ Z c / ν.

Photometric quantities (luminance and derived luminous quantities) are used to
describe the light within the visible range in relation to the human eye (Table 2.15).
Luminous flux (Φv) is energy per unit time (dW/dt) that is radiated from a source
over visible wavelengths. More specifically, it is energy radiated over wavelengths
sensitive to the human eye, from about 330 nm to 780 nm. Thus, luminous flux is
a weighted average of the radiant flux in the visible spectrum. It is a weighted
average because the human eye does not respond equally to all visible wavelengths.
The lumen is the standard unit for the luminous flux of a light source. It is an SI-
derived unit based on the candela. It can be defined as the luminous flux Φv emitted
into unit solid angle (1 sr) by an isotropic point source (cf. Fig. 2.11) having a
luminous intensity (Iv) of 1 cd. The unit lumen (lm) is then equal to cd $ sr.

For general purposes, the energy output of the sun can be considered constant.
This of course is not entirely true. Scientists have shown that the output of the sun
is temporally variable (Fig. 2.12). Some researchers have also suggested that the
increase in the average global temperature over the last century may have been
solar in origin. This statement, however, is difficult to prove because accurate data
on solar output of radiation only goes back to about 1978. The incoming solar flux
(solar constant) distributes among all wave lengths (cf. Table 2.15) extraterrestrially
above the earth’s atmosphere perpendicular to the source with a mean distance
between sun and earth of 1496 $ 108 m. The light range sensible to human eyes lies
between 400 and 750 nm (visible light); light < 400 nm is called ultraviolet (UV)
and light > 750 infrared (IR).

Only about 30 % of the solar energy intercepted at the top of earth’s atmosphere
passes directly through to the surface (cf. Fig. 2.13). On the way through the atmos-
phere, direct solar radiation undergoes scattering, absorption and reflection on mol-
ecules and suspended particles, such as dust particles and cloud droplets (Fig. 2.14).
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Fig. 2.12 Composite database of solar irradiance compiled from many satellite TSI data
1978−present (daily means). I acknowledge the receipt of the dataset from PMOD/WRC,
Davos, Switzerland, and acknowledge unpublished data from the VIRGO Team (see e. g.
Fröhlich and Lean 1998).
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IK/4 ≈ 343 W m 2

(    100%)

T      IRp Rp Ip Ie Ic Rc IRc Re

A   AB     Dp Dc SH      LH

15  99  95        8   30                     17 4                5       27

4              53     02              04   03     03         6         02      51

114                              55
terrestrial solar transmission
radiation

- 19                                         + 51 - 32
heat radiation solar absorption turbulent fluxes

�

space

atmosphere

earth surface

Fig. 2.13 Radiation and heat balance of the system earth-atmosphere. Percentages are given
in relation to the incoming solar radiation (100 % a 343 W m−2). I interception of solar
radiation by molecules/particles (p) clouds (c), and earth surface (e), D diffuse radiation by
molecules/particles (p) clouds (c), R reflexion (albedo) by molecules/particles (p) clouds (c),
and earth surface (e), IR infrared dissipation to space by molecules/particles (p) clouds (c),
T terrestrial radiation back to space (without absorption), A absorption of terrestrial radia-
tion by molecules, AB atmospheric back-radiation, SH and LH sensible and latent heat, resp.



100 2 Chemical evolution

Fig. 2.14 Scheme of solar radiation transfer through the earth atmosphere; θ solar zenith
angle, h height of the atmosphere, L length of the radiation beam through the atmosphere.

Fig. 2.15 Solar spectrum at the top of earth atmosphere (1) and at earth surface (2); absorb-
ing gases are denoted.

The atmosphere reflects and scatters some of the received visible radiation. Gamma
rays, X-rays, and ultraviolet radiation less than 200 nm in wavelength are selectively
absorbed in the upper atmosphere by oxygen and nitrogen and turned into heat
energy. Most of the solar ultraviolet radiation with a range of wavelengths from
200 to 300 nm is absorbed by ozone (O3) and oxygen found in the stratosphere.
Infrared solar radiation with wavelengths greater than 700 nm is partially absorbed
by carbon dioxide, ozone, and water present in the atmosphere in liquid and vapor
forms (Fig. 2.15). Hence in the troposphere only radiation with wavelength
> 290−300 nm can penetrate and initiate photochemical processes (see Chap-
ter 4.2.3). As mentioned in Chapter 2.2.2.2, this was a precondition for the evolu-
tion of life on the earth’s surface. Photochemical reactions only occur with radia-
tion < 750 nm (ozone photolysis into O3P). The three relevant ozone absorption
bands (named after their discoverers, Hartley, Huggins and Chappuis) are encom-
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passed by its range of 240−790 nm. Another band, called the Wulf band (near
IR > 750 nm), is only of photophysical interest, for instance, for observing ozone
from space.

The process of scattering is elastic and occurs when small particles and gas mole-
cules diffuse part of the incoming solar radiation in random directions (Fig. 2.14)
without any alteration to the wavelength of the electromagnetic energy, i. e., no
energy transformation results. Hence, scattering reduces the amount of incoming
radiation reaching the earth’s surface. The sky is bright also from directions from
where there is no direct sun light as a result of scattering; that light is called diffused
solar radiation (skylight). Scattering occurs on particles when their diameter is
similar to or larger than a wavelength (Mie scattering) and on molecules, generally
much smaller than the wavelength of the light (Rayleigh scattering). The sky has a
blue appearance in the daytime because Rayleigh scattering is inversely propor-
tional to the fourth power of wavelength, which means that the shorter wavelength
of blue light will scatter more than the longer wavelengths of green and red light.
When the sun is near the horizon, the light passes a longer distance through the
atmosphere and red light remains after scattering out of blue light.

Absorption is defined as a process in which solar radiation is retained by a
substance and converted into heat energy, or in other words, into inner energy
(rotation, vibration, and translation) but also into dissociation (photolysis, see
Chapter 4.3.2). The absorbed light will finally be emitted as long-wave radiation
(dissipated heat). The wave is spherical or, in other words, the emission is uniform
in all directions (Fig. 2.14). Reflection is the third process of altering direct solar
radiation through the atmosphere where sunlight is redirect by 180° after it strikes
very large particles (cloud droplets, liquid and frozen) and the earth’s surface. The
angle of incidence equals the angle of reflection. This redirection causes a 100 %
loss of the insolation. Sunlight reaching the earth’s surface unmodified by any of
the above atmospheric processes is termed direct solar radiation. Roughly 30 % of
the sun’s visible radiation (wavelengths from 400 nm to 700 nm) is reflected back
to space by the atmosphere or the earth’s surface (cf. Table 2.16). The reflectivity
of the earth or any body is referred to as its albedo, defined as the ratio of light
reflected to the light received from a source, expressed as a number between zero
(total absorption) and one (total reflectance), see Fig. 2.14. The reflectivity or al-
bedo of the earth’s surface varies with the type of material that covers it. For
example, some surface-type reflectivities are:

− Clouds, 40 to 90 %,
− fresh snow, up to 95 %,
− dry sand, 35 to 45 %,
− broadleaf deciduous forest, 5 to 10 %,
− coniferous forest, 10 to 20 %,
− grass type vegetation, 15 to 25 %.

Therefore, and due to global averaging (IK /4), only 240 W m−2 reaches the earth’s
surface, varying with time and site.
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Table 2.16 Earth radiation budget in % of incoming solar radiation (100 % Z 343 W m−2).
k input, j output, IR infrared radiation.

where % type of radiation / interaction sum budget

top of the k 100 solar radiation (solar constant) 100 Z ± 0
atmosphere

j 20 albedo (clouds)
6 albedo (particles)
4 albedo (earth surface) 30

35 IR from clouds
20 IR from molecules
15 IR from earth surface 70

atmosphere k 99 absorption of terrestrial radiation Z ± 0
by molecules

40 reflexion/scattering of solar radiation
by clouds

30 reflexion/scattering of solar radiation
by particles

32 latent and sensible heat 201

j 20 albedo (clouds)
6 albedo (particles)

25 diffuse radiation (particles and clouds) 51

35 IR from clouds
20 IR from molecules
95 atmospheric back-radiation to the Earth 150

surface

earth k 30 direct solar radiation Z ± 0
surface 17 diffuse radiation (clouds)

8 diffuse radiation (particles) 55

95 atmospheric back-radiation 95

j 4 albedo of solar radiation (transmission
to space) 4

15 terrestrial radiation (absorption by mole-
cules)

99 terrestrial radiation (transmission to space)
5 sensible heat

27 latent heat 146

2.3.2 Absorption and emission of light

Thermal equilibrium means that a body (molecule, particle, surface) receives from
its environment as much energy as it emits. The higher the temperature of the body,
the higher is the radiant flux density of emitted (thermal) radiation. The percentage
of absorbed radiation is called absorptivity (or absorbance) degree ε (and emissivity,
respectively), complementary with the reflectivity (1 − ε). For each temperature
the emitted radiation is linear with the absorption degree to obtain the thermal
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equilibrium. In other words, the more a surface absorbs the more it emits. This is
valid for each frequency. A black surface is defined with ε Z 1. With this the
radiant emittance (J ) of all surfaces can be related to that of black bodies/surfa-
ces (Jb):

J(λ) Z ε(λ) Jb (λ) (2.67)

This called Kirchhoff ’s law. Hence, a body which does not absorb radiation of a
given wavelength also cannot emit on this wavelength.

The emissivity of earth’s atmosphere varies according to cloud cover and the
concentration of gases that absorb and emit energy in the thermal infrared (i. e.,
wavelengths around 8 to 14 µm). These gases are often called “greenhouse” gases,
from their role in the “greenhouse” effect. The main naturally-occurring “green-
house” gases are water vapor, carbon dioxide, methane, and ozone. The human
problem lies in an increase of the latter gases in the troposphere. The major constit-
uents of the atmosphere, N2 and O2, do not absorb or emit in the thermal infrared.

Thus, the earth obtains energy from solar radiation and loses it (to maintain a
thermal equilibrium) by reflection, emission and terrestrial radiation; the tempera-
ture of the earth’s surface and atmosphere thus corresponds to the thermal budget.

2.3.2.1 Absorption (Lambert-Beer law)

Due to the interaction of solar radiation with molecules and particles of the atmos-
phere, the radiant flux decreases with the path x through the atmosphere
(Fig. 2.12). Johann Heinrich Lambert showed in 17607 that the reduction of light
intensity is proportional to the length of path x (or layer thickness) and the light
(radiant flux) itself, ΔE Z x $ E, from which we derive the equation

dE
dx

Z − m′ $ E (2.68)

Where m′ is the extinction module. The minus sign denotes that the radiation de-
creases. Now, expressing the path x by the solar zenith angle θ, we obtain
x Z h $ sec θ and finally

E Z E0 exp (−m $ sec θ) (2.69)

where m Z m′ $ h and E0 the irradiation. For θ > 60° equation (2.69) must be
corrected due to the curvature of the earth. August Beer (1848) found that the
extinction of light further depends on the concentration of substances within the
irradiated medium, i. e. m Z κ $ c, where κ is the extinction coefficient (fraction of
light lost to scattering and absorption per unit distance in a participating medium).
The extinction coefficient, depending on wavelength, is further separated into coef-
ficients for absorption and scattering for molecules as well as particles:
κ Z κ abs

gas C κ abs
particle C κ scat

gas C κ scat
particle. By combination of Lambert’s and Beer’s

relationships we obtain the Lambert-Beer law:

7 Photometria, sive, De mensura et gradibus luminis, colorum et umbrae. (Photometry, or, On the
Measure and Gradations of Light, Colors, and Shade), Augsburg 1760
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E Z E0 exp (Kκ $ c $ sec θ) (2.70)

The amount of light absorbed by a substance, depending on the wavelength, can
be calculated according to

Eabs (λ) Z E (λ) σ (λ) $ c (2.71)

The absorption cross section σ, depending on wavelength and temperature and spe-
cific for each substance, characterizes the effective area of a molecule for scavenging
of a photon. Equation (2.71) is used to calculate the photolysis rate (see
Chapter 4.2.3).

Between 0.3 and 0.7 µm (visible range) and 8−12 µm, with the exception of ozone
bands, there is virtually no absorption in the atmosphere − therefore these ranges
are called atmospheric windows; solar and terrestrial radiation can penetrate the
atmosphere unopposed. Between 1 and 8 µm H2O (2.5−3.5 µm and 4.5−7.5 µm)
and CO2 (2.2−3.5 µm and 4−4.5 µm as well as 15−20 µm) absorb terrestrial radia-
tion partially, and at > 15 µm nearly completely.

2.3.2.2 Emission (Planck’s law and Stefan-Boltzmann’s law)

Max Planck first found in 1900 that none of the previous thermodynamic and
electrodynamic laws could explain the spectrum of black-body radiation and there-
fore proposed the quantum theory. This suggests that energy in a radiation field is
not exchanged continuously, but only as integer multiples of the so-called energy
quantum hν (now often called Planck’s quantum). Planck’s law gives the intensity
radiated by a black body as a function of frequency (or wavelength), see Fig. 2.16:
here written as the specific emission per area da and frequency dν or wavelength
dλ (note that in some formulas instead of 2 h it is written as 8 πh which is related
to the whole spherical emission):

E (ν, T ) da dν Z
2 hν

c2

ν2

exp(hν
kT)K 1

da dν (2.72a)

E (λ, T ) da dλ Z
2 hc 2

λ 5

1

exp(hν
kT)K1

da dλ (2.72b)

Note that λ Z c / ν and dν Z (c / λ 2) dλ), k is the Boltzmann constant. A simplifica-
tion was formerly known for large frequencies (hν [ kT) as Wien’s law:

E (ν, T ) da dν z
2 hν 3

c2
exp(K hν

kT) da dν (2.73a)

E (λ, T ) da dλ Z
2 hc 2

λ 5
exp (K hν

kT) da dλ (2.73b)

The Planck curves for different T proceed such that those for lower T always lie
below the curves for higher T − in other words, the curves never intersect. The
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Fig. 2.16 Planck-curves, showing the spectral radiation distribution of black bodies for dif-
ferent temperatures (in K).

radiation maximum displaces with increasing T to shorter wavelength (Wien’s dis-
placement law). From Equation (2.73) with dI / dν Z 0 Wien’s displacement law
can finally be derived (by using an approximate solution because only a numerical
solution is possible) − the statement that there is an inverse relationship between
the wavelength of the peak of the emission of a black body and its temperature:

νmax Z
2.82

h
kT Z 5.88 $ 1010 T or expressed in wavelength λmax Z

b
T

(2.74)

where b is Wien’s displacement constant (b Z 2.898 $ 106 nm $ K). The total energy
emitted from a black body corresponds to the area below the Planck curve:

Etotal Z ∫
0

N

E (ν, T ) dν (2.75)

from which the Stefan-Boltzmann law is derived:

Etotal Z
2 π 5

15

k4

c2h
T 4 Z σ T 4 (2.76)

σ Z 5.67 $ 10K8 W $ mK2 $ KK4 (Stefan-Boltzmann constant). It means that the
total emitted black-body radiation only depends on its temperature (of the fourth
power).

According to Kirchhoff ’s law (Eq. 2.67), the emission of a body for a given T
and λ is in a definite ratio to its absorptivity, where this ratio is independent from
the material of the body and identical with the black-body radiation. Therefore,
the emission can also be calculated for non-black bodies (with ε (λ) ! 1) using
Planck’s law. The emission for very low frequencies (large wavelength), or in
other words, the body emits to the far left of the radiation maximum (hν / kT ),
can be calculated using the so-called Rayleigh-Jeans approximation with
exp (hν / kT ) z 1 + hν / kT in application on Equation (2.72):
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E (ν, T ) dν Z
2 ν 2

c2
kTdν and E (λ, T ) dλ Z

2c

λ 4
kTdλ (2.77)

The specific emission at temperature T is the same as for a black body according
to Kirchhoff ’s law at temperature T ′:

E Z 	 $ T Z ε $ Tblack Z 	 $ T ′, and it follows T Z ε $ T ′ (2.78)

Where 	 summarizes 2 ν 2k / c 2 or 2 ck / λ4 respectively. With this, the tempera-
ture of the (cold) emitting non-black body by the factor ε (absorption degree) is
smaller than the temperature of the comparable black body. In analogy it follows
for hot emitters (hν [ kT ) from Equation (2.73) that the true temperature T is
higher than the black temperature T ′:

1
T

K
1

T ′
Z

k
hν

ln ε (2.79)

where for ε Z 1 it follows T Z T ′.

2.3.3 Terrestrial radiation and radiation budget

As already mentioned, 30 % of incoming solar radiation is reflected back into space
(without changing the wavelength, almost all within the visible range), mostly by
clouds, to be about two-thirds (Table 2.16 and Fig. 2.13). It is therefore assumed
that clouds play a dominant role in regulating the climate, i. e., the temperature of
the atmosphere. Several parameters such as coverage, depth, liquid water content,
and cloud droplet size are among so-called cloud climatology. These important
quantities have to be considered in the radiation budget but are difficult to monitor
as well to model. Therefore, climate models contain a large uncertainty in this
relationship.

Of the remaining 70 % of solar radiation (corresponding to 240 W m−2), however,
less than half (30 %) actually reaches the earth’s surface directly. The remaining
40 % is scattered by clouds and particles in the atmosphere, from which a part of
the diffuse radiation (25 %) is also transmitted to the earth’s surface. Hence the
total of direct solar radiation and diffuse sky radiation received by a unit horizontal
surface is called global radiation.

Naturally, the radiation budgets at the borders of the atmosphere (at the upper
reaches and at the earth’s surface) are balanced, i. e., ± 0 (Table 2.16 and Fig. 2.13);
all percentages are climatological means and based on the incoming solar radiation
at the top of the atmosphere. Insofar as the energy fluxes of irradiation and emis-
sion are equal, it results in a certain temperature according to Planck’s law. The
temperature remains constant if the fluxes do not change. Otherwise, T may in-
crease (flux > 150 %) or decrease (flux < 150 %). A valid equation (a Z mean global
albedo) is:

E+ Z
S0

4
Z EK Z σ TEarth

4 + a
S0

4
and σ TEarth

4 Z (1K a)
S0

4
(2.80)
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With an albedo of 0 % and a radiation flux of 343 W m−2, an equilibrium temper-
ature of 6 °C results, almost unrealistically. When a Z 30 % and subsequent 240 W
m−2, Tearth Z −18 °C results. This is exactly the global mean temperature at about
5000 m altitude or 550 hPa. This quantity is called the effective radiation tempera-
ture of the earth (255 K or −18 °C). It is worth noting here that in such case no
life would exist on earth. Fortunately, the global mean temperature close to the
earth’s surface (at 1 m altitude) is about 15 °C (280 K), i. e., 33 K higher than the
effective radiation temperature. This natural effect is due to the absorbance of some
trace gases (H2O, CO2, CH4, N2O and others, now called “greenhouse” gases) in
the atmosphere which absorb infrared (IR) terrestrial radiation and emit the energy
in a more IR (remember: in all directions and thus partly back to the earth’s sur-
face), called atmospheric back-radiation. The anthropogenic effect lies in increasing
the atmospheric concentration of such “greenhouse” gases due to different activities
(see Chapter 2.8.2.4). This effect is termed the greenhouse effect, but it does not
correspond to the effects in a greenhouse, only to the impact of warming (by differ-
ent physical reasons).

The shortwave radiation budget of the earth’s surface amounts to 51−55 % (see
Table 2.16 and Fig. 2.13), i. e., +0.51 $ IK /4 a 175 W m−2 (solar absorption). This
energy is transformed into terrestrial radiation (budget -19 %) and turbulent fluxes
of latent and sensible heat (−32 %). The latter energy (110 W m−2) is than trans-
ferred through cloud processing and finally dissipated in IR back to space (35 %
corresponding to 120 W m−2). The difference of −3 % (10 W m−2) is balanced by
the positive budget of shortwave solar radiation, i. e., +3 % is the net absorbance
of clouds, resulting in atmospheric heating. More net absorbance, however, results
by absorption of solar radiation through molecules and particles (+16 % a 55 W
m−2). The energy budget of the two groups of interactors (molecules/particles and
clouds) with radiation, both shortwave as well as longwave, is naturally zero: ±72 %
for clouds and ±129 % for molecules/particles, respectively.

In the terrestrial radiation (budget −19 %) at the earth’s surface, one has to con-
sider a split between absorption of terrestrial radiation by molecules (99 %) and so-
called atmospheric back-radiation (95 %), while 20 % is radiated back into space.
The budget (−4 %) must be added to the transmission of the 15 % of terrestrial
radiation which can pass the atmosphere without absorption (through the atmos-
pheric windows) to space. This back-radiation is the reason that the earth’s surface
has a higher temperature than would be expected from the effective radiation tem-
perature, as mentioned above.

A part of the solar transmission absorbed by the earth’s surface is transferred
into heat, a different form of energy compared with thermal radiation. The latent
heat transport is realized through water. Water (surface water and soil humidity)
evaporates (see Chapter 2.5.2) by taking up the enthalpy needed for evaporation.
As a consequence, the earth’s surface cools down. Through vertical turbulent trans-
port of water vapor it finally condenses into clouds while releasing the heat back
to the atmosphere. The latent heat transport goes through heated air due to a
temperature gradient from the surface to higher altitudes. To balance the ascending
heated air (as a consequence there is a density gradient), at another site cooler air
sinks down. This turbulent heat (32 %) finally − together with the 3 % of shortwave
radiation stored in clouds − is dissipated in far IR back to space (35 %).
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In contrast to the global mean values used in discussing the energy budget of
earth’s atmosphere, the “true” geographic budgets are different (because of the
different characteristics of the earth’s surface and the solar zenith angle) and de-
pend on time of day and as well as season. It is logical to mention that such
differences drive the weather on earth. Below are listed some typical annual means
of global radiation:

− 168 W m−2 global mean,
− 130 W m−2 middle Europe,
− 200 W m−2 Spain,
− 280 W m−2 Sahara.

2.3.4 Geothermal energy

Geothermal energy is heat from within the earth. If we return for a moment to the
formation of the earth (see Chapters 2.1.1 and 2.2.1) it is evident that enormous
quantities of heat originated from the formation of the planet by accretion, due to
gravitational binding energy, and heat was also continuously produced inside the
earth by the slow decay of radioactive elements. Often geothermal heat is called
renewable on the grounds that the water (steam and hot water produced inside the
earth) is replenished by rainfall and the heat is continuously produced inside the
earth. However, it should be emphasized, all the heat generated in the earth’s core
− being very large − is limited, and is finally dissipated through the atmosphere to
space. Geothermal energy can sometimes find its way to the surface in the form of
volcanoes and fumaroles (holes where volcanic gases are released), hot springs and
geysers. Hydrothermal circulation in its most general sense is the circulation of hot
water, occurring most often in the vicinity of sources of heat within the earth’s
crust.

Knowledge of the structure and physical states of the interior regions of the earth
is derived mainly from seismic data augmented by moment-of-inertia considera-
tions. The chemical compositions of those regions, however, are primarily obtained
as implications from meteorite data. The earth’s fluid core comprises 30.8 % of the
mass of the earth and is thought to consist of iron and one or more light elements,
such as sulfur. A small, apparently solid object resides at the center, called the inner
core. It is about the size of the moon and three times its mass, and comprises 1.65 %
of the mass of the earth. The composition of the inner core is inextricably con-
nected to ideas about the energy source that powers the geomagnetic field of the
earth (Hollenbach and Herndon 2001).

The temperature within the earth increases with increasing depth. Within the
first 100 m the temperature is nearly constant at about 11 °C. Below the zone of
circulating ground water, however, temperature almost always increases with depth.
However, the rate of increase with depth (geothermal gradient g) varies considera-
bly with both the tectonic setting and the thermal properties of the rock (10−200
K km−1). In Iceland, geothermal energy, the main source of energy, is extracted
from those areas with geothermal gradients (≥ 40 K km−1). Highly viscous or par-
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Table 2.17 Estimation of the geothermal energy of inner earth regions.

region distance mean T density matter heat
(km) (°C) (g cm−3) (J)

crust 0− 30a ~ 350 ~ 3.5 rocks ~ 2.0 · 1022

outer mantle 30− 300 ~ 2000 ~ 4 rocks ~ 5.6 · 1028

inner mantle 300−2890 ~ 3000 ~ 5 rocks ~ 2.2 · 1030

outer core 2890−5150 ~ 5000 ~ 8 FedNi ~ 1.5 · 1031

inner core 6150−6371 ~ 6000 ~ 8.5 Fe ~ 3.6 · 1030

a continental crust, oceanic is 5−10 km depth

tially molten rock at temperatures between 650 and 1200 °C is postulated to exist
everywhere beneath the earth’s surface at depths of 80 to 100 km, and the tempera-
ture at the earth’s centre, 6370 km deep, is estimated to be 5650 ± 600 °C (Steinle-
Neumann et al. 2001). The temperature of the oceanic lithosphere base (95 km
depth) is estimated to about 1400 °C (Stein and Stein 1992, Denlinger 1992). The
continental crust shows a temperature of 700 °C at 18 km and 800 °C at 32 km
depth (Mechie et al. 2004).

If that rate of temperature change were constant, temperatures deep within the
earth would soon reach the point where all known rocks would melt. We know,
however, that the earth’s mantle is solid, because of the high pressure. The tempera-
ture gradient dramatically decreases with depth for two reasons. First, radioactive
heat production is concentrated within the crust of the earth, and particularly
within the upper part of the crust, as concentrations of uranium, thorium, and
potassium are highest there: these three elements are the main producers of radio-
active heat within the earth. Second, the mechanism of thermal transport changes
from conduction (within the rigid tectonic plates) to convection (in the portion of
the earth’s mantle). Despite its solidity, most of the earth’s mantle behaves as a
fluid over long time-scales, and heat is transported by advection, or material trans-
port. Thus, the geothermal gradient within the bulk of the earth’s mantle is only
of the order of 0.3 K km−1, and is determined by the adiabatic gradient associated
with mantle material.

By using the law of heat flow (also called Fourier’s law) FQ Z M $ g applied to
the earth, where FQ is the heat flux at a point on the earth’s surface and M the
thermal conductivity of the rocks there (for granitic rocks, M Z 3.0 W m−1K−1),
we can calculate that FQ z 0.03 W m−2. This estimate is corroborated by thousands
of observations of heat flow in boreholes all over the world. Compared with the
global mean of global radiation (168 W m−2) this value is totally negligible. In
contrast, a variation in surface temperature induced by climate change and the
Milankovitch cycle can penetrate below the earth’s surface and produce an oscilla-
tion in the geothermal gradient with periods varying from daily to tens of thou-
sands of years and amplitude which decreases with depth and having a scale depth
of several km. Melt water from the polar ice caps flowing along the ocean bottoms
tends to maintain a constant geothermal gradient throughout the earth’s surface.

Geothermal energy in total can be estimated to about 2 $ 1031 J, very roughly
assuming mean temperatures, densities, and heat capacities (Table 2.17).
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Terrestrial heat flow is about 45 TW (Pollack et al. 1993). Geophysicists believe
that not more than about 10 to 11 TW comes from the core, and most geophysicists
are more comfortable with a figure of about 4 or 5 TW (this figure can be derived
by using the above estimate of 0.03 W m−2 surface heat flow). Part of the core’s heat
flow is thought to represent power dissipated by the geo-dynamo that is thought to
produce the geomagnetic field (Gubbins et al. 1979). The surface geothermal energy
is not usable due to the very small temperature difference. However, using geother-
mal energy shows a large prospective potential when drilling deeper than 5000 m
where the efficiency already amounts to 30 %. Useful accessible resource base for
electricity production have been estimated between 330 and 42 000 TWh per year
(Bertani 2003). Geothermal heat produced in 2000 49 TWh electricity (~ 0.3 %
share to world electricity production) and 53 TWh heat for direct use.

2.3.5 Renewable energy

In physics, energy is a scalar physical quantity that describes the amount of work
that can be performed by a force (see also Chapter 4.1). Energy is neither lost nor
produced, but only transformed between different forms of energy. It appears then
that the term “renewable” (in the sense of regenerative) is not from the physical
sciences but is more colloquial. Energy and matter are interchangeable with each
other (E Z mc2). The ultimate source of energy in our terrestrial system is solar
energy or, going back to its origin, the fusions as described in Chapter 2.1.1. No
source of energy is “endless” but it may be regarded as such with respect to human
time-scales. That is, without doubt, geothermal and solar energy. In terms of the
terrestrial system, geothermal energy is part of the system but solar energy is part
of the solar system, hence it is extraterrestrial. With this, solar energy and from it
continuously (!) regenerated forms of energy (wind, water, biomass) are forms of
“renewable” energy. Additionally, tidal energy, the result of interplanetary gravita-
tional forces and the rotation of the earth, is another form of “renewable” energy.

2.3.5.1 Wind energy

The term “wind” is another expression for a mass flow (of a fluid). Wind is caused
by the uneven heating of the earth’s surface by the sun, resulting in different air
pressure between air masses. Therefore air flows from a region of higher pressure
into a region having lower pressure until it has compensated for the pressure differ-
ence. The causative force is termed pressure gradient force. Other forces influencing
the mass flow in the atmosphere (Coriolis force, buoyancy forces, and friction for-
ces) have to be taken into account for describing the flow.

Fluid dynamics is based on Newton’s axioms. It has been convenient to describe
the action of a force on a body in the following forms of Newton’s law (see also
Chapter 4.1):

(dυ
dt )
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fi Z m $ a (2.81)



2.3 The earth’s energy sources 111

where υ is velocity (vector quantity), m is mass, f is force and a is acceleration (dυ /
dt), mυ is impulse. With the latter equation, we have an equation of motion for the
fluid, more precisely the air. As the force (or sum of forces) is known, the change
of wind speed follows from this (we take the symbol u instead of the symbol υ for
velocity) over time while mass is constant. Taking into account that energy is force
multiplied by distance (E Z Fdx) and assuming constant wind velocity and neglect-
ing other forces beside pressure gradient force fp, it follows simply for the wind
energy Ew

fp Z
m $ u

dt
and Ew Z

m $ u
dt

dx Z m $ u 2 (2.82)

Wind power is the conversion of wind energy into a useful form, such as electricity,
using wind turbines.

2.3.5.2 Water energy

The term “water energy” denotes several forms of energy usable by humans. We
can distinguish between kinetic and potential energy and heat of water, all caused
from solar radiation, partly via transformation into wind energy. Waves are caused
by the wind blowing over the surface of the ocean. There is tremendous energy in
the ocean waves. The useful worldwide resource of wave water energy has been
estimated to be greater than 2 TW. As already remarked, tidal energy is a form of
“water energy” but it is not caused by solar energy.

The most widely used form of renewable energy is hydroelectricity. As shown in
Chapter 2.3.3, 27 % of solar radiation (after solar absorption) is used for global
evaporation of water and therefore transformed into latent heat in the atmosphere.
Only a small percentage is usable as potential energy (uplift of surface water via
evaporation and precipitation into river water above sea level) estimated to about
100 TW (corresponding to 0.1 % of solar absorption).

The total power of latent heat, delivered first as kinetic energy (and finally dissi-
pated in heat again) after water vapor condensation (cloud formation) amounts to
49 000 TW globally, 25 times more than the total wind power.

2.3.5.3 Bioenergy

According to Equation (2.40), solar energy is transformed into chemical bonding
energy within biomass (CH2O)n via the photosynthesis by autotrophs (plants, blue-
green algae, autotrophic bacteria); approximately 475 kJ of free energy is stored in
plant biomass for every mole of CO2 fixed during photosynthesis (compare it with
the bonding energy of CdH to be 416 kJ mol−1). Any analysis of biomass energy
production must consider the potential efficiency of the processes involved. Al-
though photosynthesis is fundamental to the conversion of solar radiation into
stored biomass energy, its theoretically achievable efficiency is limited both by the
limited wavelength range applicable to photosynthesis, and the quantum require-
ments of the photosynthetic process. Only light within the wavelength range of
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400 to 700 nm (photosynthetical active radiation, PAR) can be utilized by plants,
effectively allowing only 45 % of total solar energy to be utilized for photosynthesis.
Furthermore, fixation of one CO2 molecule during photosynthesis necessitates a
quantum requirement of ten (or more), which results in a maximum utilization of
only 25 % of the PAR absorbed by the photosynthetic system. On the basis of
these limitations, the theoretical maximum efficiency of solar energy conversion is
approximately 11 %. In practice, however, the magnitude of photosynthetic effi-
ciency observed in the field, is further decreased by factors such as poor absorption
of sunlight due to its reflection, respiration requirements of photosynthesis and the
need for optimal solar radiation levels. The net result is an overall photosynthetic
efficiency of 3−6 % of total solar radiation.

About 120 Gt of carbon is fixed from atmospheric and dissolved aquatic CO2

per annum by terrestrial plants (Fig. 2.10). This is the gross primary production
(GPP), the rate at which an ecosystem’s producers capture and store a given
amount of chemical energy as biomass in a given length of time. Some fraction of
this fixed energy is used by primary producers for cellular respiration and mainte-
nance of existing tissues. Whereas not all cells contain chloroplasts for carrying the
photosynthesis, all cells contain mitochondria for oxidizing organics, i. e., the yield
of free energy (respiration). The remaining fixed energy is referred to as net primary
production (NPP):

NPP Z GPP − plant respiration.

NPP is the primary driver of the coupled carbon and nutrient cycles, and is the
primary controller of the size of carbon and organic nitrogen stores in landscapes.

Aboveground NPP ranges from 35 to 2320 g m−2 a−1 (dry matter) and total NPP
from 182 to 3538 g m−2 a−1 (Scurlock and Olson 2002). However, quantifying pri-
mary production at a global scale is difficult because of the range of habitats on
earth, and because of the impact of weather events (availability of sunlight, water)
on its variability. Direct observations of NPP are not available globally, but com-
puter models based on remote sensing and derived from local observations have
been developed to represent global terrestrial NPP showing a range from 40 to 80
Gt C yr−1 (Cramer and Field 1999). For example, the model by Potter et al. (1993)
estimates a global terrestrial net primary production of 48 Gt C yr−1 with a maxi-
mum light use efficiency of 0.39 g C MJ−1PAR. Over 70 % of terrestrial net produc-
tion takes place between 30° N and 30° S latitude. It is estimated that the total
(photoautotrophic) net primary production (NPP) of the earth was 104.9 Gt C
yr−1. Of this, 56.4 Gt C yr−1 (53.8 %) was the product of terrestrial organisms, while
the remaining 48.5 Gt C yr−1 was accounted for by oceanic production (Staley and
Orians 2000). For the year 1997−2004 period, Werf et al. (2006) found that on
average approximately 58 Gr C yr−1 was fixed by plants. Consistent data on terres-
trial net primary productivity (NPP) is urgently needed to constrain model esti-
mates of carbon fluxes and hence to refine our understanding of ecosystem re-
sponses to climate change. Recent climatic changes have enhanced plant growth in
northern mid-latitudes and high latitudes. Research findings by Ramakrishna et al.
(2003) indicate that global changes in climate have eased several critical climatic
constraints to plant growth, such that net primary production increased by 6 % (3.4
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Table 2.18 Global estimates of NPP and biomass (standing crop); A: Townsend et al.
(2007), B: Nieder and Bebin (2008).

ecosystem NPP (in 1015 g yr−1) biomass (in 1015 g) area in 106

A B Aa Bc km2 (B)

tropical forests 49.4 40 (26−60) 1025b 206 18.1
extratropical forests 24.5 20 (6−40) 625b 216 24.2
grassland, bushland, savanna 25 15 (4−40) 124 92.6 39.7
cropland (cultivated) 9.1 6.5 (1−40) 14 21.5 15.9
others 7 − 48 − −
wetlands − 30 (10−60) − 7.8 2.9
inland waters − 4 (1−15) − − 2.0

subtotal terrestrial 115 115 1836 544 147.2d

open ocean 41.5 − 1 − −
other marine ecosystems 14 − 3 − −

total global 160 − 1840 − −
a as biomass, dm
b these estimates are considerable higher than those presented in Tables 2.57 and 2.58 (total forest
above-ground biomass 420−470 Pg and total forest ecosystem biomass 680 Pg)
c as carbon
d not the sum of above ecosystems

Gt C over 18 years, 1982 to 1999) globally. The largest increase was in tropical eco-
systems.

A summary is given by Townsend et al. (2007) (see Table 2.18); it seems that a
value of ~ 60 Pg C yr−1 is consistent with estimates by several authors over the last
20 years. In contrast, for the oceanic NPP there seem high uncertainties, but it is
agreed that ocean phytoplankton is responsible for approximately half the global
NPP. Oceans (especially at high latitudes) typically represent a net sink of atmos-
pheric carbon (cf. Fig. 2.10). These regions are dominated by diatoms which typi-
cally grow and sink faster than other phytoplankton groups, and thus can represent
an important carbon transfer mechanism to the deep sea. The low latitudes, con-
versely, represent a source of CO2 to the atmosphere. Satellite-based ocean chloro-
phyll records indicate that global ocean annual NPP has declined more than 6 %
since the early 1980s (Gregg et al. 2003). The reduction in primary production may
represent a reduced sink of carbon here via the photosynthetic pathway.

The fate of NPP is heterotrophic respiration (Rh) by herbivores (animals) who
consume 10−20 % of NPP, and respiration of decomposers (microfauna, bacteria,
fungi) in soils. The largest fraction of NPP is delivered to the soil as dead organic
matter (litter), which is decomposed by microorganisms under release of CO2, H2O,
nutrients and a final resistant organic product, humus. Hence, a net ecosystem pro-
duction (NEP) is defined:

NEP Z NPP − consumers respiration (Rh).

Another part of NPP is lost by fires (biomass burning, see Chapter 2.6.4.5), by
emission of volatile organic substances (VOC) and human use (food, fuel and shel-
ter); loss of NPP (in 1015 g C yr−1):
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− biomass burning: ~ 4.0 (Malingreau and Zhuang 1998)
− humans: 18.7 (Krausmann et al. 2008)
− VOC emission: 1.2 (Guenther et al. 1995)

NEP finally represents the burial carbon, a large flux at the beginning of the bio-
spheric evolution but nowadays limited at about zero. Most of the NPP goes in
litter, and is finally mineralized back to CO2. Werf et al. (2006) estimated for the
1997−2004 period that approximately 95 % of NPP was returned back to the atmos-
phere via Rh; another 4 % (or 2.5 Gt Y yr−1) was emitted by biomass burning (see
Chapter 2.6.4.5) − the remainder consisted of losses from fuel wood collection and
subsequent burning.

Historically, global estimates of litter production have ranged from 75 to 135 Gt
C yr−1 (often cited as dry mass or matter, DM, not identical with carbon; Werf et
al. (2006) use a dry matter carbon content of 45 %). Steady-state pools of standing
litter represent global storage of around 174 Pg C (94 and 80 Pg C in non-woody
and woody pools, respectively), whereas the pool of soil C in the top 0.3 m, which
turns over on decadal time scales, comprises 300 Pg C. Several estimates from
Matthews (1997) suggest values in the middle of this range, from 90 to 100 Gt C
yr−1, accounting for both above-ground and below-ground litter. Above-ground
litter production may be 5−10 Gt C yr−1 including mainly forest, woodland, and
grassland. The global litter pool estimated by Matthews (1997) from the measure-
ment compilation is 136 Gt C. Inclusion of the remaining ecosystems may add ~ 25
Gt C, raising the total to ~ 160 Gt C. An additional ~ 150 Gt C is estimated for
the coarse woody detritus pool. Global mean steady-state turnover times of litter
estimated from the pool and production data range from 1.4 to 3.4 years; mean
turnover time from the partial forest/woodland measurement compilation is ~ 5
years, and turnover time for coarse woody detritus is ~ 13 years.

Considering only the terrestrial net primary production (~ 60 Gt C yr−1), the
biomass energy amounts to ~ 30 $ 1020 J stored per year (simply calculated from C
bonding), which corresponds to 75 TW.

2.3.5.4 Comparison between the earth’s energy sources − potential for
humans

In Fig. 2.17 the flow of solar radiation as well as other energy sources for utilizing
in different forms of energy is represented. It is remarkable that nearly all solar and
atmospheric energy is dissipated into heat and IR radiation, finally back to space
− the efficiency for usable energy is small (concerns NPP ~ 2 $ 10−4 % related to
solar absorption). The amount of energy in fossil fuels (still available ~ 5.5 $ 1022

J) is only one-hundredth of the yearly incoming solar flux, but was buried 50−100
Myr ago and over a period of millions of years.

In 1990, the global energy consumption based on fossil fuels (coal, oil and gas)
was estimated to 3.2 $ 1020 J, corresponding to a CO2 emission of 8.0 $ 1015 g car-
bon. This value (cf. Fig. 2.17) is 16 % of the annual terrestrial photosynthesis (and
7.3 % of global one). Since the year 1751, roughly 321 $ 1015 g carbon has been
released to the atmosphere from the consumption of fossil fuels and cement produc-
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incoming solar radiation
176000 TW (343 W m 2 )

� 5.5·1024 J yr 1

solar absorption
at earth surface

~53000 TW

terrestrial photosynthesis (NPP)
(~ 60 Gt C yr 1)

76 TW

geothermal
energy

(~2·1031 J)

latent atmospheric
heat

~49000 TW
~ 53%

water power
~100 TW

nuclear energy

30%

global photosynthesis (GPP)
(~110 Gt C yr 1)

138 TW

~0.3%

human use ( 20 Gt C yr 1)
25 TW

wind power
~100 TW

~0.2%

~0.2%

human global energy supply (increasing)
15.8 TW (� 4.9·1020 J yr 1)

fossil energy
(still ~5.5·1022 J)

~ 55%

~ 5%

~0.3% �1%

86% 6% negl.

~ 46%
~53%

IR dissipation back to space

6%

~ 25%

2%

CO2

Fig. 2.17 Scheme of energy fluxes on earth. Note that world yearly energy supply often is
given in TWh (138,300 in 2006; see Fig. 2.48), corresponding with TW per year (in this case
for the year 2006: 15.8); to the world energy supply (not in Figure) other carrier contribute,
such as biofuels (~ 10 %); data related to 2006.

tion (the last source amounts only to about 4 % of total CO2 in 1995) (Marland et
al. 2008). It is logical that there are two problems, first the finite nature (on human
time-scales) of this source of energy, and second, the problem of CO2 accumulation
in the atmosphere (see Chapter 2.7.3.1 and 2.8.3). The fossil-fuel energy corre-
sponds to the energy captured by NPP within 20−30 years. It should be emphasized
that the efficiency of energy capture by carbonization of biomass (fossil-fuel forma-
tion) is extremely low. The only “advantage” of fossil fuels lies in the high density
of energy and its ready actual availability. With little doubt, globally, fossil fuels
may satisfy the energy demands of humanity for the next 100 years but no more
(the “true” period of utilization is much longer, due to large regional differences
and an increasing percentage of alternative energy carriers). It is therefore the chal-
lenge to solve in the near future, let’s say the next 50 years, the technical realization
of sustainable energy sources, which are exclusively geothermal and solar energy
(further reading: Hodgson 2010).
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Geothermal energy is an interesting reservoir. The energy estimated in the crust
alone is in the order of all the available fossils fuels (cf. Table 2.17 and Fig. 2.17);
the energy in the outer mantle would allow a human energy supply for some mil-
lions of years. It is difficult to state that there is thermal equilibrium, i. e., when
extracting heat from 10 km depth then the thermal flow from deeper layers will
compensate the gradient. Moreover, the technical infrastructure for deep drilling
and heat exchange is extreme. Hence it seems unlikely that geothermal energy will
solve the global problem of energy demand, but it will be a useful local/regional
source in future, characterized by large geothermal gradients.

It appears then that only solar radiation provides continuous potential for energy.
In solar-rich regions, the annual averaged solar flux amounts to more than 250 W
m−2. Assuming an efficiency of 10 % photon-electron conversion by photovoltaic
cells (which presently is the standard for “cheap” technology), the annual energy
flux amounts 0.8 $ 109 J per square meter. To provide the present annual energy
supply, an area of ~ 5 $ 105 km2 is needed, about the size of France. The global
agricultural area (under arable and permanent crops as defined by the FAO)
amounts to 1.44 $ 107 km2, roughly 30 times more than the area needed for the
global energy supply. It is remarkable that the energy used from that agricultural
area (using the daily global mean food consumption given by the FAO in 2800 kcal
per person) results only in yearly energy flux of 1.8 $ 106 J m−2. In other words,
the photovoltaic energy production is at least two orders of magnitude greater per
area, even when considering more than 50 % loss by conversion into transportable
chemical energy.

Human use of biomass has become a major component of the global biogeo-
chemical cycles. The use of land for biomass production (e. g. crops) is among the
most important pressures on biodiversity. At the same time, biomass is indispensa-
ble for humans as food, animal feed, raw material and energy source. It seems that
biomass − with the exception of a source of organic substances and food − will
not play any role in the future as an energy source. An estimate by Krausman et
al. (2008) shows that from approximately 18.7 Pg C of usable global biomass, 6.6
Pg is lost (destroyed during harvest) and from the remaining 12.1 Pg the following
percentages represent the different uses (data based on the year 2000):

− Feed (58 %),
− food (7 %),
− raw materials (20 %),
− biofuels (10 %).

The global annual food supply is equivalent to ~ 3 $ 1019 J, and will probably in-
crease by a factor of two to three in the next 50−100 years. Then it would amount
a percentage of 10 % to the global NPP (~ 5 $ 1020 J yr−1).

2.3.6 Abiogenic versus biogenic formation of “fossil fuels”

It was previously noted that the net ecosystem production (NEP) nowadays is small
or even negligible but it had a strong influence in the period when colonization of
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the continents by plants did occur. During this time, with still reduced oxygen,
respiration was not yet significant and large quantities of GPP could be buried. As
a result, coal, oil and natural gas have been formed and it seems unnecessary to go
deeper in discussing the biogenic theory of fossil-fuel formation. None the less, it
seems that there are strong reasons to believe that besides a natural process of
carbonization of buried former biomass, there were abiogenic processes in the for-
mation of oily and gaseous hydrocarbons, as already remarked in discussing gases
occluded and produced from rocks (Chapter 2.2.1.2). Now, with little doubt we
have to consider large carbon inputs to the early earth from heavy bombardment.
It is only a question of understanding the geochemical processes that occurred
under high temperature and pressure, and over a long time scale, to see how the
carbon compounds delivered to earth have been turned into petroleum (liquid
crude oil and long-chain hydrocarbon compounds). The possible formation of
methane (CH4) needs no further comment. It is however remarkable that various
abiogenic hypotheses were proposed long before the presence of evident organic
matter from space was proved. The most notable advocates of such hypotheses
were the nineteenth-century scientists, such as Alexander von Humboldt, the Russian
chemist Dmitri Mendeleev and the French chemist Marcellin Berthelot. In the mid-
dle of the twentieth century, respected Soviet scientists (Nikolai Kudryavtsev and
his colleagues), developed theories on abiogenic formation of natural gas and oil,
but these were almost unknown to the West until end of the 1980s. Fortunately,
these hypotheses need no further consideration. The astronomer Thomas Gold was
the most prominent proponent of the abiogenic hypothesis in the West (Glasby
2006). Currently there is little direct research on abiogenic petroleum or experimen-
tal studies into the synthesis of abiogenic methane. However, several research areas,
mostly related to astrobiology and the deep microbial biosphere and serpentinite
reactions, continue to provide insight into the contribution of abiogenic hydrocar-
bons into petroleum accumulations. Similarly, such research is advancing as part
of the attempt to investigate the concept of panspermia and astrobiology, specifi-
cally using deep microbial life as an analog for life on Mars.

It is worth of noting here that the controversial discussion of biogenic versus
abiogenic makes no sense because both chemical and biological evolutionary proc-
esses are occurring, at different times and sites, but also simultaneously. Therefore
arguments such as that biomarkers are indicative of the biological origin of petro-
leum dissipate when we accept that the biosphere is integrated with the geosphere
and hence chemical and biological processes are overlapping.

2.4 The biosphere and global biogeochemical cycles

Throughout the entire history of our planet, chemical, physical and biological proc-
esses have changed the composition and structure of its reservoirs. Beginning with
a highly dynamic inner earth 4.6 billion years ago, geochemical and geophysical
processes have created the fundamentals for the earth to become a habitat. With
this, the formation of the hydrosphere (the oceans and a hydrological cycle, see the
next section, Chapter 2.5) was the most important precondition for the evolution of
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living matter. Despite large changes of the chemical composition of the atmosphere,
hydrosphere and lithosphere (the geospheres) over the ages, these spheres or reser-
voirs are well-defined concerning such essential parameters as interfaces, volume,
mass and others. Let us look first at the biosphere, a not-well-characterized reser-
voir which is much more dynamic concerning the parameters mentioned. Living
phytomass becomes, via photosynthesis, the driving geological (in truth, biological)
force moving material around the system naturally. In the following sections the
sulfur, nitrogen, and chlorine cycles are briefly described, although many other
cycles are of interest (almost all elements contribute to biogeochemical cycles) for
understanding the biosphere and the geosphere. The carbon cycle is presented (in
linkage with that of oxygen) in Chapter 2.2.2.5. Some authors include the water or
hydrological cycle in biogeochemical cycles. As noted with emphasis in Chap-
ter 2.4.4, biological water splitting is the driving force of all redox processes and
therefore cycles. However, because of the overwhelming dimension and importance
of water and its cycle, this issue is described in a separate section (Chapter 2.5.2).

The British scientist James Lovelock together with Lynn Margulis developed the
Gaia hypothesis, that the earth is a self-controlling system (Gaia: the earth goddess
in Greek), and proposed that our present atmosphere is far from the chemical
equilibrium that is assumed for other planets (Lovelock and Margulis 1974,
Crutzen 2002). One expression of this is the difference in the redox potentials be-
tween biosphere (reducing medium) and atmosphere (oxidizing medium). It is be-
lieved that living organisms are responsible (to a large extent) for the chemical
composition of the present atmosphere and, from the opposite point of view, the
chemical composition of the atmosphere determines the biota. Remarkably, the
composition of the biosphere is similar to that of the present atmosphere.

2.4.1 The biosphere and the noosphere

The biosphere is considered to represent the earth’s crust, atmosphere, oceans, and
ice caps, and the living organisms that survive within this habitat (Hover 2006).
Hence, the biosphere is more than a sphere in which life exists. It is the totality of
living organisms with their environment, i. e., those layers of the earth and the
earth’s atmosphere in which living organisms are located. Another common defini-
tion such as “the global sum of all ecosystems”, however, calls for a definition of
what is meant by an “ecosystem”. An ecosystem is a natural unit consisting of all
plants, animals and microorganisms (biotic factors) in an area functioning together
with all of the non-living physical (abiotic) factors of the environment.

Some life scientists and earth scientists use biosphere in a more limited sense (we
prefer it too because then the use of the climate system makes more sense, see
Chapter 3.2). For example, geochemists define the biosphere as being the total sum
of living organisms (the “biomass” or “biota” referred to by biologists and ecolo-
gists). Thus the three major biospheric pools are live phytomass (the mass of ani-
mals is negligible in a global context), consumers and litter (dead biomass). In this
sense, the biosphere is one of four separate components of the geochemical model,
the other three being the lithosphere, hydrosphere and atmosphere. The narrow
meaning used by geochemists is one of the consequences of specialization in mod-
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Fig. 2.18 Scheme of the noosphere, integrating natural and social (humans) sub-systems;
only for the geosphere as an example, related sub-systems are shown.

ern science. Some might prefer the word ecosphere, coined in the 1960s, as all
encompassing of both biological and physical components of the planet. In Chap-
ter 3.2 we will introduce the climate system being the sphere affecting life, which
comprises those parts of the lithosphere, hydrosphere and atmosphere where life
exists (the reader may now see that this definition is close to that of the biosphere
in a wider sense).

The term “biosphere” was coined in 1875 by the famous Austrian geologist Edu-
ard Suess

... one thing seems to be foreign on this large celestial body consisting of spheres,
namely, organic life. But this life is limited to a determined zone at the surface
of the lithosphere. The plant, whose deep roots plunge into the soil to feed, and
which at the same time rises into the air to breathe, is a good illustration of
organic life in the region of interaction between the upper sphere and the litho-
sphere, and on the surface of continents it is possible to single out an independ-
ent biosphere. (Suess 1875; quoted after Smil 2002).

The Russian geochemist Vladimir Ivanovich Vernadsky was the first to propose the
idea of biogeochemical cycling (having asked: What is the impact of life on geology
and chemistry of the earth?). Vernadsky, who had met Suess in 1911, popularized
the term biosphere in his book The Biosphere (first published in Russian in 1926,
not translated into a full English version until more than 60 years later), hypothesiz-
ing that life is the geological force that shapes the earth (Vernadsky 1926, 1944,
1945).

The term “ecosystem” was coined in 1930 by Roy Clapham to denote the com-
bined physical and biological components of an environment (Willis 1997). British
ecologist Arthur Tansley later refined the term, describing it as: “The whole sys-
tem, … including not only the organism-complex, but also the whole complex of
physical factors forming what we call the environment” (Tansley 1935). He champi-
oned the term ecosystem in 1935 and ecotope in 1939 (Cooper 1957). Vladimir
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Vernadsky defined “ecology” (originally intended as the “economy of nature”) as
the science of the biosphere.

In Vernadsky’s theory of how the earth develops, the noosphere is the third stage
in a succession of phases of development of the planet, after the geosphere (inani-
mate matter) and the biosphere (biological life). He was one of the first scientists
to recognize that the oxygen, nitrogen and carbon dioxide in the earth’s atmosphere
results from biological processes. In the 1920s, he published works arguing that
living organisms could reshape the planets as surely as any physical force. The
term “noosphere” was first coined by the French mathematician and philosopher,
Edouard Le Roy (1927). Le Roy, building on Vernadsky’s ideas and on discussions
with Teilhard de Chardin − both attended Vernadsky’s lectures on biogeochemistry
at the Sorbonne in 1922−1923 − came up with the term “noosphere”, which he
introduced in his lectures at the Collège de France in 1927 (Le Roy 1927). Vernad-
sky saw the concept as a natural extension of his own ideas, predating Le Roy’s
choice of the term (Smil 2002, p. 13).

Pierre Teilhard de Chardin was a Jesuit who introduced in 1925 the concept of
noosphere, the “sphere of mind” superimposed on the biosphere or the sphere of
life. Not until after the appearance of humans on the earth did the noogenesis
begin. The term noogenesis comes from the Greek word ν��ς Z mind. Teilhard de
Chardin wrote in an essay entitled “Hominization” (1925): “And this amounts to
imagining, in one way or another, above the animal biosphere a human sphere, a
sphere of reflection, of conscious invention, of conscious souls (the noosphere, if
you will)”. He later wrote: “Man discovers that he is nothing else than evolution
become conscious of itself. The consciousness of each of us is evolution looking at
itself and reflecting upon itself.” (Teilhard de Chardin 1961, p. 221). This concep-
tion is based on philosophical writings, however, and completely neglects Vernad-
sky’s biogeochemical approach. The divergence is perhaps best expressed as an
opposition between the anthropocentric view of life (Teilhardian biosphere) and the
biocentric view of the natural economy (Vernadskian biosphere).

Vernadsky first took up the term “noosphere” in 1931, as a new dimension of
the biosphere under the evolutionary influence of humankind (Vernadsky 1944).
He wrote: “The Noosphere is the last of many stages in the evolution of the bio-
sphere in geological history” (Vernadsky, 1945). The biosphere became a real geo-
logical force that is changing the face of the earth, and the biosphere is changing
into the noosphere. In Vernadsky’s interpretation (1945), the noosphere is a new
evolutionary stage of the biosphere, when human reason will provide further sus-
tainable development both of humanity and the global environment:

In our century the biosphere has acquired an entirely new meaning; it is being
revealed as a planetary phenomenon of cosmic character ... In the twentieth cen-
tury, man, for the first time in the history of earth, knew and embraced the whole
biosphere, completed the geographic map of the planet earth, and colonized its
whole surface. Mankind became a single totality in the life on earth ... The noos-
phere is the last of many stages in the evolution of the biosphere in geological
history (Vernadsky 1945, p. 10).

Today the term “anthroposphere” is also used (Fig. 2.18). The idea of a close inter-
relation between humans and the biosphere is topical in understanding the “earth
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Fig. 2.19 Relationship between marine sulfur emission (as dimethyl sulfide DMS), climate
and feedback, including human perturbation as an example of the Gaia hypothesis, called
the CLAW hypothesis; modified after Charlson et al. (1987).

system”, i. e., climate change, and is used by Schellnhuber (1999) with the terminol-
ogy “global mind” and by Crutzen and Stoermer (2000) with “anthropocene” to
characterize the present epoch8.

The Gaia hypothesis is an ecological hypothesis proposing that the biosphere and
the physical components of the earth (atmosphere, cryosphere, hydrosphere and
lithosphere) are closely integrated to form a complex interacting system that main-
tains the climatic and biogeochemical conditions on earth in a preferred homeosta-
sis, originally proposed by James Lovelock as the earth-feedback hypothesis (Love-
lock 1979). Gaia is the name of the goddess of the earth in Greek mythology. In
short, the biosphere itself becomes an organism, it acts much like an organism and
appears to be internally controlled. Gaia is the “invisible hand” of biogeochemistry.
Lovelock suggests that life processes regulate the radiation balance of the earth to
keep it habitable. As a well-known example, a self-controlling cycle between marine
sulfur emissions and air temperature was established by Charlson et al. (1987),
initiating much useful air chemical and climate research (Fig. 2.19). Behind this
relationship is the so-called Twomey effect (Twomey 1974), which describes how

8 Zalasiewicz et al. (2008) published the first proposal for the formal adoption of the Anthropocene
epoch by geologists, and this adoption is now pending.
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cloud condensation nuclei (CCN) from anthropogenic pollution may increase the
amount of solar radiation reflected by clouds (Fig. 2.20).

While not strictly a “hypothesis” in the scientific sense, since it cannot be falsi-
fied, the Gaia hypothesis has great merit as an educational tool, regarding the
concepts of biogeochemical cycling. Do biogeochemical processes indeed combine
forces to favour life on earth? Critics suggest that the processes of living organisms
in the past were not necessarily favourable for the long-term survival of the then
existing life. For example, the increase of oxygen in the atmosphere caused by ex-
panding photosynthesis greatly diminished opportunities for anaerobic organisms.
However, new life forms evolved that took advantage of the new situation (for
example, highly mobile multicellular organisms, including Homo sapiens, the hu-
mans). A conclusive example of how life does not necessary regulate its own envi-
ronment for optimum survival conditions (what we now call “sustainable develop-
ment”) is the human species, originally nothing more than one population among
millions of others in the biosphere. Friedrich Engels wrote (in 1876, first published
in German in Die Neue Zeit 1895; see also Kryzhanovskii 1970):

Labour is the source of all wealth, the political economists assert. And it really
is the source − next to nature, which supplies it with the material that it converts
into wealth. But it is even infinitely more than this. It is the prime basic condition
for all human existence, and this to such an extent that, in a sense, we have to
say that labour created man himself … Labour begins with the making of tools.

In 1939 Haldane wrote in the preface to the first English edition of Engels’ Dialectic
of Nature:

I believe that the Chapters of the book which deal with biology are the most
immediately valuable to scientist’s to-day … Had Engels’ method of thinking
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been more familiar, the transformations of our ideas on physics which have oc-
curred during the last thirty years would have been smoother. Had his remarks
on Darwinism been generally known, I for one would have been saved a certain
amount of muddled thinking.

The incarnation (Teilhard de Chardin’s “hominization”) creates the human who used
tools with more and more dimensions concerning changing nature, i. e., creating
the noosphere, and unintentional climate change. It appears then that, at least since
the Industrial Revolution, biogeochemical cycles are not merely natural, but are
modified by humans, or in another word, biogeonoochemically. In the following
description of biogeochemical cycles, therefore, the human dimension (man-made
emissions, see also Chapter 2.8.1) is always included.

2.4.2 Biogeochemical cycling: The principles

Fundamentally, life on earth is composed of six major elements; namely H, C, N,
O, S and P. These elements are the building blocks of all the major biological
macromolecules including proteins, nucleic acids, lipids and carbohydrates (Falkow-
ski and Godfrey 2008). The production of macromolecules requires an input of
energy, which is almost exclusively derived from the Sun (see Chapter 2.3.1.1). The
character of biological energy transduction is non-equilibrium redox chemistry. Be-
sides energy, the production of macromolecules requires an input of a chemical
substrate as the raw material, which has transportable (volatilable, solvable) and
transformable (oxidable, reductable, dissociable) geochemical conditions. Biological
evolution gave rise to specified cells and organisms, responsible for driving and
maintaining global cycles of the first five elements (phosphorous does not belong
to gaseous compounds in the air and thus is not of global importance). Because
all redox reactions are air paired (oxidation-reduction), the resulting network is a
linked chemical system of the elemental cycles (Fig. 2.21). For example, reduction
of carbonate, sulfate and nitrate requires hydrogen and the oxidation of organic
compounds (including carbon, sulfur and nitrogen) requires oxygen.

According to the biological cycle, which is that part of the biogeochemical cycle
where biomass is produced and decomposed (Fig. 2.22), all volatile compounds
occurring in the biochemical cycles can be released to their physical surroundings.
These are:

− Carbon: CH4, NMVOC (non-methane hydrocarbons), CO, CO2

− Nitrogen: NH3, N2O, N2, NO, RNH2 (organic amines)
− Sulfur: H2S, COS, (CH3)2S (DMS), RSH (organic sulfides)

As seen, sulfur and nitrogen also belong in organic compounds. The sulfur and
nitrogen cycle is inherent linked with the carbon cycles. As discussed before (Chap-
ter 2.2.2.5), oxygen is closely coupled with the carbon cycle, and is chemically com-
bined with compounds of nitrogen and sulfur (and others). Other cycles, such as
those of phosphorous and of trace metals, are important for the biosphere but play
a minor role in the atmosphere. With a few exceptions, most of the compounds of
these cycles found in the atmosphere are condensed within particulate matter. A
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major part of these species is within soils or dissolved in waters. Chlorine is not
among the crucial elements important for life but it is the dominant part of seasalt,
one of the most important natural sources, and plays an important role in atmos-
pheric chemistry. Beside chlorine other halogens such as iodine and bromine have
been found − despite their much lower significance as sources compared with that
of chlorine − to be very important in multiphase chemical processes in the atmos-
phere and at interfaces.

The chemical composition of the biosphere and/or the climate system is the result
of continuous geochemical and biological processes within natural cycles, as already
mentioned in the Chapters above. As just discussed, since the appearance of hu-
mankind, a new driving force has developed; the human matter turnover as a conse-
quence of man-made (or anthropogenic) emissions. Therefore, today’s biogeochemi-
cal cycles are very clearly no longer natural but anthropogenically-modified cycles.
Moreover, human-induced climate change already causes permanent change to nat-
ural fluxes; for example, through weathering, shifting redox and phase equilibriums.
As will be discussed in Chapter 3.2, climate includes not only “traditional” meteor-
ological elements such as temperature, radiation and humidity, but also acidity and
oxidation capacity, to name some of the most important parameters influencing
fluxes. From a physicochemical point of view, the driving forces in transport and
transformation are gradients in pressure, temperature and concentration. Substan-
ces, once released from anthropogenic sources into the air, become an inherent part
of biogeochemical cycles. It is worth noting here that different sources can provide
more or less specific isotopic ratios which are very useful for source-appointment
studies. Overall, concerning chemical reactions in the climate system, isotopic dif-
ferences in reactions rate play no role apart from on geological time scales.

A biogeochemical cycle comprises the sum of all transport and conversion proc-
esses that an element and its compounds can undergo in nature. The substances
undergoing the biogeochemical cycle pass through several reservoirs (atmosphere,
hydrosphere, pedosphere, lithosphere and biosphere) where certain concentrations
accumulate because of flux rates, determined by transport and reaction. The atmos-
pheric reservoir plays a major role because of its high dynamic in transport and
reaction processes and the global linkage between biosphere and atmosphere
(Fig. 2.22). A global cycle may be derived from the budget of composition of the
individual reservoirs, with a (quasi) steady state being considered to exist. It shows
variations on different time scales and may be disturbed by catastrophic events
(e. g., volcanism, collision with other celestial bodies). The largest perturbation,
however, is the one that can be observed over the past hundred years, caused by
humans. The scale of anthropogenic global sulfur and nitrogen fluxes is now in the
same order as the natural ones.

Sulfur and nitrogen, among many other elements, maintain and propagate life.
Biological systems constantly synthesize, change, and degrade organic and inor-
ganic chemical species. For example, nitrogen and sulfur create compounds like
amino acids, which serve as building blocks for proteins, enzymes and genetic mate-
rials (Fig. 2.23). The biological cycle includes the synthesis of living organic matter
(plants) from inorganic compounds, which are mainly in the upper oxidized level
(carbon dioxide, water, sulfate, and nitrate). During biogenic reduction to more
reduced sulfur and nitrogen species, a variety of volatile S and N compounds are
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formed which can enter the atmosphere, in other words they undergo a phase trans-
fer (emission).

Biological processes which lead to this reduction can be considered as the driving
force of atmospheric cycles. Emitted biogenic compounds return to ecosystems
(mostly) in oxidized form. This interaction is a result of the biogeochemical evolu-
tion of the earth. Thus, the enhancement of global sulfur and nitrogen fluxes since
the beginning of the Industrial Revolution about 150 years ago can lead not only
to new reservoir concentrations (pools) but also to changes of the parameters of
physical and chemical reservoirs, e. g., radiation, temperature, reactivities, which
themselves influence internal production rates, and transfer fluxes (positive and/or
negative feedback). These interactions are not yet well understood.

It is essential to know better the natural fluxes (anthropogenic fluxes are rather
well estimated) and their variations, but even more important is knowledge about
the biosphere-atmosphere interaction: What processes control the environmental
parameters that themselves maintain life on earth? We can then ask another ques-
tion: What is the threshold of quantitative change (of any parameter) leading to a
new quality of life? Finally, we have to answer (or to define) what changes in air,
soil and water quality humankind can even accept in future against the background
of sustainable development.

With respect to the climate system (biospheric evolution), and in comparison
with the man-made activities (noospheric evolution), it is logical to look to natural
processes from which substances are released into the atmosphere. Fig. 2.24 shows
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the principal interaction between the biosphere (here again considered in a more
narrow definition) and the atmosphere. Uptake of gases by assimilation occurs in
plants because of photosynthesis and respiration and in animals due to respiration.
Uptake of gases by sorption onto solid and aquatic surfaces of the earth is a
physico-chemical process, termed dry deposition (see Chapter 4.4.1), however, as-
similative uptake is also said to belong to dry deposition. Other processes of deposi-
tion (wet deposition and sedimentation) do not depend on surface properties, but
have to be taken into account as input flux to the biosphere. Biogenic emission
(which, as mentioned above, accounts for a significant fraction of NEP) is basically
a loss of matter from the ecosystem. By turning into other ecosystems via atmos-
pheric transport and transformation, however, it could have several functions (in-
formation by pheromones, self protection, climatic regulation, and nutrient
spreading).

2.4.3 Global biogeochemical cycles

The following sections describe the cycles in general, the basic processes, such as
emissions, deposition and chemical reactions are presented in detail in subsequent
Chapters. The aim here is to point out the most important issues in the biosphere-
atmosphere interaction and the part of humans in a changing climate system.
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2.4.3.1 Nitrogen

Even though the atmosphere is 78 % nitrogen (N2), most biological systems are
nitrogen limited on a physiological timescale because most biota are unable to use
molecular nitrogen (N2). Two natural processes convert nonreactive N2 to reactive
N; lightning and biological fixation. Reactive nitrogen is defined as any single nitro-
gen species with the exception of N2 and N2O. It includes:

− NOy (NO + NO2 + N2O3 + N2O4 + HNO2 + HNO3 + NO3 + N2O5 + HNO4

+ organic NOx + particulate NO2
− and NO3

−),
− NHx (NH3 + NH4

+) and
− organic bonded N (mostly NH2

− but also SCN and other structures or functional
groups with special biochemical functions);

Note that NOx Z NO + NO2 and is often defined NOz Z NOy − NOx.
Atmospheric NO production via lightning is based on the same thermal equilib-

rium (N2 + O2 4 2 NO), which also takes place in all anthropogenic high-tempera-
ture processes (e. g., burning), see Chapter 2.7.1.3. This natural source, however, is
too limited to supply the quantity of reactive nitrogen within the global biological
nitrogen cycle (Fig. 2.25). Biological nitrogen fixation by microorganisms in soils
and oceans produces organic nitrogen (as reduced N3− in form of NH2 bonding N)
within the fixing organisms. This nitrogen is lost from the organisms after their
death as ammonium (NH4

+) via mineralization.
Nitrification is the biological oxidation of ammonium (NH4

+) to nitrate (NO3
−),

with nitrite (NO2
−) as an intermediate under aerobic conditions: (NH4

+ %
NO2

− % NO3
−). Under oxygen-limited conditions nitrifiers can use NO2

− as a termi-
nal electron acceptor to avoid accumulation of the toxic NO2

−, whereby N2O and
NO are produced. During that process, because separate bacteria (Meiklejohn
2006) oxidize NH4

+ into NO2
− and NO2

− into NO3
−, the process can lead to the

temporary accumulation of NO2
− in soil and water. These bacteria are generally

chemoautotrophic, requiring only CO2, H2O and O2. The nitrifying bacteria Nitro-
somas, which converts NH4

+ to NO2
−, is also able to reduce NO2

−. This nitrite can
decompose abiotically, yielding NO or NO2, substantially favoured in acidic soils
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Fig. 2.25 The biological nitrogen cycle.
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Fig. 2.26 The biogeochemical nitrogen cycle. A ammonia synthesis (man-made N fixation),
B oxidation of ammonia (industrial production of nitric acid), C fertilizer application, D
formation of NO due to high-temperature processes, E Oxidation of N2O within the strato-
sphere, F oxidation of NO within the troposphere, G ammonia deposition and transforma-
tion into ammonium, H biogenic emission, I biogenic N fixation, K denitrification, L nitrifi-
cation, M assimilation (biogenic formation of amino acids), N mineralization. RNH2 organic
bonded N (e. g. amines).

(see Fig. 2.26 and 2.27). The debate about whether NO is an intermediate or is
produced by nitrifiers itself via NO2

− reduction remains open (Firestone and David-
son 1989). The reduction of NO2

− to NO and N2O by nitrifiers also avoids accumu-
lation of potentially toxic nitrite.

Denitrification is a microbial process for growth of some bacteria in soil and
water that reduces nitrate (NO3

−) or nitrite (NO2
−) to gaseous nitrogen oxides (al-

most all N2O and NO) and molecular N2 by essentially aerobic bacteria. The gen-
eral requirements for denitrification to occur are: (a) the presence of bacteria pos-
sessing the metabolic capacity; (b) the availability of suitable reductants such as
organic carbon; (c) the restriction of O2 availability; (d) the availability of N oxides.
Current knowledge shows that the NO flux from the soil will depend both on
physical transfer processes from the site of the denitrification to the atmosphere
and on the relative rates of production and consumption of NO (Galbally 1989).
Field measurements show that N2 is the main product. NO2 has been found as soil
emission (Slemr and Seiler 1984). Colbourn et al. (1987) suggested that the NO2

they detected was due to oxidation of NO either in the soil air or in their chamber
system. However, there are abiotic processes in soils that produce NO2 from nitrite.
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Fig. 2.27 Scheme of the biochemical, soil chemical and atmospheric chemical nitrogen oxi-
dation and reduction in the biosphere (nitrification, ammonification and denitrification).
Symbols for redox processes: −e: red, +e: ox, −H: ox (b e + H+), +H: red (b + H+ − e),
−O: red (b + 2 H+ − H2O), +O: ox (b + H2O − 2 H).

The accepted sequence for denitrification is demonstrated in Fig. 2.27 − the in-
verse process corresponds to nitrification:

HNO3 (nitric acid) % HNO2 (nitrous acid) % HNO (nitroxyl).

Nitroxyl exists only as an intermediate and acts as a very weak acid (pK Z 11.4)
with NO− being the protolytic anion, from which NO is formed via electron trans-
fer (and vice versa). HNO is the transfer point to NO (as just described) and to N2

and N2O in parallel pathways (Fig. 2.27). H2N2O2 (hyponitrous acid), probably
produced by enzymatic dimerisation of HNO, is formally the acid in the form of
its anhydride N2O (see for details Chapter 5.4.4.2).

Consequently, the biological nitrogen cycle is closed, beginning and ending with
N2: N2 fixation % NH4

+ nitrification % NO3
− denitrification % N2 (Fig. 2.26). Each

intermediate, which is produced within the biological cycle (NO, N2O, NH3, HNO2,
organic N species, see Fig. 2.27), can escape the “biosphere” (in terms of organisms,
soil, water and plants) by physical exchange processes depending on many environ-
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mental factors. On the other hand, plants and organisms can take up the same
species from its environment and, moreover, abiotically oxidized components (e. g.,
NO2, HNO3). The bacterial processes of denitrification and nitrification are the
dominant sources of N2O and NO in most systems. Only denitrification is recog-
nized as a significant biological consumptive fate for N2O and NO. The chemical
decomposition of HNO2 (or chemical denitrification), that is, the reduction of NO2

−

by chemical reductants under oxygen-limited conditions and at low pH, can also
produce N2, N2O and NO. Chemical denitrification generally occurs when NO2

−

accumulates under oxygen-limited conditions, which may occur when nitrification
rates are high, e. g., after application of NH4

+-based mineral fertilizers or animal
manure. This process may account for 15−20 % of NO formation. Emission and/
or deposition (biosphere-atmosphere exchange) is therefore a complex function of
biological, physical and chemical parameters describing the system.

In the process of ammonification, hydroxylamine (NH2OH) is an important inter-
mediate in two directions, denitrification direct to ammonium as well as the oxida-
tion of ammonium to nitrate (nitrification). As long as nitrogen remains in its
reduced form (NH4

+), it remains in the local environment because of its affinity for
soil absorption and its rapid uptake by biota. NH4

+ is in equilibrium with NH3,
which can escape to the atmosphere, depending on pH, temperature, soil moisture,
soil type and atmospheric NH3 partial pressure. The equilibrium between emission
and deposition (gas uptake) is called the compensation point; similar factors control
the emission/dry deposition of NO.

In addition to being important to biological systems, reactive nitrogen also af-
fects the chemistry of the atmosphere. At very low NO concentrations, ozone (O3)
is destroyed by reactions with radicals (especially HO2), although at higher levels
of NO (larger than 10 ppt), there is a net O3 production (because HO2 reacts with
NO to form NO2). The photolysis of NO2 is the only source of photochemically
produced O3 in the troposphere. Although N2O is not viewed as a reactive form of
nitrogen in the troposphere, it adsorbs IR radiation and acts as a greenhouse gas.
In the stratosphere, N2O will be oxidized to NOx and impacts the O3 concentration.
NH3 is the major source of alkalinity in the atmosphere and a source of acidity in
soils. A small part of atmospheric NH3 (≤ 5 %) is only oxidized by OH radicals,
where a main product has been estimated to be N2O (Dentener and Crutzen 1994),
thus contributing around 5 % to estimated global N2O production. Deposited NH3/
NH4

+ will be nitrified in soils and water to NO3
−, where two moles of H+ are formed

for each mole of NH3/NH4
+. Thus, any change in the rate of formation of reactive

nitrogen (and N2O), its global distribution, or its accumulation rate can have a
fundamental impact on many environmental processes.

The linkage between the biosphere and the atmosphere has to be assumed to
have been in equilibrium prior to the current industrial age. Nitrogen species (NOx,
N2O, N2), emitted from plants, soils and water into the atmosphere, which are
biogenically produced within the redox cycle between nitrification and denitrifica-
tion, will be oxidized to nitrate and return to the biosphere. This cycle has been
increasingly disturbed since the beginning of the Industrial Revolution more than
100 years ago. The most important aspect in the anthropogenically-modified N
cycle is the worldwide increase of nitrogen fertilizer application. Without human
activities, biotic fixation provides about 100 Tg N yr−1 on the continents, whereas
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Table 2.19 Global turn-over of nitrogen (in Tg yr−1); data adapted from Galloway et al.
(2004).

natural anthropogenic total

fixation
terrestrial 107 32 139
oceanic 86−156 0 86−156
atmospheric 5.4a 36c 41
industrial 0 100b 100

total 200−250 170 270−420

emission 63 50 113
deposition − − 200

transport to groundwater − − 48
oceanic denitrification − − 147−454

atmospheric burden (emission + atmospheric flux)d 154
a by lightning (NO formation)
b ammonia synthesis (NH3)
c high-temperature NO formation
d should be equal to deposition

human activities have resulted in the fixation of around an additional 170 Tg N
yr−1 by fossil-fuel combustion (~ 30 Tg N yr−1), fertilizer production (~ 100 Tg N
yr−1), and cultivation of crops (e. g., legumes, rice; about 40 Tg N yr−1); Galloway
et al. 1995, 2004), Table 2.19. The oceans receive about 100 Tg N yr−1 (about 60 Tg
N yr−1 by atmospheric deposition and about 40 Tg N yr−1 via rivers), which is
incorporated into the oceanic nitrogen pool. The remaining about 230 Tg N yr−1

are either retained on continents, in water, soils and plants, or denitrified to N2.
Thus, although anthropogenic nitrogen is clearly accumulating on continents, we
do not know the rates of individual processes. Galloway et al. (1995) predict the
anthropogenic N fixation rate will increase by 60 % (based on 1990) by the year
2020, primarily due to increased fertilizer use and fossil-fuel combustion. About
two-thirds of the increase will occur in Asia, which by 2020 will account for over
half the global anthropogenic N fixation.

In contrast to sulfur species, there are no differences in principle between natural
and anthropogenic processes in the formation and release of reactive nitrogen spe-
cies. Industrial nitrogen fixation (in separated steps: N2 % NH3, N2 % NOx, NOx

% NO3) proceeds via the same oxidation levels as biotic fixation and nitrification,
either on purpose in chemical industries (ammonia synthesis, nitric acid produc-
tion) or unintentionally in all high-temperature processes, namely combustion, as
a byproduct due to N2 + O2 % 2 NO.

2.4.3.2 Sulfur

Like nitrogen, sulfur is an important element in biomolecules with specific func-
tions. In contrast to nitrogen, where the largest pool is the atmosphere (molecular
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Fig. 2.28 The biogeochemical sulfur cycle. A burial (formation of sediments), B assimilation
(bacterial sulfate reduction), C aerobic oxidation, D deposition, E emission, M mineraliza-
tion, P plant assimilation, O oxidation.

N2), for sulfur the largest pool is the oceans (as dissolved sulfate); both components
are chemically stable. In air, carbonyl sulfide (COS) represents the major sulfur
component, due to its long residence time. Similarly to nitrogen and carbon, the
sulfur content in the lithosphere is small because of degassing volatile sulfur com-
pounds in the early history of the earth. Primordial sulfides and elemental sulfur
are almost all oxidized in the atmospheric turn-over (Canfield 2004). Moreover,
humans have extracted them by mining from the lithosphere to such an extent that
the remaining resources are negligible at the present time (Fig. 2.28). The great
“role” of life again is the reduction of sulfate. Volcanism is an important source of
sulfur dioxide (SO2) and promotes the formation of a strong acid (H2SO4) which
may play an important role in weathering. The possible averaged annual volcanic
contribution of SO2 to the free acidity budget (in terms of H+) is four to five orders
of magnitude larger than that from CO2 (the huge atmospheric CO2 concentration
compared with that of SO2 is compensated due to the low Henry coefficients of
CO2 and the low acidity constant of H2CO3). Consequently, the dominant anthro-
pogenic SO2 emission since the Industrial Revolution has resulted in significant
acidification of many parts of the world (see also Chapter 2.7.2.1).

In anaerobic environment (e. g., anoxic water basins, sediments of wetlands, lakes,
coastal marine ecosystems) sulfur bacteria reduce sulfate to support respiratory
metabolism, using sulfate as a terminal electron acceptor instead of molecular oxy-
gen (dissimilatory sulfate reduction). This process is the major pathway for H2S
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Table 2.20 Global turn-over of sulfur. Data adapted from Andreae (1990), recalculated
from mol in mass (rounded).

process Tg S yr−1

bacterial dissimilatory sulfate reduction
costal zone 70
shelf sediments 190
depth sediments 290

assimilatory sulfate reduction
land plants 100−200
ocean algue 300−600

anthropogenic SO2 emission z 100a

total biogenic gaseous sulfur emission z 50
total natural sulfur emission (without sea salt) z 70
a today, global anthropogenic SO2 emission is considerable less (Table 2.67)

production globally. However, since the anaerobic environment is often not in direct
contact with the atmosphere, the escape of H2S is limited because of re-oxidation
in an oxic layer. Reduced sulfur provides substrates for microbial oxidation to sul-
fate from which certain bacteria can obtain energy. Such microorganisms are
present in high numbers at the oxic-anoxic interface and can completely oxidize
H2S and other reduced sulfur compounds in a layer smaller than a millimeter
(Andreae and Jaeschke 1992). Consequently, the large amount of H2S which is
produced in coastal areas cannot usually be transferred to the atmosphere. Within
the biological sulfur cycle, immense amounts of sulfur are turned over: 550 Tg yr−1

in the oceanic and assimilative bacterial sulfate reduction (100−200 by land plants
and 300−600 by sea algae) (see Table 2.20). COS is the most abundant tropospheric
sulfur gas on earth.

Most biota, however, need sulfur to synthesize organosulfur compounds
(cysteine and methionine as examples of the major sulfur amino acids). In contrast
to animals, which depend on organosulfur compounds in their food to supply their
sulfur requirement, other biota (bacteria, fungi, algae, plants) can obtain sulfur in
the aerobic environment from sulfate reduction (assimilatory sulfate reduction).
Most of the reduced sulfur is fixed by intracellular assimilation processes and only
a minor fraction is released as volatile gaseous compounds from living organisms.
However, after the death of organisms, during microbial degradation, volatile sulfur
compounds may escape to the atmosphere, mainly H2S, but also organic sulfides
like CH3SH, CH3SCH3 (DMS), CH3S2CH3 (DMDS) and CS2, COS. CS2 and COS
in air were first detected as recently as 1976; Crutzen (1976) proposed that COS
was a possible source of sulfur for the stratospheric sulfate in the Junge layer in
quiescent volcanic periods, because of its relative abundance and long lifetime com-
pared with other sulfur trace gases.

In the open ocean waters, DMS is the predominant volatile sulfur compound,
being formed by phytoplankton. The precursor of DMS is dimethylsulfoniopro-
pionate (DMSP), which is produced within phytoplankton cells and is thought to
have a number of important physiological functions. Comparisons of the results of
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three-dimensional models of the sulfur cycle globally (Langner and Rodhe 1991,
Pham et al. 1995) with field observations suggest that the marine DMS emission
figure of 16 Tg S yr−1 (given by Bates et al. 1992) is reasonable. This, however,
contrasts with the range of 19−58 Tg DMS-S yr−1 for marine emission given by
Andreae (1990). The uncertainty factor in the DMS emission estimate of 2 to 3 is
therefore an unresolved issue. This is a serious problem because of the dominant
role of DMS in the natural sulfur budget (50−80 % of the total natural sulfur
emission). The CLAW hypothesis (named after the authors of the paper; Charlson
et al. 1987) highlighted the important potential role in climate regulation of DMS
production in the oceans (see Fig. 2.19). Since the hypothesis was presented, it has
become increasingly apparent that a complex network of biological and physico-
chemical processes control DMS emissions from the oceans. However, several of
the crucial biological controls on DMS production remain uncertain, presenting a
major hindrance in our ability to decipher whether DMS cycling could contribute
to the regulation of a warming climate (Archer 2007).

What then is the fate of DMS in the marine troposphere? The gas phase oxida-
tion pathways of DMS involve OH and NO3 (the last mainly in NOx-polluted air
masses) as oxidants forming either dimethylsulfoxide (DMSO) or methansulfonic
acid (MSA) or SO2 itself. DMS oxidation by IO is known to be negligible (Andreae
1990); oxidation by Cl and BrO are interesting possibilities. DMS oxidation by OH
is rapid (see Chapter 5.5.1), so that a residence time equal to or less than one day
could be assumed, which is significantly shorter than the three days assumed by
Langner and Rodhe (1991). The lower estimate of DMS residence time, τ, is con-
sistent with an estimate via the ratio of burden to flux (τ Z M/F), using a DMS
concentration average for the mixing layer (typically 1 km) of 20−100 ppt. Consid-
ering a DMS emission range of 15−58 Tg S yr−1, the possible range of τ lies be-
tween 0.06 and 1.2 days. DMSO and MSA also have some uncertain aspects.
DMSO reacts rapidly with OH, probably resulting in the formation of SO2 and
MSA (Andreae 1990). Mihalopoulos et al. (1993) estimated the annual average wet
deposition of MSA to be 0.51 eq m−2 d−1, corresponding to a flux of 2 Tg S yr−1,
which is between 5 % and 10 % of the annual DMS emission. Ayers et al. (1986)
found a molar ratio of 6 % of MSA to excess sulfate in the aerosol phase in a study
conducted at Cape Grim Baseline Air Pollution Station (Tasmania, Australia).
Both figures support the idea that most DMS is oxidized to SO2 and probably
SO4

2−. The marine S(IV) budget is negligibly enlarged as SO2 is produced from H2S
and CS2 at only 1−2 Tg S yr−1.

DMS is now believed to be the most probable natural sulfate precursor, and SO2

from fossil-fuel combustion is the dominant man-made one. Could this natural
DMS-derived “sulfate function” be a result of the earth’s evolution, and are there
feedbacks between the climate system and the sulfur cycle (Lovelock and Margulis
1974, Charlson et al. 1987)? Has the natural functioning of the atmospheric sulfur
cycle been perturbed by human activities? Temperature records supporting the hy-
pothesis that anthropogenic sulfate aerosol influences clear-sky and cloud albedo,
and thus climate, have been advanced by several investigators (see, for example,
Hunter et al. 1993), who have suggested that any natural role of sulfur in climate
has been subsumed by anthropogenic pollution. The direct climatic effect of sulfate
aerosol is due simply to reflection of sunlight back to space, while indirect climatic
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effects of sulfate result from aerosol influence on cloud albedo and/or extent. Sul-
fate aerosols contribute to cooling, either directly or indirectly through their role
in cloud formation. Also, changes in the chemical composition of aerosols may
either increase or decrease the number of CCN. Changes in concentration of the
number of cloud droplets can affect not only the albedo but also the cloud lifetime
and precipitation patterns. Precipitation is both an important aspect of climate and
the ultimate sink for submicrometer particles and scavenged gaseous pollutants.

Sulfur, or more precisely sulfur dioxide (SO2), is the oldest known pollutant.
Without knowing the chemical species, its influence on the air quality was described
several hundred years ago in European cities where it was prevalent because of coal
burning (e. g., Evelyn 1661). More than 100 years ago, SO2 was first identified as
the cause of forest damage in the German Erzgebirge. However, it became of huge
environmental interest only in the middle of the twentieth century after the well-
known London episode in 1952, where increased concentrations of SO2 and partic-
ulate matter in the presence of fog led to an unusually high mortality rate for the
particular time of year. Subsequently, the atmospheric chemistry of SO2 and global
sulfur distribution has been studied intensively. Since then, the anthropogenic sulfur
emission (and, consequently atmospheric SO2 concentration) is continuously de-
creased in Europe. Today, after the introduction of measures for the desulfurization
of flue gases from all power-plants, SO2 no longer plays a role as a pollutant in
Europe (see Chapter 2.7.2.1 and 2.8.1).

Because of the fact that the only natural source of SO2 (volcanism) shows large
variations and the mean annual estimate is around 10 Tg yr−1, anthropogenic SO2

emissions currently still account for around 80 % of the total global flux of SO2,
and more than 90 % are injected into the northern hemisphere (Langner and Rodhe
1991, Dignon 1992, Spiro et al. 1992). Nevertheless, 10 % of the global anthropo-
genic sulfur emissions account for 50 % of the sulfur budget of the southern hemi-
sphere. Thus, even in remote areas, we must assume that the sulfur budget is mark-
edly disturbed by human activities. Moreover, the ratio between the direct SO2

removal flux and the flux due to its longer-lived sulfates, which cover regions up to
several thousands of kilometers across, still remains an imprecise estimate. Many
attempts have been made to quantify the global sulfur budget, beginning with the
first estimates by Eriksson (1959, 1960 and 1963) and continuing to the most recent
one by Pham et al. (1995). It is remarkable that no more updated natural sulfur
emission estimates have appeared, at the time of writing, for some 15 years. While
the estimate of the ratio between natural and anthropogenic sulfur emissions was
a primary goal of the first established global sulfur budgets that were established
(see, for example, Möller 1983, 1995a), in more recent estimates the question of
sulfate aerosols and their precursors has been the main point of interest (Möller
1995b).

2.4.3.3 Chlorine

Chlorine is one of the most abundant elements on the surface of the earth. Until
recently, it was widely believed that all chlorinated organic compounds were xenobi-
otic, that chlorine does not participate in biological processes and that it is present
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in the environment only as chloride. However, over the years, research has revealed
that chlorine takes part in a complex biogeochemical cycle, that it is one of the
major elements of soil organic matter and that the amount of naturally formed
organic chlorine present in the environment can be counted in tonnes per km2

(Öberg 1998). More than 4000 organohalogen compounds, mainly containing chlo-
rine or bromine but a few with iodine and fluorine, are produced by living organ-
isms or are formed during natural abiogenic processes, such as volcanoes, forest
fires, and other geothermal processes. The oceans are the single largest source of
biogenic organohalogens, which are biosynthesized by myriad seaweeds, sponges,
corals, tunicates, bacteria, and other marine life. Terrestrial plants, fungi, lichen,
bacteria, insects, some higher animals, and even humans, also account for a diverse
collection of organohalogens (Gribble 2003).

The abundance of chlorine in the lithosphere seems not to be well established −
in literature it is found in a range from 0.013 % to 0.11 %; Clarke (1920) suggested
0.045 %. With the last value, we obtain a total mass of chlorine (using the mass of
the lithosphere, see Table 2.2) of 2.2 $ 1022 g, which is comparable with the chloride
dissolved in the oceans (2.6 $ 1022 g). Elemental chlorine is one of the most reactive
species and therefore is not found in nature with the exception of small volcanic
emissions (see Chapter 2.6.4.3). In Chapter 2.2.1.2 we discussed the origin of chlo-
rine from rock degassing in the form of HCl. Inorganic chlorine in the form of
chloride (and similar to other halogens such as fluorine, bromine and iodine) is
therefore stored in seawater and salt stocks from former oceans. Hence the forma-
tion of sea salt (see Chapter 2.6.4.2) is the dominant source of particulate chloride
and gaseous HCl due to subsequent heterogeneous reactions (see Chapter 5.8.2).
The circulating amounts of sea salt are immense (Fig. 2.29) and provide chloride
(together with sodium) to all parts of the world. Globally, large amounts of fine
sea salt (i. e., not removed by sedimentation) are to be assumed to be emitted into
the free troposphere and available for degassing processes between 100 and 800 Tg
a−1 as Cl (e. g., Erickson and Duce 1988, Möller 1990). These values are based
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Fig. 2.29 The global inorganic chlorine cycle (data from Möller 1990, 2003). S − source,
W − wet deposition, D − dry deposition.
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Table 2.21 Emission of chlorine compounds (in Tg Cl yr−1). After Lobert et al. 1999,
Khalil et al. 1999, Graedel and Keene 1996, 1999, Keene et al. 1999, McCulloch et al. 1999).

substance ocean soils biomass fossil fuel other man-made
burning burning emission

CH3Cl 0.46 0.0001 0.640 0.075 0.035
CHCl3 0.32 0.0002 0.0018 − 0.062
CH3CCl3 − − 0.013 − 0.572
C2Cl4 0.016 − − 0.002 0.313
C2HCl3 0.020 − − 0.003 0.195
CH2Cl2 0.16 0.0003 − − 0.487
CHClF2 − − − − 0.080

total organic 1.0 0.0006 0.65 0.08 1.7

total inorganic 1785a 15b 6.3c 4.6d 2d

a sea salt including release of HCl (7.6) and ClNO2 (0,06) after Erickson et al. (1999)
b soil dust chloride
c HCl and particulate chloride
d HCl

on total sea-salt chloride emission in the order of 5000 Tg yr−1 (see discussion in
Chapter 2.6.4.2). Erickson et al. (1999) estimated (based on global modelling) the
integrated annual production of sea-salt Cl− to be substantially smaller, with
1785 Tg Cl yr−1 (this is the latest estimation found in the literature) and the subse-
quent HCl flux to be only 7.6 Tg Cl yr−1 (see Table 2.21). Due to its ready solubility
in water, Cl− is found in all natural waters and is finally transported back to the
oceans.

Loss of chlorine (as HCl) from marine particulate matter was observed more
than 50 years ago and attributed to surface reactions (acidification) by acids pro-
duced from gaseous SO2 and its oxidation onto sea-salt particles (e. g., Junge 1954,
Duce 1969, Hitchcock et al. 1980). However, the Cl deficit in atmospheric aerosol
particles seems to have been known for even longer and was explained by Cauer
(1949b) through HCl degassing. McInnes et al. (1994) have shown that in the ma-
rine remote boundary layer the Cl depletion from individual particles is highly
variable, in the range from sub-µm to above µm particles. Polluted air masses may
result into a complete loss of Cl (Roth and Okada 1998). During their study in
northern Finland in summer 1996, Kerminen et al. (1998) found that the fraction
of chloride lost from sea-salt aerosol increased with decreasing particle size for all
samples. They also estimated the average contribution from sulfate (after subtrac-
tion of (NH4)2SO4), nitrate, and selected organic anions (methanesulfonate, oxal-
ate). The overall calculated loss was very close to 100 % for sub-µm particles (up
to 1.8 µm), about 43−65 % for particles up to 7.5 µm and little less for particles in
the range 7.5−15 µm, and seems to depend on the air transport time over continen-
tal areas and the concentration of sea-salt aerosol in the air. Cl degassing observed
also from continental particulate matter is mainly believed to occur by gaseous
HNO3 adhering to the particles (e. g., Pakkanen 1996, Keene and Savoie 1998,
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Zhuang et al. 1999, Yao et al. 2003). As a consequence, the particulate matter is
enriched in sodium. In Fig. 2.29, the measured ratio Rmeas Z [Na] / [Cl] is given for
different chlorine reservoirs; in sea water Rseawater Z 0.86 (molar ratio; mass ratio
amount 0.56). Thus, deviations to higher values indicate Cl loss. However over
continents and in polluted air masses, so-called excess chloride may occur, which is
mainly caused by human activity (coal combustion, waste incineration, salt indus-
tries). This excess chloride can be calculated according to Eq. (2.83); however, there
are two preconditions: (a) that there are no sodium sources other than sea salt, and
(b) that the local reference value of Rseasalt is known. In older literature, instead of
Rseasalt, authors used the seawater bulk value Rseawater Z 0.86.

[ClK]ex Z [ClK] seasalt(Rseasalt

Rsample
K1)Z [Cl−] sample −

[Na+] sample

Rseasalt
(2.83)

The Cl loss x (in %) in a sample can be calculated according to

x Z 100 (1 −
0.86

Rseasalt
) (2.84)

where Rseasalt is the reference value at a given site. Möller (1990, 2003) estimated,
based on experimental data for sea salt entering the Northern European continent,
Rseasalt Z 1.16 which corresponds to x Z 26 % mean Cl loss. Taking into account
that sea salt is already depleted in Cl to a large extent (50−75 %) when entering the
continents (and will be further depleted by acid reaction during transport over the
continents), the HCl flux from acid degassing must be much larger then the above
estimate by Erickson et al. (1999) (see Fig. 2.29). It is worth noting that, despite
large differences in the estimates of the tropospheric inorganic chlorine budget, the
freshwater-to-ocean transport of chloride agrees with the 220 Tg estimated by
Graedel and Keene (1996). This run-off is due to wet deposition of fine sea-salt
aerosol (often termed SSA) transported to the continents, which is to a large extent
Cl depleted.

Other secondary chlorine species (atomic Cl, ClO, ClOOCl etc.) have been made
responsible for Arctic ozone depletion, whereas the sources of the chlorine atoms
are poorly understood (Keil and Shepson 2006). The Cl atom reacts similarly to
OH (e. g. in oxidation of volatile organic compounds; Cai and Griffin 2006). How-
ever, the photolysis of HCl is too slow (even in the stratosphere) to provide atomic
Cl. Thus, the only direct Cl source from HCl is due to its reaction with OH, but
with a fairly low reaction rate constant (Rossi 2003). There are several chemical
means of production of elemental Cl (and other halogens) from heterogeneous
chemistry (see Chapter 5.8.2); in the troposphere the photolysis of chloroorganic is
not very important, with a few exceptions (see Chapter 5.8.1).

As seen from Table 2.21, some volatile organochlorine compounds are emitted
both naturally and anthropogenically. More than 200 chlorinated gases have been
identified in air (Graedel 1979, Graedel et al. 1986), and more than 1000 organic
chlorine compounds have been identified in nature (Öberg 2002). As mentioned
above, today more then 4000 compounds are known from natural processes (Grib-
ble 2004). It is now an established fact that natural organohalogens are a normal
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part of the chlorine cycle in the environment (Khalil and Rasmussen 1999). The
group of reactive gases consists of chloromethane or methyl chloride (CH3Cl), chlo-
roform (CHCl3), phosgene (COCl2), dichloromethane (CH2Cl2), chlorinated ethyl-
enes (C2HCl3, C2Cl4), chlorinated ethanes (CH4Cl2, C2H2Cl4), from natural and
man-made sources (cf. Table 2.21). The long-lived or unreactive gases are the chlo-
rofluorocarbons (CCl2F2, CCl3F, C2Cl3F3, C2Cl2F4, C2ClF5, CCl3F) and carbon
tetrachloride (CCl4). These are all of man-made origin and will no longer be pro-
duced because of the Montreal Protocol and its amendments (international agree-
ments to phase out global production of compounds that can deplete the strato-
spheric ozone layer), see also Chapter 5.3.7. Synthesized organic chlorine com-
pounds have been widely used as solvents, cleaning materials, pesticides, pharma-
ceuticals and plastics. In organic chemical synthesis, chlorinated compounds
(mostly via radical attack of elemental chlorine) are used for other synthesis be-
cause Cl is easily exchangeable with other functional groups. Many compounds
belong to the category of persistent organic pollutants (POPs). Because chloroor-
ganics are lipophilic, they accumulate in the organs of animals and can have effects
when they exceed a certain toxic threshold. Pesticides such as DDT (dichloro-di-
phenyl-trichloroethane), which is the best known, are banned in many countries. It
seems that chlorinated (or generally halogenated) organic compounds play very
special roles as biomolecules. Halogenated natural products are medically valuable
and include antibiotics (chlorotetracycline and vancomycin), antitumour agents (re-
beccamycin and calichemycin), and human thyroid hormone (thyroxine). Haloge-
nation is essential to the biological activity and chemical reactivity of such com-
pounds, and often generates versatile molecular building blocks for chemists work-
ing on synthetic organic molecules (Gribbles 2004).

The organic chlorine in soil was originally suggested to be of anthropogenic
origin, resulting from the atmospheric transport and deposition of man-made chlo-
rinated compounds. However, the total atmospheric deposition of organic chlorine
in remote areas can only explain a small fraction of the organic chlorine found in
soil. Furthermore, it has been shown that soil constituents which originate from
the period before industrialization also contain organic chlorine. Very little is
known about the biogeochemical cycling (formation, mineralization, leaching etc.)
of chlorinated organic matter in soil. For example, the net formation of organic
chlorine in spruce forest soil is closely related to the degradation of organic matter.
The ecological role of this formation is so far unknown, but recent findings suggest
(Öberg 2002) that the amount of organically-bound halogens in soil increases with
decreasing pH, and that production seems to be related to lignin degradation, in
combination with studies which suggest that production of organochlorine is a
common feature among white-rot fungi. This makes it tempting to suggest a rela-
tionship between lignin degradation and production of organohalogens. Such a
relation may result from an enzymatically catalyzed formation of reactive halogen
species as outlined below. Öberg (2002) enlightens four paradoxes that spring up
when some persistent tacit understandings are viewed in the light of recent work
as well as earlier findings in other areas. The paradoxes are that it is generally
agreed that: (1) chlorinated organic compounds are xenobiotic even though more
than 1000 naturally produced chlorinated compounds have been identified; (2) only
a few, rather specialized, organisms are able to convert chloride to organic chlorine
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even though it appears the ability among organisms to transform chloride to or-
ganic chlorine is more the rule than the exception; (3) all chlorinated organic com-
pounds are persistent and toxic even though the vast majority of naturally pro-
duced organic chlorine are neither persistent nor toxic; (4) chlorine is mainly found
in its ionic form in the environment even though organic chlorine is as abundant
or even more abundant than chloride in soil.

Considering the important role of chlorine (and other more reactive halogens;
but Cl is only industrially used due to its cheap production from electrolysis) in
organic synthesis, it is a small step to assume that the evolution of the metabolisms
of organisms (especially animals) results in the use of chloride which is transformed
into Cl atoms used in specific organosynthesis reactions and also provide functional
molecules. Again hydrogen peroxide (cf. Chapters 2.2.2.3 and 5.8.2 and Eq. 2.60)
plays a central role in oxidizing chloride in aqueous solution:

HCl dd%
H2O2 HOCl &))*

H2O

H
+
+ Cl

K

Cl2 (2.85)

The ubiquitous role of chloride (as dissolved sodium chloride) in animal and hu-
man cells and blood plasma is manifold: as just discussed, it provides Cl for organo-
synthesis and to control the electrolytic properties such as osmosis (a process where
water molecules move through a semipermeable membrane from a dilute solution
into a more concentrated solution), for nutrient and waste transport, as well as
providing electrical gradients (based on conductivity) for information transfer
through neurons.

2.4.4 What is the role of life in the earth’s climate system?

If we return for a moment to the Gaia hypothesis, with the proposition that the
biosphere itself is an organism, then it is logical to state that biogenic emissions
have “sense” in making a suitable climate for the organisms and in controlling the
climate system to maintain the optimum conditions for life. However, we also may
state that the climate is first a result of geophysical and chemical processes, and
that evolving life adapts to these conditions. We know that oxygen is definitively a
result of the photosynthesis of plants, hence it is of biological origin. Without any
doubt we can state that life did change the climate − with “sense” or without −
and that feedback did influence the evolution of life. What is life or a living thing?
Each living thing is composed of “lifeless” molecules, independent of its dimension
and complexity, which are subject to the physical and chemical laws that are charac-
teristic of inanimate bodies. A living thing (to avoid the definition of “life”) has
certain characteristics which are common to living matter and are not found in
nonliving objects, such as:

− the capacity for self-replication (they grow and reproduce in forms identical in
mass, shape and internal structure),

− the ability to extract, transform and use energy from their environment (in the
form of nutrients and sunlight), and
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− an organized structure, where each component unit has a specific purpose or
function.

All these characteristics result in non-equilibrium with themselves and with their
environment. Non-living things tend to exist in equilibrium with their surroundings.
An earth-like planet, not developing life, would therefore be oxidized with aging.
Only photolytic dissociation and thermal degradation would occur, depending on
incoming radiation (distance from the Sun) and available thermal heat (planetary
size). At a final stage, the atmosphere would be composed solely of oxides and
acids. The large CO2 content would increase the atmospheric temperature. Missing
free oxygen (because it is fixed in oxides, volatile and non-volatile) in the atmos-
phere (and subsequent ozone) would prevent a UV-absorbing layer and therefore
allow almost all photodissociations close to the planetary surface. With time, all
water would disappear due to photolytic splitting into hydrogen, which escapes into
space. The oxygen from water splitting cannot accumulate until all primordial re-
duced atoms are oxidized. Finally, free oxygen could be possible in the case of an
excess over the equivalent of atoms in reduced state. Conversely, no free oxygen
would occur when the reduction equivalent exceeds that of oxygen. The planet
becomes irreversibly uninhabitable, especially because of absence of water. There
is no doubt that this process would occur over a long time, potentially over the
planetary lifetime.

Fig. 2.30 suggests that there is cycling, but only geochemically. Thus, the answer
to the question why we observe natural abiogenic emissions (volcanism, soil dust
and sea salt) is simple: these fluxes arise due to fundamental physical reasons, such
as differences in pressure and instability in material.

Nonetheless, it is a fact that life developed on earth. The possible origin and
conditions for its early development we have discussed before (Chapter 2.2.2.1). It
is worth noting here that the evolution of life could have been interrupted or steered
in other directions by several circumstances. One is always evident, the collision of
the earth with another planetary body. Besides this catastrophic event, during all
the stages of evolution, slow changes of physical and chemical conditions in other
directions could have been caused dramatic changes. Complex systems are de-
scribed by non-linear relationships. Mathematically it means that the “state equa-
tion” has several solutions for one set of initial parameters. From a given point in
time and space, there is no singular predictability. That is precisely society’s current
problem in discussing the magnitude of the undeniable climate change that is occur-
ring.

The non-living world tends to dissipate structures and therefore to increase en-
tropy. However, because of its huge energy pools, the earth’s internal geothermal
heat and the Sun’s radiation, both likely to remain over the entire expected lifetime
of the earth, provide gradients to force geochemical cycling with the irreversible
direction of oxidation and acidification (Fig. 2.30).

Only the living world is able to reduce entropy by creating structures, or in other
words, to move the system back from equilibrium. Indeed, the central role of life
(more exactly, autotrophic organisms) is to maintain the cycle shown in Fig. 2.31,
starting with light-induced electrolytic water splitting, and subsequent parallel −
but, important to note, in separated organs − reduction of CO2 into hydrocarbons
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Fig. 2.30 Scheme of geochemical cycling over geological epochs.
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Fig. 2.31 Scheme of the water-carbon interlinked cycle.

and the oxidation of them back to CO2. Globally, this cycle represents a dynamic
equilibrium. Consequently, there are established stationary concentrations in the
climate system. As discussed in Chapter 2.2.2.5, it does not mean that the concen-
trations remain constant over time or, in other words, that there is no climate
change or variation. The equilibrium may shift, characterized by different “equilib-
rium constants” resulting in different ratios of concentrations, namely between the
“pool” species given in Fig. 2.31 (O2, oxidized carbon, reduced carbon, and H2O).
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Within short geological time intervals, only the atmospheric CO2 concentration
seems to be sensitive due to the “greenhouse effect”. Reduced (CH4) and oxidized
(CO2) carbon are inversely correlated biologically: less carbon dioxide in the atmos-
phere results in more reduced carbon buried in the lithosphere. The correlation
between O2 and CO2 in air is similar; because of the huge oxygen level, small
changes in carbon will not lead to measureable changes in oxygen.

The most important “invention” of life is the water-splitting process and, to-
gether with the abiotic surroundings, to create oxic (more oxidizing) and anoxic
(more reducing) environments in the climate system. In other words, to separate
oxygen (O) and hydrogen (H) to avoid simply the reaction back to water. Conse-
quently, the continuous processes of oxidation and reduction of sulfur, nitrogen
and carbon provide global cycling according to the following scheme:

!dd
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CH4 4 C 4 CO2

NH3 4 N 4 N2O5

H2S 4 S 4 SO3

dd%
O

This shows clearly that at the earth’s beginning physico-chemical conditions created
a habitable zone and then the biosphere itself determined the atmospheric concen-
tration of CO2 and O2. The other main atmospheric constituents, N2 and H2O,
also play a well-defined role in biogeochemistry. Molecular nitrogen is first a gase-
ous “buffer” because of its chemically stability but it is also the only reservoir for
biogenic (and abiogenic) nitrogen fixation (see Chapter 2.4.3.1). It is amazing to
see clearly that there is no (!) other gaseous compound to limit oxygen (and carbon
dioxide) within the concentration thresholds required to maintain a habitable earth,
or in other words, not to burn biomass due to high oxygen levels or to shift the
atmosphere into a hot greenhouse. The reservoir distribution of water (see Chap-
ter 2.5.2) is mainly determined by the temperature of the climate system; the range
of changes covers extremes from a frozen ocean to a steamy atmosphere.

There is an urgent need to understand the long-term response of “life” (or the
biosphere in a narrow sense) to human disturbances with climatically relevant sub-
stances and possible geologically induced catastrophic events. We need to address
the following questions: (a) does the biosphere (in the wider sense) have capacities
for buffering and “repairing” disruptions? (b) how long are the transient times?
and (c) how can humans adapt to the changes? Here is one (albeit simple) example
to illustrate it. In the 1970s it was identified that the stratospheric ozone layer
is disturbed by (among others) persistent halogen organic compounds (although
understanding of the phenomenon came later). With the “Montreal Protocol” in
1992 it was internationally agreed to stop further use of so-called ozone depleting
substances (ODS) from 1996. Now, after ten years, observations show clearly the
reduction of such substances that have a relatively short lifetime. Models show that
the recovery of the ozone layer back to the 1970s level is expected in 30 to 50 years.
Hence, there is no further need (if the control and non-use of ODS remain assured)
for action, we can just “sit out” this self-solving problem.
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2.5 The hydrosphere and the global water cycle

Water is the most abundant compound in the climate system (Tables 2.9 and 2.22).
It is the only substance that can exist simultaneously in the earth’s climate system
in all three states of matter; gaseous (vapor), liquid (natural waters) and solid (ice
and snow). As intensively discussed in Chapters 2.1 and 2.2, water together with
hydrocarbons is among the most abundant compounds in space and was delivered
to the early earth through asteroids and other celestial bodies. The term “water” is
used in two senses. First, pure water is a chemical substance (Chapters 2.5.1 and
5.3.4) and we call the discipline that studies it water chemistry (or chemistry of
water) which deals with the chemical and physical properties of water as molecule,
liquid and ice. Second, natural water(s) is a solution; the discipline that studies it is
called hydrochemistry (sometimes hydrological chemistry), chemical hydrology, and
aquatic chemistry. Water in nature is always a solution, mostly being a diluted
system, and in equilibrium or non-equilibrium but in exchange with the surround-
ing medium, solids (soils, sediments, rocks, vegetation) and gases (atmospheric and
soil air). The fundamentals of these physical and chemical processes will be de-
scribed in more detail in Chapter 4. The aim of this section is to present the key
features of water in the climate system, its properties, occurrence, distribution and
cycling.

The unique chemical and physical properties of water mean that it plays the key
role in the climate system:

Table 2.22 Global water reservoirs (in 1018 g) and fluxes (in 1018 g yr−1) on earth; adapted
from A: Berner and Berner (1987), B: Berner and Berner (1996), C: Schlesinger (1997),
D: Trenberth et al. (2007).

reservoirs A B C D

oceans 1370 000 1400 000 1350 000 1335 040
ice caps and glaciers 29 000 43 400 33 000 26 350
groundwater 9 500 15 300 15 300 15 300
lakes 125 125 − 178
rivers 1.7 1.7 −
soil moisture 65 65 122 122
permafrost − − − 22
atmosphere total 13 15.5 13 12.7
biosphere (plants) 0.6 2 − −

total

fluxes

evaporation ocean 423 434 425 413
precipitation ocean 386 398 385 373
evaporation land 73 71 71 73
precipitation land 110 107 111 113
atmospheric transporta 37 36 40 40
river run-off 37 36 40 40
a from marine to continental atmosphere (equal to river run-off)
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− solvent (for compounds essential for life, but also pollutants, dissolved and
non-dissolved),

− chemical agent (for photosynthesis in plants and photochemical oxidant produc-
tion in air),

− reaction medium (aqueous-phase chemistry),
− transport medium (in the geosphere, for example, oceanic circulation, rivers,

clouds, and in the biosphere in plants, animals and humans),
− energy carrier (latent heat: evaporation and condensation; potential energy in

currents and falling waters),
− geological force (weathering, ice erosion, volcanic eruptions).

Natural water is an aqueous solution of gases, ions and molecules, but it also
contains undissolved, suspended and/or colloidal inorganic particles of different
size and chemical composition and biogenic living and/or dead matter such as cells,
plants, and animals etc., sometimes termed hydrosol. Water occurs in the climate
system in different forms:

− liquid bulk water (natural waters): in rivers, lakes, wetlands, oceans, and ground-
water (held in aquifers),

− humidity (soil water): adsorbed onto soil particles,
− liquid droplet water: in clouds, fog, rain, but also as dew on surfaces,
− ice-particulate water in the atmosphere: snow, hail, grains,
− water vapor (humidity) in the atmosphere (one gaseous component among many

other components of air),
− hydrates: chemically bonding water molecules onto minerals,
− clathrate hydrates: crystalline water-based solids physically resembling ice, inside

which small non-polar gas molecules are trapped (existing under high pressure
in the deep ocean floor),

− bulk ice: snow cover, glaciers, icebergs.

Water and the hydrosphere are practically synonymous, but not completely so. The
hydrosphere is the sum total of water on earth, except for that portion in the
atmosphere. The hydrosphere combines all water underground, which constitutes
the vast majority of water on the planet, as well as all freshwater in streams, rivers,
and lakes; saltwater in seas and oceans; and frozen water in icebergs, glaciers, and
other forms of ice.

2.5.1 Water: Physical and chemical properties

Water is unusual in all its physical and chemical properties (Table 2.23). Its boiling
point (abnormally high), its density changes (maximum density at 4 °C, not at freez-
ing point), its heat capacity (highest of any liquid except ammonia), and the high
dielectric constant as well as the measurable ionic dissociation equilibrium, for
example, are not what one would expect by comparison of water with other similar
substances (hydrides). All the physical and chemical properties of water make our
climate system unique and have shaped the course of chemical evolution. Water is
the medium in which the first cell arose, and the solvent in which most biochemical
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transformations take place. Thales of Miletus, who introduced the primacy of water
(see Chapter 1.3.1), suggested that in the beginning there was only water, somehow
everything was made of it and is now composed of water, though perhaps not in
the typical form of water (for example, air is a gaseous form of water and rocks are
a solid form of water). In the changes that occur, water is not created or destroyed −
it just changes its properties (Lloyd 1970).

2.5.1.1 Water structure: Hydrogen bond

Under certain conditions, an atom of hydrogen is attracted by rather strong forces
to two atoms instead of only one, so that it may be considered to be acting as a
bond between them. This is called the hydrogen bond. This statement is from Linus
Pauling in his book, The Nature of the Chemical Bond (1939). At that time, the
hydrogen bond was recognized as mainly ionic in nature. The energy associated
with the hydrogen bond is about 20 kJ mol−1. Due to hydrogen bonding, water
molecules form dimers, trimers, polymers, and clusters. The hydrogen bonds are
not necessarily linear (Fig. 2.32). The ion mobility of H3O+ and OH− are anoma-
lously high: 350 $ 10−4 and 192 $ 10−4 cm2 V−1 s−1 (25 °C) in comparison with
(50−75) $ 10−4 cm2 V−1 s−1 for most other ions. Chapters 4.2.5.2 and 5.3.4 deal
with the chemistry of the proton (H3O+) and aquated electron (H2O−), both funda-
mental species in nature (see Chapter 2.2.2.3). The mobility is a result of the special
structure of liquid water where the H2O molecules are linked in chains, stabilized by
hydrogen bonding, which also give liquid water great internal cohesion (Fig. 2.32).
Fig. 2.33 (in the scheme the tetrahedral structure shown in Fig. 2.32 remained but
is not clearly seen) illustrates that the proton (H+) is not really transported but only
the charge − similarly to the OH− transport − and thus explaining the high ionic
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Fig. 2.32 Water structure and hydrogen bonds (dotted lines) in a tetrahedral grid; note that
the structure is not in a plane.
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Fig. 2.33 Formation and transport of hydronium (H3O+) and hydroxyl (OH−) ions in the
water grid (as shown in Fig. 2.32) by charge transfer, i. e. changing hydrogen bonding (dotted
line) from strong covalent to weak interaction.

mobility. The water grid (quasi-crystalline) is restructured. Therefore, the high evap-
oration heat and entropy, the high surface tension and relatively high viscosity are
a result of the hydrogen bonding structure (Fig. 2.32). Bernal and Fowler (1933)
first proposed a water structure model in the sense of a “quasi-crystalline struc-
ture”. Nowadays many models of the structure of liquid water have been proposed
(e. g. Rick 2004) but there is no consensus even on the number of H2O molecules
forming species (“polymers”).

When water freezes, the crystalline structure is maintained (Fig. 2.32) and deter-
mined by the prevailing condition; at least nine separable ice structures exist. Nor-
mally, ice has a hexagonal structure (En) when cooling down liquid water; each O
atom is surrounded by a regular tetrahedron of a further four O atoms. The posi-
tioning of H is very complex. The four hydrogen bonds around an oxygen atom
form a tetrahedron in a fashion found in the two types of diamonds. Thus, ice,
diamond, and close packing of spheres are somewhat topologically related. Water
ice is unusual because its density is less than that of the liquid water with which it
is in equilibrium. This is an important property for the survival of life in water.
When the ice melts, a few hydrogen bridges (probably every fourth one) begin to
break, the H2O molecules close ranks, and the density consequently increases.

Many salts crystallized from aqueous solutions are not water-free but take the
form of well-defined hydrates. Other solid phases contain water associated in
changing amounts. A classic case is water coordinated onto oxoanions, for example,
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Table 2.23 Physical and chemical properties of water; data from Höll (2002), Franks (2000),
Forsythe (2003).

property value dimension

mol mass 18.015268 g mol−1

freezing point at 1 bar 1.00 °C
boiling point at 1 bar 100.0 °C
vapor pressure at 25 °C 3.165 kPa
latent heat of melting at 1 bar 332.5 J g−1

latent heat of evaporation at 1 bar 2257 J g−1

specific heat capacity of water 4187 J g−1 K−1

specific heat capacity of ice 2108 J g K−1

specific heat capacity of water vapour 1996 J g K−1

critical temperature at 1 bar 647.096 K
critical pressure 220.64 bar
critical density 322 g L−1

maximum density (at 3.98 °C) 1.0000 g cm−3

density of water at 25 °C 0.99701 g cm−3

density of ice at melting point (0 °C) 0.91672 g cm−3

density of gas at boiling point (100 °C) 0.0005976 g cm−3

viscosity, dynamic 0.8903 cPa

viscosity, kinematic 0.008935 stokesb

surface tension of water at 25 °C 72 dyn cm−1

dielectric constant at 25 °C 78.39 −
Prandtl number at 25 °C 6.1 −
cryoscopic constant 1.8597 K kg mol−1

OdH bond dissociation energy 492.2148 kJ mol−1

bond energy, average at 0 K (HdOdH % O + 2 H) 458.9 kJ mol−1

conductivity, electrolytic, at 25 °C 0.05501 S cm−1

conductivity, thermal, for water at 25 °C 0.610 W m−1 K−1

conductivity, thermal, for at ice −20 °C 2.4 W m−1 K−1

conductivity, thermal, for vapour at 100 °C 0.025 W m−1 K−1

electron affinity at 25 °C −16 kJ mol−1

energy, internal (U ) for water at 25 °C 1.8883 kJ mol−1

enthalpy of formation, ΔHf , at 25 °C −285.85 kJ mol−1

enthalpy (H Z U + PV), at 25 °C 1.8909 kJ mol−1

enthalpy of vaporization (liquid), at 0 °C 45.051 kJ mol−1

enthalpy of sublimation (ice Ih), at 0 °C 51.059 kJ mol−1

Gibbs energy of formationc, ΔGf , at 25 °C −237.18 kJ mol−1

surface enthalpy (surface energy) at 25 °C 0.1179 J m−2

surface entropy (Z −dγ /dT ) at 25 °C 0.0001542 J m−2 K−1

ionic dissociation constant, [H+] [OH−] / [H2O], 25 °C 1.821 · 10−16 mol L−1

OdH bond length (liquid, ab initio) 0.991 Å
HdOdH bond angle (liquid, ab initio) 105.5 °
redox potential E0: water oxidationd 1.229 V
redox potential E0: water reductione −0.8277 V
a centipoise (Z 0.008903 g cm−1 s−1)
b (Z 0.8935 · 10−6 m2 s−1)
c Z chemical potential (μ)
d 2 H2O % O2 (g) + 4 H+ + 4 e−

e 2 H2O + 2 e− % H2 (g) + 2 OH−
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CaSO4 $ 2 H2O. The most frequent are cation complexes with water, for example,
alums like [Al (OH2)6]3+; this is an explanation for the large water content in rocks.
Framework silicates (e. g. zeolites) hold huge amounts of water within their cavities;
faujasite is the mineral with the highest water content: Na2Ca [Al2Si4O12]2 $ 16 H2O
(Strunz 1955). Similar to the zeolitic grids, water (H2O)n can build up cage-like
inclusion structures (clathrate hydrates) where, in a skeleton of 46 H2O, there exist
six cavities of the same size and two more, smaller ones. The guest molecules in
high-pressure clathrates are Ar, Kr, CH4, and H2S.

Polywater (also called anomalous water), which was first described in the 1960s
in the Soviet Union and controversially discussed in the 1970s, does not exist,
however, and was probably a mixture of colloidal silicic acid.

2.5.1.2 Water as solvent

The polarity of water gives it important properties that the biosphere needs to
function: it is a universal solvent and it adheres and is cohesive. Thus, water facili-
tates chemical reactions and serves as a transport medium. Even in a covalent
bond, atoms may not share electrons equally. In H2O, the unequal electron sharing
creates two electric dipoles along each of the OdH bonds. The HdOdH bond
angle is 104.5°, 5° less than the bond angle of a perfect tetrahedron which is 109.5°.
The structure shown in Fig. 2.32 is idealized, only in ice is it fixed (crystalline), but
in liquid water at any moment, depending on the temperature, each water molecule
forms hydrogen bonds with an average of 3.4 other water molecules. They are in
continuous motion in the liquid state, hence hydrogen bonds are constantly and
swiftly being broken and formed (Fig. 2.33). The protolytic equilibrium is described
in more detail in Chapter 4.2.5.3. Hydrogen bonding is unique for water. The bonds
readily form between an electronegative atom (usually oxygen, nitrogen or sulfur)
and a hydrogen atom covalently bonded to another electronegative atom in the
same or another molecule: H4dO2dH4$ $ $ O2d and H4dO2dH4$ $ $Nd.
However, hydrogen atoms covalently bonded to carbon atoms (which are not elec-
tronegative) do not participate in hydrogen bonding; hence hydrocarbons are insol-
uble in water. But organic compounds with oxygen (and nitrogen) containing func-
tional groups (like alcohols, aldehydes, acids, ketones etc.) are water-soluble. The
more oxygen groups and the less carbon atoms in a compound, the more soluble
it is in water. It is the polarity and the hydrogen bond affinity that makes water
a solvent for many chemically different substances: oxygenated and/or nitrogen-
containing organic compounds (most biomolecules, which are generally charged or
polar compounds), salts (electrostatic interacting solid grids), but also non-polar
gases (biologically important CO2, O2, and N2) and all polar gases (for example,
SO2, NH3, HCl, HNO3 which are important to the atmosphere). It needs no further
explanation that the solubility of non-polar molecules is much less than that of
polar substances. The property to interact with water is also called hydrophilicity
(affinity to water: attraction) and inversely hydrophobia (non-affinity to water: re-
pulsion).
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2.5.1.3 Water properties in relation to the climate system

We would normally expect that water − when comparing H2O with H2S, for exam-
ple − would boil at −80 °C instead of 100 °C. This large difference is due to the
relatively strong hydrogen bond (weak van der Waals interaction is in the order of
only 4 kJ mol−1) which must be broken before separating H2O molecules from the
bulk liquid. This is expressed by the heat of vaporization (Table 2.23), which is one
of the highest of all liquids (only H2O2 is higher). This effect produces a liquid over
most of the earth’s surface (between 0 °C and 100 °C). Another property following
from the structure of water is the large heat capacity (see Chapter 4.1.3). Water can
absorb a lot of heat for a small change of temperature. The temperatures of large
natural water bodies are relatively constant and they act as thermal buffers in the
climate system. Without the large heat of vaporization, soils (as seen in dry areas)
would be overheated, but the solar heat is taken for water evaporation, cooling the
surface. The same amount of heat is released when the vapor condenses in the
atmosphere to form cloud droplets. This causes the transport of heat from one site
of the earth to another (see also Fig. 2.17). Without appreciable changing of the
surface temperature, around 25 % of the solar radiation (and 50 % of the solar
transmission) is dissipated in the atmosphere. It needs no detailed explanation that
this process of water evaporation and condensation forces the water cycle and
makes our weather (and finally our climate).

The high surface tension of water plays a major role in the formation of drops
in clouds and fog. Surface tension is related to the cohesive properties of water, or
in other words, water is attracted to other water. This property results in the growth
of cloud droplets into bigger drops after collision. Water can also be attracted to
other materials. This is called adhesion, a property of water which leads to capillary
action, an important transport process for plants (besides transpiration).

Liquid water is fairly transparent to visible light, which allows photosynthesis to
a considerable depth in large water bodies (up to more than 100 m in clear water).
Water vapor (H2O molecules) in the atmosphere absorbs strongly in the infrared
region, which is important to the heat budget of the earth (see Chapter 2.3.3).
The resulting “greenhouse” effect of atmospheric water is, by far, the strongest
determinant of the earth’s surface climate. Naturally occurring greenhouse gases
have a mean warming effect of about 33 °C and water causes about 36−70 % of it.
The global mean surface temperature (based on long-term near surface measure-
ments) is 14 °C (for land surfaces it is 8.5 °C and for sea surfaces it is 16.1 °C).
Without water in the atmosphere, the global mean temperature would be defini-
tively below the freezing point of water on land, which would be ice-covered and
would not provide conditions for life. Large parts, at least, of the ocean (and likely
globally) would also be frozen.

Furthermore, atmospheric humidity is highly variable and responds to changes
in atmospheric temperature (see Fig. 2.37), thus providing the most important feed-
back mechanism tending to amplify global climate changes induced by other fac-
tors (Fig. 2.34). Furthermore, clouds contribute about 50 % of planetary albedo
(Fig. 2.13), and absorption of terrestrial radiation by clouds is equivalent to that
of all “greenhouse” gases other than water vapor. Water vapor in the upper tropo-
sphere and lower stratosphere is very critical in determining the rate at which radia-
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tive energy emitted by the atmosphere escapes to space. Being able to measure and
to forecast the evolution of the spatial and temporal patterns in water vapor and
clouds is a key to understanding the climate system, namely the water resources
and ecosystem problems.

2.5.2 Hydrological cycle and the climate system

In ancient Greek, τμις (atmis: water vapors) denotes the transfer of water (by
evaporation) from the telluric form (hydrosphere) into ηρ (aer), the water vapor
of the atmosphere and its return as precipitation to the earth, (with water) one of
the two lower elements. We know from Herodotus that in the fifth century B.C. this
theory was known and accepted and described by Hippocrates.

The long-term mean values for hydrological reservoirs and fluxes (as depicted in
Table 2.22 and Fig. 2.35) are uncertain. Various versions have been published and
tracing some of the references indicates a cascade whereby one source cites another
that in turn cites another and the original value is often not very certain (Trenberth
et al. 2007); many of these values in turn come from Baumgartner and Reichel
(1975). Trenberth et al. (2007) used values from the Global Precipitation Climatol-
ogy Project (GPCP) from 1988 to 2004, which result in an annual mean global
precipitation of (489.9 ± 2.9) $ 103 km3, separated into a global mean ocean precipi-
tation (372.8 ± 2.7) $ 103 km3 and (112.6 ± 1.4) $ 103 km3 over land.

The water or hydrological cycle is the continuous circulation of water throughout
the earth and between its systems. At various stages, water moves through the
atmosphere, the biosphere, and the geosphere, in each case performing functions
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Fig. 2.35 Water reservoirs and the hydrological cycle; reservoir concentrations in 1018 g and
fluxes in 1018 g yr−1. Data from Table 2.22.

essential to the survival of the planet and its life-forms. Thus, over time, water
evaporates from the oceans; then falls as precipitation; is absorbed by the land;
and, after some period of time, makes its way back to the oceans to begin the cycle
again. The total amount of water on the earth has not changed in many billions of
years, though the distribution of water has changed. Compared with other biogeo-
chemical cycles, water provides the largest turnover of material on earth (Fig. 2.35).

The water cycle is driven by processes that force the movement of water from
one reservoir to another. Evaporation from the oceans and land is the primary
source of atmospheric water vapor (Fig. 2.36). Water vapor is transported, often
over long distances (which characterize the type of air masses), and eventually
condenses into cloud droplets, which in turn develop into precipitation. Globally,
there is as much water precipitated as is evaporated, but over land precipitation
exceeds evaporation and over oceans evaporation exceeds precipitation (Fig. 2.35).
The excess precipitation over land equals the flow of surface and groundwater
from continents to the oceans. Flowing water also erodes, transports and deposits
sediments in rivers, lakes and oceans, affecting the quality of water.

This natural cycling of water is now perturbed by human activities. Together with
changing vegetation patterns due to land-use management (see Chapter 2.6.5.3),
these factors complicate the prediction of the consequences of climate change on
the global water cycle.

The global water cycle includes sub-cycles, such as the cloud processing (conden-
sation onto CCN and evaporation with forming new CCN), the plant water cycle
(assimilation and transpiration), and the human water cycle (water processing for
drinking and processing as well as waste water) (see Fig. 2.36). As water cycles
through the climate system, it interacts strongly with other biogeochemical cycles,
notably the cycles of carbon, nitrogen, and other nutrients. These linkages directly
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Fig. 2.36 The global water cycle; reservoir concentrations in 1018 g and fluxes in 103 km3

yr−1. Data from Table 2.22.

affect water quality and the availability of potable water and industrial water sup-
plies. It is estimated that 70−80 % of worldwide water use is for irrigation in agricul-
ture, while 15−20 % of worldwide water use is industrial. The remainder of world-
wide water use is for household purposes (drinking, bathing, cooking, sanitation,
and gardening).

The already mentioned feedback between the water and carbon cycle (see also
Fig. 2.31) is not only given by the essential role of water in sustaining all forms of
life. Observational evidence indicates that transpiration rates of plants are high at
the same time as CO2 fixing by the plants, and hence CO2 flux from the atmosphere
to the plant canopy is large. When an environment is humid, plants grow more
rapidly, draw more CO2 from the atmosphere, and release more water to the atmos-
phere.

Seasonal-to-interannual variability in the global water cycle is largely determined
by ocean and land processes and their impact on the atmosphere. The prediction
of this variability relies on the persistence in surface conditions that tend to provide
the atmosphere with consistent anomalies in fluxes over periods of weeks or months
or even years. The time-scale of “memory” in the atmosphere is fairly short, but
due to the atmosphere’s connection to the land and ocean, each of which is charac-
terized by a much longer memory, the climate system becomes complex in time
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and space; for example the atmospheric residence time of trace substances (see
Chapter 4.5) is not constant but a function of time and space. Current dynamic
climate models on regional and global scales demonstrate limited ability to predict
precipitation on time scales beyond a few days. It is obvious that a better under-
standing of the variability will have important consequences for agricultural and
water resource management. The El Niño and La Niña cycles are the most obvious
examples of a coupled phenomenon that produces significant seasonal-to-interan-
nual variability.

As mentioned in Chapter 2.5.1.3, water has an important influence on atmos-
pheric circulation and plays a key role in the maintenance of the climate system as
a moderator of the earth’s energy cycle. Water cools its surroundings as liquid and
ice are converted into water vapor. On the average, this latent cooling is balanced
by the latent heat released when the vapor is condensed into clouds. Water is a very
effective means of storing and transporting energy in the atmosphere. In general,
latent heat is the principal source of energy that drives cyclogenesis and sustains
weather systems, like the convective cells that generate tornadoes and tropical
storms that evolve into hurricanes. The different types of clouds in the atmosphere
are linked to the climate system by a multitude of dynamic and thermodynamic
processes, including numerous feedback mechanisms. In the present-day climate,
on average, clouds cool our planet, the net cloud radiative forcing at the top of the
atmosphere is about −20 W m−2. One of the most interesting questions concerning
clouds is: how will they respond to a change in climate? A slight change in cloud
amount or a shift in the vertical distribution of clouds might have a considerable
impact on the energy budget of the earth. IPCC states clearly that cloud processes
and related feedbacks are among the physical processes leading to large uncertain-
ties in the prediction of future climate. The main reason for this is that many
microphysical and dynamic processes controlling the life cycle and radiative proper-
ties of clouds are not adequately implemented in global climate models. The inter-
action of aerosols and clouds and the resulting radiative forcing (indirect and semi-
direct aerosol effect) is one of the major fields of active cloud research at present.

Therefore, the hydrological cycle is not only a cycle of water; it is a cycle of energy
as well.

2.5.3 Atmospheric water

Atmospheric water includes physical water in all aggregate states, i. e. as gaseous,
liquid (in droplet form) and solid (ice particles). The historic term “atmospheric
waters” has the meaning of hydrometeors in current terminology, i. e., meteoric
water. For historical reasons, dew has been considered to belong these “waters”, as
it was before Wells (1814) stated that dew is not from water drops fallen from the
heaven. The phenomena, fog and clouds, precipitation (rain, snow, hail) as well as
dew, have been well described since Antiquity. A phenomenological understanding
of physical (but not chemical) processes associated with hydrometeors was complete
only by the late nineteenth century. Today we understand the physics and chemistry
in the chain aerosol-cloud-precipitation and in relation to the climate relatively
well. However, it seems that because of the huge complexity a mathematical descrip-
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Fig. 2.37 Saturation value of the absolute humidity (in g m−3) over water in dependence
from the temperature. Data from Sonntag and Heinze (1981).

tion (i. e., parameterization for chemistry and climate modelling) is under continu-
ous development.

Clouds and precipitation are not only the atmospheric link in the global water
cycle but also an important reservoir for chemical processing and the transportation
of trace substances (see Fig. 2.38). Naturally, clouds are far above the surface (with
the exception of fog) and thus not easy to study even nowadays. Precipitation (rain,
snow, hail), however, has always been easy to observe by human sensors (seeing,
feeling, smelling and tasting) and to collect for volume estimation and analysis.
Precipitation was probably long considered a climatic precondition for survival by
early humans, but, with extreme events, it could also be catastrophic for housing
as well as farming. The mixing of air and water with pollutants (accurately referred
to in old terminology as “foreign bodies”) was known since Aristotle; the role of
precipitation in cleansing the surroundings was wonderfully described by John Ev-
elyn (see Chapter 1.3.4). Aristotle asked in his Meteorologica: “Since water is gener-
ated from air, and air from water, why are clouds not formed in the upper air?” He
explained this as follows (Aristotle 1923):

But when the heat which was raising it leaves it, in part dispersing to the higher
region, in part quenched through rising so far into the upper air, then the vapour
cools because its heat is gone and because the place is cold, and condenses again
and turns from air into water. And after the water has formed it falls down again
to the earth. The exhalation of water is vapour: air condensing into water is
cloud. Mist is what is left over when a cloud condenses into water, and is there-
fore rather a sign of fine weather than of rain; for mist might be called a barren
cloud. So we get a circular process that follows the course of the sun… From the
latter [clouds] there fall three bodies condensed by cold, namely rain, snow,
hail… When the water falls in small drops it is called a drizzle; when the drops
are larger it is rain … When this [vapour] cools and descends at night it is called
dew and hoar-frost.”
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Only a very small percentage of all the water in the climate system is actually
present in the atmosphere (Table 2.12). Of the atmospheric water, most is in the
vapor phase (Fig. 2.37); the liquid water content (LWC) of clouds is only in the
order 1 g m−3, the cloud ice water content (IWC) still less, down to 0.0001 g m−3.
But clouds play a huge role in the climate system, whereas precipitation closes the
cycle for water and also for substances dissolved in it (wet deposition). Some of the
processes (droplet formation, transfer processes, deposition, and chemistry) will be
described later. The aim of this chapter is to describe the phenomenology of water
in the atmosphere so far as we need it for an understanding of chemical processes.

2.5.3.1 Water vapor

John Tyndall wrote the following very clear phrase (Strachan 1866, p. 123):

Aqueous water is always diffused through the atmosphere. The clearest day is
not exempt from it; indeed, in the Alps, the purest skies are often the most
treacherous, the blue deepening with the amount of aqueous vapour in the air.
Aqueous vapour is not visible; it is not fog; it is not cloud, it is not mist of any
kind. These are formed of vapour which has been condensed to water; but the
true vapour is an impalpable transparent gas. It is diffused everywhere through-
out the atmosphere, though in very different proportion.

The content of water vapor in air varies from nearly zero up to about
4 Vol-%, depending on temperature and saturation (Fig. 2.37). Normally the chemi-
cal composition of air is based on dry air (cf. Table 1.1). Under normal conditions
(20 °C and 60 % RH), air contains around 1 % water vapor (absolute humidity).

The density of water vapor is less than that of other gaseous air constituents
(N2 + O2); hence wet air at the same temperature and pressure has a lower density
than dry air. Consequently, at same pressure dry air has a somewhat higher temper-
ature (called virtual temperature) than wet air to obtain the same density. This
follows from the ideal gas equation

pV Z n RT or p Z ρ
RT
M

(2.86)

where p − pressure of air, V − volume of air, n − number of moles, R universal gas
constant, and T − temperature of air, ρ − density of air (m /V ); all mean values of
air. There are intensive quantities (p, T, and ρ) extensive quantities (n, m, V, energy).
Extensive quantities depend on the system size or the amount of material in the
system; intensive do not. If one cubic meter of air is divided then the intensive
quantities will not change but the extensive properties will. Many derived ratios
from two extensive quantities (for example, density, chemical potential, specific
fluxes) are intensive quantities. At this stage we will ignore the fact that air is a
mixture with particulate matter in the form of droplets and solids and we will only
consider the gases. It is important to note that air is not a mixture of different
gases but a solution, because all gases can form solutions with each other in all
ratios. The specific properties of individual gases will not change; therefore the
properties of air can be calculated from those of the constituents according to the
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dilution rule, i. e., the property E of the solution (e. g. pressure, mass) can be calcu-
lated from the part xi of the specific gases i, called mixing ratio (based on mass or
volume, respectively) contributing to air:

E Z ∑xi Ei (2.87)

We may consider p, V, and n as sums of the so-called partial quantities:

n Z ∑ ni , V Z ∑Vi and p Z ∑ pi (2.88)

The partial volume Vi is that volume which is occupied from the amount (expressed
as mass or mole) of the gas i under the same pressure as the air. The partial pressure
is that pressure which would have the amount of the gas i in the same volume of
air. The mole number is given by ni Z mi /Mi (mi − mass and Mi − mole mass of
the substance i ) and the density by ρi Z mi /V. Without significant error we calcu-
lated the mean mole mass of dry air only from the main constituents N2, O2, and
Ar to be:

Mdry air Z 0.78 M(N2) + 0.21 (M(O2) + 0.01 M(Ar)
Z 28.96 (more exactly 28.9644)

(2.89)

The mean mole mass of wet air (x − mixing ratio of water vapor) is given by

Mwet air Z (1 − x) $ 28.96 + x $ 18.0 (2.90)

Under the same conditions (pressure and density) it follows from Eq. (2.86)
p

Rρ
Z

Tv

(1 − x) $ 28.96 + x $ 18
(2.91)

Thus with increasing humidity x the virtual temperature Tv increases with the con-
dition of constant density and pressure (no changing quotient). In other words, at
same T and p the density becomes smaller or at the same T and ρ the pressure
increases. It follows that T /Tv Z 1 − 0.378 x.

The water vapor in air is a result of vaporization of water from the earth’s sur-
face. We can consider liquid water to be condensed gas. At any given time, a certain
number of molecules can escape the liquid from the surface to the surrounding air
(we call it evaporation). Because of air motion (turbulent mixing and advection)
there is no equilibrium, i. e., transfer of water molecules from the air back to the
surface (we call it condensation) in the same flux as evaporation. Such equilibrium
can only be reached in a closed undisturbed chamber. Hence the vapor pressure
dependency shown in Fig. 2.37 is theoretical and cannot be directly applied to the
atmosphere. If the equilibrium between condensed and vaporous water is reached,
the pressure is called saturation pressure p∞. Such conditions are important for
cloud formation but are also frequently observed in the tropics. The relative humid-
ity RH is the ratio of the vapor pressure (e) at temperature T to the saturation
vapor pressure at the same temperature expressed as a percentage.

RH Z
100 $ pH2O

p∞(T )
(2.92)

The water vapor pressure pH2O is numerically identical with the mixing ratio xH2O.
The absolute humidity (or water vapor concentration or density) is the mass of
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water vapor in volume of air at a given temperature: pH2O /V. From Eq. (2.86) it fol-
lows

ρH2O Z pH2O
18
RT

Z pN(T)
RH
RT

0.18 (2.93)

Note that in all the equations the saturation vapor pressure is measured above a
plane that is an “endless” water surface. Another important quantity is the dew
point, the temperature when, at a given absolute humidity, the saturation vapor
pressure is reached, i. e., the relative humidity becomes 100 %. Under these condi-
tions, water vapor starts to condense − when surfaces (in air, CCN) are available.

2.5.3.2 Clouds

Clouds are the intermediate in the water cycle between vaporized water from the
surface and precipitation back to the surface. Clouds also have several important
functions in air chemistry; transportation, removal as well redistribution of atmos-
pheric compounds, and the radiation budget (Fig. 2.38). At any given time about
60 % of the earth’s surface is masked by cloud of one form or another (Summer
1988). Despite its relatively low spatial occupancy of the troposphere, cloud pro-
vides an aqueous-phase medium for surface and bulk chemical reactions for unique
transformations. Formation of clouds and fog droplets requires two conditions, first
the presence of aerosol particles acting as condensation nuclei (CCN) for water
vapor condensation (see Chapter 4.3.6) and then a slight supersaturation. As dem-
onstrated in Fig. 2.37, an air parcel with given absolute humidity can increase its
relative humidity and finally become supersaturated only by cooling. Air does not,
normally, decrease in temperature spontaneously. Uplift of air within the atmos-
phere causes a drop in temperature. There are three ways to initiate this uplift. Air,
becoming hot at the earth’s surface, will continue to rise (we call this process convec-
tion) as long as its temperature remains higher than that of the air surrounding it.
Second, air may be forced to rise by barriers such as mountains. Third, air passing
over rough surfaces will become turbulent, causing an exchange of warmer surface
air with cooler air above. These three categories will clearly act at different scales
and, most importantly, involve uplift at different rates. The clouds associated with
these different scales and types of processes vary in their morphology (Table 2.24).

In determining their ability to nucleate clouds, the chemical composition of aero-
sol particles is much less important than their size, a result that will clarify aerosol
effects on climate (Rosenfeld 2006). This is what is expected from theory because
the radius-to-volume ratio determines the molecular transfer from the gas phase,
whereas the hygroscopicity (surface characteristics of CCN) determines the uptake
coefficient (Chapter 4.3.7.4). The other very important parameter for cloud forma-
tion is the CCN number, determining the cloud droplet number (cf. Fig. 2.20). As
shown originally by Twomey (1991), and recently reviewed by Lohmann and Feich-
ter (2005), the sensitivity of climate to CCN number density is nonlinear, with the
effect being much stronger at low particle numbers.

The chemical composition of the CCN determines the water chemistry of the
individual droplet and the ability to absorb gases. In the short period (on average
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Table 2.24 Cloud types (after Summer 1988 and WMO 1992).

category type base height depth typical base- LWC
(in km) (km) temperature ( °C) (g m−3)

high cirrus (CI) 5−13 0.6 −20 to −60 0.05
cirricumulus (CC) 5−13 0.6 −20 to −60
cirrostratus (CS 5−13 0.6 −20 to −60

medium altocumulus (AC) 2−7 0.6 +10 to −30 0.1
altostratus (AS) 2−7 0.6 +10 to −30 0.1

low nimbostratus (NS) 1−3 2 +10 to −15 0.5
stratocumulus (SC) 0.5−2 +15 to −5
stratus (ST) 0−0. 5 0.5 +20 to −5 0.25

vertical cumulus (CU) 0.5−2 1 +15 to −5 1.0
cumulonimbus (CB) 0.5−2 6 +15 to −5 1.5

about one hour) of the existence of drops of different sizes and chemical composi-
tion, the chemical composition of the interstitial gas phase and that of the droplet
phase is changing. Depending on the cloud microphysics and cloud dynamics, the
droplets can have one of two fates, either they evaporate or they precipitate. Only
in one out of ten cases, on average, does the cloud precipitate. Subsequent evapora-
tion and condensation again until final dissipation back to water vapor is the more
frequent process, called cloud processing. During that process, the aerosol particles
acting as nuclei and coming to residues are generally growing and becoming more
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water-soluble. The cloud amplifies production of CCN. Recent research suggests
that clouds are able to take up water-soluble organic molecules, which are then
oxidized and form SOA after evaporation of cloud droplets (Ervens et al. 2008).

For a description of cloud chemical climatology, the most important cloud pa-
rameters are (see Table 2.24):

− Radius and size distribution of droplets or ice particles,
− liquid or ice water content (if possible as vertical profile),
− base height and top height of clouds,
− chemical composition of cloud water (if possible size-resolved),
− interstitial gas-phase chemical composition of cloud,
− frequency and duration of cloud events, degree of cloud cover,
− type of cloud and weather situation.

Many attempts, although limited because of the experimental difficulties, have been
made to study the chemistry in single droplets and in different size fractions. The
literature is huge and it is beyond the scope of this book to review the results.
Cloud modelling is one of the most important and effective means of investigating
cloud processes with sophisticated representations of cloud microphysics, and it can
reasonably well resolve the time evolution, structure and life cycles of a single cloud
and its systems (Barth et al. 2003).

Ice particles found within polar stratospheric clouds (PSCs) and upper tropo-
spheric cirrus clouds can dramatically impact the chemistry and climate of the
earth’s atmosphere. The formation of PSCs and the subsequent chemical reactions
that occur on their surfaces are key components of the massive ozone hole observed
each spring over Antarctica. Cirrus clouds also provide surfaces for heterogeneous
reactions and significantly modify the earth’s climate by changing the visible and
infrared radiation fluxes. Although the role of ice particles in climate and chemistry
is well recognized, the exact mechanisms of cloud formation are still unknown, and
thus it is difficult to predict how anthropogenic activities will change cloud abun-
dances in the future.

Beside the role of clouds in atmospheric chemistry and the water cycle, probably
their most important impact on the climate system is through influencing solar and
terrestrial radiation. Counteracting the role of “greenhouse” gases in absorbing
terrestrial radiation, clouds act in scattering and reflecting incoming solar radia-
tion. For details on cloud, aerosol and climate interactions, see Hobbs (1993),
Crutzen and Ramanathan (1996), Heintzenberg and Charlson (2009), and for de-
tails on cloud (and precipitation) physics, see Summer (1988), Pruppacher and Klett
(1997), Strangeways (2007).

2.5.3.3 Haze, mist and fog

The atmosphere becomes “milky” through light scattering on particles in the size
range between 50 and 200 nm. WMO uses for atmospheric obscuration the follow-
ing terms: Fog, Ice fog, Steam fog, Mist, Haze, Smoke, Volcanic ash, Dust, Sand,
and Snow. With the exception of smoke, volcanic ash, dust and sand (all these are
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particles belonging to atmospheric aerosol) the other particles belong to hydromete-
ors. Snow is precipitation (see the next section, Chapter 2.5.3.4) as a final fate of
cloud development, whereas fog, mist and haze are particles (in that order) with
decreasing water content. Fog is a cloud that is in contact with the ground. Fog is
distinguished from mist only by its density, as expressed in the resulting decrease
in visibility: Fog reduces visibility to less than 1 km, whereas mist reduces visibility
to no less than 2 km. Before fog (or cloud) and mist is formed through heterogene-
ous nucleation, aerosol particles that can act as CCN must be activated, i. e., they
become wetted at RH depending on the so-called deliquescence point (around 60 %
RH). The particles are generally secondary, produced from various organic (bio-
genic terpenes, NMVOC) and inorganic (SO2, NH3, NOx) gaseous precursors. Haze
particles are formed when water condenses on dry particles (Heintzenberg et al.
1998). Some texts differentiate between dry and wet haze, but usually (and this is
recommended) haze is the term for wetted particles that will probably become
CCN. Dry haze is simply dust and smoke (each particle in the atmosphere contains
more or less water) in the size range below about 100 nm. A well-known phenome-
non is blue haze: SOA from plant organic emissions. A hazy condition often occurs
in the summer and affects large areas from cities to mountains. Such a haze is
often caused by excessive amounts of pollutants resulting from combustion (smog
and smoke).

Depending on size, the particles produce different optical effects. Continuation
of this condensation leads to the formation of fog. The formation of a fog layer
occurs when a moist air mass is cooled to its saturation point (dew point). This
cooling can be the result of radiative processes (radiation fog), advection of warm
air over cold surfaces (advection fog), evaporation of precipitation (precipitation or
frontal fog), or air being adiabatically cooled while being forced up a mountain
(upslope fog). Another type of fog is the so-called valley fog. This fog forms as a
result of air being radiatively cooled, during the evening, on the slopes of topo-
graphical features. This air, becoming denser than the surrounding air, starts going
down the slope. This results in the creation of a pool of cold air at the valley floor.
If the air is cold enough to reach its dew point, fog formation occurs. Generally, it
is separated between warm (> 0 °C) and cold (< 0 °C) fog. Globally, warm fog is
dominant (about 80 % of all events). Compared with other cloud types, fog droplets
are generally smaller, although great variability in size distributions of fog droplets
have been observed. In some instances, larger than expected fog droplets were ob-
served (Gerber 1991). Also in contrast with other cloud types, fogs have low liquid
water content (LWC). Most fogs have LWC ranging from 0.05 to 0.5 gm−3.

Fogs forming in polluted areas act as efficient mechanisms for the deposition of
some chemical species on vegetation (wet deposition) (Lovett and Kinsman 1990).
Aqueous-phase chemical reactions are taking place in fog droplets (e. g. Facchini
et al. 1992, Bott and Carmichael 1993, Acker et al. 2007) and when these drops
evaporate after settling on vegetation, they leave behind concentrated chemicals
that may be detrimental to vegetation growth. Also, fog water represents an impor-
tant resource for people living in arid regions (Amedie 2001). Fog-water collectors
have been developed so that fogs can be used as a source of irrigation and drinking
water. Consequently, knowing and understanding the chemical composition of fog
water is important for health and agricultural productivity issues.
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2.5.3.4 Precipitation

We stated that not all clouds precipitate. Indeed, from only a very small proportion
of clouds does precipitation actually reach the ground surface below. The basic
problem is that cloud water droplets or ice particles are frequently too small to fall
from the cloud base or to survive on the way to the ground because they evaporate.
Whereas a cloud droplet is on average 8 µm in diameter, a rain drop is between 500
and 5000 µm (0.5−5 mm); this means that a small rain drop is as large in volume
as 240 000 cloud drops. Assuming 240 cloud droplets cm−3 (cf. Table 2.25), there is
only one rain drop in 1 L of air. Several microphysical processes occur in clouds
depending on temperature, vertical resolution, dynamic and other parameters that
result in growth of a particle (Fig. 2.39) and different precipitation forms
(Table 2.26).

Table 2.25 Cloud droplet characteristics including standard deviation low-level stratiform
clouds; observational data from Miles et al. (2000).

parameter marine cloud continental cloud

droplet numer N (cm−3) 74 ± 45 288 ± 159
mean droplet diameter D (µm) 14.2 ± 3.4 8.2 ± 3.9
effective droplet diameter σ (µm) 5.8 ± 2.0 3.1 ± 1.2
liquid water content LWC (g cm−3) 0.18 ± 0.14 0.19 ± 0.21

H2O   +   • �              condensation (heterogenous nucleation)

� cooling (< 0°C ... 39°C)

� freezing (< 39°C)

H2O  + � deposition (gas sticking)

+ � collision (accretion, riming)

+ � collision (aggregation)

+ � collision (coalescence)

� melting

� +        drop breakup

CCN          small and            large water droplet (warm, > 0°C)         supercooled water droplet (< 0°C)

small and              large ice crystal

mixed
cloud

Fig. 2.39 Droplet growth and dynamic in a mixed cloud (containing droplets and ice parti-
cles).
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Table 2.26 Precipitation forms; according to the magnitude of precipitation, rain, showers,
drizzle, snow and hail is distinguished.

form description

rain water drops, D > 0.5 mm
drizzle fine drops, D < 0.5 mm and close together
freezing rain supercooled water drops, freeze on impact with surfaces
freezing drizzle as freezing rain but D < 0.5 mm
snowflakes loose aggregates of ice crystals > −5 °C
snow pellets white, opaque ice grains D Z 2−5 mm
snow grains small ice grains, D < 1 mm
ice pellets frozen rain drops, melted and refrozen snow, D < 5 mm
ice prism ice crystals in the form of needles at very low temperature
hail balls or pieces of ice D Z 5−50 mm, sometimes more

In a pioneering work, Mason and Ludlam (1951) wrote: “While the rate of spon-
taneous nucleation in water vapor is inappreciable until the supersaturation reaches
about 400 %, the presence of foreign nuclei [we call them now CCN]) in the atmos-
phere allows cloud formation with supersaturations of only about 0.1 %”. Earlier
theories of cloud-droplet growth by diffusion and by coagulation cannot explain
the formation of rain drops (so-called precipitation elements). The collision be-
tween particles is described by three different processes (Fig. 2.39); coalescence (for
liquid on liquid), aggregation (for solid on solid) and accretion (for liquid on solid).
The process of coalescence is thus the only process occurring in warm clouds and
the process of aggregation is the only process that may occur where cloud tempera-
ture is below −39 °C. This is the temperature of spontaneous freezing of super-
cooled drops. In mixed clouds, where both supercooled droplets and ice particles
co-exist, ice particles tend to grow at the expense of adjacent supercooled water
droplets due to different vapor pressures (the Bergeron-Findeisen process). The crys-
tals grow by vapor deposition at a rate (maximum at about −12 °C) that produces
individual snow crystals in some 10 to 20 minutes. The modern practice of cloud
seeding (to initiate precipitation artificially) is mostly based upon the introduction
of artificial ice nuclei to supply more of the ice particles. Similarly the seeder-feeder
mechanisms work especially in orographic clouds: there are vertical layers of warm
and cold clouds, where the warm (feeder) cloud obtains falling ice crystals from the
upper cold (seeder) cloud to initiate particle growth. This mechanism also explains
why the rain drops collected at ground level for chemical analysis contain much
less substances (they are diluted) than cloud water. In warm clouds not only coales-
cence may cause rain formation. It is suggested that in cumulus clouds, a water-
drop chain reaction may be initiated by a small number of either wet hailstones or
giant salt nuclei and that in tropical clouds the presence of the latter may render
the intervention of ice crystals unnecessary. The processes of rain formation are
not completely understood even today.

The chemical composition of precipitation is a result of three different processes:

− nucleation scavenging: the chemical composition of the CCN determines the ini-
tial cloud (fog) composition (dissolved and suspended material),
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− in-cloud scavenging: in the cloud, aerosol particles (of minor importance) and
gases are taken up; chemical reactions occur within the droplet,

− sub-cloud scavenging: the falling rain drop (snow flakes) absorbs gases and taken
up particles.

For a description of precipitation chemical climatology the most important cloud
parameters are:

− precipitation intensity (depth per hour, in mm h−1),
− precipitation rate (depth per time),
− precipitation amount (total amount of precipitated water in L),
− frequency and duration of precipitation events (including time without precipita-

tion),
− distribution of drop sizes,
− precipitation water chemical composition (if possible size-resolved),
− precipitation form (see Table 2.26).

2.5.4 Dew, frost, rime, and interception

In the last two sections we considered hydrometeors, drops and ice particles in
clouds, fog, mist and precipitation. This section deals with the formation of interfa-
cial water, either from water vapor (dew and frost) or from hydrometeors (rime and
interception). These forms of atmospheric water need the contact with a surface:
soils and vegetation but also artificial surfaces. Some meteorologists classify these
phenomena as belonging to precipitation − we will not (see Chapter 4.4 for more
details). Precipitation is physically a sedimentation process due to gravitational
force; see Fig. 2.40 for different deposition processes.

Condensation of water vapor occurs when the dew point is undershot onto cooler
surfaces resulting in a subsequent diffusion process in the direction of the surface
(that is dry deposition, similar to surface removal of other molecules than H2O, but
these are ad- or absorbed onto the surface − only water can condense into liquid
in the earth’s climate system). When the temperature is above 0 °C, liquid drops
(not film) are formed on the surface − most likely on condensation or crystalliza-
tion centers − and we call it dew. If T < 0 °C, water vapor is transferred into ice on
the surface (frost) in different sizes and forms, mostly depending on temperature
and wind; on trees, filigreed ice needles and structures are formed (hoar frost).

Droplets in clouds, fog and mist are in continuous motion because of the dy-
namic processes but also due to the advective motion of air. In this way they can
impact with surfaces such as trees, towers and buildings and due to the adhesive
properties of water, the droplet sticks. When the temperature is higher than 0 °C,
the impacted drops can grow by collision and finally flow down; this process9 is
called cloud-droplet interception. At temperatures below 0 °C the supercooled drop-

9 Foresters and hydrologists name the interception of rain drops by leaves and needles of trees
rainfall interception (or sometimes canopy-interception; however, this term is not to separate from
cloud and fog interception, and should therefore not be used). Because of evaporation, interception
of liquid water leads to loss of that precipitation for the drainage basin.
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Fig. 2.40 Simplified scheme of atmospheric water forms, transfers and removal (deposition);
note that different scavenging processes not completely shown.

Fig. 2.41 Riming of meteorological instruments in winter at the Cloud Chemistry Monitor-
ing Station Mt. Brocken (Harz, Germany, 1142 m a.s.l.).

lets will freeze on the surface to form rime. Riming can lead to severe problems at
mountain tops (Fig. 2.41). Cloud-water (and rainfall) interception are hydrological
processes of particular interest in Tropical Mountain Cloud Forests (TMCF). Stud-
ies in these systems have shown the important contributions of cloud/fog water to
the hydrological balance (Gomez-Peralta et al. 2008).

William Charles Wells was the first to explain satisfactorily the phenomenon of
dew. After decisive experiments on dew, he published his book, An Essay on Dew
and several appearances connected with it, in London in 1815. This was the first and
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now still accepted scientific description of dew formation, coming after a long
debate. Wells showed that apparently all these phenomena (including hoar frost
and mist) result from the effects of radiation of heat from the earth’s surface during
the absence of the Sun.

The first statement in the literature that dew contains traces of atmospheric ori-
gin (and not alchemistic elements) besides water is by Lampadius (based on his
experiment from 1796), that dew consists of pure water and some carbonic acid
(2 %) but more than in rain water (Lampadius 1806). Lampadius also wrote that
dew may contain substances emitted from plants (effluvia), and it was thus used in
the past as medicine; the bleaching properties of dew have been known for centuries
and dew has been used for the cleansing of clothes. Textiles have long been whitened
by grass bleaching (spreading the cloth upon the grass for several months), a
method virtually monopolized by the Dutch from the time of the Crusades to the
eighteenth century. Probablly the first chemical study of dew was conducted by the
French chemist Jean-Sébastien-Eugène Julia de Fontenelle (1790−1842) who in 1819
collected 4 liters of dew in the marshes of Cercle, France, and found chloride,
sodium, potassium, sulfate, calcium and carbonate (Fontenelle 1823), and men-
tioned: “This water was inodorous, without colour, and clean; in a short time it
deposited small flakes of nitrogenous matter” (cited by Pierre 1859, p. 41, and
Smith 1872, p. 241). The first quantitative estimates of ammonia in dew are known
from Boussingault (1853) at Mt. Liebfrauenberg (3−50 mg l−1) and the German
agricultural chemists Wolf and Knop who took measurements in 1860 in Möckern
near Leipzig (1−6 mg l−1). While Boussingault collected dew using a sponge, Wolf
and Knop collected dew with a glass cup from grass leaves before sunrise (in Knop
1868, annex pp. 77−78). Interest in dew formation, its physics and chemistry, rose
after 1960 for several reasons: first, due to dry deposition onto wetted surfaces
(Chang et al. 1967, Brimblecombe and Todd 1977); second, in the last two decades
because of ecological considerations (dew as a source of moisture for plants, biolog-
ical crusts, insects and small animals, e. g. Jacobs et al. 2000) and its potential use
as potable water (Beysens et al. 2006, Muselli et al. 2006); and finally from an air
chemical point of view, now also termed interfacial chemistry (Rubio et al. 2006,
Acker et al. 2007).

2.5.5 Soil water and groundwater: Chemical weathering

Water falling to the surface of continents in any form of precipitation, upon striking
the surface, undergoes major modifications both in mode of transport and chemical
composition. Infiltration is the flow of water from the ground surface into the
ground. Once infiltrated, the water becomes soil moisture or groundwater.

In the cryosphere, precipitated snow undergoes transformation into ice layers.
Drilling of so-called ice-cores gives us insights into the chemical composition of
the palaeoatmosphere. Ice cores have been taken from many locations around the
world, especially in Greenland and Antarctica. In January 1998, the collaborative
ice-drilling project between Russia, the United States and France at the Russian
Vostok station in East Antarctica yielded the deepest ice core ever recovered, reach-
ing a depth of 3623 m. Preliminary data indicates the Vostok ice-core record ex-
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Table 2.27 Typical residence times of water found in various reservoirs; after Pidwirny
(2006).

reservoir average residence time

glaciers 20 to 100 years
seasonal snow cover 2 to 6 months
soil moisture 1 to 2 months
groundwater: shallow 100 to 200 years
groundwater: deep 10 000 years
lakes 50 to 100 years
rivers 2 to 6 months

tends through four climate cycles, with ice slightly older than 400 000 years. This
data set contains ice-core chemistry, timescale, isotope, and temperature data ana-
lyzed by several investigators. Dome F in Antarctica, also known as Dome Fuji, is
another example of well-described ice-cores; recently a depth of 3035 m was
reached and, according to a preliminary dating, it reaches back to 720 000 years
ago. However, the processes of laying down snow and its conversion into ice are
complicated, and air is slowly exchanged by molecular diffusion through pore spa-
ces in firn. Thermal diffusion causes isotope fractionation in firn when there is
rapid temperature variation, creating isotope differences which are captured in bub-
bles when ice is created at the base of firn. Firn is partially-compacted névé10, a
type of snow that has been left over from past seasons and has been recrystallized
into a substance denser than névé. It is ice that is at an intermediate stage between
snow and glacial ice.

In the biosphere, rain that is not lost back to the atmosphere by evaporation
from the ground or from trees may pass deep underground, only to emerge at a
much later date (Table 2.27) in a river or lake. Water coming into contact with
rocks (and derived soils) reacts with primary minerals contained in them. The min-
erals dissolve to varying extents, and some of the dissolved constituents react with
one another to form new, secondary minerals. Dissolution is mainly controlled by
the water acidity provided from plant mineralization (humic acids), atmospheric
carbonic acid and “acid rain”. The overall process is called chemical weathering
(see Chapter 2.2.2.5, Eqs. 2.62 and 2.62; Berner and Berner 1996).

2.5.6 Surface water: Rivers and lakes

Rivers and other forms of surface water actually account for a relatively small
portion of the planet’s water supply, but they loom large in the human imagination
as the result of their impact on our lives. The first human civilizations developed
along rivers in Egypt, Mesopotamia, India, and China, and today many great cities
lie alongside rivers. Rivers provide us with a means of transportation and recrea-

10 Young, granular type of snow which has been partially melted, refrozen and compacted. This
type of snow is associated with glacier formation through the process of nivation.
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Table 2.28 The composition of average river water and seawater (in mg L−1); data from
Langmuir (1997).

substance river seawater seawater to ratios river seawater
water river water water

HCO3
− 58.6 146 2.5 Ca/HCO3 0.26 2.8

Ca2+ 15.0 412 27 Ca/SO4 1.4 0.15
SO4

2− 10.6 2707 255 Na/Cl 0.77 0.55
Cl− 7.8 19383 2485 Na/Mg 1.46 8.66
Na+ 6.3 10764 1794 Na/K 2.22 102.5
Mg2+ 4.1 1243 303
K+ 2.3 105 39

Table 2.29 Chemical composition of different rivers (in mg L−1); data from Livingstone
(1963) and Holland (1978).

HCO3
− SO4

2− Cl− NO3
− Mg2+ Na+ K+ Fe SiO2

North America 68 20 8 1 6 9 1.4 0.16 9
South America 31 4.8 4.9 0.7 1.5 4 2 1.4 11.9
Europa 95 24 6.9 3.7 5.6 5.4 1.7 0.8 7.5
Asia 79 8.4 8.7 0.7 5.6 9.3 − 0.01 11.7
Africa 43 13.5 12.1 0.8 3.8 11 − 1.3 23.2
Australia 32 2.6 10 0.05 2.7 2.9 1.4 0.3 3.9

World 58.1 11.2 7.8 1 4.1 6.3 2.3 0.67 13.1

tion, with hydroelectric power, and even − after the river water has been treated −
with water for drinking and bathing. River waters typically begin with precipitation,
whether in the form of rainwater or melting snow. They also are fed by groundwater
exuding from bedrock to the surface. When precipitation falls on ground that is
either steeply sloped or already saturated, the runoff moves along the surface, ini-
tially in an even, paper-thin sheet. As it goes along, however, it begins to form
parallel rills, and its flow becomes turbulent. As the rills pass over fine soil or silt,
they dig shallow channels, or runnels. At some point in their flow, the runnels
merge with one another, until there are enough of them to form a stream. Once
enough streams have converged to create a continuously flowing body of water, it
becomes a brook, and once the volume of water carried reaches a certain level, the
brook becomes a river. As we have already noted, however, a river is really the sum
of its tributaries, and thus hydrologists speak of river systems rather than single
rivers. Finally, the river discharges into an ocean, a lake, or a desert basin.

The chemical composition of river water is significantly different from that of
seawater (Table 2.28). At first approximation, seawater is mainly a solution of Na+

and Cl− while river water is a solution of Ca2+ and HCO3
−. Interestingly the ratio

Na/Cl is the only one which is relatively similar for rivers and oceans, suggesting
that both components are within a global cycle from seaspray through cloud trans-
portation to continents and precipitation. Carbonate is approximately in equilib-
rium with atmospheric CO2 and the concentration difference between river water
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and seawater is determined by the pH. Ions transported by rivers are the most
important source of most elements in the ocean. Rivers collect dissolved matter
from precipitation, weathering and pollution. Their chemical composition shows
large seasonal and interannual variations as well as great differences between the
continents, reflecting the processes of the sources (Table 2.29).

2.5.7 The oceans

The chemical composition of the oceans defines the impact of the other geochemi-
cal reservoirs on the oceanic reservoir leading to the addition of elements to, or
removal from, seawater (Elderfeld 2006). The ocean is the global disposal center of
chemicals. In Chapter 2.2 the evolution of the ocean was discussed with the interac-
tion of degassing from the surface and the atmosphere. Evaporation of river water
will not make seawater (compare Tables 2.28 and 2.11). In addition, on comparison
of the amount of material supplied to the oceans by rivers with the amount in the
ocean, it is clear that most of the elements have been replaced many times. Thus
chemical reactions occurring in the ocean balance the river input by sediment re-
moval. The main input and removal fluxes for seawater ions can be roughly esti-
mated from the averages of river composition and the global run-off value
(36−40) $ 1018 g yr−1. Sillén (1967) first constructed a simplified multicomponent
equilibrium model based on nine components: HCl, H2O and CO2 which represent
acid volatiles from inside the earth, and KOH, CaO, SiO2, NaOH, MgO and
Al(OH)3 which corresponds to the bases of the rocks. For closing the global min-
eral cycle, a reverse weathering in the sea (Eq. 2.94) has been proposed by Macken-
zie and Garrels (1966).

clay mineral + HCO3
− + H4SiO4 + cation % cation rich silicate

+ CO2 + H2O (2.94)

However, most of the sedimentary mass is of detrital origin. Nutrient elements (Si,
P, V, N, and trace metals) are removed in the ocean as biological debris to sedi-
ments. The main sink of substances is by hydrothermal reactions (volcanic activity)
at locations of seafloor spreading and circulation through the ocean crust. Volcanic
activities in the oceans are extensive, and produce submarine lava flows which are
unstable in seawater. The high temperature (200−400 °C) is not only important for
basalt-seawater reactions but also triggers circulation. Subduction (see Chapters
2.2.1.1 and 2.6.4.3) transfers seawater and its constituents back to the magma.

Because of the large volume of seawater, almost all ions are conservative, mean-
ing it does not change its concentration over geological periods. However, there are
differences; for example, Cl− is the most conservative ion in the climate system
because it takes no part in any chemical reaction11 but Na+, the counterpart is
involved in rock weathering (it is a major constituent of silicate minerals), cation
exchange, and possibly volcanic-seawater reactions and reverse weathering.

11 Photochemical surface reactions, as discussed in Chapter 5.8.2, are negligible comparing with
the huge amount of chloride.



2.6 Sources of atmospheric constituents 171

Seawater, compared with all other natural waters, is remarkably constant in com-
position. However, all elements involved in biological turnovers (oxygen and carbon
being the most important) may have variations (and possibly trends), again due to
changing key parameters of the climate system, of which the temperature is the
most important one. Concerning the global climate, the oceans have two essential
functions:

− They are the largest pool of carbon (almost in the form of HCO3
−) in the climate

system (see Table 2.9) and the only ultimate sink of atmospheric CO2 (burial in
sediments, Sabine et al. 2004); temperature change results in solubility change
as well as changes in circulation and hence total fluxes, see Fig. 2.9.

− The global oceanic circulation is closely interlinked with the atmospheric circula-
tion; hence oceans transport energy and material and exchange it with the at-
mosphere. Change in one reservoir results in change in the other, but on different
time scales.

Wind-driven circulation occurs within the surface layer (50−300 m), creating a num-
ber of current rings, or gyres, that flow clockwise in the northern hemisphere and
counterclockwise in the southern hemisphere. The circulation pattern is a result of
complicated interaction of wind and water but also other factors are involved, such
as the earth’s rotation and friction. Coastal upwelling is a special case of surface
circulation which has an important effect on the biological productivity in the
ocean. Below a few hundred meters, the oceanic circulation is a result of gradients
in density due to differences in temperature and salinity. In contrast to freshwater
lakes, where the density maximum is at 4 °C (see Chapter 2.5.1), the deep ocean is
vertically stratified into various water masses, with the densest water at the bottom
and the lightest at the top. All density-related stratification owes its origin to condi-
tions at the surface: temperature differences due to the radiation budget; salinity
due to evaporation (increase in salinity) and precipitation (decrease in salinity); but
also from ice forming (dissolved ions remain in liquid water) and melting (tempera-
ture and salinity are interlinked properties). As a result of deep stratification, deep
circulation is much more horizontal than vertical. Diffuse upwelling is very slow
(about 1 m yr−1) and the residence times of deep water are in the order of hundreds,
even thousands, of years. For further reading, see Berner and Berner (1996), Bigg
(2003), Lehr and Keeley (2005), and Follows and Oguz (2007).

2.6 Sources of atmospheric constituents

For a given sub-system such as the atmosphere, the sources of compounds to be
emitted into the air are crucial, similar to any chemical reactor in the sense of one
boundary condition (the others are temperature, pressure, radiation, mixing, and
water12 in different phases). For the atmosphere as a three-dimensional reservoir,

12 Water is the atmospheric compound with the largest flux by far and the most significant for
weather, climate and chemistry (see Chapter 2.5.2).
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the spatial distribution of sources, together with the source strength (or in other
words the emission flux) must be known. This topic is presented very differently in
the literature. Normally, a distinction is made between natural and anthropogenic
sources and emissions. This is important for the knowledge to assess the degree of
man-made changes in the climate system, but for modelling the physics and chemis-
try of the climate system, for example, this separation is unimportant. We follow
here the “classical” treatment; first the main source categories are described briefly,
where the typical compounds belong to the sources and also emissions are men-
tioned. In the next section, Chapter 2.7, the compounds themselves are the focus
with the emissions from different sources. It is not the aim of this book to provide
details of sources and emissions; the reader is referred to more specialized literature.
The aim is to present a comprehensive critical overview and to provide the “best
known” emission values presently.

2.6.1 Source characteristics

Natural sources of atmospheric components are principally distinguished into bio-
genic and abiogenic (or geogenic). They may relate to biological processes in the
soil (e. g., bacteria), in vegetation (plants), in the oceans (substances produced by
algae) and non-biological processes in the earth’s crust (volcanoes or gas/oil seep-
age), or in the atmosphere (lightning), but also simply in dispersion of particles by
wind-surface interaction. These emissions often depend strongly on climate, soil or
water characteristics, and thereby show a strong temporal variation in seasonality,
diurnal cycle or both. Soils acts as source as well as sink; the direction of the flux
is changing with the compensation point. Thus, soil biological activities (as found
for COS by Conrad and Meuser 2000) may depend from the ambient concentra-
tion, stressing the necessity to measure fluxes as function of concentration to obtain
reliable source or sink data for atmospheric budgets.

Thus, natural sources often have a distinctly different character than anthropo-
genic sources, which are comparably constant with respect to seasonality. In addi-
tion, the source strength as well as the spatial distribution of natural sources may
differ substantially from year to year. An extreme example is volcanic emission.

Abiogenic sources can be distinguished as physical processes (dispersed soil dust
and sea spray), geochemical processes (gaseous emanations, volcanic eruptions),
and atmospheric chemical processes (lightning causing nitrogen oxides). Biogenic
processes in wild and agricultural plants are the same in principle. The main differ-
ence lies in the input of chemicals (mainly fertilizers) onto farmland with the pur-
pose to control and to accelerate the plant growth. Cultivated soils produce soil
dust by wind erosion: is that a contribution by anthropogenic or natural sources?
Nonetheless, desert dust is globally the dominant source in this category. Changes
in land use over hundreds or even thousands of years (for example, deforestation)
have changed the quantity and the mix of VOC emissions from soils and vegetation.
Biomass burning (wildfires) is nowadays almost all attributed to human activity,
whether intentional or not; the only natural cause is lightning strikes, which are of
minor importance globally.
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We see that it becomes more and more difficult to distinguish clearly between
natural and anthropogenic emissions. This book will not draw a sharp line − it is
more important to understand different sources and the controlling parameters of
the emissions. With our understanding that humans are part of the biosphere and
have changed it in an evolutionary way into the noosphere, we have to consider the
(climate) system as a whole. The only difference between natural and man-made
emissions lies in the fact that man-made emissions are unbalanced in nature or, in
other words, are in an open-loop. As a somewhat extravagant example, we could
assert that it does not matter how one reduces the concentration of chlorine in the
upper troposphere; whether by cleansing volcanic plumes of chlorine (if there were
such a facility) or by banning its use. The effects are always based on the sum of
molecules in the atmosphere. However, some sources or substances used without
anticipating any environmental problem, due to small volume and/or chemical vir-
tual harmlessness, such as halogenated and resistant organic compounds, and some
heavy metals, have resulted in serious problems and required counteractions.

An emission (and deposition) represents a flux (mass per time). Concerning the
source characteristics, we separate emissions from

1. point sources (volcanoes, fumaroles),
2. specific sources (plants, animals), and
3. diffuse sources (surfaces such as soils, lakes, landscapes etc.).

The flux can be related to an area (a standard area such as ha and m−2) and is
then termed a specific emission. The matter state is

4. gaseous (volatile elements, molecules) or
5. solid (particles, see Chapter 4.3.5).

2.6.2 Biogenic sources

2.6.2.1 Vegetation and microorganisms (soils and waters)

For the atmosphere, the earth’s surface acts as both a source and a sink for trace
gases and particles. Field measurements (mostly via concentration gradients) only
quantify the net flux F, i. e., emissions-deposition (Matson and Harriss 1995). The
so-called compensation point is reached when F Z 0. Hence, to calculate individual
fluxes (emission and deposition) separately, empirical relationships and models are
needed. The extrapolation of local measurements to broader ecosystems or grids
concerning the spatial resolution of climate models under different meteorological
conditions remains a major challenge.

Key to an understanding of the exchange between the surface and the atmos-
phere is the planetary boundary layer (PBL). This layer, with a variable thickness
between several hundred meters and a few kilometers, is defined as that region of
the lower troposphere that responds to surface forcing (frictional drag, heat transfer
etc.). Temperature gradients influence vertical mixing and hence vertical transport
rates. In the case of positive T gradients (increase with height), gases accumulate
near the surface and therefore surface emission is reduced and even stopped de-
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Fig. 2.42 Simplified reaction scheme of photosynthetic formation of organic compounds.
In boxes are stable substances which are possibly emitted. The radical intermediates may
undergo several competitive reactions, esp. HCO (formyl) and CH3 (methyl) depending from
the ratio between reactants (H, CO, and O2). In oxidative environment, acids are formed
from aldehydes.

pending on the equilibrium conditions. In the case of strong convection producing
rapid mixing, surface trace gases can reach the upper troposphere in just a few
hours. Meteorological conditions strongly influence surface-near concentrations of
gases and particles.

As shown in Fig. 2.22, organisms themselves emit gases via respiration; breathing
and transpiration. Plants can emit trace substances only during respiration (to-
gether with CO2); it has been assessed that 2−3 % of their photosynthetic capacity
is released in the form of diverse organic substances, though significantly more
under stress conditions. As discussed in Chapter 2.6.2.1, the emission of trace gases
by plants is always in relation to the assimilation and respiration process (Kessel-
meier 2001, Kesselmeier et al. 2002).

Fig. 2.42 shows a simplified biochemistry, the organic synthesis during CO2 re-
duction through photosynthesis. In a strong reducing medium, hydrogen (H) and
carbon monoxide (CO) are the building blocks of organic compounds (similar to
the Fischer-Tropsch synthesis). As seen, simple compounds in the reaction chain
produced are also present in the main emitted substances: formaldehyde and acetal-
dehyde (HCHO and CH3CHO), methanol (CH3OH), methane (CH4), acetone
(CH3OCH3). The formation of acids (formic acid and acetic acid: HCOOH and
CH3COOH) needs an oxidative environment; remember, plants oxidize during res-
piration.

In plants nitrate is reduced to nitrite in the cytoplasm after which the nitrite is
reduced to NH3 in the chloroplasts (Galbally 1989). Consequently, plants emit NO
and NH3. Plants also take up NH3 and NO2 very rapidly. This NO2 is chemically
produced by atmospheric oxidation of biogenic and anthropogenic emitted NO,
either above the canopy, or below the canopy from soil-emitted NO. In the last
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Table 2.30 Average global annual emission of organic substances emitted from terrestrial
vegetation in Tg yr−1. − no value given.

substance RETRO Lathière et al. Guenther et al. Jacob et al.
(2008)b (2005) (1995) (2002)

isoprene 539.07 460 506 −
monoterpenes 194.66 117 126 −
methanold 269.72 106 − −
CO 96.01 − − −
acetaldehyde 37.44 − − −
formaldehyde 33.76 − − −
acetone 30.26 42 − 33 (± 9)
propene 15.66 − − −
propane − − − 12
i-pentane − − − 5
ethane 4.12 − − −
ethene 3.84 − − −
i-butane − − − 3.6

totala − 752 (± 16)c 1150 −
a not the sum of the above listed compounds but all
b only terrestrial fluxes as computed by the MEGAN model in MOZECH. Note that the computed
values simulate exactness not being true
c this error is unrealistic small
d further estimate (in Tg yr−1): 100 (Galbally and Kristine 2002)

case, a “closed” N cycle between soil and plant occurs, resulting in a smaller ecosys-
tem emission. The uptake of NO2 faster than that of NO through stomata can be
explained by different rates of conversion into some readily metabolized forms
(e. g., NO2

−), perhaps by photolytically-produced solvated electrons: NO2 + e−
aq %

NO2
−. Similarly, sulfur species (almost all organic sulfides) are produced by assimi-

latory sulfate reduction. Plants emit DMS and COS, but also take them up (Yonem-
ura et al. 2007).

The largest amount of emitted species are based on carbon itself (see Chap-
ter 2.7.3 and Table 2.30). Care should be taken when using emission values denoted
as “terrestrial emission” because it is probably the sum of plant (vegetation) and
soil emission.

Soils containing microorganisms predominantly emit inorganic compounds
(NH3, NO, N2O, H2S) because of nutrient cycling. It is evident that plants take up
gases from air in the assimilation process, but only during the daytime. In contrast,
soils can absorb them during both day and night. Animal faeces are rich in nitrogen
and hence are used in internal cycles, but by decomposition they emit many differ-
ent volatile substances. Microorganisms are distributed in soils, aquatic systems and
oceans. Most of the material turnover in ecosystems is due to microorganisms. All
substances exchanged with the local environment are therefore found in the reser-
voir (soil, lake, river, and ocean), dissolved, suspended and/or adsorbed. Thus,
physical equilibrium and transport processes determine the reservoir distribution
and phase partitioning. Between surfaces (soils and waters) and their surrounding
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Table 2.31 Global wetlands (from data in Mitsch and Gosselink 2007).

type area (in 106 km2)

polar /boreal 2.4 − 3.5
temperate 0.7 − 1.0
subtropical / tropical 1.9 − 4.8
rice paddies 1.3 − 1.5

total 6.8 − 12.8

air, a permanent exchange exists where the sensitive equilibrium is influenced by
the air concentration. The escape of NO from soils is driven by molecular diffusion
within the soil pore spaces and by advective and convective air flows through the
soil due to pressure and thermal forcing. Liquid water in soil pores can drastically
reduce the NO escape due to much slower diffusivities. Field studies have shown
that soil water forms a substantial barrier to the escape of NO from soils; however,
a simultaneous increase in N2O has been observed (Galbally 1989). The increased
formation of N2O could be explained by increasing oxygen deficiency, and therefore
higher reduction capacity.

Waters (rivers and lakes) may − especially when they are polluted − provide an
important source for atmospheric emissions locally, but play no role globally. Wet-
lands are among the most important ecosystems on earth; an excellent book on
wetland chemistry is Reddy and DeLaune (2008). Wetlands occupy about 5−8 %
of the global land surface (Table 2.31) and have a global NPP of (4−9) $ 1015 g C
yr−1 (Mitsch and Gosselink 2007), which corresponds to about 10−20 % of total
land surface NPP (see Chapter 2.3.5.3). Natural wetlands contribute about 20 %
to the global CH4 emission (115−145 Tg yr−1; cf. Table 2.69). Rice paddies are
anthropogenic wetlands and emit 60−80 Tg CH4-C yr−1 (Megonigal et al. 2004,
Whalen 2005). In the 1960s it was believed that huge sulfur emissions in the form
of hydrogen sulfide were emitted from wetlands (Möller 1983), but after reevalua-
tion it now appears they are negligible on a global scale.

2.6.2.2 Animals

It is possible to determine the emission of different compounds by specific animals
similarly to plants, depending on biological parameters (age, status, health etc.) and
physical parameters (temperature, radiation, humidity, acidity etc.) (see Tables 2.32
and 2.65). Animals (including humans) contribute to atmospheric emissions in dif-
ferent pathways; directly through breathing, transpiration and flatulence, and indi-
rectly through conversion of excrement (see, for example, NH3 emissions in Ta-
ble 2.65). As the total biomass of animals compared with that of plants is negligible,
with the exception of emissions of NH3 and CH4, there is no global significance in
these emissions.

Methane production by termites was first reported by Cook (1932), who ob-
served the evolution of a gas from a species of termite. Besides CH4 termites may
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Table 2.32 Emission factors for wild animals’ emissions (in kg per animal/person and year).

species assumed life CH4 NH3 author
weight (in kg)

deer (red deer, 100 25 1.1 Sutton et al. (1995)
reindeer)
moose 350 50 2.2 Crutzen et al. (1986)
roe deer 15 4 0.2 scaled from red deera

boar 1.5 1 Niethammer and Krapp (1986)
birds 0.8 − 0.12 Sutton et al. (1995)
large birds 2.4 − 0.36 Sutton et al. (1995)
humans 0.1 0.05 Crutzen et al. (1986)
a Use animal weights to similarly scale emissions for other species

emit large quantities of methane, carbon dioxide, and molecular hydrogen into the
atmosphere. Termites inhabit many different ecological regions, but they are con-
centrated in tropical grasslands and forests. Studies indicated that methane is pro-
duced in a termite’s digestive tract during the breakdown of cellulose by symbiotic
microorganisms. Later studies showed large variations in the amount of CH4 pro-
duced by different species. Estimates of the contribution to the global CH4 from
termites vary widely, from negligible up to 15 %. Zimmermann et al. (1982) esti-
mated global annual emissions calculated from laboratory measurements of 150 Tg
of methane and 5000 Tg of carbon dioxide. As much as 200 Tg of molecular hydro-
gen may also be produced. Seiler et al. (1984) estimated the flux of CH4 and CO2

from termite nests into the atmosphere to be in the range 2−5 Tg only.
Fermentation of feed in the rumen of cows, goats, sheep and several other ani-

mals belonging to the class of animals called ruminants is the largest source of
methane, from enteric fermentation by methanogenic bacteria and protozoa. In the
European Union in the late 1990s, approximately two-thirds of emitted CH4 come
from enteric fermentation and one-third from livestock manure (Moss et al. 2000).
The composition of the animal feed is a crucial factor in controlling the amounts
of methane produced, but a sheep can produce about 30 liters of methane each day
and a dairy cow up to about 200 liters. The reason that ruminants are so important
to mankind is that much of the world’s biomass is rich in fibre. Ruminants can
convert this into high quality protein sources (i. e., meat and milk) for human con-
sumption and this benefit needs to be balanced against the concomitant production
of methane.

2.6.3 The ocean as source

The ocean as a source of trace gases is between biogenic and abiotic processes;
hence we consider the ocean here in a separate subchapter. Whereas the generation
of sea-salt particles from the surface of seawater is a purely physical process (see
Chapter 2.6.4.2), it has been identified as a considerable global source of different
nitrogen, sulfur and carbon species (Table 2.33). These species are produced in the
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ocean by similar biological processes to those in soils, but photochemical processes
in the surface water (e. g. Zhou and Mopper 1997) also provide products that can
exchange with the air. It is assumed that the surface seawater is saturated or super-
saturated with these gases (for example, CO and dimethyl sulfide). The principles
regulating the flux between ocean and atmosphere are well understood (Liss and
Slinn 1983). However, there is a lack of systematic measurements of concentrations
in surface air over the oceans along with the necessary measurements to evaluate
the equilibrium partial pressure in surface water.

For example, alkyl nitrates (see Chapter 5.4.5.2) have been measured (Chuck et
al. 2002) in surface seawater and air from the North and South Atlantic that indi-
cate a (natural) flux out of the oceans. Although production processes for trace
gases in seawater are often poorly known or totally unknown, in the case of these
alkyl nitrates, laboratory experiments indicate that they can be formed photochemi-
cally by the reaction of alkyl radical (ROO) and NO (Dahl et al. 2003). In a number
of cases, we lack even basic knowledge of how the gases are formed (and destroyed)
in the surface oceans and this is a real handicap in trying to predict how the fluxes
may change under an altered climate (Liss 2007).

By far the most important trace gas emission from the ocean influencing our
climate is dimethyl sulfide (DMS), a gas that is biogenically produced by algae in
marine waters. It is formed by cleavage of the precursor molecule dimethylsulfonio-
propionate (DMSP) that acts as an osmolyte and cryoprotectant for the organisms.
A small fraction (probably less than 10 %) of the total DMS formed in seawater is
transferred to the atmosphere across the air-sea interface. In the atmosphere, it is
unstable and is converted into a variety of products some of which are particulate,
making DMS a major natural provider of fine particles over the open oceans. In
this way, it plays an important role in climate as a source of cloud condensation
nuclei (CCN), as well as supplying the element sulfur to the terrestrial environment,
where it is essential for plant growth. In the atmosphere, DMS is subject to oxida-
tion by free radicals including OH and NO3 to yield a number of gaseous and
particulate products.

The major difficulty in estimating global sea-air fluxes of DMS is in interpolating
measured concentrations of DMS in seawater to create seasonally resolved gridded
composites (for example, Kettle et al. 1999). Attempts to correlate DMS with varia-
bles that can be mapped globally, e. g., chlorophyl, have not yielded reliable rela-
tionships. Using the parameterizations of Liss and Merlivat (1986), Wanninkhof
(1992), and Erickson (1993), and using published wind fields and the maps of
sea-surface DMS concentration of Kettle et al. (1999), Kettle and Andreae (2000)
calculated the fluxes of DMS from the global oceans at approximately 15, 33, and
21 Tg S yr−1, respectively. This shows that the air-sea exchange (model assumptions
for the gas transfer velocity; see also Chapter 4.3.7) may be the dominant factor in
controlling the emission value. Nightingale et al. (2000) reported the first estimation
of the power dependence of gas transfer on molecular diffusivity in the marine
environment. A gas exchange relationship that shows a dependence on wind speed
intermediate between those of Liss and Merlivat (1986) and Wanninkhof (1992) is
found to be optimal. Recent estimates of globally integrated DMS fluxes from
ocean to atmosphere tend to the higher value given by Möller (2003) as 35 ± 20 Tg
S yr−1. Anderson et al. (2001) estimated 0.86 and 1.01 Tmol S yr−1 (about 30 Tg S
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Table 2.33 Global oceanic trace gas emissions (in Tg element yr−1).

substance flux author

N2O 1.4−2.6 Khalil and Rasmussen (1992)
4 (1.2−6.8) Nevison et al. (1995)
4.7 IPCC (2001)
0.9−1.7 Rhee at al. (2009)

NH3 8−15 cf. Table 2.63

CO 47 (5−41) Seiler and Crutzen (1980)
23 (9−38) Khalil and Rasmussen (1990a)

6 (3−14) Bates et al. (1995)
5 (0−14) Khalil (1999)
9 RETRO (2008)

CH4 3.5 (3−4) Lambert and Schmidt (1993)
0.4 (0.2−0.6) Bates et al. (1996)

10 Watts (2000)
0.6−1.2 Rhee at al. (2009)

isoprene 5 Guenter et al. (1995)

alkanes and 30 Bonsang et al. (1988)
alkenes 0.3−0.6 Plass-Dülmer et al. (1995)

~ 1 Rudolph (1997)
7.6 RETRO (2008)

alkanes 1 (0−2) Williams and Koppmann (2007)

alkenes 6 (3−12) Williams and Koppmann (2007)

acetone 10−27 (± 50 %) Jacob et al. (2002)

CH3Cl 0.46 Khalil et al. (1999)
CHCl2 0.32 Khalil et al. (1999)
CH2Cl2 0.16 Khalil et al. (1999)
C2HCl3 0.02 Khalil et al. (1999)
C2Cl4 0.02 Khalil et al. (1999)

DMS 35 (± 20) Möller (2003) and citations therein

yr−1) and Simo and Dachs (2002) have globally quantified as 23−35 Tg S yr−1, and
Kloster (2006) and Kloster et al. (2006) simulate a global annual mean DMS emis-
sion of 28 Tg S yr−1.

The ocean’s influence on volatile organic compounds (VOCs) in the atmosphere
is poorly understood. Sinha et al. (2007) show that compound-specific PAR and
biological dependency should be used for estimating the influence of the global
ocean on atmospheric VOC budgets. They estimated the mean fluxes in a Norwe-
gian fjord for methanol, acetone, acetaldehyde, isoprene, and DMS as −0.26, 0.21,
0.23, 0.12, and 0.3 (all in ng m−2 s−1), respectively. It was observed that under
conditions of high biological activity and a PAR of ~ 450 mol photons m−2 s−1,
the ocean acted as a net source of acetone. However, if either of these criteria were
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not fulfilled then the ocean acted as a net sink of acetone. This new insight into the
biogeochemical cycling of acetone at the ocean-air interface has helped to resolve
discrepancies from earlier studies, such as Jacob et al. (2002) who reported the
ocean to be a net acetone source (27 Tg yr−1), and Marandino et al. (2005) who
reported the ocean to be a net sink of acetone (−48 Tg yr−1). The ocean acted as
net source of isoprene, DMS and acetaldehyde but a net sink of methanol. This is
also supported by shipboard measurements made off Mace Head Research Station
(Ireland) (Lewis et al. 2005), which demonstrated a strong inverse correlation of
CH3OH with DMS, with both species showing wind-speed dependence indicative
of air-sea exchange. Marine concentrations of acetone and acetaldehyde are similar,
at around 0.4−0.5 ppb. The statement of Singh et al. (2001), that large and wide-
spread (most likely oceanic) sources must be present for oxygenated hydrocarbons,
is therefore supported by these results. A large enrichment of acetone and also of
other carbonyl compounds (e. g. acetaldehyde) has been measured by Zhou and
Mopper (1997) in seawater samples of the surface micro-layer of the ocean and a
sea-air flux was suggested for the less soluble compounds (such as acetone and
acetaldehyde).

Isoprene (see Chapter 2.7.3.4) is a gas reactive in the atmosphere, which is partic-
ularly important for the formation of organic particles. It is known to be emitted
from the oceans (Broadgate et al. 1997), but generally not thought to be of suffi-
cient magnitude to lead to particle formation. However, in a recent paper, Mes-
khidze and Nenes (2006) have used satellite imagery to show that over a biologically
productive region of the Southern Ocean, CCN number density and cloudiness are
enhanced compared with the less productive surrounding area. Controversially,
they attribute the additional CCN to particles formed from isoprene emitted from
the biologically productive water, where it might be expected that DMS would be
the more obvious precursor. This finding is of importance not only because it shows
that marine trace gas emissions can have a direct effect on CCN and cloudiness
and hence climate, but it also reopens the question of the role of oceanic isoprene
emissions on the marine atmosphere.

Recent reassessment has shown (Rhee et al. 2009) global oceanic emission esti-
mates of CH4 to be ~ 10 times lower and of N2O to be ~ 3 times lower than the
“established” emission values used in the recent IPCC report (Denman et al. 2007).
The reasons for the discrepancies are unknown, but three studies (Conrad and
Seiler 1988, Bates et al. 1996, Rhee et al. 2009) indicate that the open ocean is
supersaturated with respect to atmospheric CH4 at a level of ~ 0.04, about an order
of magnitude lower than the CH4 value of 0.3 suggested by Ehhalt (1974) and used
by others (e. g. Watts 2000 and the IPCC reports 1995, 2001, 2007). The much
lower N2O estimate implies (Rhee et al. 2009) that upwelling activities and/or the
amount of dissolved N2O in upwelling subsurface waters of the Atlantic are weaker
than in the other oceans.

Emissions of organohalogen (Br or I) gases (one to two carbon atoms) from the
oceans can have significant effects on the oxidant chemistry of the atmosphere, and
in some cases in particle formation. There is a growing database of shipboard
measurements from which sea-to-air fluxes can be calculated (e. g. Chuck et al.
2005). However, in contrast to DMS, there is little understanding of how these
compounds are formed, with both direct biological production and indirect photo-
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chemical formation from organic precursor being invoked, but with little knowledge
of the detailed mechanisms by which these processes operate.

The most significant emissions (in Tg element yr−1) from the oceans are summa-
rized here (cf. also Table 2.33 with older data):

OVOC DMS NH3 NMVOC N2O CH4 org. Cl

50 ± 20 30 ± 15 10 ± 5 7 ± 4 1 ± 1 1 ± 0.5 1 ± 1

2.6.4 Geogenic sources

Geogenic or abiotic/abiogenic sources are characterized by physical and/or chemi-
cal processes on earth resulting in emission of trace gases and particles into the
atmosphere. A special − so-called secondary emission − source is lightning; through
physico-chemical processes (electric discharges) new products are produced from
the ambient molecules (N2 and O2). The whole atmospheric chemistry itself contin-
uously produces new secondary, products, but we only call an emission “secondary”
when there are also direct, primary sources outside the atmosphere. When consider-
ing the budgets (and resulting effects and impacts on the climate system) of com-
pounds it is necessary to estimate secondary sources as well as the primary sources.

2.6.4.1 Soil dust

The magnitude and distribution of atmospheric soil dust is strongly controlled by
dust emissions, which depend on the extent and type of terrestrial vegetation and
land use, as well as on soil properties and meteorological conditions. Soil particles
are entrained into the air by wind erosion caused by strong winds over bare ground.
While large sand particles quickly fall to the ground, smaller particles (less than
about 10 μm) remain suspended in the air as mineral (or soil) dust aerosol. Billions
of tons of mineral dust aerosols are released each year from arid and semi-arid
regions to the atmosphere (Tanaka 2009). Mineral dust particles are estimated to
be the most common aerosol by mass (see Chapter 4.3.5). Estimates of its global
source strength range from 1000 to 5000 Mt yr−1 (Duce 1995).

Table 2.34 shows estimates depending on particle size. In recent years, the soil
dust burden has been studied by modeling because of its contribution to climate
(negative) forcing (Jaenicke 1993, Tegen and Fung 1995, Tegen et al. 2004, Hara et
al. 2006) and to air pollution and air chemistry (Andreae and Crutzen 1997, Pros-
pero 1999, Goudie and Middleton 2006). The chemical composition of dispersed
soil varies over a wide range, Table 2.35 provides the global average of composition
of the earth’s crust. The agreement of older and modern estimates is remarkable −
with the exception of estimates for sulfur and carbon. It seems that the use of this
mean composition is also not valid for large-scale deposition estimates (Table 2.36);
from the data listed in Table 2.36, a mean Fe concentration in dust deposition
amounts to 0.35 %, in contrast to the mean lithosphere composition of around
4.5 %. The mean sulfur content of soils varies between 0.009 and 11.5 % (Ryabo-
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Table 2.34 Estimates of global particular emissions (Penner et al. 2001; IPCC 2001 esti-
mates). NH − Northern hemisphere, SH − Southern hemisphere, OM − organic matter,
BC − black carbon.

type and characteristics NH SH global author

OM biomass burning 28 26 54 (45−80) A
fossil fuel burning 28 0.4 28 (10−30) B, C
biogenic − − 56 (0−90) D

BC biomass burning 2.9 2.7 5.7 (5−9) A
fossil fuel burning 6.5 0.1 6.6 (6−8) B, C

industrial dust − − 100 (40−130) E, F, G

sea salt < 1 µm 23 31 54 (18−90) IPCC (2001)
1−16 µm 1420 1870 3290 (1000−6000) IPCC (2001)

soil dust < 1 µm 90 17 110 IPCC (2001)
1−2 µm 240 50 290 IPCC (2001)
2−20 µm 1470 282 1750 IPCC (2001)
total 1800 349 2150 (1000−3000) IPCC (2001)

A: Scholes and Andreae (2000)
B: Penner et al. (1993)
C: Cook et al. (1999)
D: Penner et al. (1995)
E: Wolf and Hidy (1992)
F: Andreae (1995)
G: Gong et al. (1997)

Table 2.35 Average composition of known terrestrial matter (in %); − no value given (see
also Table 2.13).

element Wedepohl (1995) Mason and Moore Clarke (1920)
(1982)

O − 46.60 47.33
Si 28.8 27.72 27.74
Al 7.96 8.23 7.85
Fe 4.32 5.00 4.50
Ca 3.85 3.63 3.47
Na 2.36 2.83 2.46
Mg 2.20 2.09 2.24
K 2.14 2.59 2.46
Ti 0.40 0.44 0.46
H − 0.14 0.22
P 0.076 0.105 0.12
Mn 0.072 0.095 0.08
F − 0.0625 0.10
Ba − 0.0425 0.08
Sr − 0.0375 0.02
S 0.070 0.0260 0.12
C − 0.0200 0.19
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Table 2.36 Deposition of soil dust on oceans, in Tg yr−1 (Duce et al. 1991).

ocean deposition deposition of iron

Northern pacific 470 1.6
Southern pacific 39 0.14
Northern Atlantic 220 0.76
Southern Atlantic 24 0.08
Northern Indian ocean 100 0.35

total 900 3.2

Table 2.37 Variation of chemical composition of soil-forming rocks (igneous, sandstone
and limestone), in % from date from Clarke (1920).

element concentration range

Al 0.8−16
Fe 0.5−3.1
Mg 1−8
Ca 3−43
Na 0.05−4

shapko 1983) in contrast to the mean crust composition of between 0.03 and 0.1 %
(Table 2.35). There are only two estimates of the contribution of soil dust to atmos-
pheric sulfate (in Tg S yr−1): 20 (10−30) and 3−30 (Ryaboshapko 1983, Andreae
1985, 1990). A contribution of 20 Tg S yr−1 to continental sulfate is significant in
comparison with the assessed continental emission, in the range between 3 and 7
Tg S yr−1, from biogenic sources including biomass burning.

Soil-forming material such as igneous, sedimentary and metamorphic rocks de-
termines the chemical soil composition, which varies by more than one order of
magnitude (Table 2.37). It is logical that material containing volatile elements such
as C, N and S but also halogens are concentrated in soils and are resuspended in
the air by wind. The particle size is mainly in the range 1−3 µm, but sub-µm
particles are also observed.

Locally, especially in urban areas where there is traffic on the streets, resuspen-
sion of soil dust by moving vehicles contributes to about one-third of the PM10

levels; this fraction is mainly between 2.5 and 10 µm (see also Chapter 4.3.5).

2.6.4.2 Sea salt

Sea-salt aerosol (SSA) has multiple impacts (beside other particulate matter catego-
ries) on atmospheric properties: response to climate by optical properties (e. g.,
Mahowald et al. 2006); providing cloud condensation nuclei (e. g., Clarke et al.
2006); being a heterogeneous surface for multiphase chemical reactions, e. g., SO2

oxidation (Luria and Sievering 1991); and a source for reactive chlorine (e. g., Fin-
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layson-Pitts et al. 2003), whereas gaseous HCl is the most abundant form of chlo-
rine. Only in the last few years has evidence been found that SSA is also occurring
in the very fine fraction below 250 nm (down to 10 nm) depending on sea state
(e. g., Geever et al. 2005, Clarke et al. 2006). This aerosol may be the dominant
contributor to both light scattering and cloud nuclei in those regions of the marine
atmosphere where wind speeds are high and/or other aerosol sources are weak
(O’Dowd et al. 1997, Murphy et al. 1998, Quinn et al. 1998).

Sea-salt particles are very efficient CCN, and therefore characterization of their
surface production is of major importance for aerosol indirect effects. For example,
Feingold et al. (1999) showed that in concentrations of 1 particle per liter, giant
salt particles are able to modify strato-cumulus drizzle production and cloud albedo
significantly. A semi-empirical formulation was used by Gong et al. (1997) to relate
the size-segregated surface emission rates of sea-salt aerosols to the wind field and
produce global monthly sea-salt fluxes for eight size intervals between 0.06 and 16
mm dry diameter. Sea-salt aerosols are generated by various physical processes,
especially the bursting of entrained air bubbles during whitecap formation (Blan-
chard 1983, Monahan et al. 1986), resulting in a strong dependence on wind speed.
Sea-salt particles cover a wide size range (about 0.05 to 10 mm diameter), and have
a correspondingly wide range of atmospheric lifetimes. Thus, as for dust, it is neces-
sary to analyze their emissions and atmospheric distribution in a size-resolved
model.

Several studies have quantified the flux and concentration of sea-salt particles.
Blanchard (1985) expressed that it is impossible to estimate the total sea-salt emis-
sion more accurately than between 1000 and 10 000 Tg yr−1; the flux is strongly
dependent on the height above sea level: for the 0−1 m level the flux is > 10 000 Tg
and for the ~ 5000 m level the flux is < 1000 Tg. Jaenicke (1982) estimated the
transport of sub-µm sea-salt particles into higher atmospheric levels to be 180 Tg
yr−1. Using detailed wind-field data, Erickson and Duce (1988) estimated much
higher fluxes than Blanchard. They give fluxes through a plane 15 m above the sea
for dry deposition (8000−22 000 Tg yr−1) and wet deposition (1500−4500 Tg yr−1)
resulting in a total flux of 10 000−30 000 Tg yr−1. These estimates have often used
empirical relations for the surface concentration, assumed a relationship between
dry and wet deposition, and calculated the dry deposition. Tegen et al. (1997) found
the global average burden of sea salt to be 22 mg m−2 (with a source strength of
5900 Tg yr−1) using a 3D tracer model, whereas Takemura et al. (2000) calculated
the source strength to be 3321 Tg yr−1 and the global burden to be 11 mg m−2

using a general circulation model. Both studies calculate the sea-salt concentration
directly from an empirical dependence on surface wind.

The corresponding sulfate figure is 300−800 Tg S yr−1, from which probably a
mere 10 % (50 Tg yr−1) is reaching the upper PBL. The global averaged mass per-
centage of sulfate in seawater amounts to 7.68 %. Assuming no deviation in pure
sea salt, this figure must be multiplied with the total estimate of sea-salt emission
to the atmosphere. Using a sea-salt production of 1800 Tg yr−1, a figure for sea-
salt sulfate emission of 44 Tg S yr−1 (Eriksson 1960) was used for more than 20
years by all investigators of the global sulfur cycle (Cullis and Hirschler 1980).



2.6 Sources of atmospheric constituents 185

Higher values of the sea-salt sulfate contribution, between 100 and 300 Tg S yr−1,
are published by Ryaboshapko (1983), Möller (1983, 1984a), and Varhélyi and
Gravenhorst (1983).

Petrenchuk (1980) estimates that the river runoff of sea salt is 300−400 Tg yr−1.
This should equal what is deposited over land (as nothing is assumed to be accumu-
lated on land). Using yearly river data of 35.6 $ 103 km3 and an average chlorine
concentration in rivers of 6.4−7.8 mg L−1, Petrenchuk (1979) finds 230−280 Tg
yr−1 of chlorine. This should be approximately the same as the chlorine deposited
over land from sea-salt aerosols. Grini et al. (2002) model deposits of 161 Tg yr−1

of sea salt over land, corresponding to 88 Tg yr−1 of chlorine. Given the uncertain-
ties and assumptions in making such a comparison, the estimates compare reasona-
bly well.

2.6.4.3 Volcanism and emanation

Volcanoes emit gases, aerosols, and fine particulate matter in modes ranging from
continuous to ephemeral (cf. Chapter 2.2.1.1), Table 2.38. From 1975 to 1985, an
average of 56 volcanoes erupted yearly. While some showed continuous activity,
others erupted less frequently or only once, so that 158 volcanoes actually erupted
over this time period. This number increases to 380 volcanoes with known erup-
tions in the twentieth century, 534 volcanoes with eruptions in historical times,
and more than 1500 volcanoes with documented eruptions in the last 10 000 years
(McClelland et al. 1989). Hence emission estimates found in literature are always
averages over different long time scales. Therefore the true annual emission for a
given year is almost unknown and varies considerably from year to year. In years
with large volcanic eruptions the emission could be many times higher than the
average. On a short time scale, volcanic emissions play no role compared with other
sources of emissions − with the exception of supervolcanic events. However due to
emission into the upper troposphere, and occasionally direct into the lower strato-
sphere, volcanoes play an important role in providing trace species in layers of the
atmosphere where the residence times increase significantly (Graf et al. 1997,
1998).

Chin and Jacob (1996) found that volcanic sulfur comprises 20−40 % of the
sulfate in the mid-troposphere globally and 60−80 % over the North Pacific. It also
accounts for a significant percentage of the sulfate burden in the upper troposphere
at high latitudes. These disproportionate effects are realized even though volcanic
S accounts for only 7 % of the total S emitted to the atmosphere in their chemical
transport model, yet it accounts for 18 % of the column sulfate burden globally.
Thornton et al. (1996) have shown that volcanic SO2 becomes an important cloud
condensation nucleus source in the North Pacific. There is a large number of global
estimates of volcanic SO2, with a variation between 0.75 and 30 Tg S yr−1; the
value with the most agreement seems to be 10 ± 5 Tg S yr−1 (see Tables 2.39 and
2.40). Other emission values are listed in Table 2.41.

Some recent analyses suggest that up to 40 % of the global tropospheric sulfate
burden may be volcanic; much of it derived from open-vent volcanoes, fumaroles
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Table 2.38 Composition of volcanic gases; − no value given.

substance in vol-% in mol-% in vol-% in mol-%
(Symonds et al. (1988, 1994) (Edmonds et (Textor et (sevens

al. 2005)a al. 2004)b workshop
Kilauea Ertá Alee Momo-

2000)d

summit (1130 °C) Tombof

(1170 °C) (820 °C)

H2O 37.1 77.2 97.1 75−85 50−90 94−99
CO2 48.9 11.3 1.44 0.1−3 1−40 0.3−1.4
SO2 11.8 8.34 0.50 10−13 1−25 0.1−4.5
H2S 0.04 0.68 0.23 0.1−0,8 1−10 0.02−1.5
HCl 0.08 0.42 2.89 0.3−0,6 1−10 0.001−1.0
HF − − 0.26 0.1−0,5 < 0.001 0.0003−0.4
HBr − − − − ? 0−0.0003
CO 1.51 0.44 0.01 0.015−0.025 − 0−0.0018
COS − − − − 10−4−10−2 −
CS2 − − − − 10−4−10−2 −
H2 0.49 1.39 0.70 − − 0.0001−0.4
N2 − − − − − 0.003−0.07
CH4 − − − − − 0−0.0006
Ar − − − − − 0−0.00007
NH3 − − − − − 0−0.00003
a Kilauea Volcano, Hawaii (2004−2005)
b means, based on values from Symonds et al. (1988, 1994), Cadle (1080), Chin and Davis (1993)
c compiled on a global data set on about 360 volcanoes over the past 100 yr of volcanic degassing
during both explosive and quiescent volcanic events
d 39 samples from two fumaroles at Satsuma-Iwojima and one at Kuju volcano in 2000 (T:
100−800 °C)
e Ethiopia
f Nicaragua

Table 2.39 SO2 emissions of some large volcanoes eruptions, in Tg S.

volcanoes year of eruption emission author

Roza (USA)a 14.7 Myr ago 6210b, e Thordarson and Self (1996)
Laki (iceland) 1783−1784 61c Thordarson et al. (1996)
Pinatubo (Indonesia) 1991 10 Bluth et al. (1997)
Agung 1963 3.5d Self and King (1996)
El Chichón (Mexico) 1982 3.5 Bluth et al. (1997)
Nyamuragira (Congo) 1994 2 Bluth et al. (1997)
St. Helens (USA) 1980 0.5 Bluth et al. (1997)
a The Roza Member represents a compound pahoehoe flood basalt lava flow field, with an area
of 40 300 km2 and a volume of 1300 km3

b over 10 years
c over 8 month
d over 2 days
e additionally from lava degassing: 1410 Mt S
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Table 2.40 Estimates of global SO2 emissions by volcanic activities, in Tg S yr−1.

emission author

0.75 Kellog et al. (1972)
17 Bartels (1972)
2 Friend (1973)
5 Stoiber and Jepsen (1973)
3.75 Cadle (1975)

23.5 Naughton et al. (1975)
3 Granat et al. (1976)
2.5 Cullis and Hirschler (1980)

20−30 Cadle (1980)
15 Várhelyi and Gravenhorst (1981)

7.5 Berresheim and Jaeschke (1983)
2 Möller (1983,1984a)
9.3 Stoiber et al. (1987)
4.5 Warneck (1988)

25 Lambert et al. (1988)
9.6 Spiro et al. (1992)

20 Graf et al. (1997)
7 Chin and Jacob (1997)
6.5 Andres and Kasgnoc (1998)
3.8−5.2 Halmer et al. (2002)

10 (± 5) Möller (2003)
0.75−25 Textor et al. (2004)

12.6 Diehl et al. (2007)

Table 2.41 Emission of volcanic gases (in Tg yr−1); − no value given.

substance Cadle (1975) Textor et al. (2004)b Halmer et al. (2002)b

H2Oa − ? −
CO2 − 75 −
SO2 3.75 1.5−50 7.5−10.5
H2S − 1−2.8 −
HCl 0.75 0.4−11 1.5−37.1
HF 0.038 0.06−6 0.7−8.6
HBr − 0.0078−0.1 0.0026−0.0432
CO − − −
COS − 0.006−0.1 0−0.32
CS2 − 0.007−0.096 0−0.044
a based on the concentration ratio H2O/Cl (Table 2.37) to be > 100, the water emission should be
larger then 100−1000 Tg yr−1

b means, based on values from Symonds et al. (1988, 1994), Cadle (1980), Chin and Davis (1993)
c compiled on a global data set on about 360 volcanoes over the past 100 yr of volcanic degassing
during both explosive and quiescent volcanic events
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fields and mild eruptions (Oppenheimer et al. 2003). This is much more than previ-
ous estimates of secondary sulfate formation suggest, with about only 5 % (see
Table 2.49). However, the values (burden and emission) are not directly comparable
due to the fact that normally volcanic emissions are injected into the free tropo-
sphere where they spend much more time then in the lower troposphere. On the
other hand, it is possible that the SO2 emissions from permanent degassing activi-
ties globally are significant larger than is conventionally believed.

The historical record of volcanic activity, for example, goes back only a few
thousand years, yet there are innumerable apparently extinct volcanoes that are still
potentially active. Volcanic gases are globally imbalanced on time-scales comparing
to biogenic processes (cf. Fig. 2.21). Closure of the volcanic cycle via oceanic sub-
duction and magma transformation is very slow, thus we talk in geological time-
scales. It is clear that volcanic activity during the early history of the earth (degas-
sing period) was orders of magnitude higher than it is today (cf. Chapter 2.2.1).
Before subduction, volcanic gases enrich the ocean. Assuming 10 Tg yr−1 as mean
volcanic sulfur over the last 4 Gyr, it would correspond to a mass about 3000 times
larger than the sulfur dissolved in the ocean (cf. Tables 2.7 and 2.11). Taking for
HCl a volcanic emission of 1−10 Tg yr−1 (Table 2.41) over the same period (4 Gyr)
results in only one-third to one-thirtieth of the mass of chlorine dissolved in the
ocean. This simple example should only show that it makes no sense to assume
constant emission fluxes and ratios between different compounds over geological
epochs.

Volcanoes regulate the climate through CO2 emissions. Carbon dioxide emissions
from volcanoes are given as 75 Tg yr−1 by Textor et al. (2004) and as 200−500 Tg
yr−1 by Bickle (1994). The Mt Etna CO2 plume emission and diffuse emission
combined to amount to 25 Mt yr−1 (Gerlach 1991).

Volcanoes are the only net source (remember: biospheric actions provide closed
cycles due to emission Z uptake globally) of reduced substances (mainly sulfur
species) which influence the oxidation capacity of the atmosphere. The most wide-
spread effects will be derived from dust and volcanic gases, sulfur gases being par-
ticularly important. This gas is converted into sulfuric acid aerosols in the strato-
sphere and layers of aerosol can cover the global atmosphere within a few weeks
to months. These remain for several years and affect atmospheric circulation, caus-
ing surface temperature to fall in many regions (Mather 2008). The effects include
temporary reductions in light levels and severe and unseasonable weather (including
cool summers and colder-than-normal winters).

Every now and again the earth experiences a tremendous, explosive volcanic
eruption, considerably greater than the largest witnessed in historic times. Those
yielding more than 450 km3 of magma have been called super-eruptions (Self 2006).
The record of such eruptions is incomplete; the most recent known example oc-
curred 26 000 years ago. According to the Toba catastrophe theory, a supervolcanic
event at Lake Toba, on Sumatra, 70 000 to 75 000 years ago reduced the world’s
human population to 10 000 (Ambrose 1998). The eruption was about 3000 times
greater than the 1980 eruption of Mount St Helens in the USA. It is hypothesized
that the Toba explosion may have reduced the average global temperature by
3−5 °C for several years. According to Robock et al. (2009), the Toba incident did
not initiate an ice age, but rather exacerbated an ice age that was already underway.
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It is more likely that the earth will experience a super-eruption than an impact
from a large meteorite greater than 1 km in diameter. Depending on where the
volcano is located, the effects will be felt globally or at least by a whole hemisphere.
Large areas will be devastated by pyroclastic flow deposits, and the more widely
dispersed ash falls will be laid down over continent-sized areas. The 1883 Krakatau
eruption was the largest explosion ever observed. The 1815 Tambora eruption pro-
duced the “Year Without a Summer” in 1816. The 1963 Agung eruption produced
the largest stratospheric dust veil in more then 50 years in the northern hemisphere,
and inspired many modern scientific studies (Robock 2003). The subsequent 1982
El Chichón and 1991 Mt Pinatubo eruptions have been extensively studied from
the beginning of the eruptions; they also led to very large stratospheric aerosol
clouds and climatic effects. Labitzke and McCormick (1992) found a significant
increase in stratospheric temperatures at 30 and 50 mbar levels in the Northern
Hemisphere to be 2.5 °C higher than the 26−year mean, with some daily zonal
mean increases of almost 3 °C. They believe this warming is due to the absorption
of radiation by the new aerosols produced from the June 1991 eruptions of the
volcano Pinatubo. The largest emissions from past which are estimated are from
the Roza member of the Columbia River bassalt flow (in the north-west of the
USA) about 15 Myr ago (Table 2.39). Over 10 years annual fluxes (in Tg element
yr−1) have been assessed to be ~ 800 (SO2), ~ 200 (HF), and ~ 100 (HCl) (Thordar-
son and Self 1996). Thus, the atmospheric perturbations associated with the Roza
eruption may have been of the magnitude predicted for a severe “nuclear” or “vol-
canic” winter, but lasting up to a decade or more.

The composition of volcanic gases depends on a number of factors, the most
important being the composition of the magma and the depth of gas-melt segrega-
tion prior to eruption; this latter parameter has proved difficult to constrain in the
past, yet is arguably the most critical for controlling eruptive style. Some fundamen-
tal processes for how gases evolve from magma depth in the earth were discussed
in Chapter 2.2.1.1. The principal components of volcanic gases are water vapor,
nitrogen and carbon dioxide (Robock 2003, Robock and Oppenheimer 2003).
Among the trace gases are sulfur species, halogens (HCl, HF, HBr) and in very
small concentrations H2, CH4 and NH3 (Table 2.38). However there are volcanoes
where some trace gases have never been detected (Ryan et al. 2006). Sulfur (S) is a
common trace element in many volcanically-emitted compounds. Sulfur dioxide
(SO2) and hydrogen sulfide (H2S) are the primary S-containing gases emitted. Other
S-containing species (COS, CS2, S2) usually occur in smaller quantities. The distri-
bution between these various species differs not only between volcanoes, but also
during a single volcanic episode at one volcano. The chemical composition of vol-
canic gases varies so widely (Tables 2.9 and 2.38) that it makes no sense to establish
global mean volcanic gas compositions. Moreover several types of volcanoes differ
considerably. Recently HNO3 emission in the plumes of the Lascar and Villarrica
volcanoes (Chile) has been reported (Mather et al. 2004a); molar emission ratios
HNO3/SO2 of 0.01−0.07 have been found. At Masaya volcano (Nicaragua), NO
and NO2 are intimately associated with volcanic aerosol, such that NOx levels reach
as much as an order of magnitude above local background (Mather et al. 2004b).
Volcanic sulfate aerosol is also emitted directly from volcanic vents (e. g., Allen et
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al. 2002, Mather et al. 2003). Andres and Kasgnos (1998) report on a mass-ratio
of 0.006 for sulfate/SO2.

The only published estimate attempting to quantify NH3 emissions from a vol-
cano appears to be that of Uematsu et al. (2004) for Mijahama volcano, in the
south of Japan. They measured plume concentrations of NH3 up to 5 ppb (~ 3 g
m−3) approximately 100 km downwind of the source, and reported an emission
ratio of 1 ammonia : 1 ammonium : 1 sulfate : 10 sulfur dioxide. Based on the esti-
mate that NHx emissions were 15 % of SO2 emissions, they inferred an NHx release
of 340 kt NH3dN per year for the period since 2000. This is by far the largest
NH3 point source emission ever reported, being similar to the total annual NH3

emission of the UK. Improved quantification of global volcanic NH3 and NH4
+

emissions must therefore be a priority (Sutton et al. 2008).
Volcanoes emit with the dust many metals: Cd, Hg, Ni, Pb, Zn, Ca, Sb, As and

Cr (Nriagu and Pacyna 1988); for Cd and Hg metals, volcanoes contribute 40−50
% to global emission and for the latter 20−40 %. Based on global emissions esti-
mates (Nriagu 1989), the emission of heavy metals amounts to 2−50 kt yr−1. The
total volcanic dust emission has been estimated between 25 and 300 Tg yr−1 (Peter-
son and Junge 1971, Jonas et al. 1995, Pueschel 1995).

2.6.4.4 Lightning

Liebig (1827) with his theory of nitrogen fixing by lightning probably stimulated
interest in the importance of electric discharges for atmospheric trace gas forma-
tion. Later in the nineteenth century, the formation of ozone, hydrogen peroxide
and nitric acid in air was attributed generally to electric discharges, “… variations
in the electrical condition of the atmosphere …” (Fox 1873). The general discourse
was of “ozone-producing conditions” (quiet electric discharges of air). As men-
tioned in Chapter 1.3.2, at the end of the eighteenth century it was in vogue to
study this subject, and van Marum noted in 1785 “the odor of electrical matter”.
Cavendish first used electric sparks for air (chemistry) studies in 1784. He and
Priestley, noted in 1788 that the HNO3 formation in moist air under the influence
of electric discharges. NO formation has been suggested by Noxon (1976) and Hill
(1979). Lightning (Rakov and Uman 2007, Betz et al. 2009) provides − depending
on the flash energy − for molecule dissociation, similar to photochemistry (see
Chapter 4.2.3). Therefore ambient air molecules are dissociated and subsequent
new molecules are produced according the air chemical conditions. Depending on
the flash energy and the molecule dissociation energy, there is no other limit to
decompose (and subsequently to synthesize) any molecule in the atmosphere; as an
example, CO production has been reported (Chameides 1979), and decomposition
of CFCs by lightning (Cho and Rycroft 1997). But surely the most dominant disso-
ciation is the oxygen splitting, starting a chain of subsequent reactions:

O2 % O + O (2.95)

The subsequent atomic oxygen reacts with the main constituents N2 and O2 to
produce NO and O3. Ozone however easily decays back to O + O2 by electrical
discharges and radiation (2.98). However, direct ozone formation by lightning
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Table 2.42 Recent estimates of global NO production by lightning, in Tg N yr−1.

emission author

12.2 (5−25) Price et al. (1997)
5 (2−20) Pickering et al. (1998)
2 (1−8) Lawrence et al. (1997)
0.2−22 Huntrieser et al. (1998)
5 Jourdain and Hauglustaine (2001)
7 Zhang et al. (2003)
2.8 (0.8−14) Beirle et al. (2004)
3.5−7 Tie et al. (2004)
1.1−6.4 Boersma et al. (2005)
5.7 Mari et al. (2006)
6 ± 2 Martin et al. (2007)
5 ± 3 Schumann and Huntrieser (2007)

(Griffing 1977, Egorova et al. 1999) is small compared with the downward trans-
port of stratospheric ozone. Indirectly lightning contributes to ozone formation
in the upper tropospheric background due to the NO produced from lightning
(Hauglustaine et al. 2001, see Chapter 5.4.1). The specific reaction rate k (Baulch
et al. 1980) is given in terms of cm3 molecule−1 s−1 (bimolecular) and cm6 mole-
cule−2 s−1 (trimolecular) respectively; and the activation energy (if available) in kJ
mol−1 (see Chapter 4.2.1)

O + N2 % NO + N k2.96 Z 1.8 $ 1012 exp (−319/RT ) (2.96)

N + O2 % NO + O k2.97 Z 6.4 $ 109 exp (−26/RT ) (2.97)

O + O2 % O3 (2.98)

A reaction chain follows where radical reactions (2.99 and 2.100) are rapid whereas
thermal molecular reactions (2.101−2.103) are slow; the radical reaction rates of
(2.104) and (2.105) are slow due to less reaction probability:

NO + N % N2 + O (2.99)

NO + O % N + O2 (2.100)

NO % N + O (2.101)

NO + NO % N2O + O (2.102)

NO + NO + O2 % 2 NO k2.103 ~ 2 $ 10−19 (2.103)

N2 + O + M % N2O + M (2.104)

N2O + O % NO + NO (2.105)

This mechanism is known as “Thermal NO Mechanism” or “Zeldovich Mecha-
nism”. The further oxidation of NO is described in Chapter 5.4.1. The range of
NO formation is cited as between 0.3 and 230 Tg N yr−1; (1−30) $ 1016 molecules
of NO per joule of input energy are produced (see citations in Lawrence et al. 1995,
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Rakov and Uman 2007). The key in estimating NO production by lightning is the
flash rate distribution and the NO production per flash (Pickering et al. 2009).

Among the various NOx sources, the contribution from lightning probably repre-
sents the largest uncertainty, but it seems that recent estimates (Table 2.42) agree
with a global value of 5 ± 3 Tg N yr−1. Interestingly many of the recent NO esti-
mates are based on modelling and fitting emission assumptions by comparison with
observations. As an example, Labrador et al. (2005) state that 0 and 20 Tg N yr−1

production rates of NOx from lightning are too low and too high, respectively.

2.6.4.5 Biomass burning

Biomass burning is the oldest known man-made source and was responsible for
significant local and regional air pollution even before the present era of fossil-
fuel combustion (Andreae 1991, 2007). Several source categories are included with
biomass burning (percentages in parenthesis according to Andreae 2004); savanna
(35 %), forests (21 %; tropical 14 % and extra-tropical 7 %) agricultural residues
(13 %), charcoal making and burning (2 %), and biofuel burning (29 %), totaling
9200 Tg dry mass yr−1 (based on the late 1990s). The term “biofuel” used in combi-
nation with biomass burning considers only primary biomass, such as wood, but
also peat, savanna grass and animal excrements (to avoid misunderstanding it
should be renamed in biomass-fuel). Biofuel in a technical sense is defined as solid,
liquid, or gaseous fuel obtained from living organisms or from metabolic by-pro-
ducts (organic or food waste products). Global biofuel production consists of etha-
nol (90 %) and diesel (10 %); the production tripled from 1.7 $ 1010 L in 2000 to
about 5.6 $ 1010 L in 2007 (roughly 50 Tg C yr−1), but still accounts for less than
3 % of the global transportation fuel supply (Worldwatch Institute 2006). This
amount is negligible compared with wood burning.

In contrast to open (wild) fires, domestic fires (mainly burning wood from farm-
land trees, indigenous forests, woodlands and timber off-cuts from plantations; also
termed firewood) for cooking and (less importantly) heating are an important
source of air pollutants. Little is known about the contribution of domestic fires to
global biomass-burning emissions; the only estimate is given by Andreae (2004),
which assessed this source to be one-third of the total burning. Three-quarters of
the world’s population use wood as their main source of energy. Of the global
woodfuel production (1996: 1.9 $ 1015 g), 50 % is used in Asia, 27 % in Africa, 10 %
in Southern America and 13 % in the rest of the world (FAO 2001, 2003). The FAO
estimates that woodfuel consumption rose by nearly 80 % between 1961 and 1998,
slightly trailing world population growth of 92 % over the period. There are indica-
tions that as much as two-thirds of woodfuel worldwide probably comes from non-
forest sources (woodlands, roadside verges, residues, wood recovered, and waste
packaging); however this amount is finally also turned in the cycle of harvested
forest wood.

Biomass burning is known to be a significant source of many air pollutants, as
estimated from a large number of measurements (reviewed by Andreae and Merlot
2001, Simoneit 2002, and Koppman et al. 2005). Biomass burning caused by fires
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Table 2.43 Global estimates of burned biomass and released carbon into the atmosphere.

source burned biomass total carbon release
(Tg dry mass yr−1) (Tg C yr−1)

Dignon Malingreau Dignon Malingreau Mouillot
(1995) and Zhuang (1995) and Zhuang et al.

(1998) (1998) (2006)

tropical forest 1230 1230−2430 550−1090 570 1260
savanne 3470 1190−3690 540−1660 1660 1650
boreal forest 520 280−1620 130−230 130 205
temperate forest − − − − 185
wood fuel 1880 620−1880 280−850 640 −
charcoal − 21 30 30 −
agricultural waste 1360 280−2020 300 910 −
tundra 4 − 2 − −

totalb 7660 3625−11665 1800−4740 3940 3300a

a 1700−4100 Tg C yr−1 after Denman et al. (2007), corresponds to 3−8 % of total terrestrial NPP
b 9200 Tg DM after Andreae (2004)

is an important source of soot, particulate matter and gases. Generally there is a
distinction between different types of biomass: wild fires (savanna, forest), agricul-
tural burning, wood and charcoal burning (for cooking and heating), and waste
(agricultural residues) burning. Almost all wild biomass burning (90 %) is caused
by humans (whether careless or intentional), of which 80 % happens in the inner-
tropical zone and 45 % is due to savanna fires (Cachier 1998). Biomass burning
shows large interannual variations: between 1997 and 2004 the variation was esti-
mated from 2.0 Pg C yr−1 (minimum) and 3.2 Pg C yr−1 (maximum in 1998) with
an average of 2460 ± 366 Pg C yr−1 (Werf et al. 2006), see also Table 2.43). The
factors influencing the emissions from biomass burning are the combustion com-
pleteness (CC), fuel loads, moisture and burned area, integrated over the time and
space scale of interest. Burned area is usually considered to be the most uncertain
parameter in estimates of these emissions (it has become available on a global scale
only recently using satellite data). Total carbon emission tracks burning in forested
areas (including deforestation fires in the tropics, see Chapter 2.8.3.1), whereas
burned area is largely controlled by savanna fires that responded to different envi-
ronmental and human factors. Care should be taken when using and comparing
values from the literature because dimensions are given in mass, in DM (dry mat-
ter), in volume and in carbon; conversion factors are often not given (density,
C content).

The biomass combustion process is generally divided into four basic combustion
phases; ignition, flaming, smoldering, and glowing. During the initial heating pe-
riod, large quantities of VOCs are released. Once the fuel is sufficiently dry, com-
bustion proceeds from the ignition phase to the flaming phase (325−350 °C). Dur-
ing the flaming process, hydrocarbons are volatized from the thermally decompos-
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Table 2.44 Emission factors for biomass burning (after Andreae and Merlot 2001, Rander-
son et al. 2007), in g kg−1 (note that uncertainties are large and not given in this Table).

substance savanna tropical forest extratropical forest

CO2 1664 1580 1568
CO 63 102 106
CH4 2.2 6.8 4.8
CH3OH 1.3 2.0 2.0
CH3COOH 1.3 2.1 3.8
CH3CHO 0.5 0.65 0.48
HCHO 0.26 1.4 2.2
HCOOH 0.7 1.1 2.9
NMVOC 3.4 8.1 6.7
H2 0.99 3.8 1.81
NOx 2.35 1.85 3.00
NH3 1.3 1.3 1.3
N2O 0.21 0.20 0.26
SO2 0.35 0.57 1.0
K 0.34 0.29 0.05
PM2.5 4.9 9.1 13.0
TPMa 8.5 8.5 17.6
TCb 0.37 6.0 8.3
OC 3.2 5.2 9.1
BC 0.46 0.63 0.56
a total particulate matter
b total carbon in PM (OC + BC + inorganic)

ing biomass and are rapidly oxidized in a flame. Products of complete combustion
are CO2 and H2O. Incomplete combustion leads to emission of CO and a large
variety of organic compounds. Biomass (wood) consists of two main constituents;
cellulose and hemicellulose (50−65 %) and lignin (16−35 %); minor constituents are
extractives (0.2−15 %) and trace minerals. During a low-temperature phase
(< 100 °C) the functional groups of the main constituents decompose and metha-
nol, and C1−C2 aldehydes and acids are the dominant emissions. Above 220 °C
the polymer structure of the wood is decomposed; in this stage methane, aldehydes,
methanol, furanes and aromatic compounds are emitted. The emitted gases will
burn in the flame13 more or less completely, be cracked and will synthesize new
products, especially aromatic compounds. The smoldering phase is characterized
by flameless combustion (solid phase oxidation) of the charcoal. Charcoal consists
of approximately 90 % carbon, 5 % oxygen and 3 % hydrogen. As the fuel oxidizes,

13 Production of gases from wood heating (called dry distillation) was known since ancient times
to produce charcoal and tar. Methanol was first produced as a by-product in the manufacture of
charcoal through the destructive distillation of wood, with yields of 12−24 L per ton of wood.
With the beginning of the nineteenth century, wood distillation became a manufacturing process.
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Table 2.45 Comparison between emission factors for biomass burning, in g kg−1.

substance Ward et al. Ferek et al. Andreae and Yokelson et al.
(1992) (1998) Merlot (2001) (2007)

CO2 1614 ± 40 1599 1580 ± 90 1615 ± 40
CO 101 ± 20 105 102 ± 20 101 ± 20

it burns with a characteristic glow, until the temperature is reduced so much that
combustion cannot be continued, or all combustible material is consumed. The
compound predominantly emitted is CO. Since the emission rates of all the pro-
ducts of incomplete combustion tend to be correlated, CO is often taken as a
surrogate for hydrocarbons and particulate carbon (Koppmann et al. 2005, Stathe-
ropoulos and Goldammer 2007).

Many laboratory and field studies have been carried out to estimate specific
emission factors (e. g. Levine et al. 1993, Andreae and Merlot 2001, Koppmann et
al. 2005). Andreae and Merlot (2001) list factors and global emissions for 92 spe-
cies; they also separate from savanna and forest burning other sources: biofuel
burning, charcoal making, charcoal burning, and agricultural residue burning (see
Table 2.44). Despite the increase in research in biomass burning and climate inter-
actions during the 1990s the current estimates of biomass consumption by fire
remain the same, according to Innes (2000); it seems that this statement is still valid
today, another decade later (Table 2.46).

Besides the species listed in Table 2.46, many other compounds have been de-
tected in biomass plumes, for example, CH2Cl2 (F-l2) (Radke et al. 1991), CH3Br
(Mano and Andrea 1994), H2O2 (Lee et al. 1997), CHCN (Malingreau and Zhang
1998), HNO2 (Keene et al. 2006, Stavrakou 2009b), COS (Crutzen et al. 1979,
Nguyen et al. 1995), PAHs (Ballentine et al. 1996), and more than 80 different
NMVOCs (Smith et al. 1992, Koppmann 2007). The biomass-burning emissions of
CH3CN may well dominate the global source of this compound, which thus might
well be a unique tracer for biomass burning (Holzinger et al. 1999). It is remarkable
that emission factors (EF) for CO2 and CO lie within a close range (Table 2.45).
Forest fires contribute approximately 25 % of the total biomass burning, savanna
burning 40 %, and woodfuel (firewood) 25 % (Table 2.47).

It is important to note that, over a long time scale, biomass burning is neutral
in the atmospheric CO2 budget, but in the last 200 years a steadily increasing
amount of biomass burning has been occurring (Dignon 1995). It is likely that only
savanna biomass burning lies within a timely closed carbon cycle because of rapid-
bush and grass growth in the next growing season. Therefore, forest burning con-
tributes to the increase of atmospheric CO2. The amount of burned forest wood,
however, is in the order of global coal consumption (2−4 Tg yr−1, see Fig. 2.45).
From 1850 to 1980, between 90 and 120 Gt of CO2 were released into the atmos-
phere from tropical forest fires (Fig. 2.43). Comparatively, during the same time
period, an estimated 165 Gt of CO2 was added to the atmosphere by industrial
nations through the burning of coal, oil and gas (Parkinson 1997). There have been
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Table 2.46 Estimates of global biomass burning emissions (in Tg yr−1); note that some
values are given based on the elements and compound, respectively. A: Lobert et al. (1991),
B: Dignon (1995), C: Malingreau and Zhuang (1998), D: Andreae and Merlot (2001), An-
dreae (2004) E: Ito and Penner (2004), F: Randerson et al. (2007)a, G: Schultz et al. (2008).

substance A B C Di E F G
(1991) (1995) (1998) (2001/04) (2005) (2007) (2008)

CO2 (as C) 1860−4012 3200 3500 2237 2290 2418 2078
CO (as C)h 120−370 350 350 177 496 184 330
CH4 (as C) 8−30 38c − 12.9 32.2 14.1 15.4
HCHOg (as C) − − − 2.6 11.5 − 3.9
CH3OHf (as C) − − − 2.8 9.2 − −
HCOOH (as C) − − − 1.3 − − −
CH3CHO (as C) − − − 1.7 − − −
CH3COOH (as C) − − − 3.6 21.7 − −
acetone (as C) − − − 1.3 − − −
CH3CN (as C) − − − 0.4 − − −
C3H6 (as C) 1−5 − − − − − −
C2H6 (as C) 1−4.5 − − − − − −
C3H8 (as C) 0.3−1.3 − − − − − −
C2H2 (as C) − − − − − − −
benzene 1.2−6.1 − − − − − −
toluene 0.6−3.1 − − − − − −
NMVOCb 19−96 24 38 24.8 38 27.7 −
CH2Cl2 (F12) − − − − − − −
N2O (as N) 0.2−0.7 0.8 0.8 0.71 − 0.73 −
NOx (as N) 4−12 9 8.5 5.0 − − 4.6
NH3 (as N) 1.1−5.4 5.3 5.3 4.9 − − −
HCN (as N) 0.6−3.2 − − 0.2 − − −
HNO3 (as N) 0.3−0.5 − − − − − −
SO2 (as S) − 2.2 2.8 1.2 − − 2.2
COS (as S) − 0.09 0.09 0.07 − − −
CH3Cl (as Cl) − − 0.51 0.26 − − −
H2 − − 19 9.4 − 10.6 −
OCc − 60−80 69 23.4 − 23.7 17.6
BCd 80−600 7−10 19 2.7 − 2.84 2.2
total PMe − 100−200 104 48.8 − 50.7 −
PM2.5 − − − 36.4 38.3 37.8 −
a mean between 1997−2005 (SD 0.15−0.26)
b further estimates (in Tg C yr−1): 28 including an uncertainty factor of 4 (Crutzen et al 1979), 42
(Lobert et al. 1991), 25−48 including about 30 % OVOC (Koppmann et al. 1997, 2005), ~ 95 (Werf
et al. 2006, Andreae 2007)
c further estimate (in Tg yr−1): 54 (45−80), Guenther et al. (2006)
d further estimate (in Tg yr−1): 5.7 (5−6), Guenther et al. (2006)
e further estimates (in Tg yr−1): 29−72 (Pueschel 1995), 80 (Jonas et al. 1995)
f further estimate (in Tg yr−1): 4 (Holzinger et al. 1999)
g further estimate (in Tg yr−1): 34 (Holzinger et al. 2004); estimates for acetaldehyde and acetone
(in Tg yr−1) to be 10 and 6, respectively (Holzinger et al. 1999)
h further estimate (in Tg CO yr−1): 663−807 (Holzinger et al. 2004)
i sum of savanna and forest burning (Andreae and Merlot also provide date for charcoal making,
charcoal burning and agricultural residual burning)
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Table 2.47 Biomass burning emissions in Tg C yr−1 (related to the late 1990s), values
adapted and rounded from Andreae (2004).

substance forest and wood savanna burning

totala forest fire

CO2 2000 850 1400
CO 260 85 85
CH4 25 9 5
NMVOC 60 22 20
particulate C 40 14 12

total C 2386 980 1522
a includes charcoal making and burning (amounts ~ 2 % of total burned carbon)

Fig. 2.43 Carbon release due to land-use change, after Houghton (2005b).

major changes in the regional distribution of emissions from fires in the last hun-
dred years, as a consequence of (a) increased burning in tropical savannas and (b)
a switch of emissions from temperate and boreal forests towards the tropics. At the
end of the twentieth century, the annual volume of biomass burned was about
5000 Tg C yr−1, compared with about 2000 Tg C y−1 at the beginning of the cen-
tury, with increasing uncertainty as we move backward in time. Therefore biomass
burning contributes significantly to the “greenhouse” effect, estimated to be by
25 % (Andreas 1991). Today, an estimated 3 Gt of carbon are released into the
atmosphere each year due to coal burning (about 7 Gt including all fossil fuels).
Burning of forests and wood contributes another 2 Gt of carbon per year; see also
Chapter 2.8.3.1.
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2.6.4.6 Atmospheric chemistry: Secondary sources

We have already defined secondary sources (substances and hence emissions in
terms of matter flux) as being chemical conversion processes in the atmosphere,
but there must also be a primary source at the earth’s surface. Therefore we exclude
the uncountable number of intermediates and products from chemical processes in
the atmosphere not having a primary source (Chapter 5); the best known atmos-
pheric substance without a known primary source is ozone. In some estimates of
biogenic and biomass burning emissions based on plume measurements, it is often
impossible to separate primary from secondary sources, i. e., the values represent
the sum. For example, Andreae and Merlot (2001) give for glyoxal a value from
biomass burning of 5.9 Tg yr−1 and Stavrakou et al. (2009b) give a similar value of
7−9 Tg yr−1 for primary and secondary pyrogenic source, distinguished into 4−6 Tg
yr−1 for primary and 3 Tg yr−1 for secondary formation (Table 2.48).

On the other hand, the number of chemicals theoretically is endless. It is simple
to assume that from all the chemical compounds ever produced by humans and by

Table 2.48 Global secondary production of gaseous compounds; in Tg yr−1.

substance process emission author

NO oxidation of NH3 < 1 Möller (1996a)
NO oxidation of N2O < 1 Möller (1996a)

CO from NMVOC 350−2000 (?) Möller (2003)
from CH4 362 Lelieveld et al. (1998)

CO2 oxidation of CO and VOC 2000−4000 (?) Möller (2003)
SO2 oxidation of reduced sulphur < 10 Möller (1996a)

HCHO from CH4 960 Stavrakou et al. (2009b)
from isoprene 480 Stavrakou et al. (2009b)
from anthropogenic NMVOC 112 Stavrakou et al. (2009b)
from other biogenic NMVOC 48 Stavrakou et al. (2009b)
total 1600 Stavrakou et al. (2009b)

CHOCHO from biomass plumes 3 Stavrakou et al. (2009b)
from anthropogenic NMVOC 12−13 Stavrakou et al. (2009b)
from UVOC 54 Stavrakou et al. (2009b)
from other biogenic NMVOC 32 Stavrakou et al. (2009b)
total 40−100 Stavrakou et al. (2009b)

CH3OCH3 from anthropogenic alkanes 20 ± 10 Jacob et al. (2002)a

from isobutene, isopentene 1 (1−2) Singh et al. (2000)
from monoterpenes 7 ± 4 Jacob et al. (2002)
from methylbutenol 1.8 ± 1.8 Jacob et al. (2002)
from NMVOC, biomass burning 25−31 Holzinger et al. (2004)
total 29 (±50 %) Jacob et al. (2002)
total 38 (±100 %) Singh et al. (2000)

CH3OH from NMVOC, biomass burning 29−35 Holzinger et al. (2004)
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nature, a certain amount of the substances escape to the atmosphere. Every chemi-
cal compound that has been described in the literature carries a unique numerical
identifier, its CAS number, given by the Chemical Abstracts Service (CAS), a divi-
sion of the American Chemical Society. CAS also maintains and sells a database
of these chemicals, known as the CAS Registry. About 23 million compounds have
received a CAS number so far, with about 4000 new ones being added each day.
However only a small number of chemicals is commercially used; the EPA (the US
Environmental Protection Agency) registers all environmentally relevant chemicals
in an inventory, the Toxic Substances Control Act Chemical Substance Inventory
(TSCA) (about 87 000), but only about 10 % is in actual commercial use in signifi-
cant amounts.

For the climate system, all chemicals are of importance which have a significant
effect on changing physico-chemical properties; the effect results from the specific
property (e. g. climate forcing) and the mass (emission flux). It remains a continu-
ous research work to identify new substances having intolerable impacts on the
climate system. According to our present knowledge, the following reaction chains
are significant in producing secondary substances from precursors:

VOC % OVOC (oxygenated volatile organic compounds) % CO % CO2

CH4 % HCHO % CO % CO2

VOC % SOA (secondary organic aerosol)
Sred % SO2 % sulfuric acid (sulfate aerosol)
NH3 % NO
N2O % NO
SO2, NH3, NO % atmospheric aerosol

As seen, the final oxidation state of volatile organic compounds (VOCs) is CO2,
but probably only a small fraction of emitted VOCs are totally decomposed by
oxidative processes in the atmosphere. However, once organic fragments (C1 and
C2 molecules) are produced these will be dominantly photolyzed and oxidized by
OH radicals. Carbon monoxide is by far the most important secondary product
from which again CO2 is derived by further oxidation consuming OH radicals. C2
and C2 compounds are the most abundant decay products from VOC oxidation:
formaldehyde (HCHO), methanol (CH3OH), formic acid (HCOOH), acetone
(CH3OCH3), glyoxal (OHCdCHO), and oxalic acid (HOOCdCOOH). Many oxy-
genated VOCs (aldehydes, ketones and acids) are water-soluble and are going into
wet deposition. A significant percentage of atmospheric aerosol is produced from
gaseous primary emitted nitrogen (NO and NH3) and sulfur coumpounds (SO2

and to a less share reduced sulfur), Table 2.49.
Because of their high solubility in water, multifunctional secondary compounds

derived from the gas-phase oxidation of VOCs are suspected to be key contributors
to the WSOC. Measurements show that 20−60 % of the carbon mass present in
fine atmospheric particulate matter consists of water soluble organic compounds
(WSOC). However, only 5−20 % of this WSOC has been identified, mainly as dicar-
boxylic acids. Speciation of WSOC was found to be mainly as tri- or higher multi-
functional hydroxy-carbonyl species and hydroxy-hydroperoxide-carbonyl species,
in urban and rural environments, respectively. However, it was also found that
taking into account only the absorption of secondary VOC does not bring the
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Table 2.49 Global secondary aerosol production (in Tg yr−1 as S or N, respectively).

substance source Penner et al. Wolf and Hidy Pueschel et al.
(2001) (1997) (1995)a

sulfate from anthropogenic 34 (19−60) 47
SO2 biogenic 16 (8−33) 3040

volcanic 3 (0−13) 4

nitrate from anthropogenic 3.2 (2.2−4.3) 89
NO natural 0.9 (0.4−1.7) 5

ammonium anthropogenic 15 (8−26) − −
from NH3 natural 9 (5−20) − −

SOAb anthropogenic 0.6 (0.3−1.8) 4 10
biogenic 16 (8−40) − 55

a adapted from IPCC 2004 (see Jonas et al. 1995)
b secondary organic aerosol

mass concentration of carboxylic acids into agreement with the measurements. An
attempt was made to explain this discrepancy by introducing chemistry occurring
within deliquescent aerosols, promoting the role of water-soluble organic aerosol
particles (Aumont et al. 2000). A large fraction (mainly from biogenic VOCs such
as isoprene and monoterpenes) transforms into organic aerosol which has an im-
portant role in the climate system. Once in the aerosol phase, those compounds
react further by photochemical reactions that alter particulate composition (e. g.
Molina et al. 2004). Finally they will be removed by deposition processes from the
atmosphere. The formation of inorganic salty aerosol by gas-to-particle conversion
(see Chapter 4.3.4) from the precursors (and important anthropogenic emissions)
ammonia (NH3), sulfur dioxide (SO2), and nitrogen oxides (NOx) provides globally
distributed background aerosol, probably producing the most important CCN and
transporting essential bioelements around the globe and returning them by wet
deposition to the biosphere.

Aldehydes belonging to secondary-produced OVOC, especially formaldehyde
(HCHO), are most important as very reactive species (Altshuller 1993, Friedfeld et
al. 2002). OVOCs are important secondary products in aged biomass burning
plumes; the secondary production of methanol and acetone is probably more im-
portant than their primary sources. An example of an important secondary com-
pound of which no primary sources are known (Volkamer et al. 2005) is glyoxal
(CHOdCHO), the smallest dicarbonyl, which has recently been observed from
space (Sinreich et al. 2007). The global anthropogenic glyoxal emission has been
estimated by Olivier et al. (2003) to be 3.2 Tg yr−1, almost negligible compared
with the secondary emission. The chemical production of glyoxal is calculated to
equal about 56 Tg yr−1 with 70 % being produced from oxidation of biogenic hydro-
carbons, 17 % from acetylene, 11 % from aromatic chemistry and 2 % from ethene
and propene (Myriokefalitakis et al. 2008). Current modeling studies underestimate
substantially the observed glyoxal satellite columns, pointing to the existence of an



2.6 Sources of atmospheric constituents 201

additional source of glyoxal of biogenic origin on land (Stavrakou et al. 2009a); the
largest columns of glyoxal are found in the tropical and sub-tropical regions, associ-
ated with high biological activity and the plumes from vegetation fires.

2.6.5 Anthropogenic sources

It is beyond the focus of this book to present a complex overview of man-made
sources and emissions; the reader is referred to the literature (e. g. Klingenberg
1996, Ebel et al. 1997, Power and Baldasano 1998, Borrell and Borrell 1999, Lenz
and Cozzarini 1999, Hutchinson 2003, Jackson 2003, Friedrich and Reis 2004,
Olivier et al. 1998, 1999a, 1999b, 2001, 2002, 2003, 2005); Table 2.50 shows gener-
ally the relation between anthropogenic sources and pollutants. An excellent guide
for source characteristics and preparation of emissions inventories is given in
EMEP (2006). The third edition of the emission inventory guidebook prepared by
the UNECE/EMEP Task Force on Emissions Inventories and Projections provides
a comprehensive guide to state-of-the-art atmospheric emissions inventory method-
ology. Its intention is to support reporting under the UNECE Convention on Long-
Range Transboundary Air Pollution and the EU directive on national emission
ceilings. Fig. 2.44 shows schematically the chain from natural resources to emissions
via production and consumption of goods. It is remarkable that the number of
substances being emitted into air in significant volumes is very limited; however,
behind NMVOC and PM are a myriad of substances.

It is also possible to create a myriad of subcategories in technology and product
use. In an understanding of the (changing) chemistry of the climate system we can
focus on only two categories of sources; fossil fuel use for energy supply and agri-
culture for food supply. A third category, materials, is important to create the tech-
nical fundamentals for the energy and food sector. With the exception of cement
production, an important CO2 source, all other production technologies play a
minor role as emission sources compared with the combustion of fossil fuels and
agricultural activities. In Chapter 2.8.1 the historical dimension will be described
briefly in bridging the past with future developments.

Table 2.50 Contribution of anthropogenic sources to main air pollutants; x − significant,
(x) − minor importance, − negligible or zero.

source CO2 CO CH4 BC NMVOC SO2 NO NH3 N2O dust

fossil coal x − (x) − − x x − (x) x
fuels oil/liquids x x − x x (x) x − − −

gas x − x (x) − − x − − −

agri- cropland xa − − − (x) − (x) x x x
culture rice-fields − − x − − − − − − −

animals − − x − (x) − − x − −
a burning of residues (see biomass burning)
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Fig. 2.44 Scheme of the air pollutants origin from natural resources through production
and consumption.

2.6.5.1 Fossil fuel use: The energy problem

Fossil fuels, coal, crude oil (petroleum) and natural gas, are a non-renewable source
of energy and materials (see also Chapter 2.3.6); other fossil fuels are being investi-
gated, such as bituminous sands and oil shale. The difficulty is that they need
expensive processing before we can use them. It was estimated by EIA (2009) that
in 2006 primary sources of energy consisted of petroleum 36.8 %, coal 26.6 %, and
natural gas 22.9 %, amounting to an 86 % share for fossil fuels in primary energy
production in the world; the rest is made up of nuclear and renewable energy sour-
ces (for historic energy statistics see Rethinaraj and Singer 2010).

The ASA-ASTM system14 established four classes or ranks of coal; anthracite,
bituminous, sub-bituminous, and lignite, based on fixed-carbon content and heat-
ing value measured in British thermal units per pound (BTU lb−1). Anthracite, a
hard black coal that burns with little flame and smoke, has the highest fixed-carbon
content, 86−98 % and a heating value of (9.2−10.7) $ 108 J kg−1 (Speight 2006, see
Tables 2.51 and 2.55). This classification was already used 100 years ago (Robertson
1919); and Seyler (1900) used the C/H ratio for the coal classification, from lignite
(~ 10) to anthracite (> 26). Based on raw coal, the chemical composition varies
widely (in %):

Carbon 15−90
water 0−50
ash 0−30

14 ASTM International (ASTM), originally known as the American Society for Testing and Mate-
rials, is an international standards organization that develops and publishes voluntary consensus
technical standards for a wide range of materials, products, systems, and services. The American
Supply Association (ASA) is the US national organization serving wholesale-distributors and man-
ufacturers.



2.6 Sources of atmospheric constituents 203

Table 2.51 Chemical composition of coal; after Teichmüller and Teichmüller (1968).

coal typea carbon volatile com- water content caloric value
(% of ash free) pounds (%) (%) (MJ kg−1)

lignite (brown coal) 60−71 49−53 35−75 17−23
sub-bituminous 71−77 42−49 10−35 23−29
bituminous 77−91 8−42 0−10 29−36
anthracite > 91 < 8 0 36
a according to the ASTM classification

hydrogen 1−5
sulfur 0−5
nitrogen 0−1

Coal combustion − except in open fires, where conditions similar to biomass burn-
ing are valid − is carried out at high temperature to achieve a complete oxidation
into CO2 and H2O as main products. The flue gas (at about 55 °C and water-
saturated) of coal-fired power stations consists roughly15 of N2 (79 %), CO2

(12−15 %), O2 (6−8 %), SO2 (20−100 ppm), NO (20−50 ppm), and PM10 (10−20
mg m−3) as well as traces of HCl, NH3, N2O. In spite of today’s high-efficiency
filters, fine PM from the ash will be emitted with a wide range of compounds
(heavy metals, among them Hg, As, Cd; Ca, K, Mg, almost as oxides) are emitted;
mercury is partly volatile and partitioning between the gas and solid phase. Since
the end of the 1980s technologies for flue-gas desulfurization have been introduced
stepwise, based on stripping SO2 by limestone solution (with a removal efficiency
of 90−95 %). Nitrogen oxides (NOx) are removed in the DeNOx process by selective
catalytic reduction; commonly known as SCR, which uses ammonia (NH3) to re-
duce NOx by injecting it into flue gases while passing over a catalyst. NOx cleaning
is achieved at levels between 50 % and 70 % (Theloke et al. 2007). As a consequence,
small amounts of N2O and NH3 have been found in the cleaned gas. Modern coal-
fired power plants now just contribute to CO2 emissions (see Chapter 2.7.3.1).

Coal has been known and used since Antiquity, but the “era of fossil fuels”
began with the Industrial Revolution in the mid nineteenth century (Fig. 2.45). The
period 1860−1914 is characterized by an exponential growth in coal use in the
industrial countries; between 1920 and 1945 we clearly see the depression phase,
and then after 1950 (until 1990) a second, nearly exponential growth phase is ob-
served, interrupted by the “oil crisis” in the early 1970s. The rapid growth since
2000 is exclusively explained by the economic growth of China (Fig. 2.46). A dou-
bling of the world’s coal consumption by 2030 is expected compared with the con-
sumption level of the 1990s (EIA 2009). The consequences − if the CCS technology,
the flue-gas removal of CO2, is not introduced early − are apparent (see also Chap-
ters 2.8.4.2). The expected duration for continued coal use is more than 100 years
− hence coal remains the most important energy carrier in the future until transfer
to the “solar era” (Chapter 2.8.4.2). Möller (2003) wrote that the “peak oil” will

15 Based on our own studies in different German power plants, fired with Australian hard coal.
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Fig. 2.45 World coal consumption in Mt yr−1. Data from 1860 until 1975 after Möller
(2003); data since 1980 after EIA (2009).
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Fig. 2.46 Coal consumption in selected regions if the world in 1015 Btu yr−1; data from EIA
(2009). 1 Btu (British thermal unit) Z 1.055 kJ.

be expected between 2010 and 2020. Peak oil is the point in time when the maxi-
mum rate of global petroleum extraction is reached, after which the rate of produc-
tion enters terminal decline. Nowadays it is controversially discussed whether there
is/was a peak, or will be or not (Hirsch et al. 2005). The forecast in Fig. 2.47 shows
a further slight increase in oil consumption; the known world fossil energy reserves
increased continuously from 1996 (8.9 $ 109 toe) to 2008 (11.1 $ 109 toe), according
to BP (2009). Of the world coal reserves, the USA holds 29 %, Russia 19 %, China
14 %, Australia 9 %, India 7 %, and Ukraine, Kazakhstan and South Africa about
4 % each (BP 2009). About 60 % of coal is used for electricity production
(Fig. 2.48); some 20 % of coal is used for steel and cement production and 10 % for
heat for industrial processes. In 2006, world production was 5.5 Gt of hard coal
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Fig. 2.47 World production of fossil fuels, in Mt oil equivalent (toe); data from EIA (2009).
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fossil fuels: coal (32%), gas (25%) and oil/liquids (42%): ~ 9100 Mt C
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Fig. 2.48 World use of energy carriers (in %); data adapted from EIA (2009), WCI (2005).
Note that 1 W Z 0.315 $ 108 J yr−1; 138300 TWh in 2006 corresponds to 15.8 TW (cf.
Fig. 2.17). Percentage are based on out-fluxes; only sources of electricity are in-flux percent-
ages. “Other” includes biofuels, geothermal heat, wind etc.
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Table 2.52 Chemical composition of crude oil; data adapted from Leverson (1967), Si-
manzhenkov and Idem (2003), and Jones and Pujadó (2003); type of compounds after Man-
ning and Thompson (1995), Hatch and Matar (1977).

compounds content (in %) type of compounds

carbon 82−87 alkanes, aromatics, napthenes
hydrogen 10−15
sulfura 0.1−4.5 organic aliphatic and aromatic sulfides, di- and polysul-

fides, thiophene and homologs
nitrogen 0.1−1.5 pyridines, quinolines, acridines, pyroles, indoles, carba-

zoles, phorphyn
oxygen 0.1−1.7 organic acids, phenols, cresols, esters, ketones, furans
metals 0.0−0.1 Na, Ca, Mg (soaps)

V, Ni, Co, Fe (phorphyrins)
a also elementary and evolved to H2S around 200°C (Eccleston et al. 1952) and as aliphatic sul-
fur compounds

Table 2.53 Crude oil fractions according to distillation temperature; after Simanzhenkov
and Idem (2003).

fraction T (°C) named use

light 40−70 petrol ether used as solvent
(20−60 %) 60−100 light petrol automobile fuel

100−140 heavy petrol or light kerosene household solvent and fuel

heavy 140−180 heavy naphtas jet engine fuel
(10−20 %) 180−240 kerosene fraction

240−350 diesel fractiona diesel fuel, heating
> 350 atmospheric residues = heavy fraction

vacuum 300−400 vacuum oil
(~ 50 %) 400−450 medium oil engine oil

450−490 heavy oil
> 500 vacuum residues tar, asphalt, residual fuel

a also named gas oil (250−350 °C) and lubrication oil (> 300 °C)

and 0.95 Gt of brown coal. The efficiency of a conventional thermal power station,
considered as saleable energy (in MWe) produced at the plant as a percentage of
the heating value of the fuel consumed, is typically 33 % to 48 % efficient. Most
modern coal-fired power plants have an electric efficiency of 48 %, and there is
work to achieve over 50 %.

Petroleum (from Latin petra and Greek π�τρα rock, and Latin oleum and Greek
�λαι	ν − oil), mineral oil, or crude oil, is a thick, dark brown or greenish flammable
liquid. Table 2.52 shows the elemental composition of crude oil; in contrast to coal,
the variation of carbon is much less. Four principal groups of compounds are
distinguished; hydrocarbons, non-hydrocarbons, organometallic compounds, and
inorganic salts. Sulfur (mainly as H2S) is removed before chemical treatment of
the components (oil together with gas becomes an important sulfur source). The
component chemicals of petroleum are separated by distillation (Table 2.53). The
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Table 2.54 Chemical composition of natural gas (in vol-%); data adapted from Matar and
Hatch (2001), Guibet and Faure-Birchem (1999), Leverson, A. I. (1967).

compound mean range

CH4 (methane) ~ 95 62−97
C2H6 (ethane) ~ 2.5 1−15
C3H8 (propane) ~ 0.2 0−7
C4H10 (butane) ~ 0.2 0−3
C5H12 (pentane) ~ 0.03 < 0.2
C6H14 (hexane) ~ 0.01 < 0.1
N2 ~ 1.3 1−25
CO2 ~ 0.02 1−9
H2S ~ 0.2 < 3
He ~ 0.1 < 2
H2 ~ 0.01 < 0.02

chains in the C5−7 range are all light, easily vaporized, clear naphthas. They are
used as solvents, dry-cleaning fluids, and other quick-drying products. The chains
from C6H14 to C12H26 are blended together and used for gasoline (petrol). Kerosene
is made up of chains in the C10 to C15 range, followed by diesel fuel/heating oil
(C10 to C20) and heavier fuel oils such as those used in ship engines. Lubricating
oils and semi-solid greases range from C16 up to C20. Chains above C20 form solids,
starting with paraffin wax, then tar and asphaltic bitumen. The boiling ranges of
petroleum atmospheric pressure distillation fractions are up to 350 °C; for higher
boiling temperature (up to 500 °C) vacuum distillation is used. Petroleum is roughly
used as fuels for transport (75 %), heating (10 %), petrochemicals (10 %), asphalt
(3 %) and electricity (2 %) (McKetta 1992, Jones and Pujadó 2003). With the excep-
tion of vacuum residues it is possible to convert the heavier fraction into lighter
(through catalytic cracking) to increase the yield of gasoline (petrol). From 1996 to
2000, the share of fuel oil decreased from 26 % to 11 % whereas the percentage of
the light and middle fraction increased from 58 % to 68 % (BP 2009); it is expected
that in future it will be used exclusively for engine fuels.

Natural gas consists primarily of methane (Table 2.54). It is found in association
with fossil fuels, in coal beds, and together with oil. Gas present in contact with
and/or dissolved in crude oil is coproduced with it. Non-associated gas is found in
reservoirs containing no oil (in dry wells but also as clathrates under frozen condi-
tions or under high pressure at the deep sea bed). Before natural gas can be used
as a fuel, it must undergo extensive processing to remove almost all materials other
than methane. The by-products of that processing include ethane, propane, butanes,
pentanes and higher molecular weight hydrocarbons, elemental sulfur, and some-
times helium and nitrogen. After further removal of CO2 and water, the gas for
heating is almost CH4. This methane is converted temporarily to liquid form (at-
mospheric pressure at a temperature of −162 °C, −260 °F or 111 K) for ease of
storage or transport (called LNG). The gross heat of combustion of one normal
cubic meter of commercial quality natural gas is around 39 $ 106 J (z 10.8 kWh).
Heating and electricity generation have been the main traditional uses of natural
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Fig. 2.49 World energy supply (in 1015 Btu yr−1); data adapted from EIA (2009) and BP
(2009). Note that “renewable” is almost hydropower until the year 2000.

gas. Natural gas remains a key energy source for industrial sector uses (heat for
processing) and electricity generation. In the electric power sector, natural gas is an
attractive choice for new generating plants because of its relative fuel efficiency and
low carbon dioxide intensity. Electricity generation is predicted to account for 35 %
of the world’s total natural gas consumption in 2030, up from 32 % in 2006; indus-
trial use is expected to be 40 % in 2030, the rest is residential use (heating and
cooking), BP (2009).

Still more than 85 % of the total primary energy supply is provided by fossil fuels
(Fig. 2.48). It seems (Fig. 2.49) that in the next 20 years all growth in energy carriers
will be linear (in % yr−1): oil (1.25), coal (3.25), gas (2.25), renewable (6.75), and
nuclear (1.75); see also discussion in Chapter 2.8.4.2 for limits. From the world
electricity production of 18.9 GWh in 2006 (only 16.4 GWh was the world net
electricity consumption, i. e., 13 % of electricity produced was lost before use), 67 %
is due to fossil fuels (Fig. 2.48), but it corresponds to a total fossil-fuel energy
supply of about 41.1 GWh; in other words, the global conversion efficiency (not to
be confused with the efficiency of power plants) is only 30 %. It is obvious that
increasing efficiency leads to reduced fuel consumption and specific emissions. All
fossil fuels consumed in 2006 provided about 9.1 Gt of carbon (Fig. 2.48); a mere
9 % were converted into materials, such as chemicals, plastics, elastomers etc., which
delays its return as CO2 into the atmosphere after its final combustion. Therefore,
more than 90 % of fossil-fuel carbon is released as CO2 (8.2 Gt in 2006) into the
air. Around 30 % of fossil-fuel carbon is used as engine fuels (transport) and the
same amount (30 %) for heat and industrial processing (10 %, or about 1 Gt C for
steel and cement production). The different uses of fossil-fuel carbon also shows
that in future carbon cannot be fully replaced by renewable energy sources; about
1.5−2 Gt C is needed for non-energetic (materials) and process-specific use.

The reserve-to-production (R/P) ratio denotes a number of years of continued
use of fossil fuels when the reserves remaining at the end of any year are divided
by the production in that year. From the year 2008 the world R/P amounts to 122
for coal, 60 for gas and 42 for oil (BP 2009). Therefore, the limit of fossil fuels to
serve energy carriers is one side in approaching the transfer from the fossil fuel era
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Table 2.55 Carbon content and net caloric values of fossil fuels (global averages based on
2006); based on raw material. Calculated from data in IEA (2009), BP (2009) and date
from Table 2.51.

raw fuela carbon content caloric value caloric value specific CO2

(%) (MJ kg−1) (MJ kg−1 carbon) emission
(kg carbon
kJ−1)

lignite 30 (25−35) 10.0 ~ 33 30
bituminous 70 (45−85) 25.0 ~ 36 28
anthracite 90 (86−98) 34.0 ~ 38 26
crude oil 85 42.7 ~ 50 20
natural gasb 75 38.8 ~ 52 19
a includes water and ash (large variations in coals in contrast to oil and gas)
b 1 m3 natural gas z 1 kg natural gas

to the solar era; but it seems that an amplifying force is climate change due to CO2

emissions. In 2008, the world electricity (19.2 TWh) was produced from 41 % coal,
20 % gas, 19 % renewable energy (90 % of which is hydropower), 15 % nuclear en-
ergy, and 5 % oil. In 2030 (expected 31.8 TWh electricity), there is no significant
change in the share of coal and gas, but a reduction in oil (to 3 %) and nuclear
energy (to 12 %) and a slight increase in renewable energy (to 21 %) (BP 2009).
From the data we learn that the ultimate future source, direct solar energy use, is
totally negligible and will not rise before 2030.

The calorific value or heat of combustion or heating value of a sample of fuel is
defined as the amount of heat evolved when a unit weight (or volume in the case
of a sample of gaseous fuels) of the fuel is completely burnt and the products of
combustion cooled to a standard temperature of 298 °K. Net calorific value as-
sumes the water leaves with the combustion products without fully being con-
densed. Fuels should be compared based on the net calorific value (Table 2.55).
The calorific value of coal varies considerably depending on the ash, moisture
content and the type of coal, while calorific values of fuel oils are much more
consistent. Table 2.55 shows that oil and gas have about 30 % less specific CO2

emission than coal, based either on carbon content or energy output; the only
reason for this difference is the water content of the fuel and the energy loss due
to water evaporation. Water condensation and heat recovery seems a way to in-
crease the net efficiency and hence reduce emissions.

2.6.5.2 Agriculture: The food problem

More than 99.7 % of human food comes from the terrestrial environment while
less than 0.3 % comes from the oceans and other aquatic ecosystems (FAO 2001).
Worldwide, of the total land area on earth, 11 % is used for growing crops and 27 %
is pasture land (Table 2.56). Around 21 % of the land area is unsuitable for crops,
pasture, and/or forests because the soil is too infertile or shallow to support plant
growth, or the climate and region are too cold, dry, steep, stony, or wet. As dis-
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Table 2.56 Global land-use areas, in 1012 m2; see also Table 2.18.

Land type area source land type Loveland IPCC
et al. (2001)
(2000)

closed forest 38.8 FAO (2006)
fragmented forest 4.8 FAO (2006)
other woodland 12 FAO (2006) forestd 40.1 41.7
croplandsa 14.7 Goldwijk (2001) croplandsa 14.0 16.0
pastureland 34.5 Goldwijk (2001) grasslandc 54.8 44.5
wetlands 5.5 Mattews (1993) wetlands 1.3 3.5
deserts 13.1 Nishigami et al. (2000) non-vegetated 18.5 45.5
urban areas 0.4 WRI urban 0.3 −

totalb 130.7 FAO (2006) sum 129.0 −

Antarctica 13.9 Loveland et al. (2000) snow and ice 16.6 −
Greenland 2.2

sum continental 146.8 total 145.7 151.2
a cultivated land
b total is not equal to sum
c natural cropland, savannas, scrublands, wooded scrublands
d all types

cussed concerning biogenic sources in Chapter 2.6.2, we have to consider the vege-
tation (crop), soils (farmland and pasture) and animals (grazing and livestock farm-
ing). Arable land may be regarded as a “high-performance” ecosystem, but only
because of targeted crops and fertilizer application. Therefore, agricultural activities
contribute to emission of carbon and nitrogen compounds, where CH4 and NH3

are the only two important compounds, and agriculture itself represents the domi-
nant source of these compounds. Nitrogen release (beside NH3, the greenhouse gas
N2O is important but also NO from soils is not negligible) is the result of fertilizing
to increase yield but at the expense of high nitrogen loss into soil, groundwater and
air (Fig. 2.50). Finally, only 10 % of applied N fertilizers are transferred into food.
Of global anthropogenic emissions, in 2005 agriculture accounted for about 60 %
of N2O and 50 % of CH4 (Smith et al. 2007), but 90 % of NH3. Agriculture ac-
counted for an estimated CO2 emission of 1.4 to1.7 Gt C yr−1, but the net flux is
estimated to be approximately balanced, with CO2 emissions around 0.01 Gt C
yr−1 only (Smith et al. 2007); emissions from energy and fuel use are covered in the
fossil fuel sector. Another important agricultural source is biomass (residues) burn-
ing. Unfortunately, there are large residues in agriculture (primarily crop stalks and
roots), estimated for 1997/99 to be 4.7 Gt and increasing to 7.4 Gt in 2030
(Bruinsma 2003), hence two to three times more than the harvested crop. Using a
mean carbon content of agricultural residues of 29 %, another 1 Gt C is taken out
of the food chain, and mainly burned (see Chapter 2.6.4.5); forest residues are in
the some order of magnitude. Andreae and Merlot (2004) estimated burning of
agricultural residue to be 1.19 Gt dm yr−1 or about 0.55 Gt C yr−1, respectively.
Table 2.50 indicates the compounds emitted by agricultural activities. It should be
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Fig. 2.50 Fate of applied nitrogen fertilizers to farmland; data from Möller und Schiefer-
decker (1982).

mentioned that dust evolution from croplands by wind erosion but also by plough-
ing contributes to PM10 loading of the air.

According to FAO estimates, the world population will be increasingly well-fed
by 2030, with 12.7 MJ available per person, compared with 9.8 MJ per person per
day in the mid 1960s and 11.6 MJ today. It follows that the world population in
2006 (6.5 $ 109 humans) consume 0.27 $ 1020 J yr−1 (or 0.9 TW), corresponding to
5.5 % of the world energy supply (Fig. 2.48). Taking the values from Fig. 2.17, this
amount of biomass energy corresponds to about 0.7 Gt C and is equal to about
25 % of yearly NEP. The annual production of cereals (2007) amounts to 2082 Mt
(1033 Mt grains, 626 Mt wheat, and 423 Mt rice) (OECD-FAO 2009). With the
mean carbon content of cereals at 40 % (Metzger and Benford 2001), it follows
there is 830 Mt carbon, very close to the above rough estimate of 700 Mt. On
average each human consumes 130 kg C yr−1 which is about ten times the human’s
carbon content (19 %, and 70 kg weight taken into account). Globally, some 660
Mt of cereals are used as livestock feed each year. This represents just over one-
third of total world cereal use.

Agricultural N2O emissions are projected to increase by 50−60 % up to 2030 due
to increased nitrogen fertilizer use and increased animal manure production (Smith
et al. 2007). Combined CH4 emissions from enteric fermentation and manure man-
agement will increase by 21 % between 2005 and 2020.
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2.6.5.3 Land-use change and deforestation: The population problem

Land use is the human modification of natural environment or wilderness into built
environment such as fields, pastures, and settlements. Land-use change represents
the anthropogenic replacement of one land-use type by another, e. g., forest to
cultivated land (or the reverse), as well as subtle changes of management practices
within a given land-use type, e. g., intensification of agricultural practices; both of
which are effecting 40 % of the terrestrial surface (Fischlin et al. 2007, see Ta-
ble 2.56). Agriculture has been the greatest force of land transformation on earth
(Lambin and Geist 2006). A global increase of cropland area from 265 $ 1010 m2

in 1700 to 1471 $ 1010 m2 in 1990, while the area of pasture has increased more
than six times from 524 $ 1010 m2 to 3451 $ 1010 m2 have been estimated (Goldewijk
2001). Another estimate by Forster et al. (2009) is similar; for the year 1750 the
global area of cropland and pasture has been assessed to be (7.9−9.2) $ 1012 m2

(corresponding to 6−7 % of the global land) and for the year 1990 to be
(45.7−51.3) $ 1012 m2 (35−39 % of global land: 131 $ 1012 m2 excluding Antarctica,
cf. Table 2.2). This land-use change was partly due to deforestation; the forest area
decreased in this time period “only” by 11 $ 106 km2 (9 % of global land), Forster
et al. (2007). The forest change has been estimated by IPCC (2007) to be −8.9 %
(1990−2000) and slowing down to −7.3 % (2000−2005). Interestingly the ratio 6.7
of the world population increase from 1750 to 1990 (cf. Fig. 2.58) is only somewhat
higher than the increase of the agricultural area of 5.8 (5.0−6.5) from the data cited
above, suggesting that the crop yield per area only slightly increased globally.

The major effect of land use since 1750 has been deforestation of temperate
regions. Of particular concern is deforestation, where logging or burning are fol-
lowed by the conversion of the land to agriculture or other land uses. Even if some
forests are left standing, the resulting fragmented landscape typically fails to sup-
port many species that previously existed there. It is estimated that roughly 50 % of
the original forest (existing ca. 8000 years ago) has been lost (Billington et al. 1996).
In addition to the intrusion of humans and their activities throughout the earth’s
land area, degradation of soil has emerged as a critical agricultural problem (Pi-
mentel and Kounang 1998). Erosion on agricultural land is estimated to be 75
times greater than that occurring in natural forest (Pimentel and Pimentel 2007).
About 50 % of the global land is devoted to agriculture. Of this, about one-third
(15 $ 1012 m2) is planted with crops and two-thirds is pastureland. As a result of
erosion, during the last 40 years about 30 % of world’s arable land has become
unproductive (roughly 200 $ 1010 m2). Throughout the world, current erosion rates
are greater than ever before. Further, people in developing countries have been
forced to burn crop residues for cooking and heating and this exposure of the soil
to wind and rainfall energy intensifies soil erosion as much as 10 times. Most of
the additional cropland needed yearly to replace lost land now comes from the
world’s forest areas (roughly 4000 $ 1010 m2 in 2000). Forests16 cover about 30 % of

16 The definition of a forest according to FAO (2001) is: an ecosystem that is dominated by trees
(defined as perennial woody plants taller than 5 m at maturity), where the tree crown (or equivalent
stocking level) exceeds 10 % and the area is larger than 0.5 ha. The term includes all types of
forests, but excludes stands of trees established primarily for agricultural production and trees
planted on agroforestry systems.
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Table 2.57 Global forest, after FAO (2003); C&N − Central and North, S − South (val-
ues rounded).

region landarea, forest, in stock productiona,
in 1012 m2 in 1015 g yr−1

area, in volume, mass, density, wood- total
1012 m2 in 109 m3 in 1015 g in m3 ha−1 fuel wood

Africa 29.8 6.5 46.5 70.9 72 0.81 0.93
Asia 30.8 5.5 34.5 45.1 63 1.02 1.56
Europa 22.6 10.4 116.4 61.1 112 0.06 0.48
C&N America 21.4 5.5 67.3 52.4 123 0.12 0.95
Oceania 8.6 2.0 10.8 12.6 55 0.01 0.09
S America 17.5 8.9 110.8 180.2 125 0.30 0.65

world 130.7 38.8 386.4 422.3 100 2.32b 4.66
a data by FAO (2003) given in m3 yr−1; recalculated using the regional mass-volume ratio
b given in 1.78 · 109 m3 yr−1 by FAO (2003); by using world mean mass/volume ratio it follows
only 1.94 · 1015 g yr−1. This slightly inconsistency may be explained by different averaging, but
reflects the uncertainty of global values, which are “masked” when using “virtual correct” statistical
data given in digits down to kt yr−1 by FAO (2003). As seen for an example, the values of the
world forest area are different in Table 2.57 (38.8), Table 2.58 (39.8), and Table 2.18 (42.3)

land surface and hold almost half of the world’s terrestrial carbon; if only vegeta-
tion is considered (ignoring soils), forests hold about 75 % of the living carbon
(Houghton 2005b, see Table 2.57). Per unit area, forests hold 20 to 50 times more
carbon in their vegetation than the ecosystem that generally replaces them. The
above-ground living biomass has been estimated by Keith et al. (2009) to be about
200 t C ha−1 for tropical and temperate forest and 60 t C ha−1 in boreal forests.
The global estimate by Kindermann et al. (2008) results in 60 t C ha−1 globally
(see Table 2.58). According to different scenarios (Nabuurs et al. 2007), forest area
in industrialized regions will increase between 2000 and 2050 by about 60 to 230
million ha. At the same time, the forest area in the developing regions will decrease
by about 200 to 490 million ha.

Fig. 2.43 shows that deforestation is a significant CO2 source to the atmosphere.
The deforested area was calculated to be 8.9 $ 1010 m−2 yr−1 in the period
1990−2000 and 7.3 $ 1010 m−2 yr−1 between 2000 and 2005 (Denman et al. 2007).
According to different estimates, the tropical deforestation released (1−2) $ 1015 g
C yr−1; the area of deforestation was (8−15) $ 1010 m2 yr−1 in the 1980s and
(10−17) $ 1010 m2 yr−1 in the 1990s (Houghton 2005b, see Table 2.59). The lower
estimates are based on satellite observations and the higher estimates (according to
Houghton (2005a) the more reliable ones) are based on the data base from the FAO
(the Food and Agriculture Organization of the United Nations). It is important to
note that carbon release is due to two principal processes: first by the vegetation
replacement (mainly by fires − biomass burning) and secondly by release from the
soil’s carbon pool after land-use change. Table 2.59 shows a range of 1−2 Gt yr−1

carbon release due to tropical land-use. Taking into account a value for tropical
forest burning to be about 0.8 Gt C yr−1 (Table 2.43), it follows that about the
same amount of carbon is emitted from soil into the atmosphere; a considerable



214 2 Chemical evolution

Table 2.58 Global forest biomass, after Kindermann et al. (2008).

forest area (in 1012 m2) 39.8
forest volume (in 1011 m3) 4.7

mass (in 1015 g) biomass carbon

above-ground 470 234b

below-ground 130 62
dead 80 41
litter − 23
soil − 398

total 680a 758
a total is not equal to the sum of above-ground, below-ground and dead biomass
b The changes have been estimated to be (in 1015 g C) 299 (1990), 288 (2000), and 282 (2005),
after Denman et al. (2007). These values (in the range 230−290 Pg C) are considerable lower than
other estimates: 359−536 (different estimates in IPCC 2001), 335−365 (IPCC 2007), 422 (Nieder
and Benbi 2008). Interestingly, all authors state a percentage of global forest to global land vegeta-
tion of about 80 % (77−82 %); Chapin et al. (2000) states that 50 % are in tropical forests and the
remaining 30 % in other forests. Schlesinger (1997) state 560 Pg as global plant carbon stock; hence
derived about 450 Pg in forests.

Table 2.59 Carbon emission from tropical land-use change (deforestation), not including
soil CO2 release; in 1015 g C yr−1.

carbon release author

1.5 (± 1.2) Gurney et al. (2002)
2.4 Fearnside (2000)
0.9 (0.5−1.4) DeFries et al. (2002)
2.2 (± 0.8) Houghton (2003)
1.1 ± 0.3 Archard et al. (2004)

amount additional to other anthropogenic sources (cf. Fig. 2.10). As noted in Ta-
ble 2.12 and Table 2.58, the ratio between above-ground carbon in vegetation and
organic carbon in soils is globally 0.4−0.6, where the upper estimate represents
tropical forests; or in other words, about twice the carbon in living biomass is
stored in the soil. The historic loss of soil carbon (to be emitted as CO2 to the
atmosphere) from cultivated cropland soils of the world ranges from 41 to 55 Pg C
(Amundson 2001). The global organic carbon amount in soil ranges from 1500 to
2000 Pg C (to 1 m depth) and is in various forms, from recent plant litter to
charcoal and very old humified compounds. Inorganic carbon (carbonate) amounts
to 800−1000 Pg C.

Table 2.60 shows a very rough assessment of the budget of forest carbon fluxes.
The estimated net flux (~ 1 Gt C yr−1) suggests that the global forest is a sink for
atmospheric CO2. However, this value, based on forest inventories, is only a fraction
of the sinks inferred from atmospheric data and models, estimated to be 2.1 ( ± 0.8)
Pg C yr−1, referred to the northern mid-latitudes and suggesting that more than
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Table 2.60 Approximated global terrestrial carbon fluxes, based on forest inventories, in
1015 g C yr−1 (or Gt yr−1); − release from ecosystems (harvesting and emission into atmos-
phere), + uptake by ecosystem (NEP − CO2 sequestration), + emission into the atmosphere
(source) and − uptake from the atmosphere (sink).

process fluxes, total fluxes, forests fluxes, atmosphere

land-use change, total −2.0a

soil emissionb +1.0
forest fires −1.0c +1.0c

wood harvestingd −2.4 +?e

woodfuel use +1.4
vegetation growth, total +3.3f (1.7−4.1) −3.3f (1.7−4.1)

forest growth +1.6g

budget (net flux) +1.3 (0.9)g −1.8 ± 0
a from Table 2.59
b difference between total land-use change and forest fires
c from Table 2.47
d includes woodfuel use
e wood products (paper, panels etc.) return back
f Mouillot et al. (2006)
g Denman et al. (2007)

half of the northern terrestrial carbon sink is in non-forest ecosystems (Houghton
2005a). The uncertainties are large, however.

The calculation of carbon stock as biomass consists of multiplying the total
biomass by a conversion factor that represents the average carbon content in bio-
mass. It is practically not possible to separate the different biomass components in
order to account for variations in carbon content as a function of the biomass
component. Therefore, the coefficient of 0.55 for the conversion biomass to C,
offered by MacDicken (1997), is generalized here to conversions from biomass to
carbon stock: C Z 0.55 $ biomass (total). The estimation of total C in present
land use should include the carbon stock as biomass and the SOC present in the
SOM. This estimation would consist of converting the SOM value reported for the
soil mapping units in the study area to SOC. The content of SOC included in SOM
may change depending on the type of organic residues present in the SOM. In
turn, this changes with management and other factors. However, determining the
composition of residues in SOM and the spatial variability of the different qualities
of SOM in the soil is a difficult task. For estimation purposes, a generic coefficient
can be assumed in order to transform SOM to SOC: SOC Z 0.57 SOM (Ponce-
Hernandez 2004).

2.7 Emission of atmospheric substances

An emission inventory is a database that lists, by source, the amount of air pollu-
tants discharged into the atmosphere of a community during a given time period.
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As already emphasized several times, emissions as the flux (mass per time) of sub-
stances in the atmosphere are the key parameter for atmospheric chemistry − they
determine the initial air concentration (the key parameter for the reaction rate) and
the composition (the key parameter for the reaction mechanisms). Beginning with
estimates of global values of a high degree of uncertainty 30−40 years ago, now
emission (or better, source) processes are described with the time function for diur-
nal, weekly and annual cycles with the aim to achieve a better temporal resolution
for global inventories (Table 2.61). By using geographical statistical data, the sour-
ces and emissions are spatially resolved, from the 1° $ 1° normally used in global
models down to 1 $ 1 km2 in local models. It is another question how reliable the
temporal and spatial resolved estimates are. The Global Emissions Inventory Activity
(GEIA) aims to provide global gridded emissions inventories to science and policy
communities for all trace gases. GEIA was created in 1990 within the frame of
IGAC (International Global Atmospheric Chemistry Program) to encourage the de-
velopment of global emissions inventories of gases and aerosols emitted into the
atmosphere from natural and anthropogenic sources. The long-term goal is to pro-
vide inventories of all trace species relevant to global atmospheric chemistry (Grae-
del et al. 1993). Emission inventories are available for the following species:

− acidification: NOX from soils and lightning; NH3 from natural soils, oceans and
wild animals,

− aerosol formation: SO2 from volcanoes; DMS from oceans,
− climate change: CH4 from wetlands, termites, oceans/hydrates; N2O from natural

soils and oceans,
− tropospheric ozone: CO from vegetation and oceans; CO soil sink; NMVOC

from vegetation,
− major reactive chlorine compounds: CH3Cl, CHCl3, CH2Cl2, C2HCl3, and

C2Cl4 from oceans; CH3Cl and CHCl3 from land-based sources; HCl and
ClNO2 from sea salt dechlorination.

The EDGAR (Emission Database for Global Atmospheric Research) project is a
comprehensive task carried out jointly by the Netherlands National Institute for
Public Health and the Environment (RIVM) and the Netherlands Organization for
Applied Scientific Research (TNO) (Bouwman et al. 1997, Olivier et al. 1999a,
1999b, 2005, Olivier and Berdowski 2001, Olivier 2002). This set of inventories
combines information on all different emission sources, and it has been used over
the past few years as a reference database for many applications. The work is linked
into and part of the Global Emissions Inventory Activity (GEIA) of IGBP/IGAC.
The initial version of the full data set, EDGAR 2.0, provides global annual anthro-
pogenic emissions for 1990 of greenhouse gases CO2, CH4 and N2O and of precur-
sor gases CO, NOx, NMVOC and SO2, on a regional basis and on a 1° $ 1° grid.
Similar inventories were compiled for a number of CFCs, halons, methyl bromide,
and methyl chloroform. In the follow-up project the database was extensively vali-
dated and an uncertainty analysis was carried out. Most of the applications of
EDGAR 2.0 over the last few years are in model studies, but EDGAR data are
also extensively used for policy applications for which emissions data on country
level were calculated with the EDGAR information system. EDGAR datasets have
also been used in IPCC Assessments, both on source strengths and on spatial distri-
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Table 2.61 List of selected global and regional emission inventory activities. RIVM −
Rijksinstituut voor de Volksgezondheid (Bilthoven, Netherland), MPI − Max-Planck-Insti-
tute (Mainz, Germany), LSCE − Laboratoire des Sciences du Climat et l’Environnement
(Paris, France), IER − Institut für Energiewirtschaft und Rationelle Energieanwendung
(Stuttgardt, Germany).

inventory spatial cover and res- temporal cover and remarks
olution resolution

GEIA (IGAC) global, 1° · 1° 1985,1999 natural and anthropogenic
or per country (EDGAR) emissions

EDGAR 3.2 global, 1° · 1° 1990−1995 Only anthropogenic emissions
(RIVM) or per country
AEROCOMN global, 1° · 1° 2000, 1750 natural, anthropogenic and
(MPI/LSCE) “effective” secondary aerosol
POET global, 1° · 1° 1990−2000 POET emission WP extended

EDGAR and GEIA
RETRO global, 0.5° · 0.5° Global emissions RETRO is about modelling

for the intra annual trends in
ERA-40 period tropospheric chemistry

EMEP Europe, 50 · 50 km2 1990−2002, anthropogenic emissions,
1 hour based on official reporting of

countries and experts
assessment

GENEMIS Europe, Germany, 1 hour production on demands for
(IER) 10 · 10 km2 selected episodes
TNO Europe, 25 · 25 km2 1 hour
ABBI Asia, 1° · 1° 2000−2001 Asian biomass burning

inventory
REAS Asia 1983−2003, 2010, regional emission inventory for

2020 Asiaa

a For China, three emission scenarios have been developed: REF (reference case), PSC (Policy
Success Case), and PFC (Policy Failure Case)

bution of emissions in the development of emission scenarios (IPCC 2001). The
database has been updated to EDGAR 3.2, which includes an update and extension
from 1990 to 1995 for all gases and extended time series for direct greenhouse gases
to 1970−1995, as well as the new “Kyoto” greenhouse gases HFCs, PFCs, SF6.

Beside the large international activities in emissions inventories (Table 2.61) there
are several substance- or source-related emissions estimates; for example, for mer-
cury in Europe (Pacyna et al. 2001) and the world (Pacyna and Pacyna 2002,
Pacyna et al. 2003, 2006), global carbonaceous aerosol inventory 1860−1997 (Jun-
ker and Liousse 2006), and trace metals (Nriagu 1979, 1989).

There are two general methodologies used to estimate regional to global emis-
sions; bottom-up and top-down. Bottom-up methodologies apply the following
general equation to estimate emissions:

Ei Z Ai (EF )i P1i P2i ……. (2.106)

where Ei are emissions (for example, kg sulfur hr−1), Ai is the activity rate for a
source (or group of sources i, for example, kg of coal burned in a power plant),
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Table 2.62 Relevance of emitted substances to the climate system.

warming cooling ozone aerosol acidity
formation formation formation

SO2 − (+)b − + +
NOx − (+)b + + +
N2O + − − − −
NH3 − (+)b − + +
CH4 + − + − −
NMVOC (+)a (+)b + + −
CO2 + − − − (+)c

CO (+)a − − − (+)a

BC + − − + −
a via CO2 formation
b via aerosol formation
c weak acidity in global background

(EF )i is the emission factor (amount of emissions per unit activity, for example, kg
sulfur emitted per kg coal burned), and P1i , P2i ... are parameters that apply to the
specified source types and species in the inventories (for example, sulfur content of
the fuel, efficiency of the control technology). Top-down methodologies, also
known as inverse modeling, derive emission estimates by inverting measurements in
combination with additional information, such as the results of atmospheric trans-
port and transformation models.

Table 2.62 shows the significance of emitted substances to key properties of the
climate system; all substances have natural as well as anthropogenic sources. Abate-
ment strategies have been applied successful but to very different degrees for all
substances with the only exception being CO2 and with only limited reduction for
NH3, CH4, N2O. Some substances have been completely controlled within the last
few decades − or at least to an extent that they no longer play role (or more than
a negligible role) in the climate system or as local pollutants, such as trace metals,
smell-intensive substances and CFCs. Behind NMVOC are so many organic com-
pounds with different properties that an assessment of the climate system relevance
needs a compound-specific approach; however, as already seen (Tables 2.30 and
2.33) natural sources become more and more dominant with a further abatement
of anthropogenic sources.

Table 2.63 summarizes global natural emissions of gases. As seen the uncertain-
ties are large. Although the citation is from the year 2000 (which means that the
data results from research around and before 1995) there is no reason not to use
this data in comparison with anthropogenic sources for climate change. In recent
years, the values of natural NMVOC emissions have been corrected continuously
to larger figures (Friedrich 2009). It is worth noting again that man-made climate
change (deforestation, warming etc.) has a feedback on natural emissions too. For
example, the global NMVOC emission has been estimated to be 717 Tg C yr−1 in
1986 and 778 Tg C yr−1 in 1995, i. e., the increase amounts 8.5 %.
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Table 2.63 Estimation of global natural emission of gases (in Tg element yr−1). Source:
Watts (2000); reduced sulfur modified after Möller (2003).

source NH3 NO N2O CO2 DMS CS2 SO2 COS H2S

ocean 10−15 − 2 −c 15−25 0.2 − 0.25 1.8
aquatic ecosys- − − − − ≤ 0.5 0.02 − 0.03 0.7
tems
soils and plants 3−5 4−8 8−10 −c 2−3 0.07 − 0.02 0.8
wild life 1−3 − − − − − − − −
biomass burninga 5−7 9 1 3500 − − 2−3 0.07 ?
volcanisms − − − − − < 0.2 5−10 0.2 1−3
lightning − 4 − − − − − − −
secondary − 1−2 − − − − 5−20 0.6 −
sources

total 25 20 10 3500c 25 0.3 12 0.4 4.5
(± 5) (± 2) (± 3) (± 5) (± 0.1) (± 6) (± 0.1) (± 1)

source CO CH4 C2dC4 C2dC4 terpenes other
alkanes alkenes NMVOC

ocean 20−100 10d < 1 (?) 1 − ?
aquatic ecosystems − 125 − − − −
soils and plants 100 − ? 3 300−1000 3−5
wild life − 4 − − − 2
biomass burninga 300−350 40 6 15 − 10−20
volcanisms − − 10b − − −
lightning − − − − − −
secondary sources 700−2400 − − − −

total 450 150 15 20 600 20
(± 100) (± 30) (± 5) (± 10) (± 300) (± 10)

a including man-made percentage (see text)
b earth emanation
c NEP

As seen from Table 2.50, only three anthropogenic activities contribute substan-
tially to emissions on a global scale: stationary combustion of fossil fuels (CO2 and
SO2), mobile combustion of fossil fuels (CO2, CO, and NMVOC), and agriculture
(CH4, NH3, N2O).

2.7.1 Nitrogen compounds

2.7.1.1 Ammonia (NH3)

Our knowledge of biogenic ammonia emission is still surprisingly small. Although
there has been interest in ammonia research since 1800, and the recognition of its
importance for plant growth and the changes in atmospheric ammonia have been
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Table 2.64 Global emission of ammonia (in Tg N yr−1).

author natural emission biomass man-made
burning emission

terrestrial oceanic

Söderlund and Svenson (1976) 2−6 −a − 24−47
Jaffe (1992) − − − −
Schlesinger und Hartley (1992) 10 13 5 −
Dentener and Crutzen (1994) 7.6b − − −
Möller (1996) 8 15 − 30
Bouwman et al. (1997) 7.2 8.2 4.1 34.1
Schlesinger (1997) − 13 − 52
Friedrich and Obermeier (2000) 3 10 7.2 −
Watts (2000) 4−8 10−15 5−7 20−40
Brasseur et al. (2003) 12 − − 40

best estimate 8 ± 2 10−15 5 ± 1 40 ± 5
a no specification
b separated into 5.1 (soils) and 2.5 (wildlife)

Table 2.65 NH3 emission factors for different animals and humans (in g N species−1 yr−1).
A: Buismann et al. (1986), B: Möller and Schieferdecker (1989), C: Klaassen (1992),
D: Battye et al. (1992), E: Strogies and Kallweit (1996), F: Ryaboshapko (2001), G: Missel-
brook et al. (2001).

source A B C D E F G

cattle 13.64 22.1a 12.5/35.5b 22.9 23.04 14.3/28.5b 5.6/22b

pigs 3.87 5.2 5.1 4.0/9.2c 5.36 6.4 4.0/4.3c

poultry 0.23 0.22 0.18/0.32c 0.18 0.25 0.32 0.2/0.4c

horses − 15.0 12.5 − 12.20 − −
sheeps 0.46 3.0 2.1 3.4 1.70 1.34 0.6
humans − 1.3 0.3 0.25 − 1.3 −

(± 50 %)
a milk cow 35.0, fattening cow 15.4
b other cows / milk cows
c different husbandry (fattening pig / sow, cock / laying hen)

well documented (see Chapter 1.3.3), almost all studies deal with agricultural issues
(see Chapter 2.6.5.2). Modern estimates of the global terrestrial NH3 emission are
in the range 3−12 Tg N yr−1 (Table 2.64). In most studies, such values are derived
from budget estimations, supported by up-scaled experimentally determined values
of grassland emission. However, a number of sources are not generally included in
such values (Sutton et al. 2008).

The bacterial decomposition of animal excreta is the largest source of NH3 (Ta-
ble 2.65). For example, colonies of wild animals, such as seabirds and seals, al-
though they produce a small fraction of the global emission, have recently been
recognized as hotspots of NH3 emission in remote areas with otherwise low NH3

emissions. Seabird colonies are found to represent the largest point sources of am-
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monia globally (up to ~ 0.006 Tg yr−1 per colony). Measured colony emissions
ranged from 1 to 90 kg h−1, and equated to 16 and 36 % volatilization of excreted
nitrogen for colonies dominated by ground/burrow nesting and bare-rock nesting
birds, respectively. These ammonia “hot spots” explain significant perturbations of
the nitrogen cycle in these regions and add ~ 20 % to oceanic ammonia emissions
south of latitude 45° S (Blackall et al. 2007).

It is likely that natural ecosystems (forest, grassland) emit no or only small
amounts of ammonia because normally there is a deficit of fixed nitrogen in land-
scapes. Reported emissions factors over forests span three orders of magnitude
and are likely be influenced by re-emission of wet deposited ammonium. Older
publications considerably overestimated emission by using simple models consider-
ing soil ammonium concentrations obtained from relative decomposition and nitri-
fication rates, where Henry’s law gives the equilibrium concentration of ammonia
gas in the soil, and a simplified diffusion equation yields the flux to the atmosphere,
for example, Dawson (1977) calculated it to be about 47 Tg N yr−1.

Therefore, (dry) deposition exceeds emission, for example, in forests the soil may
emit NH3 but it is up taken by the canopy, and hence remains within the ecosystem.
This has been shown in the 1980s, when the European interest in ammonia moti-
vated the first measurements of ammonia dry deposition to semi-natural ecosys-
tems (e. g., Horváth 1983, Duyzer et al. 1987, Erisman and Wyers 1993, Sutton et
al. 1993). While the earlier compensation point studies had identified plant stomata
as the key exchange site, these European measurements noted large rates of dry
deposition that could only be explained by the fact that most of the NH3 was
deposited directly onto leaf surfaces.

There is reason to assume that wildlife, as shown in Chapter 2.6.2.2 for domesti-
cated animals, is the dominant natural source of NH3 (Table 2.32). A completely
different pathway of emissions is the decay of urea or uric acid to ammonia in
animal manure (from mammals or birds). This pathway may also lead to N2O
formation. Emissions are much more pronounced for domestic animals, however,
where manure is actually collected and kept liquid for longer periods of time, or
other sites where animals live in a very dense populations (point emissions from
bird breeding colonies on small islands, e. g., in the North Sea).

Although the ocean was proposed as a source of ammonia by Boussingault
(1856), it was principally assumed until 1980 that the ocean emits no NH3 (Lenhard
and Georgii 1980). When comparing the photosynthesis flux between continents
and the oceans, and taking into account river run-off as a mineral source for the
sea, it is logical that ammonium is abundant. Although fluxes are small, seas may
represent a significant contribution to the nitrogen budget of near-coast land areas
(Barret 1998). It has been found that DMS and NH3 fluxes had a similar strength
with an average NH3 to DMS molar flux ratio of 1−1.5 (Dentener and Crutzen
1994 and literature therein). This conception assumes only physico-chemical proc-
esses in sea-air exchange and similarly uni-directional flux (DMS is not readily
soluble in water and is fast oxidized in air, and ammonia is fast converted into
particulate ammonium, which is no longer in equilibrium with dissolved ammonia).
Based on a lower DMS emission flux of only 16 Tg S yr−1 (see Chapter 2.6.3),
Dentener and Crutzen (1994) calculated the NH3 emission flux to 7 Tg N yr−1.
Möller (1996) calculates the oceanic NH3 emission to be 15 Tg N yr−1, adopting a
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higher DMS value (cf. Table 2.64). This figure is very close to the estimate of
16.8 Tg N yr−1 by Duce and Liss (1991). By using modern models of sea-air ex-
change an ammonia emission in the range of 10−15 Tg N yr−1 is likely (Table 2.64).
This concept has recently been revised (Johnson and Bell 2008) by introducing the
concept of “co-emission” of the gases, where DMS emission controls the rate of
emission of ammonia from the ocean by acidifying the atmosphere (due to sulfu-
rous particle formation).

To summarize the knowledge into a “best estimate”, the global NH3 emission is
calculated to be 65 ± 10 Tg N yr−1, of which anthropogenic activities (including
biomass burning) contribute 70 %.

2.7.1.2 Dinitrogen monoxide (N2O)

N2O budgets are associated with considerable uncertainties (Bouwman et al. 1995,
2002a, b, Nevison et al. 1996). As seen from Figs. 2.26 and 2.27, denitrification is
the direct way of producing molecular nitrogen (N2), dinitrogen monoxide (N2O)
and nitrogen monoxide (NO). This way is partly parallel to the formation of ammo-
nia/ammonium (ammonification), and therefore it is assumed that all these com-
pounds appear together, but in different quantities. Soil structure and pH, oxygen
content, humidity and temperature, but also radiation, are important parameters
in determining emissions (Meixner and Neftel 2000). N2O emissions from soils
under natural vegetation are significantly influenced by vegetation type, soil organic
C content, soil pH, bulk density and drainage, while vegetation type and soil C
content are major factors for NO emissions (Stehfest and Bouwman 2006). A soil
emission similar to those of ammonia is proposed. The emission of N2O is perhaps
twice that, which is supported by the more direct chemical formation pathway
during denitrification (Fig. 2.27). In analogy to ammonia, both gases are assimi-
lated by microorganisms living in soils and plants. As for ammonia, emission of
NO and N2O is considered to be a loss for the organisms, in contrast to emission
of N2 by denitrification, closing the atmospheric cycle (> 100 Tg N yr−1 after Schle-
singer 1997). Sometimes emission of NO2 and HNO2 is reported. This is unlikely
because of the biochemical reactivity and the relatively large absorbtivity of these
compounds. Observed NOy is always a result of the fast oxidation of NO (see
Chapter 5.4.4.1). Again similar to ammonia, soil-emitted NO circulates within local
circuits, namely in tropical rainforest (Delmas and Servant 1987). Additionally, NO
is fast converted into NO2 and further in nitric acid (HNO3) which will be effec-
tively deposited in or close to the original NO source. An uptake of NO2 seems
favorable because of fast metabolization via electron transfer into nitrite (see
Fig. 2.27).

Whereas emissions from agriculture are relatively well understood, no studies
have calculated global emissions from soils under natural vegetation due to lack of
data for many vegetation types (Stehfest and Bouwman 2006). Table 2.66 shows
the high uncertainties in natural (but also in anthropogenic) global emission esti-
mates. Newer studies can revise some values but they do not lead to any greater
certainty; for example, the estimated N2O emission from global tropical rainforest
is 1.3 (0.9−2.4 uncertainty) Tg N yr−1 compared with older estimates in the range
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Table 2.66 Uncertainties in global emission estimates; value in Tg N yr−1.

compound natural emissiona natural emissionb anthropogenic emissionb

NH3 25 ± 5 15 ± 12 40 ± 20
N2O 10 ± 3 12 ± 5 4 ± 3.5
NO 20 ± 2 20 ± 15 30 ± 15
a Watts (2000), see Table 2.63
b Olivier at al. (1999)

1.2−3.6 Tg N yr−1 (Werner 2007). Globally, tropical soils (primarily wet forest soils,
but also savannas) are estimated to produce 6.3 Tg of N2O annually and oceans
are thought to add around 4.7 Tg of N2O annually to the atmosphere (IPPC 2001).
Most previous studies of nitrous oxide had focused on the open ocean, which led
to an underestimation of the oceanic source (Bange 2006). Not only are the fluxes
of N2O from coastal waters higher, but the processes responsible for its production
also appear to be different from those in the open sea in that denitrification can
sometimes produce large amounts of N2O in shallow suboxic waters (Naqvi et al.
2008). A large amount of N2O is produced by bacteria in the oxygen-poor parts of
the ocean using nitrites (Trimmer et al. 2006). Newer studies suggest a much lower
oceanic N2O emission in the range 1−2 Tg N yr−1 (Rhee et al. 2009) as already
proposed by Khalil and Rasmussen (1992).

Agricultural activities and animal production systems are the largest anthropo-
genic sources of N2O emissions. Recent calculations using IPCC 1996 revised guide-
lines indicate that N2O emission from agriculture is 6.2 Mt N as N2O per year
(IPCC 2007). About one-third is related to direct emissions from the soil, another
third is related to N2O emission from animal waste management, and the final
third originates from indirect N2O emissions through ammonia (NH3), nitrogen
oxides (NOx), and nitrate losses.

To summarize the knowledge into a “best estimate”, the global N2O emission is
calculated to be 12 ± 5 Tg N yr−1, of which anthropogenic activities (including
biomass burning) contribute 40 %.

2.7.1.3 Nitrogen monoxide (NO)

As discussed in Chapter 2.6.4.4 for NO production during lightning, similar conver-
sion processes occur in all combustion and high-temperature processes (see Chap-
ter 5.4.1). To a minor percentage the fuel nitrogen content contributes to NO for-
mation, but this pathway is relatively more important for biofuels. In soils, denitrifi-
cation of nitrate is the source of NO formation (Chapter 2.4.3.1). On cultivated
soils, as for NH3, the primary NO source is N fertilizer application (cf. Fig. 2.51);
natural soils have much less specific emissions. The soil NO emission is roughly
half of the N2O emission (Galloway et al. 1995, Stehfest and Bouwman 2006):
1.4 Tg N yr−1 for fertilized cropland and 0.4 Tg N yr−1 for grassland; data from
natural soils are too scarce to create global values. Older estimates of the soil NO
sources range between 9.7 Tg N yr−1 (Potter et al. 1996a) and 21 Tg N yr−1 (David-
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Fig. 2.51 Trend in fertilizer application (from Möller 2003).

son and Kingerlee 1997), whereas estimates that include the role of canopy deposi-
tion, are about 50 % lower (Yienger and Levy 1995, Ganzeveld et al. 2002). The
inventory by Yienger and Levy (1995) presents a NO soil emission flux of 11 Tg N
yr−1 (below canopy, and consequently their atmospheric source estimate is 5.5 Tg
N yr−1) which is slightly larger compared with the estimate of 9.7 Tg N yr−1 by
Potter et al. (1996a). Thus it remains uncertain − mainly because of local nitrogen
cycles between soil and canopy − what the global (and regional) natural soil NO
emissions are. NO from lightning has been estimated to be relatively consistent at
5 ± 3 Tg N yr−1 (Chapter 2.6.4.4). Without having information on natural soils, but
assuming 50 % of N2O (corresponding to ~ 3 Tg N yr−1), the global natural NO
emission is ~ 10 Tg N yr−1.

There is no less uncertainty in estimating the anthropogenic NO emission
(Table 2.66). While the fossil-fuel source is estimated at 20−25 Tg N yr−1 (e. g.,
Delmas et al. 1997 and citations therein), total NO emissions are about 44
(23−81) Tg N yr−1 (Lee et al. 1997). Martin et al. (2003) derive a top-down NOx

emission inventory from the GOME data by using the local GEOS-CHEM rela-
tionship between NO2 columns and NOx emissions. The resulting NOx emissions
for industrial regions are seasonal, despite large seasonal variation in NO2 columns,
providing confidence in the method. Top-down errors in monthly NOx emissions
are comparable with bottom-up errors over source regions. Annual global a posteri-
ori errors are half of a priori errors. Their global a posteriori estimate for annual
land surface NOx emissions (37.7 Tg N yr−1) agrees closely with the GEIA-based
a priori (36.4) and with the EDGAR 3.0 bottom-up inventory (36.6), but there are
significant regional differences. This estimate includes natural and anthropogenic
sources; thus, considering about 10 Tg N yr−1 from natural sources, the remaining
~ 25 Tg N yr−1 is attributed to anthropogenic sources, which is close to the esti-
mates of Graedel et al. (1995), Lawrence et al. (1995), and Benkowitz et al. (1996,
2004). International ship traffic significantly contributes to anthropogenic NO
emission: 6−7 Tg N yr−1 (Corbett and Fischbeck 1997, Corbett and Köhler 2003,
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Eyring et al. 2005) where the emission only was 1.6 Tg N yr−1 in 1951 and is
forecast to rise to 11.8 Tg N yr−1 in 2050.

To summarize the knowledge into a “best estimate”, the global NO emission is
calculated to be 35 ± 5 Tg N yr−1, of which anthropogenic activities contribute
70 %.

2.7.2 Sulfur compounds

2.7.2.1 Sulfur dioxide (SO2)

The development of a reliable regional emission inventory of sulfur as a function
of time is an important first step in assessing the potential impact on the climate
system. Whereas in the past the contribution of SO2 to acidity (“acid rain”) was
the main reason for making SO2 inventories, in the late 1980s the question of sulfate
aerosol on climate (cooling) came into focus. SO2 was the key pollutant for centu-
ries (see Chapter 2.8.1) and the first interest in global cycling arose in the 1970s
(Kellog et al. 1972, Friend 1973, Granat et al. 1976, Bettelheim and Littler 1979,
Ryaboshapko 1983, Möller 1983, Langner and Rodhe 1991, Pham et al. 1995, Möl-
ler 1995a, Örn et al. 1996, Lefohn et al. 1999, Brimblecombe 2003, Smith et al.
2004). Table 2.67 shows anthropogenic SO2 estimates from different authors over
the last 50 years. Fig. 2.52 shows that the SO2 emission (before the introduction of
air pollution control) was closely connected with economic growth, especially re-
flecting exponential increase before World War I, and from World War II until the
end of the 1970s. Large discrepancies among the approximations probably reflect
the many uncertainties associated with estimating sulfur emissions. In addition to
the global estimates summarized in Table 2.67, there are also continental and na-
tional estimates of sulfur emissions (e. g. Gschwandtner et al. 1986, Fujita et al.
1991, Kato and Akimoto 1992, Mylona 1996).

The key to reliable global emission estimations are the EF as function from
time (changing technology and introduction of flue gas desulfurization) as well as
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Table 2.67 Global anthropogenic SO2 emission estimates (in Tg S yr−1).

emission base year author

34.4 1937 Magill et al. (1956)
38.7 1943 Magill et al. (1956)
39 1959 Ericksson (1959, 1960)
73 1965 Robinson and Robbins (1970)
39 1940 Katz and Gale (1971)
50 1970 Koide and Goldberg (1971)
50 1965 Kellogg et al. (1972)
65 1972 Friend (1973)
80 1973 Almquist (1974)
65 ? Granat et al. (1976)
77 1974 Möller (1977)
93.6 1974 Cullis and Hirschler (1980)
98 ? Ryaboshapko (1983)
79.2 1979 Várhelyi (1985)
87.2 1979 Möller (1984)

103.6 1980 Cullis and Hirschler (1980)
103 1980 Warneck (1988)

88.4 1980 Spiro et al. (1992)
62.8a 1980 Dignon and Hameed (1989)
72 1990 Smith (2001)
72.3 1990 Stern (2005a, b)
61 1990 Cofala et al. (2007)
77.5 1995 Benkovitz et al. (2004)b

60 1995 Stern (2005a, b)
54 2000 Stern (2005a, b)
51.5 2000 Cofala et al. (2007)

a only from fossil fuels
b EDGAR 3.2

distinction between countries. Eq. (2.107) shows a simple relationship between the
emission Ei (of the process i ), the emission factor EF and the parameters determin-
ing the sulfur release: sulfur content S (in %), ash bonding degree α (or sulfur non-
release) and flue gas desulfurization (FGD) degree �; M mass of fuel or processed
sulfur-containing material.

Ei Z EFi $ Mi Z
Si

100
(1Kα) (1K�) Mi (2.107)

More than 90 % of SO2 emission is related to the combustion of fossils fuels
(coal and oil with an approximate share of two-thirds and one-third, respectively),
primarily metal smelting (Cu, Zn, Mn, and Ni) and sulfuric acid production (only
in the past). Since 1980, flue gas desulfurization has been introduced stepwise with
different degrees in industrialized countries. FDG works with an efficiency of about
95 %; hence the country-based SO2 emission can be reduced by about one order of
magnitude as has occurred in Germany after instalment of FGD at all large SO2

sources (Fig. 2.53). Germany probably remains an extreme example of changing
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Fig. 2.53 German SO2 emission trend; data from Möller (2003), after 2000 from UBA.

SO2 emissions in a very short period; in 1992 the ratio between Eastern and West-
ern Germany in SO2 emission was still 5.1 and dropped 10 years later to 0.25. Such
country-based emission changes (expressible in specific emission densities too) also
result without any doubt in changes of atmospheric chemistry.

Global anthropogenic sulfur emissions increased until the late 1980s (Fig. 2.52).
The different estimates in the period 1990−2000 show large variations between 65
and 85 Tg S yr−1; Möller’s (1984b) forecast did not include FGD − hence this
estimate shows the further emission without abatement which became important in
Western Europe from the beginning of the 1980s and in Eastern Europe in the
middle of the 1990s (Japan had already introduced FGD fully in the late 1970s).
Combustion of fossil fuels has increased continuously until the present (Fig. 2.47).
Newer estimates (Stern 2005, Cofala et al. 2007) show relative stability throughout
the decade of the 1980s and a 25 % decline from 1990 to 2000 to a level not seen
since the early 1960s. The decline is evident in North America, but most significant
in Europe (Fig. 2.52). Recently, Cofala et al. (2007) revealed that changes in the
pattern of global sulfur emission have been more dramatic than previously believed
(Fig. 2.52). As Möller (2003) pointed out, the scenario of future SO2 development
depends primarily on the introduction of FGD technologies in China. Through the
drastic increase in China’s energy consumption (see also Chapter 2.7.3.1) a further
rise of all emissions from coal combustion must be expected (Carmichael et al.
2002, Dasgupta et al. 2002). Streets and Waldorf (2000) predicted that sulfur diox-
ide emission would increase from 12.6 Tg S in 1995 to 15.2 Tg S in 2020, provided
emission controls are implemented on major power plants; if this does not happen,
emissions could increase to as much as 30.4 Tg S by 2020. Between 2000 and 2005
alone coal consumption in China increased by a factor of about three, correspond-
ing to a global coal combustion increase of about 45 % (Fig. 2.46). China started
after 1995 with the implementation of different abatement strategies, and after the
year 2000 the percentage of FGD in operation drastically increased (in GW in-
stalled FGD): 2005 (53), 2006 (166), 2007 (374), and (2008 (379). China’s official
annual SO2 emission in 1990 amounted to about 8 Tg S, and increased to 10 Tg S
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by 2000. Adopting the coal consumption increase and no FGD, in 2008 an emission
of about 45 Tg S would be expected. Officially, in 2008 an SO2 emission of about
12 Tg S has been reported and an FDG instalment of 66 % (China Desulfurization
Industry Report 2009); this roughly corresponds to the above estimate without
FGD. As clearly seen from Fig. 2.52, a further decrease will be likely in Europe
and North America, because the potential of FGD is not yet fully achieved. With
the recent stabilization of China’s SO2 emission, a new increase of global SO2 is
unlikely; probably the present level (about 50 Tg S yr−1) will remain for a few
decades with a trend of slight decrease due to replacement of old coal-fired power
plants and finally the transfer to alternative energy sources.

2.7.2.2 Reduced sulfur compounds (H2S, DMS, COS)

Biogenic sources emit so-called reduced sulfur compounds, being in the oxidation
state of S2− such as hydrogen sulfide (H2S), dimethyl sulfide (DMS), and dimethyl
disulfide (DMDS) carbon disulfide (CS2) and carbonyl sulfide (COS). It is likely
that other organic sulfur compounds (in analogy to organic nitrogen), especially
sulfides, are emitted too; for example, from the plant Allium ursinum (a type of
garlic): dipropenyldisulfide, methylpropenyldisulfide, diallylsulfide, and cis-propen-
yldisulfide (Puxbaum and König 1997). An uncountable number of publications
exist on biogenic sulfur emission. The range of estimates is from 13 to 280 Tg S
yr−1 (Möller 2003 and citations therein), whereas higher values before 1975, which
were almost all due to H2S, have been proposed.

Plants emit DMS and COS (similarly to other organic compounds) predomi-
nantly by respiration (Kesselmeier and Hubert 2002). Table 2.68 summarizes global
natural sulfur emissions. One of the major estimated sources of COS is the atmos-

Table 2.68 Natural sulfur emission; after Möller (2003).

source emission (Tg S a−1) emitted compound

volcanism 10 (± 5) SO2, H2S, COS (?)
soils and plants 1−4 H2S, DMS, COS, CH3SH
wetlands 2 H2S, DMS, COS, CS2

biomass burning 2−3 SO2, COS
ocean 36 (± 20) DMS, H2S, COS, CS2

compounds emission (Tg S a−1)

DMS 35 (± 20)
SO2 12 (± 6)
H2S 3 (± 2)
CS2 1 (± 1)
COS 1 (± 0,5)

total 50 (± 25)
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pheric oxidation of CS2 and it is also formed by oxidation of DMS. It seems that
there has been no progress in estimating global natural sulfur emissions since the
last published inventory used in modeling by Chin and Jacob (1996). The best-
guess global annual-integrated COS net flux estimate does not differ from zero
within the range of estimated uncertainty, consistent with the observed absence of
long-term trends in atmospheric COS loading. Interestingly, the hemispheric time-
dependent monthly fluxes are very closely in phase for the northern and southern
hemispheres. The monthly variation of the northern hemisphere flux seems to be
driven primarily by high COS vegetation uptake in summer, while the monthly
variation of the southern hemisphere flux appears to be driven mostly by high
oceanic fluxes of COS, CS2, and DMS in summer (Kettle et al. 2002).

The anthropogenic emissions of reduced sulfur have been regarded over time to
be negligible compared with SO2. Because of its long residence time, only COS
from anthropogenic sources may be of interest; however, the only global estimate
is given by Turco et al. (1980) who proposed a flux between 1 and 5 Tg S yr−1 due
to coal combustion, which is between 2 % and 12 % of SO2-S emitted from coal
combustion. From the combustion chemistry of fuel sulfur it is simple to assume
COS formation in all combustion processes; biomass burning has been identified
(Crutzen et al. 1979). From an analysis of the correlations between measured emis-
sion rates and environmental parameters, the sources of COS and CS2 are estimated
here to be 1.23 (0.83.1.71) Tg OCS yr−1 and 0.57 (0.34.0.82) Tg CS2 yr−1, respec-
tively. The results of Chin (1992) and Chin and Davis (1993, 1995) indicate that
nearly 30 % of the atmospheric COS source is derived from the oxidation of CS2,
while emissions from the ocean and other natural terrestrial sources contribute
28 % and 25 %, respectively.

Recently, Blake et al. (2008) have shown that COS is very highly correlated with
CO2 in continental plumes. That shows a close interrelation with plant assimilation,
as a source as well as a sink for COS. A correlation of COS with fossil-fuel sources
would expect a trend similar to SO2 and CO2. Surprisingly, no COS concentration
trends over the long term could be detected by analyzing spectral data dating back
to1951 (Rinsland et al. 2008). Also findings from the Antarctic air samples meas-
ured at Siple Dome with air ages between 1616 and 1694 yielded a mean mixing
ratio of 373 ± 37 ppb (Aydin et al. 2002). Deutscher et al. (2006), from air samples
taken in Australia in the 1990s, found a small but significant downward trend of
0.3 % yr−1 and attributed it to decreasing industrial emissions, almost in the NH.
Contrarily, adopting no trend over the last few decades before 1990 as found by
several authors (see in Rinsland et al. 2008) is not consistent with the increase of
all industrial emissions. In contrast to SO2 it is not to expected that FGD will
significantly abate COS, hence − when there is a correlation with coal combustion
− emissions should continuously increase (cf. Fig. 2.46). There are two possibilities
to explain the data: either there is no, or no significant, industrial COS emission,
or the anthropogenic COS emission is buffered by vegetation uptake. Recent work
has highlighted the potential of atmospheric COS measurements to constrain gross
primary production (Montzka et al. 2007).

Barkley et al. (2008) found globally tropospheric and stratospheric means to be
433 ppt and 330 ppt, slightly lower than previous measurements of free tropo-
spheric mixing ratio of 480−520 ppt (Notholt et al. 2003) and stratospheric mixing
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ratios of 380 ppt (Chin and Davies 1995); they estimated the stratospheric lifetime
to be 64 ± 21 yr, resulting (remember: F Z M /τ ) in stratospheric turn-over between
63 and 124 Gg yr−1.

2.7.3 Carbon compounds

2.7.3.1 Carbon dioxide (CO2)

About 95 % of all anthropogenic industrial CO2 emission is caused by fossil fuel
use; 4 % is from cement production (limestone burning and CO2 release from past
carbonate sediments). China is the world’s largest hydraulic cement producer. In
2006 China produced over 1.2 billion metric tons of hydraulic cement, or roughly
47 % of the world’s production. Emissions from cement production account for
9.8 % of China’s total industrial CO2 emissions in 2006.

It lies in the nature of the combustion processes of fossil and biofuels (gaseous,
liquid and solid) that all carbon will be oxidized into CO2 to obtain a maximum
heat of reaction. Naturally, depending on the completeness of the oxidation process
(see discussion in Chapter 2.6.4.5), unburned carbon (BC), volatile organics, and
CO are emitted too. Besides wood, coal was the dominant carbon carrier for centu-
ries; the rise of coal-released CO2 after the Industrial Revolution around 1850 is
expressive (Fig. 2.54). Only after 1900 liquid fuels (dominant for transport) become
significant and after 1950 natural gas was substituted for coal in stationary combus-
tion processes (also due to reduced SO2 emissions). In 2005 the percentage of the
global CO2 emission was about 39 % for liquids, 38 % for solids and 18 % for gas,
not very much changed since 1980 (Boden et al. 2009). According to reported
energy statistics, coal production and use in China has increased since the early
1960s by a factor of ten. As a result, Chinese fossil-fuel CO2 emissions have grown
a remarkable 79.2 % since 2000 alone. At 1.66 billion metric tons of carbon in 2006,
China has surpassed the United States as the world’s largest emitter of CO2 due to
fossil-fuel use and cement production (Fig. 2.56)
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Per capita CO2 emission is particularly interesting (the regional differences range
over more than three orders of magnitude, see Fig. 2.55): from 1950 to 1980 it
increased in a linear way from 0.64 to 1.20 t per capita and year, whereas in the
period 1980−2005 this value remained approximately constant at 1.15 ± 0.05 t per
capita and year. Despite the fact that this figure represents only socioeconomic and
political relationships, it can be used as an abatement target only for larger regions,
e. g., continents, when producer and consumer are balanced.

2.7.3.2 Carbon monoxide (CO)

As mentioned in the previous section, CO is the product of incomplete combustion
or oxidation. Both the burning of biofuels and biomass and the combustion of
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Table 2.69 Global CO2, CH4, N2O, and CO emissions in the base year (1990) by source
(IPCC 2007).

substance total emission emission by source

CO2 (in Gt C yr−1) 6.0−8.2 (anthropogenic) 5−6 fossil fuel combustion
0.16 cement production
0.6−2.6 land use change

CO (in Gt C yr−1) 0.3−0.5 (anthropogenic) 0.13−0.21 technical
0.13−0.30 biomass burning

0.03−0.14 (biogenic) 0.02−0.04 biogenic
0.01−0.1 oceanic

0.3−0.7 (secondary) 0.2−0.4 CH4 oxidation
0.1−0.3 NMVOC oxidation

CH4 (in Gt C yr−1) 0.1−0.4 (anthropogenic) 0.03−0.07 enteric fermentation
0.01−0.07 rice paddies
0.01−0.02 animal waste
0.01−0.05 biomass burning
0.01−0.05 landfills
0.01−0.05 domestic sewage
0.05−0.07 fossil fuel use

0.07−0.14 (natural)

N2O (in Mt N yr−1) 3.7−7.7 (anthropogenic) 1.8−5.3 cultivated soilsa

0.2−0.5 cattle and feed lots
0.2−1.0 biomass burning
0.7−1.8 industrial

a 4.1 according to Stehfest and Bouwman (2006)

fuels in mobile engines contribute dominantly (~ 80 %) to primary CO emission
(Tables 2.26, 2.47 and 2.63). Most of the CO accounted in global balances, however,
is indirect from the atmospheric oxidation of hydrocarbons (Tables 2.48 and 2.69).
Direct biogenic CO formation is only very small. Wilks (1959) first reported the
direct CO emission from green plants when they were exposed to sunlight. Two
main biogenic sources have been considered: vegetation, with an estimate of
~ 100 Tg C yr−1 globally (IPCC 2001, Lelieveld and Dentener 2000, Marufu et al.
2000, Schade and Crutzen 1999, Warneck 1999, Lelieveld and Dorland 1995, Seiler
and Conrad 1987), and ocean contribution (~ 50 Tg C yr−1) (Prather et al. 1995,
Khalil and Rasmussen 1995, Bates et al. 1995). The uncertainty is probably in the
order of 100 % (Kanakidou and Crutzen 1999). As for the case of other reduced
gases, soils appear mostly as sink, but can also contribute to CO emissions depend-
ing on the conditions; globally, however, this source seems be negligible (~ 10 Tg
yr−1 according to Potter et al. 1996b).

When we consider that ~ 200 $ 1015 g C of atmospheric CO2 is globally assimi-
lated annually (Fig. 2.10) and that the same amount of carbon is roughly turned
back into air by respiration, almost in the form of CO2, the estimate of
0.03−0.1 $ 1015 g CO-C plant release is very small and amounts to less than 0.1 %
of CO2 not used by metabolism (see reaction 2.53 and Fig. 2.10), or lost during
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respiration before oxidizing into CO2. As seen later (Table 2.69), the metabolic re-
lease of non-methane volatile organic compounds (NMVOCs) is much larger
(0.4−4.4 Gg C) than that of CO but (note the large uncertainty in the order of one
magnitude) is also relatively small compared with respiratory CO2 (< 2 % of the
carbon turnover).

2.7.3.3 Methane (CH4)

Atmospheric methane is produced from both natural sources (e. g. wetlands) and
human activities. The total sources of methane released into the atmosphere for
1990 were (the IPCC 1995 estimates are in parenthesis) in the range of 200−520
(410−660) Tg CH4 per year, of which 70−140 (110−210) Tg CH4 yr−1 derived from
natural sources and 130−380 (300−450) Tg CH4 yr−1 from anthropogenic sources
(IPCC 2007). The anthropogenic sources are further broken down into 50−70
(70−120) Tg CH4 yr−1 related to fossil fuels and 80−310 (200−350) Tg CH4 yr−1

from biospheric sources (Table 2.69). All estimates are considerably smaller than
those provided by IPCC (1995).

Methane is produced in anaerobic conditions by methanogenic bacteria. As seen
in Fig. 2.42, CH4 is one of the (theoretically) final products in the hydrogenation
of CO in the process of photosynthesis. It is an unwanted pathway because the
“sense” of plant metabolism consists in the synthesis of Cn molecules (see discus-
sion in Chapter 2.6.2.1). Metabolic processes, especially in the intestines of animals
but also processes in their excretions are responsible for gas formation. One impor-
tant pathway leading primarily to methane formation is the anaerobic degradation
of plant cellulose by symbiotic microflora (methanogenic and acetogenic bacteria)
in the intestines. Major kinds of animals known to emit methane are mammals
(primarily ruminants and rodents) and termites. Termites contribute 20 ± 2 Tg C
yr−1 (Sanderson 1996). Wildlife generates significant specific emissions compared
with those of ammonia (Table 2.32). The largest contribution (but highest uncer-
tainty) in natural methane emission comes from wetlands (Matthews 1993). The
annual methane emission from wetlands is ~ 110 Tg (Matthews and Fung 1987),
well within the range of older estimates (11−300 Tg). Tropical/subtropical peat-
poor swamps from 20°N to 30°S account for ~ 30 % of the global wetland area and
~ 25 % of the total methane emission. About 60 % of the total emission comes from
peat-rich bogs concentrated around 50−60 °N, suggesting that the highly seasonal
emissions from these ecosystems is a major contributor to the large annual oscilla-
tions observed in atmospheric methane concentrations at these latitudes. The sea-
sonal thawing of permafrost could be a “new” CH4 source (Walter et al. 2007) and
might explain variations in CH4 concentration.

One surprising result was the (hypothetical) finding that higher plants produce
and emit CH4. Keppler et al. (2006) estimated a methane source strength of
62−236 Tg yr−1 for living plants and 1−7 Tg yr−1 for plant litter, which could be
to blame for 10−45 % of the world’s methane emissions (Nisbet 2006). However,
Nisbet et al. (2009) found that plants were only ever a passive transmitter of the
methane present in other places − for example, methane in water, soaked into the
soil and could be taken up by a plant and released − but the methane was not
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produced by the plant. In fact, it is soil-based bacteria that manufacture methane.
However, under high UV stress conditions, there can be a spontaneous breakdown
of plant material, which releases methane. In addition, plants take up and transpire
water containing dissolved methane, leading to the observation that methane is re-
leased.

Stern and Kaufmann (1998) estimated changes in anthropogenic CH4 emissions.
For the flaring and venting of natural gas, estimated methane emissions rose from
0.0 in 1860 to a maximum of 29.3 Tg in 1973, then declined. For oil and gas supply
systems, excluding flaring, estimated methane emissions rose from 0.0 in 1860 to a
maximum of 18.0 Tg in 1994. For coal mining, estimated methane emissions rose
from 2.2 Tg in 1860 to 49.5 Tg in 1989, then dropped slightly. For biomass burning,
estimated methane emissions rose from 9.8 Tg in 1860 to 38.0 Tg in 1988 and subse-
quently declined slightly. For livestock farming, estimated methane emissions rose
from 25.6 Tg in 1860 to 113.1 Tg in 1994; this now seems to be the largest individ-
ual anthropogenic source of methane emissions, having overtaken rice farming in
the early 1980s. For rice farming and related activities, estimated methane emissions
rose from 40.1 Tg in 1860 to 100.8 Tg in 1994. For landfills, estimated methane
emissions rose from 1.6 Tg in 1860 to 40.3 Tg in 1994. Total estimated anthropo-
genic methane emissions rose from 79.3 Tg in 1860 to 371.0 Tg in 1994. Between
1860 and 1994, the relative importance of the various component sources changed,
with fossil fuels increasing and agriculture − although still dominant − declining
in dominance. Within the agricultural sector, livestock replaced rice as the leading
component.

2.7.3.4 Non-methane volatile organic compounds (NMVOC)

Volatile organic compounds (VOCs) are among the trace gases that have a role in
controlling the distribution of chemical species in the atmosphere. Global emissions
of VOCs are dominated by natural (e. g. biogenic) sources. Taking into account the
huge number of organic substances in the metabolism of plants and microorgan-
isms, it is not surprising that all types of organic compounds have basically been
found in emissions from vegetation and soils, including alkanes, alkenes, organic
acids, alcohols, esters, ethers, aldehydes and ketones (Fig. 2.42). In addition to plant
emissions, biomass burning (Table 2.47) and secondary atmospheric chemical reac-
tions (Table 2.48) produce a variety of NMVOCs (Table 2.70).

Scientific investigations into biogenic VOC emissions were initiated in the Soviet
Union in 1928, and a considerable VOC flux measurement database had been pro-
duced by the 1950s (Isidorov et al. 1985, Isidirov 1990). Biogenic VOC emissions
research in North America began in the 1950s (Went 1960) and reached a period
of peak activity in the mid-1970s to early 1980s because of speculation that these
compounds had a role in urban ozone formation (Altshuller 1983). These efforts
included the systematic enclosure survey of North American vegetation species and
above-canopy flux measurements of emissions from entire ecosystems (Rasmussen
1972, Zimmerman 1979, Winer et al. 1982, Arnts et al. 1982).

Scientific literature is full of studies estimating the emission factors for different
types of vegetation and soils independent of controlling parameters such as temper-
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Table 2.70 Global emissions of NMVOC (after Williams and Koppmann 2007).

source compound emission (in Tg C yr−1)

fossil fuel use alkanes 28 (15−60)
alkenes 12 (5−25)
aromatics 20 (10−30)

biomass burning alkanes 15 (7−30)
alkenes 20 (10−30)
aromatics 5 (2−19)

terrestrial plants Isoprene 460 (200−1800)
Σ monoterpenes 140 (50−400)
Σ other NMVOCs 580 (150−2400)

oceans alkanes 1 (0−2)
alkenes 6 (3−12)

total anthropogenic 100 (49−194)
total biogenic 1187 (403−4614)

total 1287 (452−4808)

ature and humidity. To establish regional, global and (the most sophisticated ap-
proach) grid-resolved emission inventories, numerical assessment is used. The mod-
els calculate emission fluxes based on (experimentally estimated) ecosystem-specific
biomass and emission factors and algorithms describing the light and temperature
dependence of NMVOC emissions. Advanced models include a general circulation
model that can estimate factors as a function of geophysical variables and use
satellite data. Numerical models often claim to provide accurate values but the
calculated flux for monoterpenes (194.66 Tg yr−1; RETRO 2008) includes two
problems. First (a technical problem unfortunately “typical” of the study), the value
is mass-related to the compound but the chemical mixture or averaged mol mass is
not given. Second, an estimate in the format 200 Tg yr−1 seems more appropriate
and suggests the “roughness” of this value. In other words, such numerical figures
include errors of an unknown dimension, but at least 50 %. One of the first model-
ling approaches to estimate annual global NMVOC fluxes was presented by Guen-
ther et al. (1995) and Guenther (1999). Large uncertainties exist for each of these
estimates, especially for compounds other than isoprene and monoterpenes. Tropi-
cal woodlands (rainforest, seasonal, drought-deciduous and savannah) contribute
about half of all global natural NMVOC emissions. Croplands, shrublands and
other woodlands contribute 10−20 % each. Isoprene emissions calculated for tem-
perate regions are as much as five times higher than older estimates. In 1995, total
global anthropogenic emissions of NMVOCs were estimated to be 160 Tg, which
corresponds to an increase of about 5 Tg since 1990 (van Aardenne et al. 2001).

Isoprene and monoterpenes

Most of the hydrocarbon flux from the biosphere to the atmosphere is just one
compound, isoprene. Isoprene (HC]C (CH3)HC]CH2) is the building block of
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monoterpenes that has been found in all structures known from organic molecules.
The first ideas about emissions of hydrocarbons from plants were discussed by
Went (1955). Despite the more obvious emissions of pleasant smells such as pine
scent and lemon scent (resulting from monoterpenes), isoprene emission is the pre-
dominant biogenic source of hydrocarbon in the atmosphere, roughly equal to the
global emission of methane from all sources (Guenther et al. 2006, Kesselmeier and
Staudt 1999). In forests, more than 70 organic compounds derive from different
families (Isidorov et al. 1985). The uncertainties in global estimations, however, are
very large (Table 2.70).

This surprising finding of such a large influx of isoprene from plants into the
atmosphere raises a number of questions, including what happens to the isoprene
in the atmosphere and why plants emit isoprene, or rather what advantage does
isoprene emission provide to the plant that makes it. The energy cost of isoprene
emission is significant (Sharkey et al. 2008). Thermotolerance has most often been
discussed as the advantage plants gain by synthesising isoprene. A second role for
isoprene is its tolerance of ozone and other reactive oxygen species (ROS). Isoprene
can prevent visible damage caused by ozone exposure. By contrast, isoprene emis-
sion can increase ozone production when NOx is present, and simultaneously help
plants tolerate ozone; however, ecosystem composition could change as isoprene-
emitting species lead to high levels of ozone that they can better tolerate (Lerdau
2007). In addition, the mechanism by which isoprene protects against heat flecks
and ROS is unknown.

In plant species emitting isoprene under illumination, this process is closely re-
lated to photosynthesis. Subsequent studies have shown that leaves are also capable
of releasing isoprene in darkness, although at a rate two orders of magnitude lower
than that in illuminated leaves. It is presently known that the isoprene is not emitted
by all plant species from various taxonomic groups, whereas the dark release of
isoprene occurs in cells of all living organisms (Sanadze 2004). The general view
on isoprene emission is that it results from regulated conversions of carbon and
free energy in a series of photosynthetic reactions under stressful conditions caused
by CO2 deficit inside illuminated autotrophic cells. This stress generates an energy
overflow far in excess of the energy-consuming capacity. The necessity of discharg-
ing this energy excess is dictated by the fact that the living cell is a dissipative struc-
ture.

In addition to the important role biogenic terpenes play in gas-hase chemistry,
their impact also extends to heterogeneous air chemistry. Although Went (1960)
linked the formation of the “blue haze” over coniferous forests to the biogenic
emission of 20 monoterpenes over 40 years ago, it was not until recently that terpe-
nes received their due attention with respect to their role in secondary organic
aerosol (SOA) formation. O’Dowd et al. (2002) reported that nucleation events over
a boreal forest were driven by the condensation of terpene oxidation products.
Formaldehyde (HCHO) is a high-yield product of isoprene oxidation. The short
photochemical lifetime of HCHO allows the observation of this trace gas to help
constrain isoprene emissions (Shim et al. 2005).

The annual global emission for isoprene and monoterpenes ranges from 250 to
450 and 128 to 450 Tg per year, respectively (Steinbrecher 1997, Möller 2003, and
citations therein). By using HCHO column observations from the Global Ozone
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Monitoring Experiment (GOME) Shim et al. (2005) estimate that an annual global
isoprene emissions figure of 566 Tg C yr−1 is ~ 50 % larger than the a priori esti-
mate, which was within the range given above. Guenther et al. (2006) estimate
~ 520 Tg C yr−1 as the global isoprene emissions figure. Meanwhile, in a recent
estimation, Müller et al. (2007) stated that annual global isoprene emissions ranged
between 374 Tg (in 1996) and 449 Tg (in 1998 and 2005), for an average of ca.
410 Tg yr−1 over the whole period, i. e. about 30 % less than the standard MEGAN
estimate (Guenther et al. 2006). This difference is largely because of the impact of
the soil moisture stress factor, which is found to decrease global emissions by more
than 20 %. In qualitative agreement with past studies, high annual emissions are
found to be generally associated with El Niño events. Current isoprene emission
estimates are highly uncertain because of a lack of direct observations.

Williams and Koppman (2007) state a large range of uncertainty (Table 2.70). By
contrast, Arneth et al. (2008) analyzed 15 modeling studies published between 1995
and 2008 and they showed similar “mean” global emissions data, but much smaller
ranges of estimates (in Tg C yr−1): 32−127 for monoterpenes and 412−601 for
isoprene. Hence, the ratio of maximum to minimum emissions estimate for mono-
terpenes is between 4 (Arneth et al. 2008) and 8 (Williams and Koppmann 2007),
but for isoprene it is only 1.5 (Arneth et al. 2008) compared with 9 (Williams and
Koppmann 2007). Arneth et al. (2008) argue that most of the isoprene models are
based on similar emissions algorithms, using fixed values for emission capacity.
By contrast, the model-to-model variation is significantly larger for monoterpenes.
Arneth et al. suggest there is no evidence to improve the reliability of the emission
mechanisms. There is no apparent reason why the spread in monoterpenes emission
rates should be so much larger than isoprene emission rates because both are based
on similar model set experiments.

In modeling the carbon cycle and the climate, Le Quéré (2006) identified three
main phases in model development: the illusion, the chaos and the relief. Arneth
et al. (2008), adopting this view, state that modeling BVOC emissions is in the
illusion phase. Because of the lack of observations different models tend not to
depart greatly from previously published estimates, doing so the wrong impression
of being in the “relief” phase already. In fact, the biome-specific emission capacities
are unknown rather than uncertain. The high importance, especially of monoterpe-
nes, lies in the formation of SOAs. Against a backdrop of current discussions on
the further reduction of PM levels (does the policy set up limits below the natural
emissions? see Chapter 4.3.5) and the possible role of SOAs in the hydrologic cycle
(formation of CCN and ice nuclei) and radiation budget (light scattering and hence,
cooling the atmosphere) it is a challenge to improve global terrestrial emission data.

Other hydrocarbons

Oxygenated volatile organic compounds (OVOCs) have been found to be ubiqui-
tous and abundant components of the global troposphere (Singh et al. 2000, 2001).
Among the myriad of such chemicals present, acetone (propanone CH3COCH3)
and methanol (CH3OH) are the most dominant (Jacob et al. 2002, Tie et al. 2003,
Lathière et al. 2005). That is not surprising based on the CO stepwise reduction
scheme shown in Fig. 2.42. The uncertainty in such emission values is best ex-
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pressed by the statement given by Tie et al. (2003) that methanol has a relatively
large surface emission with an estimated global methanol emission of 70 to 350 Tg
yr−1. Plant growth represents 60−80 % of methanol sources and hence, results in a
strong seasonal variation (Galbally and Kristine 2002, Jacob et al. 2005). It is again
remarkable that today’s estimates are double those previously given for acetone
(10−16 Tg yr−1) by Singh et al. (1994). HCHO, the most abundant carbonyl in the
atmosphere, is directly emitted by fossil fuel combustion and biomass burning, but
is mainly formed from the oxidation of methane and NMVOCs. By far the largest
NMVOC emission source (excluding terpenes) on the global scale is of biogenic
origin (ca. 85 %), followed by anthropogenic technical (9 %) and biomass burning
emissions (6 %; Table 2.70). As discussed before (Chapter 2.6.4.5), biomass burning
must be included within anthropogenic sources. Newer biomass burning estimates
range in the upper range of 95 Tg Y yr−1 (Werf et al. 2006, Andreae 2007).

Concerning natural organic emissions, secondary products (for example, OVOCs)
often play the important role in air chemistry and climate, but are difficult to
separate from primary compounds using global biosphere-atmosphere models.
OVOCs, however, are important secondary products from the oxidation of primary
emitted biogenic-organic compounds, mainly terpenes. Care must be taken on mod-
eling results with the aim of estimating fluxes from global budget calculations.
Direct measurements of the air/sea flux of acetone were made over the North
Pacific Ocean by Marandino et al. (2005) and demonstrated that the net flux of
acetone is into, rather than out of, the oceans. The authors argued that extrapolated
global ocean uptake of 48 Tg yr−1 requires a major revision of the atmospheric
acetone budget (Marandino et al. 2005). Global total acetone sink has been esti-
mated to be 101 Tg yr−1 (Marandino et al. 2005) and because (assuming a global
steady state) sink Z source is valid, but source Z primary and secondary sources,
it is a challenge to separate primary and secondary sources. Jacob et al. (2002)
estimated the global total acetone source to be 95 Tg yr−1, in agreement with the
estimate by Marandino et al. (2005) when taking into account source Z sink.
Jacob et al. (2005) estimated among the terrestrial vegetation source (33 Tg yr−1)
an additional 8 Tg yr−1 (1.1 anthropogenic, 4.5 biomass burning and 2 plant decay),
i. e. a total of 41 Tg yr−1, which was consistent with other estimates. Consequently,
50 Tg yr−1 can be attributed to secondary sources, and thereby the result by Mar-
ando et al. (2005) not only suggests that the ocean does not emit acetone but that
the budget needs no revision.

2.8 The human problem: A changing earth system

In recent decades, humans have become a very important force in the earth system,
demonstrating that emissions and land use change are the cause of many of our
environmental issues. These emissions are responsible for the major global reorgan-
izations of biogeochemical cycles. With humans as part of nature and the evolution
of a man-made changed earth’s system, we also have to accept that we are unable
to remove the present system into a preindustrial or even prehuman state because
this means disestablishing humans. The key question is which parameters of the
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climate system allow the existence of humans under which specific conditions. The
chemical composition of air is now contributed by both natural and man-made
sources. As discussed in previous sections, large uncertainties in the estimations
of global emissions (and subsequent regional gridded emissions patterns) remain.
Nevertheless, major regional and global environmental issues, such as acid rain,
stratospheric ozone depletion, pollution by POPs, and tropospheric ozone pollu-
tion, resulting in adverse effects on human health, plant growth and ecosystem
diversity, have been identified and controlled to different extents by various meas-
ures. Some key issues remain unsolved, such as the further increase of greenhouse
gases (GHG), most importantly that of CO2. With the growth of “megacities”,
local pollution will have a renaissance, and this will inevitably contribute to regional
and subsequently global pollution by large plumes, such as “brown clouds”. Thus,
it is important to find answers to the following questions:

a) What is the ratio between natural and man-made emissions?
b) What are the concentration variations on different time scales?
c) What are the true trends of species by man-made origin?
d) What are the concentration thresholds for the effects we cannot tolerate?

The chemical composition of air has been changing since the settlement of humans.
In addition to the scale problem (from local to global), we have to regard the time
scale. Natural climate variations (e. g. due to ice ages) had a minimum time scale
of 10 000 years. The man-made changes in our atmosphere over the last 2000 years
were relatively small before the 1850s. In the past 150 years (but almost all after
1950), however, the chemical composition has changed drastically. For many atmos-
pheric compounds anthropogenic emissions have grown to the same or even larger
order of magnitude than natural ones. Because of the huge population density,
the need (or consumption)17 of materials and energy has drastically forced the
earth’s system.

The time scale of the adaptation and restoration of natural systems is much
larger than the time scale of man-made stresses (or changes) to the climate system.
We should not forget that “nature” cannot assess its own condition. In other words,
the biosphere will accept all chemical and physical conditions, even worse (cata-
strophic) ones. Only humans possess the facility to evaluate the situation, accepting
it or not, and coming to the conclusion of making it sustainable. Under the aspect
of chemical evolution, this section briefly outlines the role of humans in forcing the
climate system. Let us define a sustainable society as one that balances the environ-
ment, other life forms and human interactions over an indefinite time period.

17 This is an interesting question: do we need all this consumption? What consumption do we
need to realize a cultural life? Of course we move from natural (earth sciences) to a social and
political dimension (life sciences) in answering these questions. But there is a huge potential to
economize and save resources in answering these questions and implementing it. Karl Marx wrote:
“The philosophers have only managed to interpret the world in various ways. The point is to
change it” (this is still fixed in the main hall of the central building of the Humboldt University
in Berlin, Germany). However, the key point is how and in which direction we have to change the
world to receive sustainability.



240 2 Chemical evolution

2.8.1 Human historic perspective: From the past into the future

The value in identifying current trends and viewing them in a historical light is that
the results can be used to inform ongoing policy and investment decisions.

As discussed in Chapter 2.6.5, food and energy are the key limiting factors for
human development (Fig. 2.57). Humans have relied on various sources of power
for centuries with solar power providing most of the essential energy. Solar energy
is vital to all natural ecosystems. The energy sources have ranged from human,
animal, wind, tidal and water energy to wood, coal, gas, oil and nuclear sources
for fuel and power. The planet could not support the six to seven billion people
that exist today without the commercialization of first coal, and then oil and gas.
If these energy sources were necessary for the historically rare and unprecedented
population growth that has occurred over the past 300 years, then this growth
might be correlated (and modeled), in some way, after the pattern of consumption
of these energy sources (Figures 2.45−2.47 and 2.58).

With the increase of the world’s population, however, the per capita consumption
of energy has increased (Table 2.71). Humans convert energy from less desirable to
more desirable forms, i. e. from grass to meat, wood to heat and fossil fuels to
electricity. Throughout history, humans have developed ways to expand their ability
to harvest energy. The primitive man found in east Africa 1 000 000 years ago, who

energy materials food

human population

transfer technologies

Fig. 2.57 Limiting factors in population growth.

Table 2.71 Daily consumption of energy per capita, in kcal (note: 1 kcal z 4.19 kJ).
Adopted from Cook (1976).

use primitive hunting primitive advanced industrial techno-
man man agricultural agricultural man logical

man man man

food 2 3 4 6 7 10
home and
commerce 0 2 4 12 32 66
industry and
agriculture 0 0 4 7 24 91
transport 0 0 0 6 14 63

total 2 5 12 31 77 230
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Table 2.72 Chronological advances in power output. Adopted from Cook (1976).

primer mover date power output (in MW)

man pushing a lever 3000 BC 0.00004
ox pulling a load 3000 BC 0.0004
water turbine 1000 BC 0.0003
vertical waterwheel 350 BC 0.002
turret windmill 1600 AD 0.01
Savery’s steam pump 1697 AD 0.0007
Newcommen’s steam pump 1712 AD 0.004
Watt’s steam pump 1800 AD 0.03
steam engine (marine) 1837 AD 0.6
steam engine (marine) 1843 AD 1.1
water turbine 1854 AD 0.6
steam engine (marine) 1900 AD 6
steam engine (land) 1900 AD 15
steam turbine 1921 AD 30
aircraft Ilyushin IL-18a 1947 AD 7.2
aircraft A 380a 2008 AD 80 (maximum)
aircraft Eurofightera 2006 AD 120 (maximum)
steam turbine 1943 AD 200
coal-fired steam power plant 1973 AD 1 000
nuclear power plant 1974 AD 1 200
coal-fired steam power planta 1990 AD 4 000
S-IC of Saturn V rocketa 1992 AD 20 000
a internet information

had yet to discover fire, had access only to the food he ate, and his daily energy
consumption has been estimated to have been 2000 kcal (Table 2.71). The energy
consumption of the hunting man found in Europe about 100 000 years ago was
about 2.5 times that of the primitive man because he had better methods of acquir-
ing food and also burned wood for both heating and cooking. Roughly 10 000 years
ago, the increasing population pressure on wild food resources led to a shift from
food gathering (hunter/gatherers) to food production (agriculturists) in several parts
of the world; however, the population density was still small (0.25 man km−2 rising
to 250 km−2; Guderian 2000). This led to demand-induced technologies and sources
of energy supply, such as “water power for flow irrigation, animal draft power, iron
tools and fire for land clearing and for improvement of hunting and pastoralism”
(Boserup 1981, p. 46). Energy consumption increased again by almost 2.5 times as
man evolved into the primitive agricultural humans of about 5000 years ago, people
who harnessed draft animals to aid crop growth. The advanced agricultural man
of AD 1400 in north-western Europe again doubled the amount of energy con-
sumption as he began inventing devices to tap wind and water power, utilising small
amounts of coal for heating and harnessing animals to provide transportation. Not
only did the total and specific energy consumption increase but so did (and much
stronger) the energy density (or power output) per unit (Table 2.72). For stationary
energy units power output increased by six orders of magnitude from the first
waterwheel 3000 years ago to the modern power plant; for mobile engines within
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the last 200 years the power output has increased between two and four orders of
magnitude (referring to aircraft turbines and rocket propulsion, respectively).

Population pressures in many parts of Europe in the seventeen’s and eighteen’s
centuries led to serious shortages of wood, which in turn led to many of the techno-
logical innovations that fuelled the Industrial Revolution. Coal’s replacement of
wood as the most important source of energy in Western Europe was “a classic
example of demand-induced innovation … promoted by population pressures on
forested land in western and central Europe” (Boserup 1981, p. 109). The world’s
coal output per year was less than 10 million metric tons. Then, things began to
change, thanks mainly to steam-powered pump engines, which allowed coal miners
to drain the water that tended to accumulate in mine shafts and tunnels. In 1860,
the world produced about 130 million tons. The dawn of the age of industrializa-
tion, ushered in by the invention of the steam engine, caused a threefold increase
in energy consumption by 1875. Among other things, the steam engine allowed
man to unlock the earth’s vast concentrated storage deposits of solar energy − coal,
gas and oil − so he was no longer limited to natural energy flows. In 1900, produc-
tion rose to an astonishing one billion tons, and coal provided 90 % of the world’s
energy consumption.

Whereas historical increases in energy consumption had been gradual, once in-
dustrialization occurred the rate of consumption increased dramatically over a pe-
riod of just a few generations. The technological man of 1970 in the Unites States
consumed approximately 230 000 kcal of energy per day (~ 115 times that of primi-
tive man) with about 26 % of that electrical energy. Of that electrical energy only
about 10 % resulted in useful work, whereas the remaining 16 % was wasted by
inefficiencies in electrical generation and transmission (Cook 1971, 1976).

Since about 1700, abundant fossil fuel energy supplies have made it possible to
augment agricultural production to feed an increasing number of humans, as well
as improve the general quality of human life in many ways. In essence, ample energy
supplies, especially fossil energy, have supported the rapid population growth and
increased agricultural production.

In 1750, the world’s population was approximately 720 million people. Over the
previous 1000 years, this population had been growing very slowly at an average
annual rate of about 0.13 %. At this rate population doubles every 500 years, and
it would have taken over 1500 more years (sometime around year 3250) to reach
our current population of six billion people.

But sometime during the eighteens century, circumstances changed and the pop-
ulation began growing rapidly (Fig. 2.58). The most common explanation for this
change is that a mortality revolution reduced the rate at which people died, and
that this mortality revolution was brought about by the Industrial Revolution. The
Industrial Revolution changed everything. It was an economic revolution that
spawned revolutions in science, technology, transportation, communication and ag-
riculture. As a consequence, humanity began to experience improvements in health,
nutrition, food variety, medicine and quality of life. More people survived infancy
and childhood and they carried on to live longer lives. Because people were dying
less quickly, populations grew more quickly.

In fact, the rate of energy use from all sources has been growing even faster than
world population growth. Thus, from 1970 to 1995 energy use increased at a rate
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Fig. 2.58 Growth and trend of world population (data from UN Population Division).

of 2.5 % per year (doubling every 30 years) compared with a worldwide population
growth of 1.7 % per year (doubling every 40 years). During the next 20 years, energy
use is projected to increase at a rate of 4.5 % per year (doubling every 16 years)
compared with a population growth rate of 1.3 % per year (doubling every 54
years). Although about 50 % of all the solar energy captured by worldwide photo-
synthesis is used by humans, this amount is still inadequate to meet all human
needs for food and other purposes (Pimentel and Pimentel 2007). Hence, only the
direct conversion of solar energy (heat and radiation) into electricity and chemically
stored energy can overcome the future gap.

The slowdown of population growth after 1995 might lead to an inverse popula-
tion development within the next 250 years shifting in a steady state (Fig. 2.58).
Large and sustained population growth is a contemporary phenomenon; until re-
cent times it was rare to non-existent. Preindustrial populations grew when times
were good (favourable climatic, agricultural, political and economic conditions)
and shrank when times were bad (droughts, famines, wars, plagues, bad weather).
Population growth was at all times restricted by the amount of land and food
available. Land was needed to grow food for humans, fodder for animals and trees
for building and fuel. As populations grew and occupied prime land, people were
forced onto less productive land and the competing interests of food, fodder and
fuel grew stronger. This pressure on land led to a number of different consequences:
rising prices, under-nourishment, hunger, migration, territorial expansion through
aggression and war and internal revolt. Populations became more susceptible to
famine, disease, plague and death.

Population pressures led to the commercialization of a new energy source (water
and wind power, animal draft power, coal, oil and natural gas), which in turn led
to technical advances. Unlike today, many parts of the world were sparsely popu-
lated. There were frontier regions where land was sparsely populated and into
which populations could migrate when domestic situations became too crowded or
life too miserable. By contrast, it is well known that a large number of people in
rural areas in developing countries do not have access to commercial energy be-
cause of a lack of purchasing power or other reasons. These people depend for
survival on non-commercial energy sources, principally firewood, dung and agricul-



244 2 Chemical evolution

0

200

400

600

800

1000

1600 1650 1700 1750 1800 1850 1900 1950 2000

year

co
nc

en
tra

tio
n

(in
 µ

g 
m

-3
)

SO2

dust

Fig. 2.59 Historical development of air pollution in London, after Lomborg (2001).

tural wastes, which they gather at a negligible monetary cost. In many developing
countries, non-commercial energy accounts for a significant proportion of total
energy consumption (7500 kcal d−1 and capita) is considered a representative value
(Goldemberg 2000).

As a consequence of increasing emissions from energy and food supplies (Figures
2.43, 2.51, 2.52 and 2.54), air pollution control measures have been stepwise intro-
duced, from administrative local orders (ban of coal use) and technical applications
(increasing chimneys and use of filters) to exhaust gas treatment (catalytic, thermal
and washing) including technological improvements (increased efficiency, reduced
energy demand) as well as alternative technologies. The first regulations concerning
pollution from coal combustion were known as far back as the thirteen’s century,
but the first nationwide regulations were only introduced in England in the mid-
nineteen’s century (see also Chapter 1.3.4). Britain not only underwent the first
Industrial Revolution, it also “invented” pollution (Thorsheim 2006). Soon this
coupled phenomenon had been recognized in Germany and other western Euro-
pean countries, and by the beginning of the twenties century in the United States.
Much of the coal consumption, and the smoke that accompanied it, was concen-
trated in urban areas − large towns and cities. But in the second half of the nine-
teen’s century the population started to accept that the smoke plague was not longer
the price of industrialization and began to regard it as a problem. Fig. 2.59 shows
the continuous increase of pollution in London over the centuries and its decrease
at the turn of the twenties century because of regulatory measures. In most parts
of the region until the 1960s, coal was the primary source of energy for electricity
generation, industry and domestic heating. Air purification devices were practically
non-existent. This led to high levels of air pollution, particularly in cities, with soot,
dust, sulfur dioxide and nitrogen oxides. Winter smog’s, particularly the notorious
episodes in London during the 1950s, had serious effects on health as well as on
building materials and historic monuments.

In Western Europe, after World War II, industry was restructured and oil, gas
and nuclear power were increasingly used for energy production. This, together
with the introduction of low sulfur fuels, natural gases, electricity and district heat-
ing schemes for domestic heating, contributed to the virtual disappearance of win-
ter smog. Road transport, by contrast, has grown inexorably and is now the main
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Fig. 2.60 East German emission trend; data from Möller 2003, after 2000 from UBA.

source of urban air pollution. Between 80 % and 90 % of “classical” air pollution
had been reduced by 1980 without the introduction of technological measures −
almost all because of fuel replacement (Fenger 2009).

Over the past 20 years, the levels and patterns of air pollution in Europe have
changed because of the adoption of important agreements aimed at reducing emis-
sions and the dramatic changes occurring in central and Eastern Europe and cen-
tral Asia. Emissions of acidifying substances in the region as a whole have de-
creased substantially. Between 1985 and 1994, SO2 emissions in western, central
and eastern Europe fell by 50 % as a result of the convention on Long-range Trans-
boundary Air Pollution protocols (GEO 2000). The main reasons for these reduc-
tions were the installation of low sulfur coal and flue-gas desulfurization equipment
at large point sources in Western Europe and the renewal of power plants and
economic restructuring in Eastern Europe. The most drastic nationwide emission
reduction happened in the former East Germany after the political changes in
1990 (Fig. 2.60). In two steps, first cutting down large parts of the industrial and
agricultural sector (1990/1991) and second introduction of flue-gas desulfurization
and other gas treatments (1995−1997), the emissions of all primary pollutants
dropped by between 50 % and more than 90 % compared with 1988. The ratios
between pollutants have also changed significantly, leading to another “chemical
climate sub-system”.

2.8.2 Changing the chemical composition of the atmosphere:
Variations and trends

The chemical composition of the atmosphere is determined by the emission of
compounds from marine and terrestrial biospheres, anthropogenic sources and
their chemistry and deposition processes. Biogenic emissions depend on physiologi-
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Table 2.73 Historical air pollutant concentrations (in µg m−3); data from Cohen (1895),
Rubner (1907) and Junge (1963).

City CO SO2 NO2 O3
a

Manchester (1882), winter 2000−3500
Berlin (1906) 2000 1000−1500
London (~ 1900), foggy 6000−11 000
London (~ 1900) 2000 1300−2000
London, suburb (1930) 1−6
London (1930) 16
London (1940−1950) 6000 600 20 20
Los Angeles (1950−1955) 120−1000 60−600 200−600 100−300
Frankfurt/M. (~ 1955) 87/443b 50/89b

New York (1957) 280−1500
USA, rural (~ 1955) 23
Florida and Hawaii (~ 1955) 1−3
Sweden, background (1954/55) 12 (2−19)
Central Europe, background 200−300 2−3
(1950s)
a daytime values
b summer/winter

cal processes and the climate, and the atmospheric chemistry is governed by the
atmospheric composition and climate involving feedbacks. Anthropogenic emis-
sions depend on technical processes and the willingness of humans to control the
climate. Predicting the future climate needs an understanding of biogeochemistry.
Nowadays, after more than 50 years of intensive research in atmospheric chemistry
and air pollution control, GHG remain out of control. Climate research shows
strong evidence that global warming will change the “physical” climate and thereby
biogenic emissions (but also geogenic when we consider, for example, CH4 from
thawing permafrost soils in Siberia), which subsequent lead to the changing of the
“chemical” climate.

With the aim of establishing a chemical climatology (see also Chapter 3.4) it is
important to analyse and understand the reasons for concentration variations on
different times scales to the determine trends of climate change, and separate natu-
ral- from man-made-caused influences to establish natural reference values of con-
centrations.

As pointed out in Chapter 1.3.4 and 2.8.1, urban pollution in towns and cities
must be regarded at the end of the nineteen’s century tremendously, likely by about
two orders of magnitude higher in concentration than at present concerns the “clas-
sical” pollutants (soot, dust, SO2; see Fig. 2.59; Möller 2009b). Strong-smelling
substances (likely organic sulfides) and ammonia (NH3) must have been dominant
in cities before the establishment of sewerage systems in the second half of the
nineteen’s century. The Great Stink or The Big Stink was a time in the summer of
1858 during which the smell of untreated sewage was very strong in central London.
Nowadays, in a more political discussion of urban pollution concerning PM10 and
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Table 2.74 Concentrations of “greenhouse” gases (at Mace Head) and their changes; data
from IPCC (2007).

substance mixing ratio GWP radiative residence
(100 year forcing time (years)

pre- 2005
time horizon) (W m−2)

1750

in ppm
CO2 280 385 1 1.66 ~ 100

in ppb
CH4 700 1857 25 0.48 12
N2O 270 321 298 0.16 114
O3 25 34 − 0.35 0.01−0.1

in ppt
CFC-11 (CCl3F) 0 246 4 750 0.063 45
CFC-12 (CCl2F2) 0 541 10 900 0.17 100
CFC-113 (CCl2F2ClF2) 0 77 6 130 0.024 85
HCFC-22 (CHClF2) 0 197 1 820 0.033 12
HCFC-141b 0 21 720 0.0025 9.3
(CH3CCl2F)
HCFC-142b 0 20 2 310 0.0031 17.9
(CH3CClF2)
Halon 1211 (CBrClF2) 0 4.4 1 890 0.001 16
Halon 1301 (CBrClF3) 0 3.2 7 140 0.001 65
HFC-134a (CH2FCF3) 0 49 1 430 0.0055 14
CCl4 0 90 1 400 0.012 26
CH3CCl3 0 12.7 146 0.0011 5
SF6 0 6.4 22 800 0.0029 3200

NOx, these historical aspects are almost forgotten. Table 2.73 shows values from
around 1950 that also support the data shown in Fig. 2.59. It should be recognized
that measurement methods (air sampling and analytical procedure) changed over
time, and it is often impossible to characterize the accuracy of early published data.

Distinguishing between local, regional and global pollution is mainly by using
the atmospheric residence time (Chapter 4.5) of the compounds. However, in the
1970s SO2 pollution rose to at least a regional problem because of the widely dis-
tributed sources of coal combustion around the world. The oxidation product,
sulfuric acid in the form of sub-micron particulate matter with a residence time
5−10 times greater than that of SO2, had already become a hemispheric problem.
Ozone, a secondary product with a variable residence time in the atmosphere of
2−60 days, can be regarded as a problem on hemispheric scale. With respect to the
climate, GHG are of most interest. Therefore, in the following subsections the his-
toric trends of man-made gases such as CO2, CH4, N2O and chlorofluorocarbons
(CFCs) will also be presented. Table 2.74 summarizes the increase since 1850,
around the times of the beginning of the Industrial Revolution, which also can be
seen as the preindustrial background situation.
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2.8.2.1 Fundamentals: Why concentration fluctuates?

The amount of a substance in atmospheric air can be expressed by different quanti-
ties, but the most useful is the concentration and mixing ratio (see Chapter 4.1.2).
There is a basic problem in establishing the quantified chemical air composition.
In Table 1.1, the sum of the first four listed constituents (N2, O2, Ar and CO2)
amounts to 100.00006 %. The next eight listed compounds (Ne, He, CH4, Kr, H2,
N2O, CO and Xe) contribute 0.02732 %, i. e. the sum of the first four compounds
must be less than 100 %, namely 99.973 %. Additionally, trace constituents further
contribute about 0.00042 %. We must conclude that the substances denoted in Ta-
ble 1.1 as “constant” are not really constant (we do not consider the variation of
water vapor, which also contributes to a changing percentage in the range from
negligible to about 3 % to the total gas mixture; therefore, it is important to relate
all concentration values to dry air). With the increase of minor (CO2) and trace
(CH4, N2O, CO and others) gases the relative percentage of all other gases must
decrease. Moreover, because of the oxidation of reduced compounds used in raw
materials (mainly carbon and nitrogen) an equivalent amount of atmospheric oxy-
gen is chemically fixed and the abundance of O2 in air also decreases absolutely
(Keeling and Shertz 1992). August Krogh was the first to use a new gas analysis
apparatus in Copenhagen to show that oxygen varies inversely with carbon dioxide
(however, the data do not provide a stoichiometrical balance because of still missing
precision, see discussion below). He wrote that “there is usually an oxygen deficit
corresponding to the increase in carbon dioxide” (Krogh 1919, p. 12), but the air
is rapidly renewed by atmospheric ventilation and that urban CO2 emission contrib-
uted less than 0.001 % to the ventilation.

The precise measurement of oxygen is only recently possible with a precision of
± 1 ppm (Manning et al. 1999). Using paramagnetic oxygen analyzers precision
was previously no better than ± 60 ppm (Keeling 1988). With regard to the CO2

mixing ratio in the range of 320−380 ppm and comparing the CO2 increase with
an equivalent O2 decrease it was previously impossible to constrain a budget. More-
over, chemical methods of O2 determination in air must be assessed with a precision
of less than 500 ppm (however, this contributes only to an error of the absolute
O2 concentration of 0.2 %)18. Table 2.75 shows a series of (at that time) precise
measurements. Without discussing the variation of CO2 (Chapter 2.8.2.3), accord-
ing to current understanding, the sum of O2 + CO2 should be constant or reflect
the uncertainty, respectively. As seen, the deviation in total concentration (O2 +
CO2) amounts to 560 ppm (0.056 %), which is only the variation in the O2 mixing
ratio. The variation of CO2 only amounts to 50 ppm (corresponding to 12 % of the
absolute CO2 value); thus, the relative precision of O2 measurements was much less
than that of CO2.

What does the mixing ratio (or the corresponding concentration depending on
pressure and temperature) express at a given site and a given time? It relates to
positive (sources F+) and negative (sinks F−) volume-based (an air box or column
with different spatial values x, y, and z; Chapter 4.1.1) fluxes, as well as the resi-

18 The state-of-the-art of gas analysis at the end of the nineteen’s century is best described by
Hempel (1913), a pioneer of gas analysis; see also Haldane (1918).
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Table 2.75 Simultaneous measurements of oxygen and carbon dioxide (given in % of dry
air) in Dresden, November 8−18, 1884 (made by Felix Oettel, assistant of Walther Hempel );
data from Benedict (1912). and carbon dioxide (1912).

substance O2 CO2 sum

20.840 0.0360 20.8760
20.850 0.0370 20.8870
20.870 0.0390 20.9090
20.890 0.0410 20.9310
20.880 0.0500 20.9300
20.860 0.0550 20.9150
20.900 0.0389 20.9389
20.910 0.0391 20.9491
20.740 0.0400 20.7800
20.750 0.0440 20.7940
20.770 0.0440 20.8140
20.750 0.0480 20.7980
20.810 0.0490 20.8590
20.780 0.0540 20.8340
20.820 0.0380 20.8580
20.790 0.0410 20.8310
20.800 0.0416 20.8416
20.830 0.0430 20.8730
20.860 0.0400 20.9000
20.840 0.0370 20.8770
20.920 0.0400 20.9600
20.920 0.0440 20.9640

standard variation 0.056 0.0050 0.0560
mean 20.835 0.0430 20.8780

dence (removal) time of the substance regarded. There is no concentration changes
or fluctuation when F+ Z F−, i. e. dc /dt Z 0 (this status we call steady state or
stationary state). This does not mean that dc /dx (or correspondingly in the vertical
axis dc /dz) is zero. The time scale of concentration changes ranges from less than
seconds (because of turbulent mixing) to years (because of slow chemical transfor-
mation or other removal; Chapter 4.1). But transport and chemical reactions are
always ongoing simultaneously but with different characteristic times. Even from
(even time and spatially resolved) concentration measurement it is impossible to
derive the individual processes that determine the concentration changes because
of the large number of processes that determine the fluxes. According to the con-
vention based on a time scale of several decades, it should be adequate to use
annual averages to understand climate change. These, however, are normally based
on monthly or daily means. Daily means, by contrast, are constructed according to
the sampler’s and/or analyzer’s technical time resolution (varies from less than a
second up to a day). For an understanding of concentration values (and finally to
analyze time series) it is important to know all influences on the concentration with
regard to different time scales.



250 2 Chemical evolution

The following list should give an idea of which factors can influence the concen-
tration value (note that we talk mainly on surface-near concentrations regarding
the biosphere−atmosphere interaction):

Transport: The turbulent and advective transport of air parcels (horizontally and
vertically) is often the most important factor (mixing and dilution). Transport proc-
esses show another wide range of causes, but are mainly driven by density gradient
(hence, T gradients). Thus, it is clear that characteristic daily and seasonal patterns
can be observed (for example, the vertical down-mixing of air in the morning after
a nocturnal inversion).

Emission: This flux from the earth’s surface into the lower air layer is the most
important input of trace substances, changing the mass and thereby the concentra-
tion. This flux shows strong variations with time, e. g. daily and seasonal concerning
different biogenic processes (photosynthesis, respiration), as well as varying with
other parameters (temperature, light, water), rush hour traffic (but there is also a
weekly traffic cycle) and domestic fuel use (seasonal cycle).

Deposition: Regarding the deposition opposite to the emission as the ultimate sink
of atmospheric substances, similar factors (but almost inversely correlated) in bio-
logical uptake have to be taken into account. Wet removal depends on precipitation
(it is occasionally flux only) and dry deposition depends on the surface and atmos-
pheric conditions, again showing timely variations.

Chemical conversion: Finally, chemical reactions can produce (secondary) substan-
ces (e. g. CO, O3, H2O2) but also destroy them and all primary emitted compounds,
but on very different time scales (from minutes to years).

Therefore, all processes occurring simultaneously but on different time and spatial
scales are in “competition” to establish the budget of a substance and hence, its
mass in the atmosphere and its three-dimensional spatial distribution. Substances
with large residence time (in other words, the fluxes of deposition and chemical
conversion are very small) are mostly globally distributed (e. g. GHG). Substances
with an equal source and sink term (e. g. all biogenic-emitted substances − but
disturbed by the anthropogenic emission) over the regarded time period (e. g. year)
will not accumulate in the atmosphere and show a constant average value in time
but not naturally in space because of the possible heterogeneous distribution of
source and sink terms. Discontinuous or even catastrophic emission can lead to
concentration spots (e. g. volcanic eruptions). Substances with a small residence
time (less than a few days, e. g. SO2, NOx) are only of local and regional impor-
tance, but with globally distributed sources have become a global problem with
increasing emissions.

2.8.2.2 SO2, NO2 and dust: Classic for local to regional up-scaling

Air pollution in the industrialized world has undergone drastic changes in the past
50 years (Table 2.73). Until World War II the most important urban compound
was sulfur dioxide combined with soot from the use of fossil fuels in heat and
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power production (Möller 1977). The data listed in Table 2.73 support the approxi-
mated record of air pollution in London (Fig. 2.59). Fig. 2.61 is a rare example of
historical seasonal SO2 cycles. Manufacture (attributing them to the summer figure)
led to 2−4 mg m−2 and household fires in winter to an additional 4−8 mg−3 in
Manchester by the 1890s. By the turn of the century almost everything that was
known in the 1950s (Halliday 1961) about the causes of smoke and their elimination
had already been said, but hardly anything had been done to reduce the smokiness
of cities. The seasonal cycle from 1905 in Manchester (Fig. 2.61) shows on average
half as much SO2 as in 1891/1892. Interestingly, both cycles show minima in Febru-
ary and September, which are likely to be meteorologically originated. Compared
with Manchester, in the former German city of Königsberg, very low SO2 concen-
tration (summer 30−40 µg m−3 and winter 300−400 µg m−3) were measured, proba-
bly because there was no industrial sector. Although SO2 concentration in cities
were in the range of 1−10 mg m−3 around 1900, they dropped to the upper range
of µg m−3 (some hundreds) by the 1950s and nowadays are in the lowest range of
µg m−3 (5−10), close to the remote background values of the order of 0.5 to
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Fig. 2.61 Historical seasonal cycles of SO2 concentration in Manchester (different sites
1891−1992 and 1905) and Königsberg (1905); data from Rubner et al. (1907), pp. 390−391.
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Table 2.76 Air pollutants annual concentrations (in µg m−3) from about 50 cities in the
word (between 2000 and 2005); data after WHO (2006).

compounds average range

SO2 ~ 20 7−100
NO2 ~ 30 18−83
PM10 ~ 75 25−225

4 µg m−3 (Georgii 1970). Table 2.73 also shows the change in the “type” of pollu-
tion (from London to Los Angeles smog). Los Angeles still shows large SO2 con-
centration as well as very high concentrations of NO2 and O3 caused by car traffic.
Without doubt the large concentrations of CO (and CO2), SO2 (and soot) before
1950 were caused by domestic coal combustion.

When that problem was partly solved by cleaner fuels, higher stacks and flue-gas
cleaning in urban areas, the growing traffic gave rise to nitrogen oxides and VOCs
and in some areas photochemical air pollution, which can be abated by catalytic
converters. Lately, interest has centered on small particles and more exotic organic
compounds that can be detected with new sophisticated analytical techniques.

In the early 1970s, annual average sulfur dioxide concentrations in urban areas
of the United States tended to range from 10 to 80 µg m−3 (EPA 1972). In 1970
and 1971, the annual average level among all urban monitoring sites was about
25 µg m−3. At nonurban NASN monitoring sites, annual mean sulfur dioxide con-
centrations tended to be around 5 to 15 µg m−3, slightly above estimated natural
background levels (EPA 1972). Between 2000−2005, the annual NO2 average in the
United States in 125 cities was 36 µg m−3 (WHO 2006), similar to the value found
in Europe (variation 14−44 µg m−3). Higher SO2 concentrations were reported in
some of the megacities in developing countries, but in Europe and the United States
the annual urban SO2 concentration varied from 10 to 30 µg m−3 (Table 2.76). In
eastern Germany, besides electricity production that was predominantly based on
lignite-fired power plants (but equipped with high stacks), domestic coal fuels con-
tributed to large local pollution (annual average 80−100 µg m−3 SO2 but in winter
periods in Leipzig up to 1500 µg m−3). The concentration decrease of about one
order of magnitude of the emission decrease after 1990 is shown in Figures 2.62
and 2.63. Fig. 2.62 also shows a scattering of the SO2 concentration between differ-
ent cities (as a result of the local emission values), whereas after 2000 SO2 has been
homogeneously distributed at around 5 µg m−3. The Wahnsdorf record, one of the
longest continuous measurements in the world, also shows the permanent increase
of O3 concentration (see Chapter 2.8.2.7 for more discussion). This curve shows
that a long measurement is needed to avoid misinterpretation because of shorter
time fluctuations.

Dust concentrations in the air were previously larger factors than nowadays.
Large global differences still were observed but only on a local scale, in other words
influenced by local (primary) dust sources. Fig. 2.64 shows an example on long-
term PM10 monitoring at two sites in eastern Germany. The decrease by a factor
of more than two between 1989 and 1999 is because of reduced flue-ash emissions
and the introduction of desulfurization in coal-fired power stations in this period.
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Fig. 2.62 Historical records of SO2 concentration (annual means in µg m−3) for four differ-
ent cities in Brandenburg (Germany); grey line: mean of all sites; data from “Landesumwelt-
amt Brandenburg”.
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Fig. 2.63 Historical records of SO2 and O3 concentration (annual means in µg m−3) at
Wahnsdorf (near Dresden, Germany); data from “Sächsisches Landesamt für Umwelt, Land-
wirtschaft und Geologie”.

Today’s values of between 15 and 20 µg m−3 are typical for European background
sites. Because two-thirds of PM10 is formed from secondary sources (about half
ammonium, nitrate and sulfate and half SOAs), air mass characteristics and subse-
quent air chemistry conditions are responsible for the inter-annual variations being
on average 15−20 %. As a consequence, to validate PM trends due to anthropogenic
abatement measures, long-term monitoring (minimum 10 years) is essential for any
source-receptor relationship analysis of the PM constituents (the Melpitz station
near Leipzig in Germany is the only site in Europe with long-term monitoring of
chloride, sodium, sulfate, nitrate, ammonium, calcium, magnesium and potassium).
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Fig. 2.64 Long-term PM10 at Melpitz and Neuglobsow (Germany), Melpitz data from Dr.
Gerald Spindler, Institute for Tropospheric Research, Leipzig (see also Spindler et al. 2004,
2009), Neuglobsow data from Umweltbundesamt (Federal Environmental Agency), Ger-
many.

2.8.2.3 CO2: The fossil fuel era challenge

The preindustrial CO2 level

The most important findings at the beginning of the twenties century was that the
global constancy of the CO2 mixing ratio (besides those of O2 and N2) was about
300 ppm (Schoesing 1880, Krogh 1919, Benedict 1916), which is in excellent agree-
ment with the value derived from the Law Dome ice core (Antarctic) of (1909−1917
average) 300.7 ± 0.9 ppm (Fig. 2.66). The 2008 Mauna Loa value amounts to 385
ppm, from the ice core the AD 1010−1850 average amounts to 280.9 ± 2.6 ppm
and the 1850−1900 average was 290.6 ± 3.8 ppm. Hence, there is evidence to set
the preindustrial CO2 level to ~ 280 ppm.

However, the chemical measurements of CO2 in the nineteen’s century show large
variations, from 400−500 ppm (1815−1860) to 270−290 ppm (1870−1890) and fi-
nally 290−340 ppm (1870−1920), suggesting analytical problems as well as city
influences because of smoke (Smith 1872, Renk 1886, Rubner et al. 1907, Benedict
1916, Fonselius et al. 1956). From the 1870s, nine measurement series (eight au-
thors, but an unknown number of measurements) show an average of 285 ± 13
ppm, and from other six measurements (five other authors but one also from the
series with the lower measured values) an average of 349 ± 34 ppm has been shown
(Renk 1886, and citations therein). Both sets of measurements include rural and
urban areas. Today, we know that such a difference (~ 60 ppm) cannot be explained
by natural CO2 inhomogenities but rather because of systematic measurement er-
rors. Despite the lower value (285 ppm) fitting exactly those values derived from
modern ice core studies, it seems unscientific to prefer this value to the higher one
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Fig. 2.65 Historical records of CO2 measurements at Montsouris Observatory near Paris
(data from Stanhill 1982), compared with CO2 data from Law Dome in Antarctica (see
Fig. 2.66 for data source).

(349 ppm)19. However, Renk (1886) had already concluded that the CO2 mixing
ratio at rural sites amounted to around “0.3 Volum promille” (300 ppm), a value
still given for the background 70 years later by Cadle and Johnstone (1956).

The longest continuous record of measurements of atmospheric CO2 concentra-
tion available in the nineteen’s century was made between 1877 and 1910 at the
Montsouris Observatory on the outskirts of Paris (Fig. 2.65).

Although linear regression shows an acceptable significance (r2 Z 0.5) this graph
demonstrates that care must be taken in interpreting such data. First, the inter-
annual (5−15 ppm) and monthly variations (> 10 ppm − not shown here) cannot
be explained by natural physical reasons (Waterman 1983) and secondly, the
marked rise in 1890 (by 27 ppm) suggests a change in the sampling and/or analyti-
cal procedure. The statement by Callendar (1949, 1958) that the nineteen’s century
data do not “show a significant trend between 1870 and 1900” is scientifically
unserious simply because of the reason that it is impossible to construct any trend
from the historical CO2 concentration data regardless of the huge amount of data.
Climate sceptics like to use this “no trend” argument in conjunction with the fact
that the annual emissions of CO2 from fossil fuels have increased by a factor of
three, from 0.15 to 0.5 Gt C yr−1 (Elliott 1983) notwithstanding the complexity of
the global biogeochemical carbon cycle and the still small amount of CO2 added
into the atmosphere in the nineteen’s century was possibly buffered by the ocean.
The total cumulative global CO2 emission from 1875 to 1900 amounts to about 8
Gt carbon, nearly corresponding to the yearly emission today, which results in an

19 There are arguments that incomplete CO2 absorption (impinger sampling) could led to missing
CO2 in the analytical figure. By contrast, baryta water (Ba(OH)2 solutions) used according to
the Pettenkofer method as absorbents can also produce additional precipitations through sulfate
formation in a SO2-polluted environment and hence, lead to larger analytical vales than expected
only from CO2 as well in gravimetric and alkaline titration estimation.
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Fig. 2.66 Historical CO2 and CH4 records derived from a spline fit (75 year cutoff) of the
three Law Dome DSS, DE08, and DE08-2 ice cores, Antarctica (66° 44' S, 112° 50' E, 1390
m mean annual sea level) and two Greenland ice cores from the Summit region (72° 34' N,
37° 37' W, 3200 meters above mean sea level); data from: D. M. Etheridge, L. P. Steele, R. J.
Francey, and R. L. Langenfelds (2002) Historical CH4 Records Since About 1000 A.D. From
Ice Core Data. In: Trends: A Compendium of Data on Global Change. Carbon Dioxide
Information Analysis Center, Oak Ridge National Laboratory, U.S. Department of Energy,
Oak Ridge, Tenn., U.S.A.

atmospheric CO2 yearly increase of about 2 ppm presently (a value much too small
for detection in the nineteen’s century). For an understanding of the ongoing CO2

increase since the beginning of the 1960s (Fig. 2.67) it makes no difference whether
the “natural” CO2 reference is ~ 280 (280 ± 10, as suggested by the ice cores; Ethe-
ridge et al. 1996; Fig. 2.66) or ~ 300 (suggested by the chemical measurements).
Hence, it is also out of scientific standards to search for lower values than 300 ppm
in the historical records to support the ice core “reference” value.

The measurements carried out in Boston by Francis Benedict between April 1909
and January 1912 are probably the longest and most precise of that time. Benedict
tried carefully to avoid town influences, and by separating the values shown in
Table 2.77 it is possible to derive a seasonal amplitude of about 9 ppm and a town
contribution (adding to the rural background) of about 45 ppm.

Ice cores are unique with their entrapped air inclusions enabling the direct re-
cording of past changes in atmospheric trace gas composition. The CO2 records
presented in Fig. 2.66 are derived from three ice cores obtained at Law Dome, East
Antarctica from 1987 to 1993. The Law Dome site satisfies many of the desirable
characteristics of an ideal ice core site for atmospheric CO2 reconstructions includ-
ing the negligible melting of the ice sheet surface, low concentrations of impurities,
regular stratigraphic layering undisturbed at the surface by wind or at depth by ice
flow and a high snow accumulation rate.

Air bubbles were extracted using the “cheese grater” technique. Ice core samples
weighing 500−1500 g were prepared by selecting crack-free ice and trimming away
the outer 5−20 mm. Each sample was sealed in a polyethylene bag and cooled to
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Fig. 2.67 Historical CO2 record derived from a spline fit (20 year cutoff) of the Law Dome
ice cores (data source see Fig. 2.66) and global CO2 emission (data source see Fig. 2.54).

Table 2.77 Statistics of the CO2 measurement by Benedict (1912) carried out in Boston at
the Nutrition Institute from April 1909 to January 1912 (assessed imprecision larger than
10 ppm).

all data summera winterb all < 330 ppm all > 320 ppm

mean (ppm) 307 302 311 298 343
standard deviation 24 19 26 15 21
min 210 260 260 210 330
max 460 460 430 320 460
n 670 313 356 534 123
a April-September
b October−March

−80 °C before being placed in the extraction flask where it was evacuated and then
ground into fine chips. The released air was dried cryogenically at −100 °C and
collected cryogenically in electropolished stainless steel “traps”, cooled to about
−255 °C. The ice cores were dated by counting the annual layers in oxygen isotope
ratio (δ18O in H2O), ice electroconductivity measurements and hydrogen peroxide
(H2O2) concentrations. For these three parameters, each core displayed clear, well-
preserved seasonal cycles allowing a dating accuracy of ± 2 years at AD 1805 and
± 10 years at AD 1350. Further details on the site, drilling and cores as well as on
the extraction technique are provided in Etheridge et al. (1996, 1988, 1992) and
Morgan et al. (1997).

These atmospheric CO2 reconstructions offer a record of atmospheric CO2 mix-
ing ratios from AD 1006 to 1978. Etheridge et al. (1996) reported the uncertainty
of the ice core CO2 mixing ratios as 1.2 ppm. Preindustrial CO2 mixing ratios were
in the range of 275−284 ppm, with lower levels between AD 1550 and 1800, proba-
bly because of the colder global climate (Etheridge et al. 1996). Law Dome ice core
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CO2 records show major growth in atmospheric CO2 levels over the industrial
period, except during 1935−1945 A.D. when levels stabilized or decreased slightly
(Fig. 2.67).

The twenties century increase

The Mauna Loa record (Fig. 2.68), also known as the Keeling curve, is almost
certainly the best-known icon illustrating the impact of humanity on the planet as
a whole (Keeling et al. 1976). These measurements have been independently con-
firmed at many other sites around the world. When Charles David Keeling started
his CO2 measurements in the 1950s, he almost always derived the same value of
310 ppm. Previous measurements of CO2 in the atmosphere did not show such
constancy, but these measurements had been made by wet chemical methods, which
were considerably less accurate than the dry manometric method he deployed. He
concluded that a) the earth’s system might behave with surprising regularity and b)
there was a need to make highly accurate measurements to reveal that regularity.
By the early 1970s this curve was gaining serious attention and played a key role
in launching a research program into the effect of rising CO2 on the climate. Since
then, the rise has been relentless and shows a remarkably constant relationship with
fossil fuel burning (Fig. 2.67 and 2.69). It can be well accounted for based on the
simple premise that 57 % of fossil fuel emissions remain airborne. Measurements of
the changes in atmospheric molecular oxygen using a new interferometric technique
(Keeling and Shertz 1992) show that the O2 content of air varies (inversely with
CO2) seasonally in both the northern and southern hemispheres because of plant
respiration and photosynthesis. The seasonal variations provide a new basis for
estimating global rates of biological organic carbon production in the ocean, and
the inter-annual decrease constrains estimates of the rate of anthropogenic CO2

uptake by the oceans. In addition, during the process of combustion O2 is removed
from the atmosphere. Recent work by Manning and Keeling (2006) indicates that
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Fig. 2.68 The Keeling-curve: 1959−2008 atmospheric CO2 values (ppm) derived from in situ
air samples collected at Mauna Loa, Hawaii, USA; data from R. F. Keeling, S. C. Piper, A.
F. Bollenbacher and S. J. Walker. Carbon Dioxide Research Group, Scripps Institution of
Oceanography (SIO), University of California, La Jolla, California USA 92093-0444. The
line represents a linear regression fit between 1970 and 2000.
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Fig. 2.69 Historical record of CO2 (annual means) from Mauna Loa (see Fig. 2.68) and
annual global CO2 emission data (data source see Fig. 2.54).

atmospheric O2 is decreasing at a faster rate than CO2 is increasing, which demon-
strates the importance of the oceanic carbon sink.

For discussing the robustness and precision of CO2 measurements it is worth
briefly describing the measurement procedure and kinds of fluctuations. Since 1958,
CO2 concentrations at the Mauna Loa Observatory have been obtained using a
non-dispersive, dual detector, infrared gas analyzer. Air samples are obtained from
air intakes at the top of four 7 m towers and one 27 m tower. Four samples are
collected every hour from air intakes on the taller tower and from one of the 7 m
towers. Air is sampled from one tower intake for 10 minutes, followed by a second
tower intake for 10 minutes, and then from a reference gas for 10 minutes. Air flow
through the intakes registers a voltage on the infrared gas analyzer, which then
records the concentrations on a strip chart recorder. The gas analyzer is calibrated
by standardized CO2-in-nitrogen reference gases twice daily. Flask samples are
taken twice a month for comparison to the data recorded using the infrared gas
analyzer. The imprecision in measuring reference gases approaches 0.1 ppm and is
rarely greater than 0.2 ppm. However, agreement differences of less than 0.5 ppm
between flask and analyzers, or between different analyzers on a short-term basis,
are difficult to obtain. Monthly averages from May 1964 to January 1969 might
have been in error by as much as 1.0 ppm, but since 1970 systematic error probably
does not exceed 0.2 ppm. The precision of monthly averages is approximately
0.5 ppm. In summary, monthly and annual averages of the Mauna Loa data are
statistically robust and serve as a precise, long-term record of atmospheric CO2

concentrations. Daily, monthly and annual averages are computed for the Mauna
Loa data after the deletion of contaminated samples and readjustment of the data.

The steady rise in atmospheric CO2 concentration shown by this record has been
widely interpreted as a global trend. It is remarkable that all CO2 measurements
taken at different remote sites in the world and the ice core data from Antarctica
and Greenland show significant overlap in averages, reflecting the global increase
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Fig. 2.70 Historical CO2 records from different ice cores and Mauna Loa in situ monitoring
(in ppm): Law Dome, Antarctica (Fig. 2.66), Mauna Loa annual means (cf. Fig. 2.68) and
two different ice cores from Greenland (core 1 see Neftel et al. 1985), core 2 see Friedli et al.
1986); data from A. Neftel, H. Friedli, E. Moor, H. Lötscher, H. Oeschger, U. Siegenthaler,
and B. Stauffer (1994) Historical CO2 record from the Siple Station ice core. In Trends: A
Compendium of Data on Global Change. Carbon Dioxide Information Analysis Center, Oak
Ridge National Laboratory, U.S. Department of Energy, Oak Ridge, Tenn., U.S.A.

of the CO2 burden (Fig. 2.70). Despite differences in seasonal cycles among the
stations, which reflect the timely concentration variation (carbon budget concerns
sources and sinks; Chapter 2.8.2.1), as well as very small differences in the absolute
mixing ratios (Table 2.78), the trends are similar. All variations are smaller than the
precisions, i. e. are not significant.

The annual mean rate of growth of CO2 in a given year is the difference in
concentration between the end of December and the start of January of that year.
This represents the sum of all CO2 added to, and removed from, the atmosphere
during the year by human activities and natural processes (Fig. 2.71; Conway et al.
1994); the estimated uncertainty in the global annual mean growth rate is 0.07 ppm
yr−1. The relative yearly global CO2 emission increase (based on the 1959 value set
equal to one) looks like a smoothed CO2 concentration growth rate (Fig. 2.71),
again emphasizing the general close relationship between anthropogenic carbon
dioxide increases in the atmosphere and rising emissions. However, on a shorter
time scale (less than 2−3 years) the atmospheric CO2 response is not linear to the
emissions rate, expressing the complexity of the carbon cycle.

The atmospheric CO2 growth rate averages continuously increase between 1960
and 2008 at 0.026 ppm yr−1. As Fig. 2.71 clearly shows, the growth rate itself in-
creases, reflecting an exponential growth. The Keeling curve (Fig. 2.68) shows three
periods with subsequent increasing growth rates but relative constant rates within
the period (in ppm CO2 yr−1):

1959−1970: 0.87 ± 0.29
1971−1996: 1.41 ± 0.49
1997−2008: 1.97 ± 0.55
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Table 2.78 Mean CO2 mixing ratios (1981−1992 average) for different remote measurement
stations; data from Carbon Dioxide Information Analysis Center (CDIAC),
http://cdiac.ornl.gov/trends/co2/contents.htm.

station geographic altitude CO2 mixing
coordinates (m above ratio (ppm)

MSL)

Alert, Canada 82° 27' N, 62° 31' W 210 344.7 ± 13.1
Barrows, Alaska 71° 19' N, 156° 36' W 11 349.9 ± 5.9a

Mauna Loa, Hawaii 19° 32' N, 155° 35' W 3397 348.4 ± 5.7
Guam, Mariana Islands, Pacific 13° 43' N, 144° 78' E 2 348.8 ± 5.7
Seychelles, Mahe Island, Indian 4° 67' S, 55° 17' E 7 348.1 ± 5.9
Ocean
Samoa, Indian Ocean 14° 15' S, 170° 34' W 30 347.1 ± 5.6
Amsterdam Island, Indian Ocean 37° 47' S, 77° 31' E 70 345.7 ± 5.7
Cape Grimm, Tasmania 40° 41' S, 144° 41' E 94 348.3 ± 4.1
Palmer, Antarctica 64° 92' S, 64° W 10 346.7 ± 5.5
South Pole 89° 59' S, 24° 48' W 2810 347.1 ± 5.4

mean 347.4 ± 1.7b

a standard variation based on the annual values
b standard variation based on the stations mean values
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Fig. 2.71 Annual mean rate of growth of CO2 at Mauna Loa (data from Dr. Pieter Tans,
NOAA/ESRL; www.esrl.noaa.gov/gmd/ccgg/trends) and relative global CO2 emission growth
related to 1959 (Z 1, corresponding to 2462 Gt C); data from Boden et al. (2009).

The overall averaged growth rate amounts to 1.42 ± 0.60 ppm yr−1. The 1974−1985
period of continuous atmospheric CO2 measurements from the NOAA GMCC
(Geophysical Monitoring for Climate Change) program at the Mauna Loa Obser-
vatory in Hawaii shows the average growth rate of CO2 was 1.42 ± 0.02 ppm yr−1,
and the fraction of CO2 remaining in the atmosphere from fossil fuel combustion
was 59 % (Thoning et al. 1989). Hence, with constant increases expected the atmos-
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pheric CO2 mixing ratio is predicted to grow to 500 ppm in 2050 and to 700 ppm
in 2100. There is no doubt that CO2 has been increasing since the Industrial Revo-
lution and has reached a concentration unprecedented for over more than 400 000
years (Chapter 3.4).

Timely variations

The annual fluctuation in carbon dioxide is caused by seasonal variations in carbon
dioxide uptake by land plants. Since many more forests are concentrated in the
northern hemisphere, more carbon dioxide is removed from the atmosphere during
northern hemisphere summers than southern hemisphere summers. This annual
cycle is shown in Fig. 2.72 by taking the average concentration for each month
across a year; interestingly, there is no significant change in the seasonal amplitude
over the years (the amplitude amounts to 1.008, corresponding to 6−7 ppm only).
Taguchi et al. (2002) show that on average the seasonal variation of atmospheric
CO2 at Mauna Loa is influenced mostly by the Siberian CO2 flux, followed by
temperate Asia and North America. The inter-annual variability (less than 2 ppm)
of the seasonal cycle is caused mainly by the inter-annual variation in the transport
of the Siberian signal to Mauna Loa.

Cyclical changes over shorter time scales are harder to spot in the records be-
cause they are usually much weaker than seasonal oscillations and can be masked
by random variations in the data. Daily cycles have not been observed but possible
ambient error sources at Mauna Loa include volcanic, vegetative and man-made
effects (e. g. vehicular traffic and industry). Daily peaks in measured concentrations
occur because of complex wind currents. Downslope winds often transport CO2

from distant volcanic vents, causing elevations in measured CO2 concentrations.
Upslope winds during afternoon hours are often low in CO2 because of photosyn-
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Fig. 2.72 Seasonal variation of CO2 at Mauna Loa (data source see Fig. 2.68) and German
stations (data from Carbon Dioxide Information Analysis Center (CDIAC) and German
Weather Service DWD, Observatory Hohenpeissenberg, Dr. Wolfgang Fricke).
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thetic depletion occurring in sugarcane fields and forests. Recently, a weekly cycle
has been found at Mauna Loa by Cerveny and Coakley (2002). They found that
the measurements rise to a peak on Mondays and then decline steadily to a mini-
mum on Saturdays. Crucially, they find no such cycle in carbon dioxide records
from the Amundsen-Scott South Pole Station in Antarctica, which is far from any
sources of pollution. The Antarctic measurements show the same yearly trend and
seasonal cycle, but there is no significant difference between average daily values.
Such short-term variations have evened out by the time CO2 pollution reaches Ant-
arctica.

In Germany, several CO2 monitoring series are available on “urban background”
stations, sowing a wider range of mean CO2 mixing ratios and different seasonal
cycles (Fig. 2.72). It is remarkable that the growth rate for the 1981−1992 period is
exactly the same (1.5−1.7) ppm yr−1 as at Mauna Loa. The German average CO2

level amounts to 352 ± 9 (Mauna Loa average 348.4 ± 5.7), about 4 ppm larger
than in the remote background. From the data it can by summarized that a) sea-
sonal cycles are smoothed with increasing altitude above sea level, b) the concentra-
tion differences between the sites amounts to up to 20 ppm and c) the inter-annual
variations amount to about 2 ppm (similar to that found at remote background sta-
tions).

The city dome CO2

As already mentioned, in the vicinity of large CO2 sources (big cities, industrial
areas) elevated concentrations are measured at a level, strongly depending on mete-
orological parameters, which influence dispersion. This difference between rural
and town sites had already been recognized 100 years ago (Rubner et al. 1907)
within a range of 33 to 133 ppm. In recent years, an increasing number of studies
on CO2 observations in urban areas have been published. Concentrations of CO2

measured in cities reflect a complex response of both the local anthropogenic and
biogenic surface-atmosphere exchange of CO2 and the concentrations accumulated,
diluted or advected over time controlled by meteorological factors. This makes the
interpretation of urban CO2 observations challenging20. The situation is usually
different in urban areas where patterns are heavily influenced by anthropogenic
emissions, which often cause strong short-term variations, but less visible seasonal
patterns over the year.

Measurements of CO2 concentration carried out in Rome (Gratani and Varone
2005) showed a mean yearly value increase from 1995 (367 ± 29 ppm) to 2004
(477 ± 30 ppm). The daily trend had a peak in the early morning when traffic was
highest and the atmosphere was more stable. The annual trend showed a peak in
winter, 18 % greater than the summer one, which correlated to traffic density. The
weekly trend had lowest values (414 ± 19 ppm) during the weekends when traffic
density was 72 % lower. Miyaoka et al. (2007) reported on measurements made in
Sapporo in 2005 that showed significant diurnal variation (360−400 ppm in sum-

20 By contrast, because it is now clear that a) the city dome CO2 concentrations result in no
adverse health effect and b) do not contribute significantly to a local “greenhouse” effect, more
studies do not make any sense either from an academic or environmental point of view.
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Table 2.79 Carbon dioxide offset in cities comparing to the rural environment (in ppm).

location and year additional CO2 author

Phoenix, USA (2000) 100−200 Idso et al. (2002)
Rome 80−100 Gratani and Varone (2005)
Essen, Germany (2003) 20−40 Henninger and Kuttler (2004)
Tokyo 15−60 Moriwaki et al. (2006)
Paris 20−550 Widory and Javoy (2003)

mer and 390−400 ppm in winter for lowest daytime values) as well seasonal differ-
ences, i. e. southern air mass (urban plume) 379 ± 7 (summer) and 416 ± 12 (winter)
and for northern air masses (remote) 374 ± 4 (summer) and 396 ± 7 (winter). In
Essen (Germany), a similar pattern has been found (Henninger and Kuttler 2004),
showing lower daytime values (402 ± 20 ppm in winter and 369 ± 16 ppm in sum-
mer) and higher values at night (427 ± 23 ppm in winter and 417 ± 20 ppm in
summer); average values amount to 415 ± 21 ppm in winter and 393 ± 18 ppm in
summer. Similar results have been found by Idso et al. (2002) in Phoenix (United
States) that emphasize that the character of the city’s urban CO2 dome is almost
exclusively a product of vehicular emissions and the region’s distinctive meteorol-
ogy. According to results by Balling et al. (2002), the CO2 concentration of the air
over Phoenix drops off rapidly with altitude, returning to a normal non-urban
background value of approximately 378 ppm at an air pressure of 800 hPa. Conse-
quently, Phoenix’s urban CO2 dome did not have much of an impact on its near-
surface air temperature, creating a calculated warming of just 0.12 °C at the time
of maximum CO2-induced warming potential. Table 2.79 shows the available data
on the city dome CO2; it is surprising that the supplementary CO2 to the back-
ground value is roughly in the same range as the historical measurement of 100
years ago despite the different CO2 sources (today traffic and in past coal combus-
tion). From all these studies we can conclude that anthropogenic CO2 emissions
are the primary source of the urban CO2 dome. The dome is generally stronger in
city centers, in winter, on weekdays, at night, under conditions of heavy traffic,
close to the ground, with little to no wind and in the presence of strong tempera-
ture inversions.

2.8.2.4 CH4 and N2O: Permanent agricultural associates

Besides carbon dioxide and the problem of fossil fuel combustion, two more GHGs
are of anthropogenic (among natural) origin: methane (CH4) and nitrous oxide
(N2O). Whereas anthropogenic N2O is absolutely dominated by nitrogen fertilizer
applications (percentage of total global emission is about 40 %), CH4 has several
sources (Chapter 2.7.3.3) with agricultural activities contributing about 40 % of to-
tal anthropogenic CH4 emissions (Table 2.69). Anthropogenic CH4 represents
about 70 % of the total CH4 emission amounts compared with an anthropogenic
CO2 percentage of “only” 4 %.
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Methane (CH4)

The atmospheric CH4 reconstructions presented here offer a record of atmospheric
CH4 concentrations since AD 1008 (Fig. 2.73). Because of the high rate of snow
accumulation, the air enclosed in the three ice cores from Law Dome, Antarctica,
has unparalleled age resolution and extends into recent decades. Etheridge et al.
(1998) reported that the uncertainty of the ice core CH4 concentrations is about
10 ppb. The recent EPICA Dome C (Antarctica) record, which shows the methane-
tracked climate over the past 650 000 years, highlights that the current concentra-
tion of methane in the atmosphere is far outside the range experienced with lower
methane concentrations in glacials than interglacials, and lower concentrations in
cooler interglacials than in warmer ones (Wolff and Spahni 2007). There is contro-
versy about whether changes in the preindustrial Holocene are natural or anthropo-
genic in origin. Changes in wetland emissions are generally cited as the main cause
of the large glacial-nterglacial change in methane. However, changing sinks must
also be considered, and the impact of possible newly described sources evaluated.
Recent isotopic data seem to finally rule out any major impact of clathrate releases
on methane at these time scales (Wolff and Spahni 2007). Any explanation must
take into account that, at the rapid Dansgaard-Oeschger warmings21 of the last
glacial period, methane rose by around half its glacial-interglacial range in only a
few decades.
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Fig. 2.73 Historical records (1863−1980) of CH4 mixing ratio derived from ice cores (data
from Fig. 2.66), CH4 annual data (1978−2001) from Cape Grim (see Fig. 2.74), and global
anthropogenic CH4 emission 1860−1994 (data from: D. I. Stern and R. K. Kaufmann (1998)
Annual Estimates of Global Anthropogenic Methane Emissions: 1860−1994. Trends Online:
A Compendium of Data on Global Change. Carbon Dioxide Information Analysis Center,
Oak Ridge National Laboratory, U.S. Department of Energy, Oak Ridge, Tenn., U.S.A. doi:
10.3334/CDIAC/tge.001).

21 Dansgaard-Oeschger events are rapid climate fluctuations that occurred 25 times during the past
glacial period. The processes behind the timing and amplitude of these events (as recorded in ice
cores) are still unclear.



266 2 Chemical evolution

year

C
H

4
m

ix
in

g
ra

tio
(in

 p
pb

)

1450

1500

1550

1600

1650

1700

1750

1800

1975 1980 1985 1990 1995 2000 2005 2010

Fig. 2.74 Averaged monthly atmospheric CH4 values (ppm); data from CSIRO Marine &
Atmospheric Research and Cape Grim Baseline Air Pollution Station/Australian Bureau of
Meteorology, see also Rigby et al. (2008).

From the ice core record (Fig. 2.66) a preindustrial (reference) level of 680 ± 11
ppb can be derived, which increased from around 1750 until the late 1990s up to
around 1730 ppb (Fig. 2.74). It is remarkable that in contrast to CO2 (where an
increase has been observed since 1850) the CH4 increase had already begun around
1750, according to world population growth (Fig. 2.58). Fig. 2.73 shows the re-
markable general relationship between emission and concentration increase; how-
ever, there is no simple relationship. CH4 removal (hence, residence time) is mainly
determined by the reaction with the OH radical (see Eq. 5.42). Possible soil-emitted
CH4 is largely removed by soil uptake; therefore, the seasonal cycles seen in
Fig. 2.74 are well correlated with the solar radiation seasonal variation. The
1985−2001 average from Cape Grim amounts to 1660 ± 30 ppb with a seasonal
summer minimum (1643 ppb) and winter maximum (1672 ppb). The long-term
CH4 trend shows different periods with various growth rates. The largest continu-
ous growth has been observed between 1952 and 1977 (about 16 ppb yr−), which
continuously slowed down until 1999 and remained unchanged almost a decade.
Since 2007, a renewed global growth has been observed (Rigby et al. 2008) with
about +7 ppb yr−1 and this continued until the end of 2009 (Fig. 2.74).

Column-averaged infrared solar measurement between 1983 and 2003 at Kit
Peak Observatory (2090 m a.s.l., Colorado, United States) resulted in an averaged
tropospheric volume mixing ratio of 1814 ± 48 ppb with trend equal to 8.3 ± 2.2
ppb yr−1 in 1983 decreasing to 1.9 ± 3.7 ppb yr−1 in 2003 (Rinsland et al. 2006). A
similar trend has been observed in the lower stratosphere where at the 120−10 hPa
(~ 16−30 km altitude) at 25° N−35° N from 2004−2008 a value of ~ 1370 ppb was
estimated using spectroscopic measurement (Rinsland et al. 2009). In 1985, this
value was estimated to be 1151 ppb.

The seasonal amplitude between 1977 and 1995 was 30 ppb, very close to the
peak-to-peak seasonal cycle found at Cape Grim. It is obvious that the NH concen-
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tration of CH4 is about 100 ppb larger than the SH value because the main sources
are in the NH and the transport through the ITCZ is slow. The mean difference in
CH4 between the most northern station Alert and the South Pole amounts to ~ 120
ppb (Rigby et al. 2008).

The reasons for the decrease in the atmospheric CH4 growth rate (Dlugokencky
et al. 2003) and the implications for future changes in its atmospheric burden are
not understood. Recent estimates by WMO (2009), including 2006, show large
variations in the growth rate (compared with the discussion about CO2 above). But
despite the large growth rates in 1998 and 2002/2003 (during El Niño events), these
estimates also showed a relatively stable global mean mixing ratio between 1999
and 2006 (globally averaged CH4 in 2006 was 1782 ppb, a decrease of 1 ppb since
2005 and a decrease of 2 ppb since 2003). However, the growth rates during 2007
increased significantly throughout the entire monitoring network (Rigby et al.
2008). Between 1999 and 2007 the average growth rate was 2.1 ± 5.2 ppb yr−1 com-
pared with ~ 15 ppb yr−1 before 1985.

Etheridge et al. (1998) suggest that high growth rates follow high global tempera-
ture anomalies. Rigby et al. (2008) discuss the relationship with the OH radical.
Modeling results by Bousquet et al. (2006) indicate that wetland emissions domi-
nated the inter-annual variability of methane sources, whereas fire emissions played
a smaller role, except during the 1997−1998 El Niño event. Over longer time scales,
the results show that the decrease in atmospheric methane growth during the 1990s
was caused by a decline in anthropogenic emissions (Lelieveld et al. 1998). Since
1999, however, anthropogenic emissions of methane have risen again. The effect of
this increase on the growth rate of atmospheric methane has been masked by a
coincident decrease in wetland emissions, but atmospheric methane levels might
increase in the near future if wetland emissions return to their mean 1990s levels
(Bousquet et al. 2006).

Nitrous oxide (N2O)

The results from weekly global measurements of nitrous oxide from 1981 to 1996
show that there is more N2O in the northern hemisphere by about 0.7 ± 0.04 ppb,
and that the Arctic to Antarctic difference is about 1.2 ± 0.1 ppb (Khalil et al. 2002;
Fig. 2.75). Concentrations at locations influenced by continental air are higher than
at marine sites, showing the existence of large land-based emissions. For the second
period (Fig. 2.75), N2O increased linearly at an average rate of about 0.73 ppb yr−1

(r2 Z 0.99), although there were periods when the rates were substantially different.
Using ice core data (Sowers et al. 2003), a record of N2O that goes back about

106 000 years, suggests minimal changes in the ratio of marine to terrestrial N2O
production. It shows preindustrial levels of about 287 ± 1 ppb and that concentra-
tions have now risen by about 27 ppb or 9.4 % over the past century. The ice core
data show that N2O only started increasing during the twenties century (Pearman
et al. 1986), which supports the conclusion that N2O is the result of synthetic
nitrogen fertilizer application. During the past glacial termination, both marine
and oceanic N2O emissions increased by 40 ± 8 %.
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Fig. 2.75 Historical records of N2O mixing ratios (in ppb) as monthly summary averages of
the individual measurements at Mace Head and Cape Grimm; data from the ALE/GAGE/
AGAGE global network program: http://cdiac.ornl.gov/ndps/alegage.html; see also Prinn et
al. (2000); two different measurement series, January 19987 to June 1994 and April 1994 to
September 2008 at Mace Head and December 1981 to December 1994 and June 1993 to
October 2008 at Cape Grim.

2.8.2.5 Halogenated organic compounds: Sit out problem

Almost all long-living halogenated organic compounds are ozone-depleting sub-
stances (ODSs) in the stratosphere. The Montreal Protocol (2000), based on meet-
ings held in London (1990), Copenhagen (1992), Vienna (1995), Montreal (1997)
and Beijing (1999), sets regulations on different classes of ozone depletion poten-
tials (ODPs), subdivided into several groups concerning the stepwise reduction and
final banning of these compounds: 34 hydrobromofluorocarbons (HBFCs) until
1996, 15 CFCs and 3 halons until 2010, 40 hydrochlorofluorocarbons (HCFCs)
until 2030 and three individual compounds namely carbon tetrachloride (CCl4),
methyl chloroform (CH3CCl3) and bromochloromethane (CH2BrCl). As of Sep-
tember 16, 2009, all countries in the United Nations have ratified the original Mon-
treal Protocol. The reference gas CFC-11 is defined as having an ODP of 1.0.

CFCs, along with other chlorine- and bromine-containing compounds (Ta-
ble 2.74), have been implicated in the accelerated depletion of the ozone in the
earth’s stratosphere in the 1970s. Although CFCs are GHG, they are regulated by
the Montreal Protocol, which was motivated by their contribution to ozone deple-
tion rather than global warming. CFCs were developed in the early 1930s and
are used in a variety of industrial, commercial and household applications. These
substances are non-toxic, flammable and non-reactive with other chemical com-
pounds. These desirable safety characteristics, along with their stable thermody-
namic properties, make them ideal for many applications, such as coolants for
commercial and home refrigeration units, aerosol propellants, electronic cleaning
solvents and blowing agents.

Replacement compounds for CFCs are HCFCs and HBFCs. Although HBFCs
were not originally regulated under the Clean Air Act, subsequent regulation added
them to the list of class I substances and they were phased out in 1996 because of
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Fig. 2.77 Historical records of methyl chloroform (CH3CCl3) mixing ratios (in ppt) at Cape
Grim and Mace Head; Cape Grim data from CSIRO Marine & Atmospheric Research, Cape
Grim Baseline Air Pollution Station/Australian Bureau of Meteorology and the Advanced
Global Atmospheric Gases Experiment (AGAGE), see also Prinn et al. (2005); Mace Head
data from Reimann et al. (2004); see also http://cdiac.ornl.gov/ftp/ale_gage_Agage/.

their high ODP. HCFCs (ODP < 0.1) still contain chlorine atoms but the presence
of hydrogen makes them reactive with chemical species in the troposphere. This
greatly reduces the prospects of the chlorine reaching the stratosphere, as chlorine
will be removed by chemical processes in the lower atmosphere. Hence, HCFCs
have the longest allowed use (to be phased out in 2030).

Nevertheless, a significant proportion of HCFCs do break down in the strato-
sphere and they have contributed to more chlorine build-up there than originally
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Fig. 2.78 Historical records of CCl4 and SF6 mixing ratios (in ppt); CCl4 data from Fig. 2.76
and SF6 data are based on production/release data from Maiss and Brenninkmeijer (1998)

predicted. Later alternatives, such as hydrofluorocarbons (HFCs) that contain no
chlorine, have even shorter lifetimes in the lower atmosphere. One of these com-
pounds, HFC-134a, is now used in place of CFC-12 in automobile air conditioners.
HFCs were only introduced in 1990 but they are among the GHG listed in the
Kyoto Protocol (besides CO2, CH4, N2O, PFCs, and SF6).

According to the IPCC, sulfur hexafluoride (SF6) is the most potent greenhouse
gas (not listed in the Montreal Protocol), with a GWP of 22 800. However, because
of its high density relative to air, SF6 flows to the bottom of the atmosphere and
this limits its ability to heat the atmosphere. SF6 is very stable (its lifetime is 3200
years) and its mixing ratio in the atmosphere is very low, but has steadily increased
(Fig. 2.78). Of the 8000 tons of SF6 produced per year, 6000 tons is used as a
gaseous dielectric medium in the electrical industry. The measured concentration
of SF5CF3 increased from zero in 1965−1966 to about 0.12 ppt in 1999, with a
current growth rate of about 0.008 ppt yr−1 (about 6 % yr−1). Given the similarity
of the growth curves of SF5CF3 and SF6 (which increased from 0.18 ppt in 1970
to 4.0 ppt in 1999), Sturges et al. (2000) speculate that the former might originate
as a breakdown product of the latter in high-voltage equipment. Although the
current radiative forcing of SF5CF3 might be minor, the high growth rate and long
atmospheric residence time suggest that the greenhouse significance of this gas
could increase markedly in the future. Conversely, SF5CF3 seems not to have any
natural sources, so control might be feasible once the sources are identified.

2.8.2.6 CO: The biomass burning problem

CO is primarily emitted through incomplete combustion processes (biomass burn-
ing, domestic combustion and traffic) and is likely to be biogenically produced from
soils as well as being an important secondary product from NMVOC oxidation in
the atmosphere. It has a lifetime of about 2−3 months, strongly depending on the
OH concentration and thereby shows inversely correlated seasonal concentration
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Fig. 2.79 Atmospheric carbon monoxide record (monthly means, calculated as the mean of
daily values obtained from flask air samples) from Cape Grim, Australia; data from CSIRO
Marine & Atmospheric Research and Cape Grim Baseline Air Pollution Station/Australian
Bureau of Meteorology; see also Steele et al. (2007).
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Fig. 2.80 Seasonal variation of carbon monoxide (monthly means); average of the
1985−2001 record from Cape Grim (see Fig. 2.79) − lower curve; Northern Hemispheric
mean 1991−1994 after Yurganov (2000) − upper curve.

profiles with OH (Fig. 2.79). It also plays a role in background ozone formation
(Chapter 5.3.6.3). A well-defined annual cycle of CO is evident (Fig. 2.80), largely
because of an increase in its destruction by the OH radical during the summer
months. The Mace Head 1993−2008 averaged CO concentration amounts to
123 ± 26 ppb, whereas that from Cape Grim is only 51 ± 8 ppb. In the marine
boundary layer, mixing ratios were greatest in the northern winter (200−220 ppb)
and lowest in the southern summer (35−45 ppb). The inter-hemispheric gradient
showed strong seasonality with a maximum difference between the high latitudes
of the northern and southern hemispheres (160−180 ppb) in February and March
and a minimum in July and August (10−20 ppb; Novelli et al. 1998). Higher CO
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was found in regions near human development than in more remote areas (Ta-
ble 2.73). Although tropospheric concentrations of CO exhibit periods of increases
and decreases, the globally averaged CO mixing ratio between 1990 and 1995 de-
creased by approximately 2 ppb yr−1 (Novelli et al. 1998), with a further decrease
in values to the end of 2009 (Fig. 2.79).

Published total vertical column amounts of CO deduced from infrared solar
spectra recorded during 1950/1951 in the Swiss Alps have been reanalyzed based
on improved spectroscopic parameters for CO and a curve of growth. From a
comparison of the 1950/1951 results and modern measurements, an average in-
crease of ~ 2 % yr−1 in the free tropospheric concentration of CO above Europe is
estimated for 1950−1977 (Curtis et al. 1985).

Annual average CO concentrations at Cape Grim have remained 50−55 ppb be-
tween 1985 (beginning of the recordings) and 2002; except for 1987/1988 when
mixing ratios were 58.2 ppb and in 1989 and 1998 when mixing ratios of around
56 ppb occurred. Elevated mixing ratios were observed on a global scale during
1998 (Langenfelds et al. 2002). It seems that recently at Cape Grim a trend of
decreasing mixing ratios has started (about 1 % yr−1; Fig. 2.79). Sampled air at
Cape Grim is well mixed, having recently travelled over the Southern Ocean, and
is far removed from variations in source strength characteristic of land areas.

CO mixing ratios derived from the time series of solar absorption spectra on Kitt
Peak (United States) at a 2.09 km altitude have shown no long-term CO trend since
the late 1970s (mean volume mixing ratio of 102 ± 3 ppb below 10 km altitude),
suggesting that the global average long-term decline reported from 1990−1995 has
not continued in the free troposphere (Rinsland et al. 2007).

2.8.2.7 O3: Locally believed to be solved but regional unsolved

Ozone (O3) and hydrogen peroxide (H2O2) are secondary products, and their likely
formation in combustion processes and during lightning (Chapter 2.6.4.4) might
be of only small importance (see Chapter 5.3.1 concerning the formation in the
atmosphere). It has been concluded that within the past 100 years ground-based
ozone concentration has risen by about a factor of two. Models also show a dou-
bling of the tropospheric ozone content because of human activities (Möller 2002a,
2004 and citations therein). Very likely, the mean ozone concentration will further
increase. By contrast, episodes with exceeded ozone levels (“summer smog”) have
become rare since the end of the 1990s in central Europe. This controversial figure
is explained by a reduction of NOx (the “catalyst” in ozone formation) as well as
reactive ozone precursors such as NMVOCs because of catalytic converters in cars.
By contrast, a further increase of methane emissions and probably CO is responsi-
ble for the regional and even global background increase of ozone. The principal
formation mechanisms are well understood despite some open questions concern-
ing the contribution of specified organic substances, especially from biogenic sour-
ces. Less known, however, are chemical sinks, especially heterogeneous processes
(Acker at al. 1995, Möller et al. 1999).
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Trend (troposphere and stratosphere)

The long-term trend given by Marenco et al. (1994) is well known (Fig. 2.81). Its
exponential increase is significant, showing a yearly increase by 1.54 %. However,
there has been some criticism because data from different sites and various altitudes
were included in this diagram. Some additional values have now been introduced
by Arosa and Zugspitze, suggesting that there is no continuous exponential slope
over the entire period. There is also some belief that the old data from Pic du Midi
are too low. Values around 10 ppb and less were typical only for urban areas at sea
level (known from Paris and Moscow around 1900). Generally, the strong vertical
dependence of ozone concentration has to be taken into account (see next subsec-
tion). Staehelin et al. (1994) have shown from Swiss data that ozone might have
risen by a factor of 2.5 in the past century (Table 2.80), as also supported by global
models (Table 2.81).

Other widely unknown ozone data from the Soviet Union measured in Moscow
and in the Caucasus Mountains (Konstantinova-Schlesinger 1937a, 1937b, 1938),
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Fig. 2.81 Composite of different historic European Mountain ozone measurements (“Mar-
enco” curve changed, Marenco et al. 1994); additional data (not included in the trend line)
from Arosa (Staehelin et al. 1994) and Zugspitze (UBA 2000). Grey line: trend [O3] Z
9.67exp (0,0154 $ x) with x number of years (beginning at 1885), r 2 Z 0.99. Black staircase-
shaped line represents corrected larger ozone before 1900 and likely ozone evolution (Möl-
ler 2003).

Table 2.80 Ozone concentration in different periods and seasons in the surrounding of
Arose (Switzerland), after Staehelin et al. (1993).

period winter summer increase increase ratio
(in ppb) (in ppb) (in ppb) factor summer/

winter

1889−1891 ~ 15 15−20 − − 1.2
1950−1951 and 1954−1958 10−12 20−25 5 1.3 ~ 2
1989−1991 35−40 45−50 25 2.2 1.3
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Table 2.81 Global tropospheric sources and sinks of ozone (in Tg a−1).

process sources sinks

Crutzen et al. Wang et al. Crutzen et al. Wang et al.
(1999) (1998) (1999) (1998)

present pre- present present pre- present
industrial industrial

photochemistry 3940 1780 4100 3120 1630 3700
stratosphere 480 480 400 − − −
dry deposition − − − 1300 670 800

total 4420 2260 4500 4420 2300 4500

support ozone values in the lower mountain region between 20 and 30 ppb for the
1930s (see Fig. 2.84). Thus, we assume a stepwise increase shown in Fig. 2.81 by
the fat black line with periods of increase (1905−1930 and 1950−1990) and periods
of stagnation in between. The first period of increase, however, was likely to have
been very small. Thus, after 1950 − similar to other “classical” air pollutants (SO2,
NOx) − ozone significantly rose. The following values, typical for an altitudes
2000 ± 1000 m a.s.l., are most likely:

1885−1900: 15−20 ppb
1930−1935: 20−25 ppb
1950−1955: 20−25 ppb
1990−1995: 45−50 ppb

Before World War II ozone formation was believed to only be occurring in the
stratosphere. In 1924, Gordon Dobson designed a spectrometer, which became the
standard instrument for measuring both total column ozone and the profiles22 of
ozone. The total column ozone (mass per square) is expressed in the Dobson unit
(1 DU is defined as 0.01 mm thickness at stp)23. With Dobson spectrophotometers
Joe Farman and his team on the British Antarctic survey discovered the ozone hole in
1984 (Farman et al. 1985). It is worth noting that the view of Farman on discovering
the ozone hole was based on long-term monitoring (BBC broadcast on July 6, 1999):

The British Antarctic survey set up stations in Antarctica. And so we’d been
monitoring very many things in Antarctica for a long while. And suddenly in
1985 it dawned on us that we were sitting on top of one of the biggest environ-
mental discoveries of the decade, I suppose, or perhaps even of the century. We

22 The vertical distribution of ozone is derived by the Umkehr method. Direct solar intensity is
measured at two different wavelengths, one being more absorbed by ozone than the other. At
sunrise and sunset, the intensities decrease at different rates. The ratio shows an inversion. This is
called the Umkehreffekt and gives information about the vertical distribution of ozone in the
atmosphere. An Umkehr measurement takes about three hours, and provides data up to an altitude
of 48 km, with the most accurate information for altitudes above 30 km.
23 For example, 300 DU of ozone brought down to the surface of the earth at 0 °C would occupy
a layer only 3 mm thick. One DU is 2.69 $ 1016 ozone molecules cm−2, or 2.69 $ 1020 m−2. This is
0.4462 millimoles of ozone m−2.
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saw this little dip appearing, and then it just accelerated so rapidly that, within
three or four years, we were talking about a 30 per cent in the thickness of the
ozone above us, which was an enormous amount. We can be slightly proud of
the fact. This was the first time that anyone had shown that ozone levels had
changed since the measurements began, way back in 1926 or thereabouts, when
Dobson made his original pioneering measurements. The long-term monitoring
of the environment is a very difficult subject. There are so many things you can
monitor. And basically it’s quite expensive to do it. And, when nothing much
was happening in the environmental field, all the politicians and funding agencies
completely lost interest in it.

In a recent commentary in Nature, Nisbet (2007) called environmental monitoring
“science’s Cinderella, unloved and poorly paid” and noted that sustained, long-
term, ground-based measurements are underappreciated and underfunded because
they are seen neither as basic measurements to test scientific hypothesis nor as
challenging high-tech opportunities for profit by commercial interests24. However,
high-quality long-term monitoring is the platform for understanding climate
change, providing insights into processes and data for model validation. Experi-
mental environmental science is based on tripod field campaigns, laboratory studies
and long-term monitoring. Only from all three approaches can we identify proc-
esses and quantify them as well as implement and validate models and (in sense of
a feedback) use them to interpret experimental data.

Some modern versions of the Dobson spectrophotometer exist and continue to
provide data, e. g. the Brewer spectrophotometer in the WMO-GAW ozone observ-
ing system comprises more than 100 stations worldwide that measure total column
O3 and O3 profiles in the troposphere and stratosphere. Fig. 2.82 shows the total
ozone record from Antarctica, showing two main features: a) the drastic drop in
ozone after 1975 and b) the stagnation after 1993, likely as the result of the Mon-
treal Protocol.

Long-term tropospheric ozone measurements show that the ozone over Europe
has increased by more than a factor of two between World War II and the early
1990s, which is consistent with the large increase in anthropogenic ozone precursor
emissions in the industrialized world. However, the further increase in background
ozone over Europe and North America since the early 1990s cannot be solely ex-
plained by regional ozone precursor changes because anthropogenic ozone precur-
sor emissions decreased in the industrialized countries as a consequence of air
pollution legislation. Measurements also indicate large increases in ozone in the
planetary boundary layer over the tropical Atlantic since the late 1970s, which have
been attributed to large increases in fossil fuel-related emissions. Measurements at
southern mid-latitudes, which are limited in number, show a moderate increase in
tropospheric ozone since the mid-1990s (Staehelin et al. 2007).

In 1952, the first long-term measurements of the European ozone started in
Wahnsdorf near Dresden (in a former observatory of the weather service;

24 The author (DM) had same experience with the Mt. Brocken Cloud Chemistry Climate Moni-
toring (BROCCMON) station with German Funding Agencies: The station was only funded from
1992 until 1995 but remains in operation (now 18 years with more than 25000 one-hour analyzed
cloud-water samples). We discovered in 1994 the cloud ozone hole (Acker et al. 1995).
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Fig. 2.82 Historical record of total ozone at Halley Bay (Antarctica 76° S); October average
(data from: www.uwmc.uwc.edu/geography/globcat/Halley.htm) and minimum mean values
for 21 September−16 October for each year (data from Paul A. Newman, NASA).

Fig. 2.63). Measurement was based on iodometry with a strong interference of SO2.
Thus, between 1952 and 1971 a “constant” O3 concentration of 25 ± 5 µg m−3 was
registered because of rising SO2 concentrations. Only in 1967, when SO2 concentra-
tions remained constant (Fig. 2.63), and in 1972, after the introduction of a pre-
filter, was the data considered representative. The following regression is valid for
the mean summer season values (in µg m−3):

[O3] Z 38.9 + 1.4 $ x (r 2 Z 0.80 ; 1974K2001), x Z 0 for 1974 (2.108)

Fig. 2.83 shows the different trends of ozone at different altitudes. The whole
troposphere has been characterized by an ozone increase since measurement started
in 1967, where the average decadal growth rate amounts to about +10 % (Claude
et al. 2004, 2008). However, the growth rates decreased between 1988 and 1993 and
showed no further change until the end of 2009. By contrast, in the lower strato-
sphere (20 km level) ozone decreased until 1988 and remained constant or slightly
increased in subsequent years. Similarly, at the 40 km altitude ozone decreased until
end of the 1990s but then slightly increased, probably showing the slow recovery
of the ozone layer.

It is worth noting that the ozone trends at various mountain sites vary largely.
At the beginning of the 1990s some stations in Europe showed no further O3 in-
creases. The number of days with high ozone concentrations (exceeding the thresh-
olds of 180 µg m−3 and 240 µg m−3) significantly decreased in Germany (and all
across Europe). This coincides with the reduction of some precursor emissions
(NMVOCs and NO). However, it seems that there are differences between seasons
and site locations (background, rural, urban). In assessing ozone levels between
different sites and different periods it is essential to regard the “typical” variation
of ozone with altitude, season and daytime.

At Mt. Brocken, we found an increase in winter values from 15 ppb in 1992/1993
to 29 ppb in 1997/1998 and no change or only little variation after the end of the
1990s (Fig. 2.85). This clearly demonstrated that such change was connected with
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Fig. 2.83 Historical record (November 1967−October 2009) of the relative change of ozone
in three different atmospheric layers measured at the Meteorological Observatory Hohenpeis-
senberg; until 30 km altitude balloon sonding and above 30 km lidar measurement. The
changes are calculated as the difference from the monthly average and the long-term monthly
mean (13 month, traversing means). Data from Hans Claude (Deutscher Wetterdienst,
DWD), see also Claude et al. (2008).

the changing air pollution in eastern Germany (Möller et al. 1996, 1999). The long-
term ozone monitoring at Mt. Brocken shows that the ozone concentration has
remained approximately constant since 2000 and has decreased slightly since 2005.
The Brocken site represents the background processes where CO and CH4 contrib-
ute to O3 formation; CO more in densely populated NH regions and CH4 more in
the SH. Thus, it seems a clear hypothesis that significantly decreasing CO (Fig.
2.79) since 2000 and stagnant CH4 (Fig. 2.74), at least until 2007, could explain
this small decrease on background ozone.

The picture of long-term tropospheric ozone changes is a varied one in terms of
both the sign and magnitude of trends and the possible causes for the changes
(Oltmans et al. 2006). At the mid-latitudes of the SH, three time series of ~ 20 years
all agree, showing increases that are strongest in the austral spring (August−Octo-
ber). Profile measurements show this increase extending through the mid-tropo-
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sphere but not into the highest levels of the troposphere. In the NH in the Arctic,
a period of declining ozone in the troposphere through the 1980s and into the
mid-1990s has reversed and the overall change is small. Decadal variations in the
troposphere in this region are related in part to changes in the lowermost strato-
sphere. At mid-latitudes in the NH, continental Europe and Japan showed signifi-
cant increases in the 1970s and 1980s. Over North America, rises in the 1970s were
less than those seen in Europe and Japan, suggesting significant regional differen-
ces. In all three of these mid-latitudes, regional tropospheric ozone amounts seem
to have levelled off or in some cases declined in recent decades. Over the North
Atlantic, three widely separated sites have shown significant increases since the late
1990s, and that might have peaked in recent years. In the NH tropics, both the
surface record and the ozonesondes in Hawaii have shown a significant increase in
the autumn months in the past decade compared with earlier periods, which drives
the overall increase in the 30-year record. This seems to be related to a shift in the
transport pattern during this season with more frequent flow from higher latitudes
in the latest decade.

From 1979 until the late 1990s, all available data show a clear decline of ozone
by 10−15 % near 40 km (Steinbrecht et al. 2009). This decline has not continued in
the past 10 years. At some sites, ozone at 40 km seems to have increased since 2000,
consistent with the beginning decline of stratospheric chlorine. The phase out of
CFCs after the Montreal Protocol in 1987 has been successful, and is now showing
positive effects on the ozone in the upper stratosphere. The upper stratospheric
ozone shows three main features (Steinrecht et al. 2006): (a) a decline of 10−15 %
since 1980 because of chemical destruction by chlorine; (b) two to three year’s
fluctuations by 5−10 % because of the quasi-biennial oscillation (QBO); and (c) an
11-year oscillation of about 5 % because of the 11-year solar cycle. Negative ozone
anomalies (the magnitude is ~ 20 % and much larger than any previously reported
solar cycle effect) are strongly correlated with the flux of energetic electrons in the
radiation belt (Sinnhuber et al. 2006).

The 1979 to 1997 ozone trends are larger at the southern mid-latitude station
Lauder (45° S), reaching −8 % decade−1 compared with only −6 % decade−1 at Ta-
ble Mountain (35° S) and Hohenpeissenberg (47° N). At all stations, ozone residu-
als after the subtraction of QBO and solar cycle effects have levelled off in recent
years, or are even increasing. Assuming a turning point in January 1997, the change
of trend is largest at southern mid-latitudes (+11 % decade−1), compared with +7 %
decade−1 at northern mid-latitudes. This point is the beginning of a recovery of
upper stratospheric ozone. However, chlorine levels are still very high and ozone
will remain vulnerable (Steinbrecht et al. 2009). At this point, the most northern
mid-latitude station Hohenpeissenberg (Fig. 2.83) differs from the other stations
and shows much less clear evidence for the beginning of a recovery, with a change
of trend in 1997 by only +3 % decade−1.

Ozone change with altitude

Generally, an increase of ozone is found with increasing height above sea level (note
that O3 is not a primary emission produced photochemically within the boundary
layer and transported downwards from the stratosphere). In the first few 100 meters
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Fig. 2.84 Historical data on the dependence of ozone from altitude. Data from Konstantin-
ova-Schlesinger (1937a, 1937b, 1938) from the Soviet Union in the 1930s years (Moscow 100
m, Elbrus 2200 m and 4300 m, aircraft measurements 9620 m, 13 000 m and 1400 m); Swiss
date: (Genf 200 m, Zermatt 1650 m, Rochers de Naye 2045 m and Gornergrat 3200 m) from
Gmelin (1943) and Staehelin et al. (1994).

(within the mixing height) the strong diurnal variation (see next subsection) can
influence the mean value (daily average) by lowering. Thus, Kley et al. (1994) sug-
gest to regard the around noon averaged ozone concentration in summer as a
“reference” compared with data from other stations. These authors found a linear
regression with altitude (between 0.9 and 2.4 km):

[O3] Z 44 + 3.8 $ z (r 2unknown) (2.109)

where z is altitude in km and concentration is in ppb. An increase in concentration
with altitude has been known for many years. From data from Staehelin et al.
(1994) it follows that:

[O3] Z 41.7 + 5 $ z (r 2 Z 0.99) (2.110)

and that between 0.8 and 3.45 km there is a somewhat stronger increase with
height. Historical data show a much stronger gradient d [O3] /dz z 11 ppb km−1.
This is because of the missing anthropogenic ozone production in the lower tropo-
sphere, i. e. the earth’s surface acts as a sink (via dry deposition) and the upper
troposphere as a source (O3 downward transport from the stratosphere). Former
Soviet data (Fig. 2.84) from the mid-1930s result in the equation (0.1−14 km):

[O3] Z 9.5 + 10.9 $ z (r 2 Z 0.99) (2.111)

Remarkably, this is the same gradient as from Swiss data from the 1920s (Fig. 2.84):

[O3] Z 3.5 + 11 $ z (r 2 Z 0.90) (2.112)

It does not seem reasonable to derive an ozone figure for z Z 0 from the equations,
which is too large for the present period (Eqs. 2 and 3) and too small for the period
before World War II (Eqs. 4 and 5), i. e. such relationships are only valid within a
given range of altitudes. The equations clearly show how the man-made ozone
formation in the lower troposphere reduces the vertical gradient but increases the
concentration.
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Timely variations (cycles)

A “typical” diurnal ozone variation concurs with the intensity of solar radiation,
whereas the maximum is shifted later to the afternoon. The diurnal variation, how-
ever, represents the budget (sources − sinks). Beginning at night (no photochemical
production), O3 is removed by dry deposition and chemical reaction with NOx. In
case of nocturnal inversion layer, no ozone transport from the residual layer (above
mixing height) occurs and, consequently, O3 concentration depletes (even to zero
in urban areas). After sunrise, the inversion layer is broken down and, by vertical
mixing, O3 is transported down. Additionally, photochemical production increases.
The daytime maximum O3 concentration represents the well-mixed boundary layer
atmosphere. In summer, the daily maximum net photochemical O3 production is
around 15 ppb; the ozone formation rate is proportional to the photolysis rate,
assuming no variation in precursors (NMVOCs). Thus, O3 photochemical produc-
tion shows a maximum at noon. After having the concentration maximum (which
represents sources Z sinks) in late afternoon, the inversion layer builds up again
(no more vertical O3 mixing in) and finally dry deposition and surface-based chemi-
cal removal reactions reduce the ozone. Thus, vertical transport is dominant in
determining the diurnal variation, and, consequently, wind speed and temperature
(again linked with radiation) are key meteorological parameters showing a correla-
tion with O3. Mean O3 is again well correlated with mean temperature (Treffeisen
et al. 2002).

Similar to diurnal variation, seasonal variation is driven by photochemical ozone
production with a maximum in summer. The winter minimum represents a reduced
photochemical activity (Fig. 2.85) but might also show the chemical ozone deple-
tion into cloud droplets. As seen in Fig. 2.85, daily variation might even be larger
because of changes in the air masses with different characteristics in ozone produc-
tion and depletion. Differences from year to year depend on the large-scale weather
situation as well as varying stratosphere−troposphere exchange processes (STE),
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Fig. 2.85 Historical record of ozone at Mt. Brocken, 1142 m a.s.l. (daily means June 1,
1992−December 31, 2009); data from: Saxony-Anhalt State Environmental Protection
Agency, Air Quality Monitoring and Information System. Trend: 1992−2002: [O3] Z 28.8 +
1.0 yr−1 (in ppb), 2003−2009: [O3] Z 38.8 − 1.7 yr−1 (in ppb).
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the main source for tropospheric ozone. This stratospheric ozone often reaches a
maximum in spring and has been made responsible for the maximum in annual
ozone variation found in northern latitudes (Bazhanov 1994, Oltsman and Levy
1994). Wang et al. (1998) have shown by modeling that this maximum, also found
in remote areas out of the tropics, is based on overlapping stratospheric O3 (which
is transported in late winter into the troposphere) and O3 photochemically pro-
duced in the free troposphere (with a maximum in spring). This might also be
explained by the seasonal variation of the tropopause with its minimum in January.
With increasing tropopause after January, vertical mixing arises where ozone will
be transported downwards (surface-near maximum originated) and, finally, the
same ozone amount is distributed over a higher troposphere, resulting in lower
surface-near concentrations (seasonal minimum).

The seasonal amplitude (ratio between summer and winter concentration) repre-
sents a measure for annual photochemical ozone production (neglecting the first
possible ozone sinks). Before the 1950s, seasonal ozone variation was small. Con-
sidering the O3 concentration as an expression for the source-sink budget, even the
summer-winter ratio must be a sensible parameter, but this also depends on alti-
tude, showing a characteristic increase with height.

Budget − sources versus sinks

At a given site ozone concentration can have two different sources: the local in situ
photochemical formation and the onsite transportation (vertical and horizontal) of
ozone. Local sinks of ozone are dry deposition (irreversible flux to ground) and
chemical reactions in the gas phase, on aerosol particles and in droplets. Air masses
have different potential to form and destruct the ozone. Depending on air mass
type, the past and fate of ozone (in relation to the site) can be characterized by
production and/or destruction (positive or negative budget). With changing air
masses, the ozone level can also drastically change. The atmospheric ozone resi-
dence time, depending only on sink processes, is extremely variable. It amounts to
a few days near the ground and several months in the upper troposphere. Thus,
ozone can be transported over long distances in the free troposphere. The advective
transport to a receptor site is therefore an important source of local ozone.

The mean (annual) background O3 concentration for central Europe (reference
year 1995 ± 5) was 32 ± 3 ppb, where the following “sources” can contribute (Möl-
ler 2004):

− 10 ± 2 ppb stratospheric ozone with small seasonal variation (spring peak);
− 6 ± 2 ppb natural biogenic ozone from natural VOCs with seasonal variation

(0−12 ppb); and
− 16 ± 2 ppb man-made ozone from CH4 and CO.

This base ozone of 32 ppb shows a seasonal variation between 26 ppb (winter) and
38 ppb (summer), where about 50 % is anthropogenic. Additional to the base ozone
is 5 ppb of man-made hot ozone from NMVOCs with seasonal variation (0−15
ppb) and strong short-term variation (0−70 ppb).

In total, the “typical” European annual mean figure amounts to 37 ppb (winter
25 ppb and summer 47 ppb). It has been clearly shown that the “acute” air pollu-
tion problem is given from NMVOC precursors (hot ozone), which contributed
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only 5 ppb (25 % of man-made contribution and 14 % of total ozone) to the long-
term average in the 1990s. The “chronic” air pollution problem is given by methane
oxidation (and partly by CO), contributing to a likely continuously increasing base
ozone (50 %). In Germany, and stepwise in all other European countries, the hot
ozone problem has been or will be solved. The problem of background ozone,
connected with CH4, cannot be solved. The reduction of “hot” ozone led to con-
stant ozone levels or only minor ozone increases in the 1990s, but in the future
ozone will again rise according to the CH4 emissions increase.

2.8.2.8 H2O2: Mysterious

One of the most interesting and important species in air is hydrogen peroxide
(H2O2). Kok et al. (1978) suggested that H2O2 is an index of the HO2 radical
concentration and better represents oxidation capacity than ozone. However, the
relatively complicated and labor-intensive measurement technique limits H2O2

measurements to very few sites and even then only occasionally (probably because
of fixing to ozone as the oxidant leader species).

Despite the decreasing emissions of many pollutants (SO2, dust, NOx , VOCs),
key impact factors such as oxidation capacity, acidity, toxicity and climate forcing
have not been reduced to the same extent but have remained constant or even
increased. It is likely that our incomplete understanding of such relationships is
because of insufficient budget estimation (i. e. taking into account all sources and
sinks), which again strongly depends on time and space.

H2O2 is produced in the atmospheric gas phase only through a single pathway,
namely the HO2 radical recombination. Its main role is oxidizing the SO2 dissolved
in hydrometeors to sulfate. Thus, aqueous-phase chemistry has been considered a
main sink (apart from dry deposition and scavenging) but rarely a source of H2O2

despite early findings of its heterogeneous and aqueous-phase production.
Over the past 20 years, many H2O2 measurements have been carried out but

almost always (with a very few exceptions) covering short measurement periods.
The main findings of these studies are summarized as follows (Möller 2002b, 2009a,
Lee et al. 2000, Gunz and Hoffmann 1990, and citations therein):

− the H2O2 concentration is generally lower in the boundary layer (< 2 ppb) than
in the free troposphere (2−8 ppb), whereas “typical” surface-near concentrations
in summer are between 0.2 and 0.8 ppb;

− the H2O2 concentration increases from the North Pole to the equator and rises
drastically around the equator and above Africa;

− the H2O2 concentration drops in the gas-phase during rain and within clouds
(interstitial air);

− increased H2O2 concentration has often been found close to clouds;
− in remote areas different diurnal variations have been found with maxima be-

tween late afternoon and midnight;
− in winter the H2O2 concentration is almost always significantly lower (factor

≤ 15);
− the H2O2 concentrations correlate with UV radiation;
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Fig. 2.86 Historical records of 10−years averages of H2O2 concentration (in µMol L−1),in
Greenland ice cores (before 1988 after Sigg und Neftel, 1991 and 1988 to 1995 after Anklin
and Bales, 1997), world population (cf. Fig. 2.58) and total SO2 emission from Northern
America (after Gschwandtner et al. 1986) and Western Europe (after Mylona 1996) in 107 t
S yr−1 (the year 2000 value has been adopted from Stern 2005). Typical errors: ± 10 % ice
core concentration, ± 20 % and 50 % SO2 emission before 1995 and from 1995, respectively.

− in “NO poor” areas an inverse correlation exists between H2O2 and O3 (in diur-
nal variation, not in seasonal variation);

− the H2O2 concentration in urban areas is lower than in rural areas; and
− in the aqueous phase an inverse correlation between H2O2 and S(IV) has been

found.

Hydrogen peroxide has been found with increasing concentrations in Greenland ice
cores over the past 200 years (Fig. 2.86). Most of the increase has occurred over
the past 20 years (Sigg and Neftel 1991, Anklin and Bates 1997) because of human
activities in general (Sigg and Neftel 1991), the increase of emission rates of NOx ,
CH4 and CO (Sigg and Neftel 1991, Anklin and Bates 1997, Thompson 1992) and
the possible increased radiation because of decreasing stratospheric ozone (Thomp-
son 1992). Möller (1999a, 2002b) proposed an explanation based on an inverse
correlation between atmospheric SO2. and H2O2 during long-range transportation
and chemical interaction.

Looking into details of the smoothed H2O2 ice core record (Fig. 2.86) it seems
obvious to distinguish between several time periods connected with different chemi-
cal climate, namely:

− 1300−1750: with no trend in H2O2 (mean of 3.6 ± 0.3 µM) before significant
population growth;

− 1750−1850: with a small increase (~ 0.2 % yr−1), proportional to the human
population (i. e. wood burning as the main human energy source) and before
significant SO2 emissions (hypothesized H2O2 formation by photocatalytic inter-
facial processes, see Chapter 5.3.4);
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− 1850−1975: with stagnant or somewhat decreasing H2O2 (mean of 4.0 ± 0.6 µM)
due to the “masking” of the formation term by the consumption of H2O2 be-
cause of highly cloud-dissolved SO2 from fossil fuel combustion; and

− 1975−1995: with the rapid increase by about a factor of two (~ 5 % yr−1) because
of the widespread use of flue-gas desulfurization and consequently decreasing
SO2 emissions (note that the Greenland area is mainly influenced by air masses
coming from North America and western Europe).

Hence, it is likely that during the decades before significant SO2 emissions (before
1850), atmospheric H2O2 concentrations were larger than at present because of
missing consumption (“masking”) by atmospheric sulfur dioxide. Now, 150 years
later, the atmospheric aqueous phase after desulfurization might again have the
natural potential for photocatalytic oxidant formation and we see a “demasking”
in the H2O2 budget (Möller 1999a, 2002b, 2009a).

As a consequence, it could be possible that within the past few decades the
atmospheric H2O2 level has already increased (and might further rise in future).
This hypothesis, however, is impossible to prove because of missing long-term mon-
itoring. To my knowledge, there have been only two medium-term measurement
series. Dollard and Davies (1993) found a large increase in H2O2 between 1988 and
1991 from 0.15 to 0.3 ppb with +0.028 ppb yr−1 (r2 Z 0.83) in Harwell (England),
i. e. a doubling in only four years. However, they measured H2O2 at the same site
again in 1993/1994 and found higher values (even though the concentration mean
in the second period was the same as in the first period) and provided no explana-
tion. A much longer and careful H2O2 monitoring study was carried out over many
years between January 1998 and October 2005 at the Mt. Hohenpeissenberg (988
m a.s.l.), GAW station and German Meteorological Observatory, about 60 km
south of Munich. Fig. 2.87 shows all data based on monthly means (the data availa-
bility lies between 30 and 80 %). It is clear that there are high excess (compared
with the trend line) values in summer 2000, winter 2000/2001 and summer 2001.
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Fig. 2.87 Variation of monthly means of H2O2 (in ppb) at Mt. Hohenpeissenberg. Upper
grey line: linear trend of summer values (May−September). Lower grey line: linear trend of
winter values (October−April); data from Dr. Stefan Gilge (Deutscher Wetterdienst, DWD).
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The extremely hot summer of 2003 led only to an increase of H2O2 by a factor of
two above the trend line. The winter values at Hohenpeissenberg show no trend
(mean of 0.14 ppb), whereas the summer values (mean of 0.51 ppb) show a trend
of about +0.02 ppb yr−1, remarkably similar to the trend found in Harwell (see
above). Hence, the increase (based on monthly means) corresponds to 4 % yr−1,
similar to the discussed increase in Greenland ice cores. The trend, however, is not
significant and the few measurements support increasing atmospheric summer
H2O2 concentrations.

2.8.2.9 OH: The key oxidant

The most important chemical cleaning agent in the climate system is the hydroxyl
radical (Ehhalt 1999) destroying about 3.7 $ 1015 g of trace gases each year (Prinn
et al. 2005). OH is very short-living and is thereby produced by very few reactions
(Chapter 5.3.2) and destroyed by a myriad of reactions within short-term photosta-
tionary states. Hence, selected long-living trace substances, which are removed only
via OH attack such as 1,1,1-trichloroethane (CH3CCl3, methyl chloroform), provide
an accurate method for determining the global and hemispheric behavior of OH.

Different spectroscopic techniques have been developed since the end of the
1980s to realise local OH measurements. At the Hohenpeissenberg observatory, the
first in situ long-term OH monitoring started in 1999 (Berresheim et al. 2000, Roh-
rer and Berresheim 2006) and showed no observable trend until 2003 (Fig. 2.88)
apart from strong seasonal and diurnal cycles. Rohrer and Berresheim (2006) found
that OH concentration can be described by a surprisingly linear dependency on
solar UV radiation throughout the measurement period, despite OH being influ-
enced by thousands of reactants. Essentially, this means that the whole OH data
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Fig. 2.88 OH trend between 1999 and 2003 at Hohenpeissenberg; data from Franz Rohrer
(Institute of Atmospheric Chemistry Jülich) and Harald Berresheim (Deutscher Wetterdienst
DWD), see also Rohrer and Berresheim (2006).



286 2 Chemical evolution

00                 04                  08                   12 16                   20                  24

time of day (CET)

6

5

4

3

2

1

0

[O
H

] i
n 

10
6

cm
-3

6

5

4

3

2
1

month of year

Fig. 2.89 Mean OH diurnal variation between 1999 and 2003 at Hohenpeissenberg (data
source see Fig. 2.88).

set can be described by a single variable, j (O1D). The variance of OH is dominated
by the diurnal cycle (76 %; Fig. 2.89) and the seasonal cycle (23 %), and several
field campaigns support the strong linear OH-j (O1D) correlation (Rohrer and Ber-
resheim 2006, and citations therein):

[OH] Z a( j (O1D)

10K5sK1)b

+ c (r 2 Z 0.85 ... 0.95) (2.113)

The exponent b reflects the combined effects of all photolytic processes producing
OH either directly or indirectly via HO2 recycling (b Z 1, with the exception of the
MINOS campaign where b Z 0.68). The dependence of OH on reactants is con-
densed into a single pre-exponential factor a (varying from 1.4 to 7.2 for different
sites). Finally, the coefficient c (varying from 0.01 to 0.20 for different sites) includes
all processes that are light-independent, e. g. night time OH formation. The findings
of Rohrer and Berresheim (2006) allows us to define an “OH index” characterized
by a simple set of coefficients for months or even years to describe observable
impacts and trends in the oxidation efficiency of the troposphere in different chemi-
cal regimes. The five-year monitoring at Hohenpeissenberg has resulted in an aver-
age OH of 1.97 $ 106 molecules cm−3 with a maximum of 11.6 $ 106 molecules
cm−3.

Analysis of the methyl chloroform observations (Fig. 2.77) shows that global
average OH levels (since 1978; average until 2004 about 1.1 $ 106 molecules cm−3)
had a small maximum around 1989 and a larger minimum around 1998, with OH
concentrations in 2003 being comparable to those in 1979. This post-1998 recovery
of OH contrasts with the situation four years ago when reported OH was decreas-
ing. The 1997−1999 OH minimum coincides with, and is likely to be caused by,
major global wildfires and an intense El Nino event at this time (Prinn et al. 2005).
Prinn et al. (2001) also discussed a strong OH decline in the 1990s; hence, care is
taken when estimating trends. Certainly, variations are linked with those of CO,
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the major sink of OH and CH4, the second major sink (Chapters 2.8.2.4 and
2.8.2.6). The OH concentration in 2003/2004 is indistinguishable from that in
1979−1981 (Prinn et al. 2005). It should be noted here without going into chemical
details (Chapter 5) that the same class of pollutants (CH4, CO, NOx, NMVOCs),
promoting ozone as the key OH source via its photolysis, is responsible for OH
destruction and the experimental findings suggest this balance of OH concentra-
tion. In the case of no pollutants, OH itself destructed with O3 (so-called catalytic
ozone destruction mechanism).

2.8.2.10 H2: Light but problematic

First Gautier (1900, 1901) detected hydrogen to be permanent present in air. As
the second most abundant reactive gas in the troposphere after CH4, hydrogen is
present at about 500 ppb. In contrast to the distribution of most anthropogenically
influenced gases hydrogen is 3 % more abundant in the SH than in the NH (Khalil
and Rasmussen 1989, Novelli et al. 1999). Comparing the 1993−2008 averaged H2

concentrations from Mace Head (487.3 ± 84.8 ppb) and Cape Grim (517.3 ± 67.6
ppb), SH hydrogen is 6 % more abundant than NH. Khalil and Rasmussen (1990b)
have shown that between 1985 and 1989 the concentration of H2 increased at an
average rate of 3.2 ± 0.5 ppb yr−1 (a relative increase of 0.6 ± 0.1 % yr−1). Obvi-
ously, this trend (with a slower growth rate of about 2 ppb yr−1) was continuous in
the 1990s at Cape Grim (Fig. 2.90); the 1992/1993 mean amounts to 517 ppb and
reaches 530 ppb in 2000/2001. These increases originate from anthropogenic
sources.

Surface emissions include technological sources (industry, transportation and
other fossil fuel combustion processes), biomass burning, nitrogen fixation in soils
and oceanic activity and totals 39 Tg yr−1. The photochemical production (31 Tg
yr−1) from HCHO photolysis accounts for about 45 % of the total source of H2.
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Fig. 2.90 Long-term trend of molecular hydrogen (H2) derived from flask samples at Cape
Grim (in ppb); data from P. B. Steele, P. B. Krummel and R. L. Langenfelds, CSIRO, Aus-
tralia.
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Soil uptake (55 Tg yr−1) represents a major loss process for H2 and contributes
80 % of the total destruction. H2 oxidation by OH in the troposphere contributes
the remainder. The global burden of H2 in the atmosphere is 136 Tg. Its overall
lifetime in the atmosphere is 1.9 years (Hauglustaine and Ehhalt 2002). H2 is rather
well mixed in the free troposphere. However, its distribution shows a significant
seasonal variation (Fig. 2.90) in the lower troposphere where soil uptake dominates.
This loss process shows a strong temporal variability and is maximal during
summer.

Higher levels of hydrogen will add more water vapor to the stratosphere, where it
can affect stratospheric ozone. Ultimately, hydrogen comes from water via thermal
dissociation deep in the earth (Chapters 2.1.2) and via water splitting by photosyn-
thesis. It is lost into space (Chapter 2.2.1.3) and buried in the form of fossil fuels
(Chapter 2.2.2.5). It returns by combining with the OH radical in air back to water.
Ideas on a future so-called hydrogen technology could lead to a permanent hydro-
gen leakage; a small loss of the order of 1 % from the hydrogen-based energy indus-
try would increase hydrogen sources twofold (Wuebbles et al. 1997).

2.8.3 The carbon problem: Out of balance

From the analysis of the history of anthropogenic trace compounds in the atmos-
phere, its impacts on the climate system − so far we understand the processes
of climate change − and recognizing the introduced abatement, few atmospheric
environmental problems remain that are connected with the compounds N2O, CH4

and CO2. The carbon dioxide problem is by far the most serious. There is no or
only very little hope that CO2 emissions will decrease in the next two or three
decades. In contrast to N2O and CH4, the atmospheric residence time of “anthro-
pogenic” CO2 is orders of magnitudes larger (Chapter 2.8.3.3); in other words, even
when there is a zero CO2 emission world, the subsequent “greenhouse” effect will
still last several hundreds of years. However, there are ways to solve the problem
(Chapter 2.8.4). That part of N2O and CH4 linked with fossil fuels will “automati-
cally” be solved together with the CO2 problem. Hence, because the remaining
sources of N2O and CH4 are linked with agriculture and food production, they are
likely to become the dominant residual problem in 100 years, but with a far lower
impact factor then today. By then there will be another residual air pollution prob-
lem, the formation of NOx in all high-temperature processes. At present, the cata-
lytic treatment of NOx containing exhaust gases will abate these emissions only
between 50 % and 70 %.

In the following three subsections, the “carbon problem” is characterized in
terms of the budget, residence time and global equilibrium.

2.8.3.1 The carbon budget

Since the beginning of the Industrial Revolution, humans have emitted about
330 $ 1015 g CO2dC from the combustion of fossil fuels and cement production
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(Boden 2009), and about 150 $ 1015 g CO2dC from land use change, mainly defor-
estation (Houghton 2005b). Since 1950 these sources have amounted to about
350 $ 1015 g CO2dC, i. e. 73 % of the total carbon release. Measurements and con-
structions of carbon balances, however, reveal that less than half of these emissions
remain in the atmosphere (Prentice et al. 2001). The anthropogenic CO2 that did
not accumulate in the atmosphere must have been taken up by the ocean, by the
land biosphere or by a combination of both.

Anthropogenic CO2 emissions have been growing about four times faster since
2000 than during the previous decade, despite efforts to curb emissions in a number
of Kyoto Protocol signatory countries. Emissions from the combustion of fossil fuel
and land use change reached 10 $ 1015 g CO2dC in 2007. Natural CO2 sinks are
growing but slower than the atmospheric CO2 growth, which has been increasing
at 2 ppm since 2000 or 33 % faster than the previous 20 years. Natural land and
ocean CO2 sinks, which removed 54 % (or 4.8 billion tons per year) of all CO2
emitted from human activities during the period 2000−2007, are now becoming
less efficient. Although the size of these sinks continues to grow in response to
greater concentrations of CO2 in the atmosphere, they are losing efficiency as feed-
backs between the carbon cycle and climate increase (IPCC 2007).

It is easy to calculate the amount of CO2 accumulated in the atmosphere. The re-
cent CO2 mixing ratio (382 ppm) corresponds to 822 $ 1015 g CO2dC. Taking into
account the total mass of the atmosphere (5.2 $ 1021 g; Table 2.2) it follows that:

atmospheric CO2dC mass Z 0.0382 [volK%] $ 10K2 $
12
29

$ 5.2 $ 1021

Z 822 $ 1015g,

where 12 is the mol mass of carbon and 29 the mol mass of air. The changing air
concentrations of trace compounds do not influence the value of the total mass of
the atmosphere in any detectable way. Hence, the “reference” level of 300 ppb
(related to about 1900) is equivalent to 646 $ 1015 g CO2dC; the total added CO2
mass since 1900 is therefore, 176 $ 1018 g CO2dC, exactly half of the total emitted
carbon (350 $ 1015 g). The whole period (1900−2007) average of yearly biospheric
uptake of the anthropogenically emitted CO2 is 50 %. Because of the linear relation-
ship between accumulated CO2 in the atmosphere (“airborne fraction”) and the
CO2 mixing ratio over this period, Fig. 2.91 suggests that this uptake fraction re-
mains constant. This means that the emitted carbon dioxide is directly “partitioned
among reservoirs”.

From these data, the 350 $ 1015 g CO2dC of human carbon emissions over the
past 107 years would have increased CO2 concentration from 300 to 465 ppm, if it
had all stayed there. Since present carbon dioxide concentration is about 382 ppm,
50 % of the cumulative emissions have been absorbed by the environment assuming,
of course, that the carbon source is entirely human (there is no doubt).

Thus, we can simply calculate the future CO2 concentration assuming different
CO2 based on the slope25 given by Fig. 2.91 and assuming (which is not self-evi-

25 It is remarkable that the linear fit (r 2 Z 0.999) only begins at 1900. The period before (Fig. 2.66)
is characterised by several distinguished positive and negative trends in CO2. Between 1600 and
1800 there is a CO2 minimum plateau (~ 270 ppm). This period is called the little ice age (LIA).
It is generally agreed that there were three minima, beginning about 1650, 1770 and 1850, each
separated by intervals of slight warming. Beginning around 1850, the climate began warming and
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Fig. 2.91 Relationship between cumulative anthropogenic CO2 emission (data from Boden
2009) and atmospheric CO2 mixing ratio (data from Fig. 2.70).
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Fig. 2.92 Two scenarios of future atmospheric CO2 development (see text for assumptions).

dent) that the airborne fraction (50 %) also remains constant in future. In Fig. 2.92,
two different emission scenarios are presented:

a) A further but slowing down increase of CO2 emission (3 % until 2020, then 2 %
until 2030 and further 1 % growth); land use change and biomass burning 3 Gt
CO2dC yr−1 constant until 2040 and further 2 Gt CO2dC yr−1, no carbon
capture; and

b) The continuous increase of CO2 emission, but with a faster slows down (3 %
until 2010, then 2 % until 2015 and 1 % until 2020), from 2020 carbon capture
(1 % yr−1 increase until 2015 and then 5 % yr−1 until 2050).

the LIA ended. We may assume that natural CO2 exchange was dominant and that the anthropo-
genic signal masked before 1900.
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Scenario b) seems to be very optimistic − it results in a constant CO2 mixing ratio
of 465 ppm after 2050. It is more likely that carbon capture and sequestration/
storage (CCS) technology (Chapter 2.8.4) becomes important only after 2030 and
will capture a maximum of 50 % of the fossil fuel-released CO2. It is also unlikely
that the yearly consumption of fossil fuels will be more reduced before 2050 because
of the increasing alternative energy source percentage of the total energy consump-
tion. Hence, in 2050 a value of around 500 ppm CO2 seems more likely.

The most important reservoir is the backmixed surface layer of the ocean. The
further transport of anthropogenic carbon from the surface to the ocean bulk (deep
sea) is believed to be extremely slow (hundreds of years). A first quantification of
the oceanic sink for anthropogenic CO2 is based on a huge amount of measured
data from two international ocean research programs (Sabine et al. 2004). The
cumulative oceanic anthropogenic CO2 sink for 1994 was estimated to be
(118 ± 19) $ 1015 g CO2dC. Because the characteristic time for exchange between
surface and deep water is so large that all CO2 added to the atmosphere is so far
only stored within the upper layers; about 30 % of the anthropogenic CO2 is found
at depths shallower than 200 m and nearly 50 % at depths below 400 m; only 7 %
of total anthropogenic CO2 is found deeper than 1500 m (Sabine et al. 2004). The
anthropogenic emissions are added to the atmosphere, continuously increasing the
equilibrium carbon content of the surface layer as a result of the increasing partial
pressure of the carbon dioxide in the gas phase (see next section, Chapter 2.8.3.2).

For this base year (1994) the cumulative fossil fuel CO2 emission is 238 $ 1015 g
CO2dC (Boden 2009); hence, 50 % of the CO2 added to the atmosphere is captured
by the world’s oceans. The total oceanic dissolved carbonate carbon (Table 2.9)
corresponds to 0.028 g L−1 as carbon in seawater taking into account the volume
of the world’s oceans (Table 2.3). The experimentally estimated seawater standard
carbonate carbon is 0.0244 g L−1 seawater (Dickson et al. 2007). In the first 200 m
of the ocean, the total deposited anthropogenic CO2 (Table 2.82 and assuming that
30 % is within this layer) only contributes to 3 % to dissolved inorganic carbon
(DIC). Hence, it is very difficult to measure trends in the DIC because of man-
made changes (see Fig. 2.96).

The kinetic processes of exchange and transport are in the area of a few years
for the system atmosphere − the mixed surface layer of the ocean − whereas the
exchange time with the deep sea is between 500 and 2000 years (Wagener 1979).
Variations in surface concentration are related to the length of time that the waters
have been exposed to the atmosphere and the buffer capacity for seawater, as ex-
pressed by the Revelle factor. This factor represents the ratio of the instantaneous
fractional change in the partial pressure of CO2 (p /p0) exerted by seawater to the
fractional change in total CO2 dissolved in the ocean waters (Σ CO2/(CO2)0), where
the subscript 0 denotes the reference status and Σ CO2 denotes all forms of DIC
(Chapter 2.8.3.2). Changes between ocean sediment and deep water play no role on
a time scale of a few hundred years of anthropogenic perturbation of the surface
layer CO2. But over thousands of years nearly all anthropogenic CO2 will be cap-
tured by the ocean.

In constructing the global carbon budget the problem of the uncertainty of large
global values, such as the marine and terrestrial photosynthesis (CO2 uptake from
the atmosphere) and respiration (CO2 release to the atmosphere), arises. The global
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Table 2.82 Global carbon budgets.

process In 1015 g C yr−1 In 1015 g C total
(Denman et al. 2007) (Sabine et al. 2004)

1990s 2000−2005 1800−1994 1980−1999

industrial CO2 emissiona 6.4 ± 0.4 7.2 ± 0.3 244 ± 20 117 ± 5 329d

land-use change 1.6b 1.6b 100−180 24 ± 12 156e

sum 8.0 8.9 344−424 141 485
atmospheric increase 3.2 ± 0.1 4.1 ± 0.1 165 ± 4 65 ± 1 225f

difference (biospheric
uptake) 4.8 4.8 179−259 76 260
ocean uptake 2.2 ± 0.4 2.2 ± 0.5 118 ± 19 37 ± 8 165g

terrestrial uptake 2.6c 2.6c, e 61−141 39 ± 18 95
a from fossil fuel use and cement production
b range 0.5−2.7
c range 0.9−4.3
d 1751−2005 (Boden et al. 2009)
e 1850−2005 (Houghton 2008)
f calculated from the difference 384 to 280 ppm CO2
g to be assumed 50 % of cumulative industrial CO2 emission
e forest sequestration for the period 1993−2003 has been estimated to be 0.3 · 1015 g C yr−1

(IPCC 2007)

total value of CO2 assimilation is about 200 $ 1015 g yr−1 carbon. Assuming an
error of 10 % (what surely is very optimistic), the bias (20 $ 1015 g yr−1) is twice as
large as the annual anthropogenic carbon release into the atmosphere. Therefore,
it is impossible to constrain a budget from the differences of such values.

The total flux (budget) in terms of net surface CO2 surface exchange includes
fossil fuel burning (including cement production), fires (forest, savannah and wood
fuel), terrestrial biosphere exchange and exchange with the ocean:

F (x, y, t) Z Fff (x, y, t) + Ffire (x, y, t) + Fbio (x, y, t) + Focean (x, y, t) (2.114)

Fbio and Focean can be positive or negative depending on the location and time,
thereby showing fluctuation and trends. Fff and Ffire are considered positive (this
sign is related to a flux into the atmosphere). However, we can assume that on
average over a few years (or let’s say as a climatological mean) the natural carbon
budget is zero; small fluctuations in the yearly difference assimilation (GPP) respi-
ration results in fluctuations of the atmospheric CO2 growth rate (Fig. 2.71). The
net ecosystem production (NEP) globally is likely to be zero or negligible (Chap-
ter 2.3.5.3): NEP Z GPP − Σ (respiration plants and consumer) z 0. Assuming
that this is correct, we must only consider the budget between atmospheric CO2

content (its increase based on measurements − the most reliable value), the emis-
sions by different sources (fossil fuel burning, cement production, land use change
and other biomass burning) and the oceanic increase (Table 2.82).

The impact of global climate change on future carbon stocks is particularly com-
plex. These changes might result in both positive and negative feedbacks on carbon
stocks. For example, increases in atmospheric CO2 are known to stimulate plant
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yields, either directly or via enhanced water use efficiency, and thereby enhance the
amount of carbon added to soils. Higher CO2 concentrations can also suppress the
decomposition of stored carbon because C/N ratios in residues might increase and
because more carbon might be allocated below ground. Predicting the long-term
influence of elevated CO2 concentrations on the carbon stocks of forest ecosystems
remains a research challenge (Prentice et al. 2001). The severity of damaging hu-
man-induced climate change depends not only on the magnitude of the change but
also on the potential for irreversibility. Solomon et al. (2009) show that climate
change that takes place because of increases in carbon dioxide concentration is
largely irreversible for 1000 years after emissions stop. The question of how large
the residence time of anthropogenic CO2 in the atmosphere is will be discussed in
Chapter 2.8.3.3. There are strong arguments that the anthropogenic-caused CO2

increase is largely irreversible; hence, stopping emissions will not solve (though
might smooth) climate change problems. As a consequence, CO2 capture from the
atmosphere remains the challenge for climate sustainability (Chapter 2.8.4). The
oceans have certainly been identified as the final sink of anthropogenic CO2 but
after thousands of years; moreover, the seawater uptake capacity will decrease and
oceanic acidification will result in serious ecological consequences (see next section,
Chapter 2.8.3.2).

Solomon et al. (2009) stated that following the cessation of emissions, the re-
moval of atmospheric carbon dioxide will decrease radiative forcing, but that is
largely compensated by the slower loss of heat to the ocean, so that atmospheric
temperatures do not drop significantly for at least 1000 years. Among illustrative
irreversible impacts that should be expected if atmospheric carbon dioxide concen-
trations increase from current levels (385 ppm) to a peak of 450−500 ppm over the
coming century are irreversible dry season rainfall reductions in several regions
comparable to those of the “dust bowl” era and inexorable sea level rise. The ther-
mal expansion of the warming ocean provides a conservative lower limit to irrevers-
ible global average sea level rise of at least 0.4−1.0 m if twenty-first century CO2

concentrations exceed 600 ppm and 0.6−0.9 m for peak CO2 concentrations exceed-
ing 1000 ppm. Additional contributions from glaciers and ice sheet contributions
to future sea level rises are uncertain but might equal or exceed several metres over
the next millennium or longer.

2.8.3.2 The CO2-carbonate system

In water, the following chemical carbon-IV species exist in equilibrium: carbon
dioxide (CO2), carbonic acid (H2CO3), bicarbonate (HCO3

−) and carbonate
(CO3

2−). Additionally, the phase equilibriums with gaseous CO2 and a possible
solid body such as CaCO3 and MgCO3 have to be considered. Free carbonic acid
is not isolated but the structure O]C(OH)2 in aqueous solution has been con-
firmed. Often the expression CO2 $ H2O is also used for carbonic acid. The sum of
the dissolved carbonate species is denoted as total DIC and is equivalent with other
terms used in literature:

DIC b Σ CO2 b TCO2 b CT Z [CO2] + [H2CO3] + [HCO3
−] + [CO3

2−]
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The carbon dioxide (physically) dissolved in water − we denote it as CO2(aq) −
is in equilibrium with gaseous atmospheric carbon dioxide CO2(g). There is no way
to separate non-ionic dissolved CO2(aq) and H2CO3; therefore, it is often lumped
into CO2

*(aq). Analytically, DIC can be measured by acidifying the water sample,
extracting the CO2 gas produced and measuring. The marine carbonate system
represents the largest carbon pool in the atmosphere, biosphere and ocean, meaning
it is of primary importance for the partition of atmospheric excess carbon dioxide
produced by human activity.

The ocean is saturated with CaCO3, which represents the largest carbon reservoir
in sediments in forms of calcite and aragonite (Zeebe and Gattuso 2006). The
higher carbonate (in terms of DIC) solubility is because of dissolved CO2, which
converts carbonate (CO3

2−) into higher soluble bicarbonate (HCO3
−). It follows that

the capacity of the ocean for CO2 uptake is still very large − the system is far away
from saturation in DIC (or total carbonate, respectively) but rather in equilibrium.
With increasing atmospheric CO2 the seawater CO2/carbonate concentration in-
creases, and vice versa, i. e. in the case of decreasing atmospheric CO2 concentra-
tions the ocean will degas CO2, thereby leading to a new equilibrium. That means,
even in the case of carbon capture from the atmosphere (Chapter 2.8.4.2), the re-
duction of atmospheric CO2 is not equivalent to (or less than) the captured CO2.
The history of anthropogenic CO2 is the story of the coupled ocean-atmosphere
reservoir.

Seawater is slightly alkaline (pH z 8.2) because of the equilibrium between
CaCO3 bottom and dissolved carbonate; subscripts s denote solid phase, aq dis-
solved phase and g gaseous phase (note that ions are generally dissolved chemical
species):

(CaCO3)s &)*
H2O

Ca2+ + CO3
2− solubility product L (or Ks) (2.115)

CO3
2− + H2O # HCO3

− + OH− hydrolysis constant 1 (2.116)

Carbonate acts as a base (Chapter 4.2.5.2). The solubility of CaCO3 at 20 °C in
water is only about 0.007 g L−1 as carbon. CaCO3 water solubility (in mg L−1)
decreases linearly with increasing temperatures − [CaCO3] Z 80.3 − T (r2 Z 0.997),
T in °C − and increases slightly with increasing CO2 partial pressure − [CaCO3] Z
56.5 + 0.0219 $ [CO2 (g)] (r2 Z 0.986; 20 °C), valid in the range 20−1000 ppm CO2

(data from D’Ans and Lax 1943).
Processes (2.115) and (2.116) describe the solid-liquid equilibrium at the oceanic

bottom (sediment-seawater interface) with suspended matter in seawater (calcare-
ous organisms). Moreover, similarly the processes of heterogeneous nucleation and
droplet formation from CCN as well as in general the solid-water interfacial process
are described (Fig. 2.93). Hence, seawater is an excellent solvent for acidic gases
such as SO2 (used for flue-gas desulfurization at some coastal site power stations)
and atmospheric CO2. The ratio between atmospheric and oceanic (water dissolved)
CO2 is described by the Henry equilibrium (2.117; see also Chapter 4.3.2):

CO2 (g) # CO2 (aq) true Henry constant HCO2 (2.117)

This “physical” equilibrium depends only on the temperature. As mentioned above,
it is not possible to measure CO2 (aq) but only the sum CO2 (aq) + H2CO3 hence,
all listed equilibrium constants are related to an apparent Henry constant:
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Fig. 2.93 Scheme of the multiphase CO2-carbonate system.

Hap Z
[CO2 (g)]

[CO2 (aq)] + [H2CO3]
z

[CO2 (g)]

[CO2 (aq)]
Z H apparent Henry constant(2.118)

As seen later, taking into account the hydrolysis constant of H2CO3, the percentage
of carbonic acid is very small (~ 0.3 %), so that Hap z H is valid within the meas-
urement errors. Fig. 2.94 shows the temperature dependency of the Bunsen’s absorp-
tion coefficient α (data from D’Ans and Lax 1943). This coefficient is directly
related to the Henry constant via α Z H ⋅ RT (R gas constant), where H has the
dimension mol L−1 atm−1. An empirical fit results in (r2 Z 0.999), but is slightly
different for two ranges of temperature:

α Z 0.0008 $ T 2K 0.0585 $ T + 1.6992 (0K25 (C)

α Z 0.0002 $ T 2 K 0.0256 $ T + 1.283 (25K60 (C)

Carrol and Mather (1992) have shown that between 0 °C and 100 °C the depend-
ency of H from T is nearly linear. From the empirical data the following can be de-
rived:

H Z
1

11.39 + 0.81 $ T
, T in °C

A “true” equilibrium is given through subsequent chemical reactions, leading to
the higher solubility of CO2 in water. Dissolved carbon dioxide forms bicarbonate
via different steps:
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Fig. 2.94 Solubility of CO2 in water (at 1 atm CO2) in terms of the dimensionless Bunsen
absorption coefficient α in dependence from temperature (in volume dissolved CO2 / volume
of solution); data from Gmelin (1943).

CO2(aq) + H2O # HCO3
− + H+ apparent first dissociation

constant Kap
(2.119)

CO2(aq) + H2O &))*
kK2.119

k2.119
H2CO3 hydration constant Kh (2.120)

H2CO3 # H+ + HCO3
− true first dissociation

constant K1
(2.121)

HCO3
− # H+ + CO3

2− second dissociation
constant K2

(2.122)

CO2 hydration (2.120) is relatively slow and in comparison with total dissolved
CO2 the concentration of H2CO3 is very low (negligible). Reaction (2.120) occurs
for pH < 8; for pH > 10 reaction (2.123) is dominant, in the pH region 8−10 both
reactions are parallel and it is complicated to study the kinetic. Hence, reliable
kinetic data are valid only for pH < 8 and pH > 10, respectively.

CO2(aq) + OH− &))*
kK2,122

k2.122

HCO3
− hydrolysis constant 2 (2.123)

However, reaction (2.123) plays basically no role in natural waters with the excep-
tion of the initial state of cloud/fog droplet formation from alkaline CCN (e. g. flue
ash and soil dust particles). The reaction rate constants (minus prefix means the
inverse reaction) have been “best” estimated to be k2.120 Z 0.03 s−1 (25 °C) and
k−2.120 Z 20 s−1 (25 °C) as pseudo-first order rates and k2.123 = 8400 L mol−1 s−1

and k−2.123 Z 2 $ 10−4 s−1. All K and k data given here are taken from Gmelin
(1973); these data are also adapted by Sigg and Stumm 1996, Stumm and Mor-
gan 1996).
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Table 2.83 Equilibrium constants in the aqueous CO2-carbonate system (data from Gmelin
1973 if not other noted).

T (in °C) 0 5 10 15 20 25

H (in 10−2 atm−1 mole L−1) 7.70 − 5.36 − 3.93 3.45
Kap (in 10−7 mole L−1)a 2.64 3.04 3.44 3.81 4.16 4.45
K1 (in 10−4 mole L−1) − 1.56 − 1.76 1.75 1.72
Kh · 103 (b) − 1.96 − 2.16 2.52 2.59
K2 (in 10−11mole L−1) 2.36 2.77 3.24 3.71 4.20 4.29
Kap = Ks · Kh (in 10−7 mole L−1) − 3.06 − 3.80 4.41 4.45
a Lide (2005)
b Kh = [H2CO3] / [CO2 (aq)]

The equilibrium constant of the apparent first dissociation (2.119) is given by:

Kap Z
[HCO3

K] [H+]

[CO2 (aq)]
Z K1Kh (2.124)

Kap can be relatively easily estimated from equilibrium concentration measurements
and the hydration constant Kh is calculated according to Eq. (2.123); Table 2.83.

The adjustment of equilibriums (2.121) and (2.122) is fast; the direct estimation
of the dissociation constants K1 and K2 is not possible from concentration measure-
ments (only indirectly through potentiometric and/or conductometric measure-
ments). The true first dissociation constant K1 (pK Z 3.8) is three orders of magni-
tude larger than the apparent dissociation constant Kap. Hence, carbonic acid is 10
times stronger than acetic acid but acetic acid can degas CO2 from carbonic solu-
tions because H2CO3 is decomposed to about 99 % into CO2 (which escapes from
the water) and H2O as it follows from Kh. This makes the aqueous carbonic system
unique: carbonic acid exists as well (but in very low concentrations) as H2CO3 (in
kinetic-inhibited equilibriums) and largely as CO2 $ H2O where CO2 degassing is
also inhibited. The second dissociation constant characterizes bicarbonate as a very
weak acid (pK2 Z 10.4). The aqueous-phase concentrations of different C(IV) spe-
cies can be calculated from the equilibrium expressions:

[CO2 (aq)] Z H $ [CO2 (g)] (2.125)

[H2CO3] Z H $ Kh [CO2 (g] (2.126)

[HCO3
K] Z H $ K1Kh [CO2 (g] [HC]K1 (2.127)

[CO3
2K] Z H $ K1K2Kh [CO2 (g)] [HC]K2 (2.128)

At a typical surface seawater pH of 8.2, the speciation between [CO2], [HCO3
−] and

[CO3
2−] is 0.5 %, 89 % and 10.5 %, showing that most of the dissolved CO2 is in the

form of HCO3
− and not CO2. For the description of the overall gas-aqueous equilib-

rium the so-called effective Henry constant is used (Chapter 4.3.2):

Heff Z
[CO2 (g)]

DIC
Z

[CO2 (g)]

[CO2 (aq)] + [H2CO3] + [HCO3
K] + [CO3

2K]
(2.129)
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Using the expression (2.125) to (2.128), it follows for the total DIC:

DIC Z H [CO2(g)] (1 + Kh(1 + K1[H+]K1 + K1K2[H+]K2)) (2.130a)

or

DIC z H [CO2(g)] (1 + Kap [H+]K1 + KapK2[H+]K2) (2.130b)

The true Henry constant strongly depends on temperature. From data listed in
Gmelin (including more up to 50 °C, not listed in Table 2.83) it can be derived
(r2 Z 0.99):

H Z 0.061 $ exp (−0.023 $ T ) T in °C (2.131)

Expressions for K1 and K2 independent of temperature T (in K ) and salinity S
(in ‰) are given by Lueker et al. (2000); k0 Z 1 mol kg−1 seawater:

log (K1
* / k 0) Z

K3633.86
T

+ 61.2172 K 9.6777 $ ln T

+ 0.011555 $ S − 0.0001152 $ S2

log (K2 / k 0) Z
K471.78

T
+ 25.929 C 3.16967 $ ln T

+ 0.01781 $ S − 0.0001122 $ S2

In Lueker et al. (2000) and Dickson et al. (2007), the equilibrium constant K1
* is

expressed as:

K1
*Z

[HC] [HCO3
K]

[CO2(aq)] + [H2CO3]

which corresponds to:

1

K1
*

Z
[CO2(aq)]

[H+] [HCO3
−]

+
[H2CO3]

[H+] [HCO3
−]

Z
1

Kap
+

1
K1

z
1

Kap

Hence, care is taken in adopting constants from different studies to avoid confusing
similar symbols that are based on different equilibriums. Moreover, using the same
name for different definitions presents another source of confusion.

It follows that pK1
* (z pKap) Z 5.8472 and pK2 Z 8.966 (pK Z −log(K /k0)

whereby S Z 35‰ and 25 °C. From the values listed in Table 2.83 it would follow
that pKap (z pK1

*) Z 6.3 and pK2 Z 11.63, considerably different from the values
for seawater. This certainly explains the different calculated concentrations based
on given atmospheric CO2 partial pressures (see below). At 25 °C and water having
pH Z 8.1, the equilibrium concentration of total DIC can be calculated from Eq.
(2.129) as (in mol L−1 whereas CO2(g) in 10−6 ppm):

DICwater Z 2.3 $ [CO2 (g)] and DICseawater Z 8.2 $ [CO2 (g)] (2.130c)

using K values given for pure water (Table 2.83) and seawater, respectively. It follows
with 380 ppm atmospheric CO2 for DIC in water 11 mg C L−1 and in seawater
31 mg C L−1. The measured DIC in surface seawater (Dickson et al. 2007) amounts
to 27.6 mg L−1 as carbon or 0.0023 mol L−1 and is within the range of the above
estimates. This suggests that the K values are either known only with significant
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uncertainties or (more likely) that the seawater DIC is not always in equilibrium.
Calculations and laboratory experiments for equilibrium estimates exclude the in-
teraction with solid CaCO3. Assuming that the relationship is valid, it can be tuned
by taking the measured values (28 mg L−1 carbon in surface seawater and 384 ppm
atmospheric CO2) to get:

DICseawater Z 6.1 $ [CO2 (g)]

or generally

DICseawater Z a (T, pH) $ [CO2 (g)] (2.130d)

It is important to note that the “factor” a depends on the seawater pH and (to a
lesser extent) T; in (2.130d) a Z 6.1 is valid only for pH Z 8.1 but for pH Z 7.9
and pH Z 8.2 the factor ranges twofold, namely 3.8 and 7.7, respectively. This
means that with decreasing seawater pH the uptake capacity for atmospheric CO2

decreases significantly. Increasing sea surface temperature (SST) also leads to de-
creasing DIC; from Eq. (2.130b), taking into account the temperature dependency
of H and Kap, it follows in the range 0−30 °C a linear fit (r2 Z 0.99) with a slope
of −0.13 mg L−1 carbon. However, the relationship between atmospheric CO2 is
more complicated because of the buffer capacity of seawater (besides carbonate in
a more exact treatment all buffering chemical species − for example borate − have
to be considered). The buffer capacity of carbonized water (here seawater) is given
to complete the acid-based reaction:

CO2(aq) + CO3
2− + H2O # 2 HCO3

− primarily buffering (2.132)

Anthropogenic CO2 dissolves in seawater, produces hydrogen ions and neutralizes
carbonate ions. Hence, H+ concentration (and pH) will not change in small ranges
depending on the CO2 partial pressure increase and the available carbonate in sea-
water. But when seawater pH declines as a result of rising CO2 concentrations, the
concentration of CO3

2− will also fall (see reaction 2.132) reducing the calcium car-
bonate saturation state. Marine carbonates also react with dissolved CO2 through
the reaction:

CO2(aq) + CaCO3 + H2O # 2 HCO3
− + Ca2+ secondary buffering (2.133)

This reaction depends on the calcium carbonate saturation state Ω; the latter is
expressed by:

Ω Z
[Ca2+] [CO3

2−]

LCaCO3
(2.134)

where LCaCO3 is the solubility product. Unless sufficient carbonate is present,
CaCO3 will dissolve back into the surrounding seawater. Because the ocean is in
contact with carbonate sediments, both on shelves and in the deep sea, the ocean
as a first approximation is roughly saturated with respect to calcite. If we assume
that the concentration of Ca2+ has remained nearly constant, this is equivalent to
a roughly constant carbonate-ion concentration. In regions where Ω > 1.0, the
formation of shells and skeletons is favored. Below a value of 1.0, the water is
corrosive and the dissolution of pure aragonite and unprotected aragonite shells
will begin to occur. Equation (2.134) is a bit curious because from reaction (2.116)
it follows that:
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Ks Z
[Ca2+] [CO3

2−]

[CaCO3]
and Ks [CaCO3] Z [Ca2+] [CO3

2−] Z LCaCO3
, (2.135)

where the CaCO3 activity of the solid body is set by convention to be one. There-
fore, Ks b L and hence, Ω Z 1. Supersaturation and undersaturation remain, there-
fore, in small limits. However, water bodies with insufficient solid CaCO3 are gener-
ally undersaturated.

Oceanic uptake of anthropogenic CO2 leads to a shift between carbonate and
bicarbonate: in other words, to a larger solubility of mineral CaCO3. It has been
argued that, as a consequence of higher CO2 partial pressures, the surface layers of
the ocean will become undersaturated with calcium carbonate, according to equa-
tion (2.133), with possible catastrophic biological consequences for a variety of
marine organisms (for example, coral reefs, shells and skeletons of other marine-
calcifying species). However, from general aspects, it seems unlikely that CaCO3

supersaturation is a precondition for carbonate biomineralisation for the following
three reasons: a) life processes are far out of equilibrium; b) biomineralisation
depends on the active transport of ions through biomembranes driven by metabolic
energy and thereby do not depend on the free energy of any carbonate reaction;
and c) calcium carbonate structures of living organisms can be covered by organic
tissue, representing a barrier against fast exchange processes (Wagener 1979). The
ecological consequences of a possible change in the calcium carbonate supersatura-
tion, with respect to calcareous organisms, can only be examined experimentally.

Furthermore, CO2 uptake leads to so-called oceanic acidification. With a very
good approximation (i. e. neglecting the carbonate concentration compared with
that of bicarbonate), equation (2.130) can be reduced to:

[CO2 (g)] Z
[H+] [DIC]

HKap
(2.136)

and further transformed into:

pH Z log DIC − log HKap − log [CO2 (g)] (2.137)

Unfortunately, DIC is a function of pH and, therefore, no simple relationship be-
tween atmospheric CO2 concentration and seawater pH can be found. Pearson and
Palmer (1999) held DIC constant to estimate the relationship between changing
atmospheric CO2 and pH, assuming a preindustrial pH of 8.25 at the preindustrial
CO2 value of 280 ppm. However, there is no serious argument to hold DIC constant
over time; by contrast Sabine et al. (2004) have shown that the oceanic DIC reflects
the accumulated atmospheric CO2. Caldeira and Berner (2000) held carbonate con-
stant and used the formula (simply derived from Eq. 2.128):

[CO2 (g)] Z
[H+]2 [CO3

2−]

HKap K2
(2.138)

from which:

pH Z 0.5 log [CO3
2K] K 0.5 log HKapK2 K 0.5 log [CO2(g)]

b const K 0.5 log [CO2 (g)] (2.139)
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Fig. 2.95 Relationship between atmospheric CO2 mixing ratio and seawater pH assuming a
pH of 8.25 at a CO2 mixing ratio of 280 ppm and constant seawater carbonate concentration.

follows and const Z 6.474, assuming a preindustrial pH of 8.25 at the preindustrial
CO2 value of 280 ppm; Fig. 2.95 shows this relationship.

It follows that by 2100, using the scenario without CCS technology (Fig. 2.92)
for about 1000 ppm CO2, the seawater pH would decrease to 7.96. From the reac-
tions (2.132) and (2.133), it follows that increasing CO2 would lead to increasing
bicarbonate, whereas carbonate is transformed into bicarbonate and the carbonate
concentration is adjusted through bicarbonate dissociation (2.122) and CaCO3 dis-
solution (2.115) but the relation is strong non-linear. From reaction (2.122) it fol-
lows that increasing [H+] leads to decreasing the carbonate ion concentration.
Hence, it is more likely that oceanic acidification is faster than predicted from
equation (2.139) and Fig. 2.94, which can be concluded from the measurements of
surface water pH (Marsh 2009, Caldeira and Rau 2000). According to the Ocean
Station Aloha, current pH (2008) is about 8.08 but from Eq. (2.139) it follows that
pH Z 8.18. Finally it makes no sense to adopt relationships such as (2.139) or
(2.137) to calculate historical and future seawater pH. There is no scientific evi-
dence to set the preindustrial seawater pH to 8.25. When using the reference 384
ppm CO2 and pH Z 8.08 as measured values for 2008, it follows from Eq. (2.139)
pH Z 8.15 as “preindustrial”, i. e. related to 280 ppm CO2. Exact measurements
of pH in natural waters are fully uncertain to the second decimal place.

Dore et al. (2003, 2009) found that over two decades of observation (Station
Aloha, see Table 2.84) the surface ocean grew more acidic at exactly the rate ex-
pected from the chemical equilibration with the atmosphere. However, that rate of
change varied considerably in terms of seasonal and inter-annual time scales, and
even reversed for a period of nearly five years (Fig. 2.96). The concentrating/dilut-
ing effect of salinity changes on DIC can be removed from the measured data
through the normalization to a constant S (Z 35 ‰ where nDIC Z 35 DIC/S)26.

26 Fig. 2.96 is an interesting example of how to make misinterpretations when not considering
collateral factors.
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Table 2.84 Mean data sets from the deep-water Station ALOHA (A Long-Term Oligo-
trophic Habitat Assessment; 22° 45' N, 158° 00' W) located 100 km north of Oahu, Hawaii.
Data from: Dore, J. E. (2009) Hawaii Ocean Time-series surface CO2 system data product,
1988−2008, http://hahana,soest,hawaii,edu/hot/products/products,html, SOEST, University
of Hawaii, Honolulu, HI.

parameter 1988−2008 1992−1998 2003−2008

pH (measured) −h 8.10 ± 0.01 8.09 ± 0.01
T, in ° C 24.9 ± 1.1 24.8 ± 1.3 24.9 ± 1.1
n 203 52 57
TAa in µeq kg−1 2306 ± 13 2300 ± 14 2308 ± 11
DICb in µmol kg−1 1975 ± 15 1966 ± 12 1980 ± 11
[CO2 (aq)]c, in µmol kg−1 9.8 ± 0.4 9.6 ± 0.2 10.0 ± 0.3
[CO3

2− ]d, µmol kg−1 234 ± 6 235 ± 5 231 ± 5
[HCO3

−]e, µmol kg−1 1731 1721 1737
pCO2, in ppmf 345 ± 16 337 ± 13 356 ± 14
[CO2 (g)], in ppmg 366 ± 10 360 ± 3 380 ± 3
a total alkalinity, measured by open cell titration; TA = [HCO3

−] + 2 [CO3
2−] + others

b measured by coulometry
c free seawater CO2 concentration
d seawater carbonate ion concentration
e calculated as difference between DIC and CO2 (aq) + CO3

2−

f mean seawater partial pressure, calculated from DIC and TA
g mean atmospheric CO2 mixing ratio (from Mauna Loa)
h measured pH values only from the selected periods available density of seawater (S = 35 ‰,
25 ° C): 1.023343 kg L−1 (Dickson et al. 2007)

Whereas S has no seasonal pattern, DIC (and n DIC) have distinct annual cycles,
largely driven by the input of DIC from below (via winter mixing) and biological
drawdown of CO2 (via photosynthesis).

Year-to-year changes seem to be driven by climate-induced changes in ocean
mixing and attendant biological responses to mixing events. Evidence has been
found for the upwelling of corrosive “acidified” water onto the continental shelf
(Feely et al. 2008). It is not possible to fit the measured data in Table 2.84 with the
equilibrium equations derived here, suggesting that a) either different equilibrium
constants are valid in seawater compared with pure water and/or b) that the seawa-
ter DIC concentration is not fully described by equilibrium conditions. The latter
is possible because of the fact of the mixing and varying biological activity in
respect to assimilation and respiration.

Moreover, this calculated inorganic carbon concentration does not incorporate
the fact that carbon is continuously supplied into the atmosphere and oceans by
degassing from metamorphism and magmatism and by the weathering of carbonate
minerals and organic carbon, and is continuously consumed by the production of
carbonate and organic carbon sediments (Fig. 2.9). Hence, the total DIC load of
the ocean can be expected to vary over time. Finally, the uptake of atmospheric
CO2 by the sea surface is a dynamic process that depends on oceanic and wind
circulation interlinked. Observations suggest that the Southern Ocean sink of CO2

has weakened between 1981 and 2004 by 0.08 $ 10−15 g decade−1 relative to the
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Fig. 2.96 Trend of dissolved inorganic carbon (DIC) at Station ALOHA (see Table 2.84 for
details); data from: Dore, J,E, 2009, Hawaii Ocean Time-series surface CO2 system data
product, 1988−2008, SOEST, University of Hawaii, Honolulu, HI, http://hahana.soest.
hawaii.edu/hot/products/products.html. (see also Dore et al. 2003, 2009).

trend expected from the large increase in atmospheric CO2 and this trend is attrib-
uted to the observed increase in wind (Le Quére et al. 2007).

2.8.3.3 Atmospheric CO2 residence time27

As mentioned already, the CO2 cycle has one major problem in the atmosphere −
there is no direct chemical sink. In nature, CO2 can only be assimilated by plants
(biological sink) through conversion into hydrocarbons (Chapter 2.2.2.3) and
stored in calcareous organisms, partly buried in sediments but almost completely
turned back into CO2 by respiration; hence, CO2 partitions between the biosphere
and atmosphere. With respect to time periods being of interest for humankind
(from decades to hundreds of years) this natural biogeochemical recycling can be
regarded to be closed or, in other words, the net flux is zero:

F Z Fbio
+ KFbio

K Z 0 (2.140)

Indexes + and − denote sources and sinks relative to the atmosphere. Hence, all
concentrations (pools) in the biosphere and atmosphere remain constant (we should

27 In Chapter 4.5, the theoretical conception of atmospheric residence time will be developed.
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not consider short-term variations because of seasonal and inter-annual fluctua-
tions). As mentioned in Chapters 2.2.2.5 and 2.5.5, there is another natural CO2

flux driven by volcanic exhalations. This source term is very uncertain but is likely
to be a value much less than 0.1 $ 1015 g yr−1 carbon. We can assume that all
volcanic CO2 − when there are no catastrophic events − will again be deposited or
assimilated. This inorganic carbon cycle (Fig. 2.9) might also be closed having a
net flux of zero:

F Z Fbio
+ K Fbio

K + Finorg
+ K Finorg

K Z 0 (2.141)

The only driving forces behind removing CO2 from the atmosphere are dry deposi-
tion (including plant uptake) and wet deposition (CO2 scavenging). As discussed,
the marine and terrestrial earth’s surface can be assumed to be carbonate saturated.
Hence, the physical (not the biological) surface resistance is zero as is the physical
dry deposition flux (Chapter 4.4.1 for details). Therefore, the only abiogenic re-
moval pathway from the atmosphere is CO2 scavenging by clouds and finally pre-
cipitation. We can easily calculate the DIC in precipitation (assuming equilibrium)
using Eq. (2.130b). Thus, we get 0.21 mg L−1 and 0.28 mg L−1 carbon for 280 and
383 ppm CO2, respectively (pH Z 5.6 and at 10 °C). By using the global precipita-
tion (Table 2.22) it results in a very small total of wet removal fluxes (in 1015 g
yr−1 carbon):

− 280 ppm CO2 (preindustrial): 0.08 and 0.02 for marine and terrestrial precipita-
tion, respectively and

− 384 ppm CO2 (today): 0.10 and 0.03 for marine and terrestrial precipitation, re-
spectively.

The river run-off (Tables 2.28 and 2.29) is about 0.46 $ 1015 g yr−1 carbon and is
much larger than the total wet deposited carbonate (0.13 $ 1015 g yr−1 carbon). The
global volcanic CO2 emission is uncertain and there is given a value (Table 2.41) of
0.02 $ 1015 g yr−1 carbon. We state that the global carbon wet removal is signifi-
cantly larger (by about a factor of 6−7) than the annual volcanic CO2 release.
Hence, it is likely that biogenic CO2 is precipitated but this amount is extremely
small compared with the assimilation flux (about 0.1 $ 1015 g yr−1 carbon). More-
over, the river run-off is much larger than the total continental wet removal flux
(by a factor of ~ 15). It is likely that it comprises biospheric carbonate from soils
but we cannot exclude anthropogenic CO2. We can summarize that the maximal
physical removal fluxes are 0.13 $ 1015 g yr−1 carbon wet deposition and 0.46 $ 1015

g yr−1 carbon river run-off.
The residence time τ in the sense of the turnover from one reservoir (atmosphere)

to another (biosphere) is generally described by:

τ Z
m

Fsink
(2.142)

where m mass of the compound in the reservoir. The CO2 mass in the preindustrial
atmosphere amounts to about 600 $ 1015 g yr−1 carbon with a global assimilation
rate (Fig. 2.10) of about 200 $ 1015 g yr−1 carbon, meaning the turnover time (a
“pseudo-residence time”) of natural CO2 amounts to about three years. Some cli-
mate skeptics (Segalstad 2009) use this time-quantity (enlarged because of rising
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atmospheric CO2 mass to about four years) to explain that after the cessation of
anthropogenic CO2 emissions the recovery of the atmospheric CO2 concentration
will soon be expected (within less than 10 years). However, this is misinterpreting
the conception of budgets and fluxes (Prather 2007). As seen from Eq. (2.141), it
follows that the natural removal is balanced with the new yearly input by respira-
tion. In Chapter 4.5 we will define the residence time mathematically and see that
Eq. (2.142) is valid only for removal processes which can be described by a first-
order rate equation (cf. Eq. 2.143):

Fsink Z
dm
dt

Z k $ m

Because almost all chemical reactions can be described as pseudo-first order (see
Chapter 4.2.1) and dry deposition (so far it is driven by physico-chemical sorption)
as well wet deposition can also mathematically described as first-order rate, removal
of most atmospheric trace constituents can be described by Eq. (2.142). However
CO2 assimilation must be considered as a zero-order process, i. e. the removal rate is
constant and independent from the atmospheric CO2 concentration. This becomes
reliable when considering the global biosphere as heterogeneous uptake process,
only depending from the plant amount. This consideration should not be fully valid
but explains that application of Eq. (2.142) is invalid. The above estimated “pseudo-
residence time” of CO2 is the time when all atmospheric CO2 (assuming no CO2

source via respiration) is completely consumed and the “reaction” (photosynthesis)
abrupt stops. However because respiration brings about at the same rate CO2 back
to the atmosphere, the “pseudo-residence time” of CO2 becomes infinite. Only bur-
ial of organic matter (lignin-derived organic matter, relatively non-biodegradable)
in sediments, representing a small excess of photosynthesis over respiration, is im-
portant over million of years for control of CO2 and O2 (Berner 2005, Beerling and
Berner 2005).

The CO2 measurement clearly shows that the accumulative CO2 increase is due
to anthropogenic emission without fully balancing it by a sink. We have discussed
in Chapter 2.8.3.1 that only about 50 % of annual anthropogenic CO2 is taken up
by the biosphere. The remaining 50 % builds up the carbon stock in the atmosphere
(“airborne fraction”) and can only be removed physically. This airborne fraction is
likely to increase because of the diminishing uptake capacity of the biosphere (for-
ests and ocean).

Taking the present anthropogenic CO2 mass in the atmosphere (Table 2.82) of
about 225 $ 1015 g carbon, and assuming that the river run-off represents the maxi-
mum physical removal rate, it follows from Eq. (2.142) that there is a residence
time of about 500 years. Taking into account only the atmospheric wet removal
flux (0.13 $ 1015 g yr−1 carbon), the residence time is 1700 years. Moreover, the
residence will increase with increasing airborne CO2. Having a mixing ratio of 500
ppm (corresponding to about 300 $ 1015 g carbon) by 2050, the residence time
increases to 650 and 2300 years, respectively. It is, therefore, likely that the removal
capacity of our climate system for the recovery of anthropogenic atmospheric CO2

is in the order of 1000 years. Then, the removal flux amounts to 0.2 $ 1015 g yr−1

carbon, only 2 % of the present man-made emission flux.
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2.8.4 Global sustainable chemistry

We can state that humans became a global force in the chemical evolution with
respect to climate change by interrupting naturally evolved biogeochemical cycles.
But humans also do have all the facilities to turn the “chemical revolution” into a
sustainable chemical evolution. That does not mean “back to nature”. At the begin-
ning of Chapter 2.8, we defined a sustainable society as being able to balance the
environment, other life forms and human interactions over an indefinite time pe-
riod. “The Great Acceleration is reaching criticality. Whatever unfolds, the next few
decades will surely be a tipping point in the evolution of the Anthropocene” write
Steffen et al. (2007).

A global sustainable chemistry first needs a paradigm change, namely the aware-
ness that growth drives each system towards a catastrophe. Sustainable chemistry,
also known as green chemistry, is a chemical philosophy encouraging the design of
products and processes that reduce or eliminate the use and generation of hazard-
ous substances. Anastas and Warner (1998) developed 12 principles of green chem-
istry:

1. Prevention: It is better to prevent waste than to treat or clean up waste after it
has been created.

2. Atom Economy: Synthetic methods should be designed to maximise the incor-
poration of all materials used in the process into the final product.

3. Less Hazardous Chemical Syntheses: Wherever practicable, synthetic methods
should be designed to use and generate substances that possess little or no
toxicity to human health and the environment.

4. Designing Safer Chemicals: Chemical products should be designed to affect
their desired function while minimizing their toxicity.

5. Safer Solvents and Auxiliaries: The use of auxiliary substances (e. g. solvents,
separation agents, etc.) should be made unnecessary wherever possible and
innocuous when used.

6. Design for Energy Efficiency: Energy requirements of chemical processes
should be recognized for their environmental and economic impacts and
should be minimised. If possible, synthetic methods should be conducted at
ambient temperature and pressure.

7. Use of Renewable Feedstocks: A raw material or feedstock should be renewable
rather than depleting whenever technically and economically practicable.

8. Reduce Derivatives: Unnecessary derivatization (use of blocking groups, protec-
tion/ deprotection, temporary modification of physical/chemical processes)
should be minimized or avoided if possible, because such steps require addi-
tional reagents and can generate waste.

9. Catalysis: Catalytic reagents (as selective as possible) are superior to stoichio-
metric reagents.

10. Design for Degradation: Chemical products should be designed so that at the
end of their function they break down into innocuous degradation products
and do not persist in the environment.

11. Real-time Analysis for Pollution Prevention: Analytical methodologies need to
be further developed to allow for real-time, in-process monitoring and control
prior to the formation of hazardous substances.
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12. Inherently Safer Chemistry for Accident Prevention: Substances and the form
of a substance used in a chemical process should be chosen to minimize the
potential for chemical accidents, including releases, explosions and fires.

With respect to the climate system, principles 1, 2, 7 and 11 are most important.
The basic principle of global sustainable chemistry, however, is to transfer matter
for energetic and material use only within global cycles without changing reservoir
concentrations above a critical level, which is ”a quantitative estimate of an expo-
sure to one or more pollutants below which significant harmful effects on specified
sensitive elements of the environment do not occur according to present knowl-
edge” (Nilsson and Grennfelt 1988).

2.8.4.1 Growth and equilibrium (stationary state)28

In nature, many processes follow this simple law (2.143), which expresses that the
change of a quantity N (for example population, mass, energy) is proportional to
the quantity itself. In other words, exponential growth occurs when some quantity
regularly increases by a fixed percentage. The proportionality coefficient λ charac-
terizes the process (biology, chemistry, physics, economy, etc.) as follows:

dN
dt

Z λ $ N Z F and N(t) Z N0 exp (λt) (2.143)

We see that dN / dt denotes a flux F; according to the sign, it could result in a
growth (positive sign) or decline (negative sign). It is clearly seen that a negative
flux will end with N (t) Z 0 with t % N when there is no permanent source
(positive flux) of N to maintain a pool of this quantity.

Growth (positive sign), however, is first a mathematical problem but bacterial
growth is the best example. Crichton (1969) wrote: “The mathematics of uncon-
trolled growth is frightening. A single cell of the bacterium E. coli would, under
ideal circumstances, divide every twenty minutes. That is not particularly disturbing
until you think about it, but the fact is that bacteria multiply geometrically: one
becomes two, two become four, four become eight, and so on. In this way it can be
shown that in a single day, one cell of E. coli could produce a super-colony equal
in size and weight to the entire planet earth.” Fortunately, mathematics describes
natural processes but does not control them.

The growth of a population is only possible if nutrients or food are available to
allow the increase in N. As discussed, this concerns the super-exponential growth
of the human population from the eighteen’s century onwards. Any (exponential)
growth of non-human population will soon be limited through nutrition, water and
the subsequent limits of the habitat. As a consequence of the increasing population
and the limits in its sustainability, a decline (negative growth) starts, in other words
the death of individuals. Basically, this is also valid for humans without solving the
supply problems concerning energy, food and materials. Scientific and technical
innovation, however, has (so far) overcome the limits. But there is a fundamental
difference to non-human populations; in nature (without humans) producers and

28 See also Chapter 4.1.5
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consumers are balanced − the mass budget is zero29; Eq. (2.140) is valid as we have
discussed it for CO2. Moreover, any growth is limited through the flux of renewable
(solar) energy to provide process energy.

Humans exceeded such natural limitations by exploiting raw materials from the
lithosphere (fossil fuels and minerals) and biosphere (wood), disregarding (or shift-
ing it into future) that the extraction fluxes (Eq. 2.142) are larger than the recovery
fluxes. For abiogenic matter (natural deposits recovery), the latter one is zero over
human time scales. Hence, the limits are well defined and replacement strategies
have been developed or designed. The problem of why they are not yet or only
hesitantly introduced is simply the economy, or more correctly the price. For so
long traditional technologies (especially mining, transportation and the combustion
of fossil fuels) have produced more profit, with solar energy (which first needs a
new infrastructure) secondary. Hence, the economic paradigm has to be changed:
the costs of energy must include the costs of sustaining the climate and/or the cost
of climate change. This done, only solar energy (direct or indirect) is much cheaper.

Another much more serious problem than resource limitation is the waste accu-
mulation in the climate system. The challenge is clear: to adopt the natural model
of cycling matter. Each produced good (from nature-extracted matter) must be
recycled to the chemical status of the primary compound or (compromising) trans-
ferred to a pool without climate impact.

Another message to economists and politicians is that exponential growth is far
away from any idea of a sustainable society. Growth leads to crisis: financial, pollu-
tion and supply. A sustainable society is characterized by equilibrium:

(dN
dt )Z (dN

dt )
product

K (dN
dt )

waste

Z 0 (2.144)

This does not exclude growth but growth (production ≈ consumption assumed30)
must be compensated by removal. Self-limitation of this system is naturally given
if waste cannot be turned back into products.

Permanent growth − as stated by politicians − will not solve life problems such
as employment; this is a question of reorganizing society. After productivity (ex-
pressed as constant annual turnover) satisfies social consumption needs, stationary
conditions are then achievable, i. e. λ becomes zero in Eq. (2.143). Naturally, the
human population will (and must) tend to a constant number. This limitation proc-
ess is likely to go on over the next 200 years. Another limitation must be set through
per capita consumption to provide social and cultural standards. The growth, how-
ever, is going on this century. Without revolutionary technological changes, the
climate becomes out of control. As stated above, the atmospheric CO2 increase
must be stopped within the next few decades. There are several ways:

− Reducing fossil fuel combustion (replacement by solar energy);
− CO2 capture from exhaust gases and storage (CCS technology); and

29 That is not fully true. Permanent climate change occurs but over long time scales allowing
adaption through evolution.
30 In reality, production > consumption because of losses. It is a challenge to achieve production
z consumption both from resource management and climate control.
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− CO2 capture from ambient air and recycling (or sequestration achieving a nega-
tive flux).

But even if CCS technology is deployed at all large industrial facilities, more than
half of global CO2 emissions would remain. Keith (2009) writes: “Air capture is an
industrial process for capturing CO2 from ambient air; it is one of an emerging set
of technologies for CO2 removal that includes geological storage of biotic carbon
and the acceleration of geochemical weathering. Although air capture will cost
more than capture from power plants when both are operated under the same
economic conditions, air capture allows one to apply industrial economies of scale
to small and mobile emission sources and enables a partial decoupling of carbon
capture from the energy infrastructure, advantages that may compensate for the
intrinsic difficulty of capturing carbon from the air.”

2.8.4.2 The man-made carbon cycle: Air capture and CO2 cycling

As a consequence of the nearly irreversible accumulation of anthropogenic CO2 in
the air and the cognition that carbon from fossil fuels is limited but the finding
that carbon compounds are optimal carriers for energy conversion and materials it
is a logical conclusion:

− to capture CO2 from flue and process gases;
− to capture CO2 from ambient air (and/or other reservoirs such as seawater); and
− to recycle CO2 into utilizable carbon compounds.

This section will provide a conceptual solution to overcoming future climate, energy
and material problems. Today’s challenge is to achieve a drastic reduction in carbon
dioxide emissions to control atmospheric warming. From the long-term perspective,
the transmission to renewable energies will solve the problem of the depletion of
fossil fuels but is surely too late to minimize climate change. Moreover, although
future oil consumption might stagnate or even decrease, coal consumption is ex-
pected to rise. CCS technology is considered the only practical solution for early
CO2 control. Instead of storing CO2, it is suggested that it should be recycled
by transformation into different reduced carbon species (CH4, CO, C and many
hydrocarbons), now called solar fuels. The principles are as follows:

1. Further use of fossil fuel combustion in large stationary units but only with CO2

capture (CCS technology) until the full transfer into the solar fuel world;
2. Replacement of fossil fuel use in small stationary and mobile units as far as

possible (electricity-based and hybrid techniques);
3. Developing technologies for CO2 extraction from natural reservoirs (ambient

air, seawater) to achieve a global man-made carbon cycle while allowing CO2

emissions into the atmosphere from mobile and small sources;
4. Developing technologies for CO2 reduction but applications only with renewable

energy, namely solar radiation (solar fuel production);
5. Introduction of large solar-based solar thermal power plant units for electricity

generation;
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Fig. 2.97 Scheme of the carbon capture and cycling (CCC) conception.

6. Developing technologies for electricity conversion into chemical energy carriers
(solar fuels);

7. Build-up a solar fuel infrastructure (widely on the basis of the existing fossil fuel
infrastructure);

8. Developing technologies for electricity conversion into large central heat storage
units (based on molten minerals); and

9. Economic paradigm change: solar energy is in excess and is naturally dissipated
in the atmosphere; hence, large energy consuming conversion processes and air
capture can be carried out for resource generation and climate sustainability.

It is evident that through the realization of these principles a CO2 “zero budget
world” rather than a CO2 free world can be reached because there is a closed
anthropogenic carbon cycle. All CO2 still emitted will be captured and cycled for
reuse; we call it carbon capture and cycling (CCC) technology. Naturally, the energy
needed for CO2 reduction comes from renewable sources. The proposed CCC tech-
nology allows a stepwise replacement of coal and other fossil fuels by solar fuels.
Finally, there is a closed carbon cycle similar to the natural photosynthesis, a respi-
ration cycle (Fig. 2.97). Carbon-based solar fuels solve the problem of energy stor-
age and allow the continuous use of available technical applications to provide
products for materials, and are within a CO2 neutral closed loop.
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The energy problem

Energy provision is based on three pillars: renewable sources (all based on solar
energy either directly in the form of radiation or indirectly as wind and water energy
as well as biomass), geochemical-stored solar energy (fossil fuels) and nuclear en-
ergy (geo heat and fusion and fission processes). A fourth source should be listed
here but seems to be of less interest in solving global problems: gravitational energy
(for example, tides). For thousands of years humans have been using wood for
heating, cooking and building. Disregarding local pollution (soot and smoke) it
was a perfect solution: renewable and CO2 neutral.

For smelting and other high-temperature processes, however, the temperature
obtainable by wood burning was not high enough. Therefore, coal was probably in
use 2000 years ago. Technical inventions such as the steam machine and the dy-
namo led to the exponential growth in coal consumption and, therefore, mining by
the end of the nineteen’s century. Furthermore, wood growth became smaller than
wood consumption in the eighteen’s century.

Another invention, the mobile combustion engine (motor), made two other fossil
fuels − gaseous and liquid hydrocarbons − the dominant energy (and material)
carriers over the past 100 years along with coal. In that time, a global infrastructure
(transportation, storage, chemical industry, power plants, traffic, etc.) has been de-
veloped on the basis of fossil fuels and optimized with excellent engineering. It
would be of infinite strategic value to use this base for an indefinite time and look
for an alternative carbon carrier instead of fossil fuels. The ultimate source of
reactive carbon compounds is carbon dioxide. We “only” have to copy the princi-
ples of biosphere-atmosphere interaction using intelligent and sustainable techni-
cal solutions.

It is remarkable that basically all sub-global air pollution problems (dust and
smoke, sulfur and nitrogen pollution) in connection with fossil fuel combustion
have been (or can be) solved by end-of-pipe technologies. Hence, the last and appar-
ently insoluble problem remains CO2 emissions and the subsequent increase in the
greenhouse effect. CCS technology is another end-of-pipe approach and far from
any sustainable chemistry. But it seems the only practical way to start the abatement
of CO2 emissions.

Despite the question of how to solve the climate problem (in other words, how
to avoid a further increase in atmospheric CO2) we have to find answers to where
the energy will come from after the consumption of all fossil fuels. The answer is
simple: from renewable sources, among which direct solar radiation is surely the
dominant source. Several conceptions have been developed over past decades and
the newest one DESERTEC31 seems to overcome the loss of electric current over
long-distance transportation. But none of these ideas solve two problems: the stor-
age of energy and the material substitution of carbon from fossil fuels (natural

31 This conception is based on concentrating solar thermal power (CSP) plants in northern Africa
and high voltage direct current (HVDC) transmission lines. HVDC transmission is more efficient
than the use of hydrogen as an energy vector. Loss of power during transmission can be limited
to only about 3 % per 1000 km. The main reason for favouring CSP over photovoltaics (PV) is its
ability to supply power on demand 24 hours a day. PV is more expensive than CSP and needs
expensive systems for storing electricity, such as pumped storage.



312 2 Chemical evolution

biomass net production can no longer match the annual carbon consumption by
humans). Obviously chemicals can store energy and release it in suitable reactors
in the form of heat for further energetic use. There is no doubt that the oxidation
(combustion) of substances provides a large heat yield in most simple “reactors”
(burners); no substance other than carbon provides a variety of species most suita-
ble for combustion. Among all combustible substances, carbon has the largest
abundance.

CCS and CCC

CO2 storage (and sequestration) is the ultimate technology for “neutralizing” the
CO2 budget through the combustion of fossil fuels but also the only way to make
the biosphere-atmosphere CO2 budget “negative”, i. e. reducing atmospheric CO2

loading. CCS technology is now widely accepted as a solution for meeting the
climate protection targets (CO2 emission reduction) worldwide and a precondition
for further use of coal-fired power plants beyond 2020 in Europe. However, the
reduction in energy efficiency by about 25 % because of carbon capture (based on
CO2 washing by monoethanolamine (MEA) and subsequent thermal CO2 strip-
ping) needs an equivalent increase in coal combustion to maintain the energy
budget. Moreover, CO2 storage is accompanied by several problems that have not
yet been fully solved. The main objection, however, lies in the one-way function:
the one time use of fossil fuels by transforming them into carbon dioxide, which is
at best deposited for a million or more years in geological stocks.

The “safety” of CO2 storage is realized by a small diffusive loss rate compared
with the capture rate (catastrophic events of CO2 eruptions from geological stocks
postulated not to occur). Hence, a CO2 residence time of only a few hundred years
in geological stocks is sufficient to effectively compensate climate impacts from
CO2. Moreover, CO2 storage is a resource for future carbon use.

The financial costs of possible climate change effects are of a dimension such
that establishing a “Manhattan-like” project (but orders of magnitude larger) is the
challenge and responsibility of the present and future generations. But what is the
right approach? This conception does not claim the ultimate global solution but
contains approaches that can begin immediately. To keep reservoir concentrations
of pollutants constant (or to achieve a stationary state) we have to include man-
made fluxes within globally closed cycles.

Let us start as soon as possible with wide introduction of CCS to reduce CO2

emissions. So far, as fossil fuels are combusted this captured (or an equivalent
amount of) CO2 must be sequestrated. It is best in the form of elemental carbon
(see later) to avoid any diffusive loss. To keep carbon fluxes as small as possible,
basic energy should be provided from solar sources as much as possible (for exam-
ple, the DESERTEC conception). This solar energy is needed for CO2 capture from
air and exhaust gases and for CO2 chemical processing (CCC technology). Hence,
a combination of DESERTEC with SONNE (see below) is essential and will even
deliver the benefit of providing solar electricity for CO2 processing to sun-belt
countries. This approach is the precondition for the stepwise replacement of all
fossil fuels by solar fuels.
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Air capture

The idea of CO2 capture from ambient air using alkaline solution is not new (Tepe
and Dodge 1943, Spector and Dodge 1949, Greenwood and Pearce 1953) and was
used as a pre-treatment before cryogenic air separation. In general, air capture
includes all processes of CO2 fixing and sequestration. In the past it focused on
biomass (Marchetti 1977, Keith 2000, Metzger and Benford 2001), but it remains
an option today and for the future too. Bio-energy with carbon storage (BECS) is
the term referring to a number of biofuel technologies, which are followed by car-
bon sequestration and yielding “negative emission energy” (Read and Lermit 2005).
However, the key factor in CO2 removal from the atmosphere is the specific carbon
flux per time and square. Plant assimilation needs time and a large area, whereas
bringing biomass (almost always wood) to biofuel power plants also needs energy.
However, it is important to study all practical measures for avoiding abrupt climate
change (ACC) and ensuring the safety of risky geo-engineering (Lenton and
Vaughan 2009).

The large-scale scrubbing of CO2 from ambient air was first suggested by Lack-
ner et al. (1999, Zeman and Lackner 2004). They wrote: “It is not economically
possible to perform significant amount of work in air, which means one cannot
heat or cool it, compress it or expand it. It would be possible to move the air
mechanically but only at speeds that are easily achieved by natural flows as well.
Thus, one is virtually forced into considering physical or chemical adsorption from
natural airflow passing over some recyclable sorbent.” The basic principles of CO2

capture from ambient air with respect to a climate strategy were described in Elliott
et al. (2001), Dubey et al. (2002), Keith et al. (2005) and Keith (2009). Almost all
these authors suggested techniques based on sodium hydroxide, whereas sodium
carbonate is converted back into NaOH by “causticization,” one of the oldest proc-
esses in the chemical industry. Different absorbers have been proposed such as large
convective towers (Lackner et al. 1999), packed scrubbing towers (Zeman 2007)
and a fine spray of the absorbing solution in open towers (Stolaroff et al. 2008).
CaOdCaCO3 cycles have also been proposed using solar reactors (Nikulshina et
al. 2009).

Zeman and Keith (2008) also suggested synthesizing carbon neutral hydrocar-
bons (CNHCs) from air-captured CO2. This term (in fact CO2 neutral) is inconsist-
ent, and in its place we will use “solar fuels” to express that the supply of process
energy for the chemical reduction of captured CO2 must be based on solar energy
processing instead of fossil (geothermal heat is another option).

A key idea of SONNE is the capture of CO2 from the atmosphere to close the
global carbon cycle analogously to the biosphere (Fig. 2.98). According to the
fluxes described in Fig. 2.98, the system can be established within a steady state
(CO2 flux in Z CO2 flux out) or even run in an air abatement mode (CO2 flux in
> CO2 flux out). Air capture includes three approaches: CO2 capture from ambient
air, from seawater and via biomass cultivation (biofarming). All these approaches
are interlinked within the global carbon cycle but with different characteristic times.

Generally, it is a huge challenge to believe that direct CO2 extraction from air
can be achieved in quantities approaching an order of several Gt C yr−1. Remember
that about 50 % (about 4 Gt C yr−1) of technically emitted CO2 comes from small
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and mobile units, a percentage likely to increase further in the future. Additionally,
about 2 Gt C yr−1 comes from land use change and wood fuel use, which are
categories that should diminish in the future. Some 4 Gt C yr−1 is absorbed by the
biosphere (ocean and forest) but with an anticipated decreasing capacity. This “up-
take capacity” is not constant but at a certain percentage (likely non-linearly) of
the total CO2 release into the air. Hence (assuming full CO2 capture from stationery
large sources), there is a requirement of at least 2 Gt C yr−1 air capture. A compen-
sation of atmospheric CO2 buildup through engineered chemical sinkage was pro-
posed by Elliott et al. (2001). They calculated the CO2 removal from air by asking
for the area needed if this was a perfect, flat sink with a dry deposition velocity
(Chapter 4.4.1) of 1 cm s−1. It is a hundred thousand square kilometer value, which
constitutes an upper limit for absorbing the annual anthropogenic CO2 input.
Roughness elements and vertical fences could increase the transfer velocity (by
reducing the atmospheric residence) and increase the specific absorbing area per
horizontal air column surface. A total square reduced by a factor of 10 might be
able to be reached. The specific deposition flux can be calculated using Eq. (4.312)
between 0.4 and 1.2 kg CO2dC m−2 d−1. This corresponds to an order of 2000 t
ha−1 yr−1, which is about 50 times more than most manipulated algal aquacultures
will yield (see below).

Technically, CO2 is extractable from air by cryogenic techniques. However, based
on 380 ppm CO2, an air volume of about 10 km3 must be processed daily to get
0.1 Mt C d−1 (this rate corresponds to about 30 “capture units” globally to achieve
a yearly capture of 1 Gt C). Today’s high-performance cryogenic air separation
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plants have an air capacity of about 0.02 km3 d−1. In other words, more than 10 000
such plants would have to be in use to provide CO2 capture of 1 Gt C yr−1 from
air. The non-use of other gases from air separation would also not conform to a
sustainable approach. However, new air separation techniques will eventually make
it possible to generate only carbon dioxide and water from air and to increase the
daily capacity by a factor of 10. In that case, only 1000 such plants will be needed
for the extraction of 1 Gt C yr−1 from air, less than the global number of coal-fired
power stations.

The desorption of dissolved CO2 from seawater (being 90 % HCO3
− with a mean

total concentration of 2.25 g C L−1) could be another approach to closing the
carbon cycle (we currently call it seawater capture). Hence, in the case of a technol-
ogy with 60 % desorption efficiency, “only” 0.07 km3 seawater must be processed
daily to attain the production mentioned above. In our laboratory, an ultrasonic-
based CO2 desorption technique has been developed as an alternative to the ther-
mal stripping in the CCS process, and it is not difficult to believe that this technol-
ogy could be applied to seawater decarbonization.

Finally, a third − and nowadays more realistic − method of carbon capture and
supplying feedstock is industrial biomass farming (biofarming), most likely via
algal aquaculture. Algal productivity rates between 5 and 10 g C m−2 d−1 have
normally been cited (Drapcho and Brune 2000), but have been reported to be up
to 15 C m−2 d−1 in highly modern farming systems (Shelef et al. 1978). Again, to
achieve 0.1 Mt C d−1, a farming area of about 7000 km2 is needed or 210 000 km2

globally, which corresponds to an area roughly 50 % of the size of Germany. Surely
there is a research need to optimize (and maximize) CO2 capture by industrial
biofarming in sun-belt countries. For example, nutrients for biofarming could be
taken from municipal wastewater of nearby “solar cities” and/or recycled from
the biomass conversion process into CO2 (note that fixed CO2 is the aim rather
than biofuel).

The other primary feedstock of solar fuel production (and biofarming in deserts
as well) is water, which is normally available from seawater desalination using tradi-
tional technologies (reverse osmosis and distillation). Under the extreme climatic
conditions in deserts, however, it is possible to supply water from air by condensing
dew. Assuming an air temperature of 40 °C and 20 % relative humidity (RH), the
air contains 10.22 g H2O m−3, from which cooling to 5 °C could yield about 3.4 g
water condensate per m−3. As mentioned above, when applying novel air separation
techniques almost all water should be gained from air. The amount of water needed
to supply the hydrogen for CO2 methanization, taking the abovementioned example
of a production rate of about 0.1 Mt C d−1, is about 3 $ 105 m3 of water, which
must be electrolyzed each day. The water supplied by dew condensing would need
air processing of about 100 km3 daily, far from what is imagined at present. Hence,
from that limitation but also because of other reasons (see below), CO2 reduction
with low or no requirement for hydrogen is of interest.

All these exorbitant values show that closing the carbon cycle with atmospheric
linkage needs tremendous technical infrastructure. Based on today’s understanding
of the economy there is no chance of realizing such a gigantic carbon cycle project.
But there are two arguments (besides the inclusion of climate change costs in a
reassessment) that make such a project realistic. First, solar energy is provided in
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a relatively constant and long-term flux and is many orders of magnitude larger
than its consumption by humans, even taking into account any growth in the future.
Second, assuming that in the near future there will be about 2000 coal-fired power
stations in the world, irreversibly consuming the fossil feedstock and producing
CO2 (which will then be regarded as another feedstock and could by cycled instead
of fossil coal), we also can accept globally (much) more than 1000 “pre-power”
plants producing CO2 as the feedstock for solar fuels. This is simply a paradigm
change in the philosophy of technology.

However, there remains the challenge of minimizing the use (and subsequent
cycling) of carbon carriers. There is one option of accepting − from a climate point
of view − a non-closed manmade carbon cycle by using the natural buffer capacity
of the world’s ocean (and possibly land) to absorb additional CO2 (of the order of
1−2 Gt C yr−1). This value should represent the maximum allowed non-captured
CO2 production by the combustion of carbon carriers. The consequence of a non-
cycle, however, is the irreversible consumption of fossil fuels that is enlarged on a
much longer time scale, corresponding to the rate of CO2 capture and recycling.

Solar fuels: Carbon as a material and energy carrier

The idea of using CO2 as a chemical raw material is not new (Aresta and Forti
1987, Edwards 1995). However, within recent years considerable progress has been
achieved in the catalytic hydrogenation of CO2 (methanization). The possible syn-
thesis of methanol and formic acid from CO2 leads to important basic chemicals
for industrial synthesis in organic chemistry. For example, elemental carbon could
be stored better than carbon dioxide but could also be reused directly in an early
stage of CCC technology. It is known that in high-temperature processes of convert-
ing carbon compounds to elemental carbon the yield of polymeric carbon struc-
tures (fullerenes) is large, and unforeseen changes in creating new carbon materials
can be possible. It is out of the focus of this book to review the chemical processes
of CO2 utilization − this section only will present the basic ideas of chemical con-
version in the sense of the chemical evolution sustained by humans − and the
reader is referred to (as examples) Aresta and Aresta (2003), Park et al. 2004,
Grimes et al. (2007), Rajeshwar et al. (2008) and Varghese et al. (2009).

It is self-evident that all energy for processing is solar-based. By using high-
temperature chemical processes (which have been known for many years but be-
cause of high energy consumption have hardly been mentioned before) based on
solar thermal energy it is also possible to remake “coal chemistry” (gasification
and liquefaction) via CO2 reduction. Namely, carbon monoxide and elemental car-
bon can be produced and inverse transformed. Thus, a variety of basic chemicals
(CO, C, CH4, CH3OH, HCHO, etc.) would be available for either direct combus-
tion or material use as solar fuels.

There are several modular technical systems for realizing the CCC conception
(Fig. 2.99) where the solar (desert) site in sun-belt countries (module A) plays a
key function by providing solar-based electricity (and heat for on-site chemical
processing). Principally, it is possible to combine the solar site with other modules
(B − air capture and CO2 supply and C − CO2 processing), but there are arguments
to localize air capture close to CO2 storage (module E) to avoid transportation, to
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Fig. 2.99 Modular system of solar fuel production through CO2 utilization and cycling.

sites where climatic conditions support large CO2 absorption (see above) and/or to
sites of CO2 processing. Solar power plants are decentralized close to urban and
industrial areas (module D). Solar fuel (in contrast to CO2) can be easily trans-
ported and stored using traditional infrastructure for liquids and gases. Processing
sites (module C) must have access to solar (or non-fossil) energy. Then, by using high
voltage direct current transmission lines (DESERTEC conception) they can be sited
several thousands of kilometers from the solar thermal power plants. An interesting
site would be Iceland, which might be able to provide power from geothermal heat
and cold carbon-rich seawater for CO2 extraction as well as air capture because of the
large temperature differences in rich and lean CO2 loading. Captured CO2 could be
reduced on site to solar fuels which are transported by tank ships to Central Europe.

There is no need for the long-range transportation of hydrogen (which is one
feedstock for CO2 reduction) because electricity (according to the DESERTEC
conception) can be transported advantageously in comparison to H2. Hydrogen
can also be produced at any site by water electrolysis (also using renewable sources
other than direct solar electricity). There are clear advantages to CO2 reduction
close to the solar fuel consumers including the avoidance of the expensive transpor-
tation of CO2 back to the sun-belt countries and the possibility of mixing solar
fuels directly with oxygen from the water electrolysis to create “oxyfuels”. Oxyfuels
can be burned in stationary power plants with the result that the flue gas is almost
all pure CO2. However, there is an interesting advantage to the back transportation
of CO2 from industrial to sun-belt countries. The solar site depends on the delivery
of feedstock CO2. Thus, a geopolitical equilibrium can be reached in the sense of
a win/win situation.
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As mentioned, the world’s infrastructure is based on fossil fuels and products de-
rived from coal and petrochemistry. The following groups of substances are delivered
from fossils fuels and can be also produced from CO2 using solar-based processes:

− Gaseous hydrocarbons (CnH2n+2 with n < 6); methane as a key substance; all
substances with n > 2 are easily liquefiable;

− liquid hydrocarbons (CnH2n+2 with n > 5) such as alkanes but also oxygenated
liquid compounds from C1 upwards (for example, methanol);

− gaseous CO (the typical town gas in the past); and
− elemental carbon (C in different modifications).

Energy use is simply combustion in different burners and engines with, ideally,
transformation back into CO2. Reaction enthalpies are different (in the sequence
CH4 > CnH2n+2 > C > CO) and thereby provide possible usable energy (for compar-
ison in terms of kJ mol−1 C).

CH4 + 2 O2 % CO2 + 2 H2O (2.145)

CnH2n+2 + (2 n + 2) O2 % n CO2 + (2 n + 2) H2O (2.146)

CO +
1
2

O2 % CO2 (2.147)

C + O2 % CO2 (2.148)

Despite the lower energy yield it is evident that hydrogen-free carbon carriers such
as CO and C have the large advantage of consuming much less oxygen and produc-
ing only CO2, when considering oxyfuel technology in the future. That could be an
important feature in establishing the carbon cycle and turning CO2 back into the
feedstock for solar fuels. In the production of group one and group two compounds
in the list above, some progress has already been made towards CO2 hydrogenation
(reactions 2.149 and 2.150). It has already been reported that catalytic CO2 metha-
nization has been carried out at 160 °C and below 100 °C at pressures of 80 kPa
(Abe et al. 2009). Reaction (2.149) has already been discovered by Paul Sabatier in
the 19th century.

CO2 + 3 H2 % CH4 + H2O + 90 kJ mol−1 (2.149)

CO2 + 3 H2 % CH3OH + H2O and CO + 2 H2 % CH3OH (2.150)

What must be considered in reactions (2.149) and (2.150) is the source of H2. It is
clear that “traditional” reactions (water-gas shift and CH4 reforming) cannot be
used and that H2 must be generated via water electrolysis using renewable energy
sources such as solar radiation. Thus, the argument that it is preferable to use H2

directly as a fuel is inconsistent with our aim of carbon cycling. Moreover, carbon
carriers provide a range of products that are better suited to the available infrastruc-
ture than H2. Overall, the photosynthesis-like reactions (2.151) and (2.152) are
carried out:

CO2 + 2 H2O + solar energy % CH3OH + 1.5 O2 (2.151)

n CO2 + n H2O + solar energy % (CH2O)n + n O2 (2.152)
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The formation of methanol from CO2 hydrogenation is known as the CAMERE
process (Melián-Cabrera et al. 1998, Joo et al. 1999). In the past, a thermochemical
heat pipe application has been proposed (Edwards 1995), which is based on Reac-
tion (2.153a), where CO2/CH4 reforming (using solar energy) gives CO/H2 gas,
which can be converted back (2.153b) in an exothermic reactor with an equivalent
energy output. However, this technology needs an entirely new infrastructure.

CH4 + CO2 + energy % 2 CO + 2 H2 (2.153a, b)

The CO/H2 gas (also called water-gas) − depending on the CO : H2 ratio − can
also be converted (using the Fischer-Tropsch synthesis) to alkanes, alkenes and
alcohols. Preferably, substances should be generated for application in known tech-
nical systems such as liquefied petroleum gas or low pressure gas (LPG) and gaso-
line as well as natural gas. The production of solar substitutes for diesels and oils
(C > 8), that is petrol products from the fractional distillation of crude oil between
200 °C and 350 °C, is also possible, but offers no advantages in the solar fuel cycle
and its stepwise replacement by gases and gasoline should be foreseen.

An interesting way of generating solar fuels can be seen in two “classical” inor-
ganic carbon carriers: CO and carbon itself. The gasification of carbon (2.154a)
produces CO (generator gas) in the so-called Boudouard equilibrium:

C + CO2 + 171 kJ mol−1 % 2 CO (2.154a, b)

The inverse reaction (2.154b) opens the way to finally convert CO2 to elemental
carbon via reactions (2.149) and (2.153a). Alternatively, CO can be produced by
the high-temperature electrolysis of CO2:

CO2 + energy % CO + 0.5 O2, (2.155)

where the overall reaction represents the inverse reaction (2.148). High-temperature
electrolysis using solid oxide electrolytic cells offers absolute new synthesis pathways.
In contrast to reaction (2.155), the electrolysis of CO2/H2O leads to CO and CH4:

CO2 + H2O + energy % CO + H2 + 1.5 O2 (2.156)

CO2 + 2 H2O + energy % CH4 + 2 O2 (2.157)

For long-term space missions such reactions have been considered to provide a
closed cycle production of oxygen and consumption of respiratory CO2. A final
pyrolysis reaction (2.158) recycles hydrogen, but more interesting for earth applica-
tions is the formation of elemental carbon according to the gross conversion proc-
ess shown in equation (2.159).

CH4 + energy % C + 2 H2 (2.158)

Reactions (2.156) and (2.158) provide the following overall reaction:

CO2 + H2O + energy % C + 2 H2 + 2 O2 (2.159)

This set of reactions based on solid high-temperature electrolytic CO2 reduction
shows that more advantages are likely at desert solar sites than the conversion
processes in detail decisions will be ever made. The general budget is described by:

CO2 + H2O + solar energy % solar fuels (C, CO, CH4, H2, O2, etc.), (2.160)
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Fig. 2.100 Evolution of CO2 emission (data from Boden et al. 2009) and world population
(data from UN Population Division).

independent of the detailed conversion processes. In the inverse reaction (2.160),
solar fuels reconvert into CO2 and H2O via the combustion or electricity in fuel
cells and set the energy free, primarily as heat, for energetic use. The correlation
between global population increase and CO2 emission after the Industrial Revolu-
tion, which suggests an disproportionately high increase of CO2 challenges carbon
capture with further use of fossil fuels (Fig. 2.100).



3 Climate, climate change
and climate system

Our understanding of complex systems is naturally limited for three main reasons.
First, the number of parameters, processes and compartments is always larger than
our facilities to observe them simultaneously and continuously (otherwise it would
not be a complex system). Secondly our research has historically developed within
distinct disciplines. Leibniz and Humboldt were two of the last great polymaths1,
and nobody nowadays is able to recognize (and to understand) different scientific
fields at a consistently high level. Thirdly the necessity of subdividing sciences (as
a tool for understanding nature) led to an increasing misunderstanding between
scholars due to the use of different (scientific) language. An anonymous reviewer2

of Charles Lyell ’s Principles of Geology (published in 1835 and subtitled, “An at-
tempt to explain the former changes of the earth’s surface by reference to causes
now in operation”) wrote to the point:

Just as the dairy-maid believes the moon to be a great cheese, so the astronomer
fancies our globe a condensed nebula; the chemist, an oxidized ball of aluminum
and potassium; the mineralogist, a prodigious crystal − “one entire chrysolite”;
and the zoologist, an enormous animal − a thing of life and heat, with volcanoes
for nostrils, lava for blood, and earthquakes for pulsations.

It is remarkable that the English term science includes the sciences in general and
the natural sciences (it is different in the German language, for example, where the
analogous term only means science in general). There are three natural sciences;
namely physics, chemistry and biology. As discussed in Section 1.2, there is no need
in principle to use prefixes such as “environmental”, “geo-” or “bio-” because the
aim of these sciences is a priori the study of material and life or, in other words,
nature. In so far as “life” is quite different from just a simple application of physics
and chemistry, as we have discussed in Chapter 2.2.2.1, biology seems to be a sci-
ence naturally based on physical and chemical laws but additionally having “biolog-
ical” laws. Therefore, to draw a sharp border between physics and chemistry makes
absolutely no sense in the attempt to understand the climate system. However,
without understanding biological laws − and probably we can enlarge that by in-
cluding social laws when we consider that the biosphere was long ago transformed
into the noosphere − we will neither understand climate change nor find solutions
for climate control.

1 The term “polymath“ (an artificial word) was surely unknown at the time of Leibniz, and the
German word Universalgelehrter express this facility much better.
2 “Principles of Geology: being an inquiry how far the former changes of the earth’s surface are
preferable to causes now in operation”. London Quarterly Reviews, Vol. LIII, April 1835, pp.
213−235 (at p. 217).
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The expression climate is currently often used in connection with climate change
(a term widely popularized in recent years). Synonymously, the expression climate
alteration (a more scientific term) is used. In the United Nations Framework Agree-
ment on Climate Change, which was signed by 34 countries and was approved in
New York on 9 May 1992, climate change is defined as “changes in climate, that
are directly or indirectly attributable to anthropogenic activities, which change the
composition of the atmosphere and which add up to the natural climatic changes
observed over comparable periods of time”. This definition is circumscribed, as
natural processes are included in the sense of climate change but not in the sense
of climate alteration. However, it can only be observed that climate change is due
to all factors. Possible anthropogenic factors having an effect on climate (and there-
fore on its alteration) are manifold and stretch from an alteration in the use of land
(altered surface properties) to emissions, whereas direct energetic influences (e. g.
warmth islands) are at most (first) of local importance. Thus, a climatic change is
the difference between two states of climate. A state of climate is described through
the static condition of the climatic system. A climatic fluctuation can therefore be
described as a periodic climatic change, independent of the respective scale of time.
Climate is a function of space and time − and is continuously changing (Schneider-
Carius 1961).

The climate system is too complex to be clearly mathematically described. In all
likelihood, this will be valid in the future as well. Our knowledge about many single
processes in this system is still imperfect. Nevertheless, immense progress has been
made in the past twenty years and the description of the principal processes is
considered as assured (Hansen et al. 2007).

Both climate researchers and historians of climate science have conceived of cli-
mate as a stable and well defined category, but such a conception is flawed. In the
course of the nineteenth and twentieth centuries, the very concept of climate
changed considerably. Scientists came up with different definitions and concepts of
climate, which implied different understandings, interests, and research approaches.
Understanding of climate shifted from a timeless, spatial concept at the end of the
nineteenth century to a spaceless, temporal concept at the end of the twentieth.
Climatologists in the nineteenth and early twentieth centuries considered climate
to be a set of atmospheric characteristics associated with specific places or regions.
In this context, while the weather was subject to change, climate remained largely
stable. Of particular interest was the impact of climate on human beings and the
environment. In modern climate research, at the close of the twentieth century, the
concept of climate lost its temporal stability. Instead, climate change has become a
core feature of the understanding of climate and a focus of research interest. Cli-
mate has also lost its immediate association with specific geographical places and
become global. Interest is now focused on the impact of human beings on climate
(Heymann 2009).

In summarizing Chapter 2, the following major phases in the evolution of the
earth can be identified:

1. The accretion of the earth and its primitive atmosphere from the primordial
solar nebula.

2. The differentiation of the interior of the planet and the associated outgassing of
volatile materials.
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3. The chemical era of abiotic photochemical transformation of the primordial
atmosphere and oceanic water to form the organic molecules from which life
could spring.

4. The microbial era during which the first simple life-forms evolved, proliferated,
and forever modified the atmosphere and environment.

5. The geological era in which the physical reconfiguration of oceans and conti-
nents caused major deviations in the evolution of life and the atmosphere.

6. The recent age, when humans appeared with the intelligence to exploit fully all
of the capability to alter significantly the global atmosphere and environment.

Each of those epochs started with rapid climate change and (with the exception of
phase 1, which ended soon after the formation of the earth) continued in more
gradual change due to progressive evolution concerning an adapting climate sys-
tem. To some extent, the disturbances of biogeochemical cycles caused by anthro-
pogenic activities since the Industrial Revolution already exceed the natural matter
flow, but many are still within the natural variability of the air composition over
geological epochs. The time periods of natural variability and changes, however,
are far beyond the dimensions of the last 150 years. Our atmospheric environmental
problem − climatic change − is therefore a matter of adaptation in time of various
subsystems with the global system in the first place. The humans causing alterations
may disappear, but another climate and climate system will remain.

3.1 Climate and climatology: A historical perspective

The term climate has been used over time in different senses. The ancient Greek
word κλ�μα (clima) means area or region (clime) and is first found in the New
Testament (Benseler and Schenkl 1900); the Greek philosophers did not use the
word (Gilbert 1907). It is derived from κλίνω (klinein) which means “to incline”
(Latin: inclino) and was probably first used in French in the late fourteenth century
(climat) in the sense of “zone”. The ancient geographers and travellers used the
term climata (plural of clima) to divide parallel zones of the earth from equator to
pole (Brown 1949, Sanderson 1999). The Encyclopædia Britannica (1771) denotes
“climate” as belonging to a geographical category: “A space upon the surface of
the terrestrial globe, contained between two parallels, and so far distant from each
other, that the longest day in one differs half an hour from the longest day in the
other parallel”.

The concept of a spherical world is attributed to the Greek philosopher Pythago-
ras in the sixth century B.C. (see also Chapter 1.3.1). Based on this mathematical-
astronomical definition3, the ancient geographers, namely Ptolemy, introduced 24
climata, being zones between two parallel circles, for which the length of the longest

3 In the same sense: slope at a given site against rotations of the axis of earth (depending on
geographical latitude).
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day increases from the equator to the polar circle by half an hour, stepwise. It is
easy to see that these zones correspond to different “climates”4.

The first indication of shifting from that “calculated solar or geographic climate”
to the modern concept of climate, describing the physical characteristics of a loca-
tion, and referring beside heat (temperature) to many other aspects (wind, precipi-
tation, evaporation, exhalations)5 is found in Gehler (1789). Remarkably he notes
“that the many local phenomena made it difficult to attribute the observations to
a general theory” (Gehler, 1789, p. 765). A first short example of the modern usage
of the term climate is given by Wilhelm August Lampadius (Lampadius 1806, p. 45)
who wrote: “climate is behind the type of weather of a location, which should be
studied in more detail by climatology” (… die Art der Witterung eines Ortes, welche
in der Climalehre näher soll bestimmt werden). In Gehler (1830) “the most important
conditions of the climate” (now called climatic elements) are listed (seven); temper-
ature, humidity, earth surface type, relative position of the location to its surround-
ing, winds, altitude above sea level, and active volcanoes.

Our modern understanding of “climate” in the sense of “typical weather of spe-
cific locations”, however, has long been used to describe the physical situation using
meteorological elements such as temperature (heat−cold), precipitation (flood−
drought), etc. without using the term climate (Khrgian 1970). Early historians and
geographers, blending natural and human scientific exploration and description,
lent a scholarly basis to determinist views. They described vegetation, animal, and
even human populations as adapted to climatic constraints (Riebsame 1985). For
example, Hippocrates of Kos (circa 460−377 B.C.) wrote the first book we know of
on the relationship between air (climate), water and soil properties and its impacts
on the psychological and physiological constitutions of the inhabitants.6 The Greek
and Latin titles of Hippocrates’ work are: Kou Peri aern, hydatn, topn. Peri physn
Coi “De aëre, aquis, et locis libellus eiusdem de flatibus”7 or Book of airs, waters
and localities (often simple entitled: On the environment)8.

Hippocrates cast climate as the determinant of health and disease, and claimed
that the microclimates of cities affect the civility and personality of their inhabit-
ants. The ideas of Greek philosophers remained unchanged and unimproved (not
even by the Romans) by new observations until end of the Middle Ages. Johann
Gottfried von Herder (1744−1803) noted in the seventh book of his series “Ideen
zur Philosophie” (Ideas on Philosophy), Geschichte der Menschheit (History of
Mankind) in footnote 123:

4 The astronomer Hipparchus in 140 B.C. stated that countries lying beyond the “climate” with a
longest day of 17 h were uninhabitable on account of the cold and, thus, were of no interest.
5 “… die im Luftkreise vorgehenden Verbindungen, Zersetzungen und Niederschläge, die Wirkung
der Ausdünstung der Erdoberfläche, die Mittheilung der Temperatur anderer Orte durch Winde”
(Gehler 1789, p. 765). This clearly expresses that atmospheric chemical processes, surface-air ex-
changes and circulations are parts (“elements”) of the climate.
6 Poseidonius (135−51 B.C.) was the first geographer to relate climate to man, saying that the
people in the torrid zone, as a consequence of the heat and lack of rain, were born with woolly
hair and protruding lips, their extremities being, as it were, gnarled (Brown 1949).
7 Hippocratis: Graece & Latine Iano Cornario Zviccaviense Interprete. Basel: Hieronymus Froben
und Johannes Herwagen, August 1529.
8 “Airs, Waters, Places” in Hippocrates. Volume I. Translated by W. H. S. Jones. London: Heine-
mann, 1962.
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S. Hippokrates, »De aëre, locis et aquis«, vorzüglich den zweiten Teil der Abhan-
dlung. Für mich der Hauptschriftsteller über das Klima. (... the second part of
treatment [is] excellent. For me the main writer on climate).

Alexander von Humboldt still based his work on climatology as “geographic meteor-
ology” but with the aim being to “understand the entity in the diversity and to
study the commonness and inner context of telluric phenomena” as the “ultimate
scope of a description of the physical earth” (Humboldt 1845, Vol. I, pp. 55−56).
His often cited definition of climate shows three remarkable particularities: the
relation of changes instead of a mean status (as defined later in the nineteenth
century), the inclusion of the chemical status of the atmosphere (by using the terms
cleanness and pollution) and the restriction on parameters affecting human organ-
isms but also the whole biosphere:

The term climate, taken in its most general sense, indicates all the changes in the
atmosphere which sensibly affect our organs, as temperature, humidity, variations
in the barometric pressure, the calm state of the air or the action of opposite
winds, the amount of electric tension, the purity of the atmosphere or its admix-
ture with more or less noxious gaseous exhalations, and, finally the degree of
ordinary transparency and clearness of the sky, which is not only important with
respect to the increased radiation from the earth, the organic development of
plants, and the ripening of fruits, but also with reference to its influence on the
feeling and mental condition of men. (Humboldt 1850−1852, Vol. I, pp.
317−318)

Der Ausdruck Klima bezeichnet in seinem allgemeinsten Sinne alle Veränderun-
gen in der Atmosphäre, die unsere Organe merklich afficieren: die Temperatur,
die Feuchtigkeit, die Veränderungen des barometrischen Druckes, den ruhigen
Luftzustand oder die Wirkungen ungleichnamiger Winde, die Größe der elektris-
chen Spannung, die Reinheit der Atmosphäre oder die Vermengung mit mehr
oder minder schädlichen gasförmigen Exhalationen, endlich den Grad habitue-
ller Durchsichtigkeit und Heiterkeit des Himmels: welcher nicht bloß wichtig ist
für die vermehrte Wärmestrahlung des Bodens, die organische Entwicklung der
Gewächse und die Reifung der Früchte, sondern auch für die Gefühle und ganze
Seelenstimmung des Menschen (Humboldt 1845, Vol. 1, p. 340).

Although recognizing that humankind’s mental powers provide some independence
from environmental factors, von Humboldt argued that culture is essentially a prod-
uct of adaptation to the physical world, a key element of which is climate. Hum-
boldt’s definition was the basis for Carl Dorno establishing the modern (in contrast
to the ancient idea of Hippocrates) bioclimatology in 1906, further developed by
Adolf Loewy (1924). Loewy defined climate (in a physiological sense) as “the sum
of all atmospheric and terrestrial states, typical for a given location and influencing
human feeling” (behind “terrestrial state” he understood a mental category). Rub-
ner (1907) defined climate as “all through the special location caused influences on
human health”. Ellsworth Huntington (1915) extended this view, claiming that cli-
mate is all-pervasive in molding social structure, settlement patterns, and human
behavior (Huntington 1915).
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It is remarkable that all these later definitions no longer include Humboldt’s
statement of variations of the “states”, but set the climate based on mean or aver-
aged values. It seems that Humboldt’s definition, with his focus on biosphere-atmos-
phere interaction (we will see below that nowadays we accept this definition again
in the sense of earth system research) was too broad and − with the rapid mathe-
matical development of meteorology as a physical discipline in the second half of
the nineteenth century − it was soon related only to atmospheric properties. But it
is worth noting that Loewy (1924) includes not only the physical climate factors
(which he considered to be the most important) but also chemical climate factors
(in terms of constituents in air).

The father of the physical definition of climate is Julius Hann who defined the
climate as “the entirety of meteorological phenomena which describe the mean
status of the atmosphere at any given point of the earth’s surface”9 (Hann 1883,
p. 1). He further stated that “climate is the entirety of the weathers10 of a longer or
shorter period as occurring on average at a given time of the year”. The aim of
climatology is to establish the mean states of the atmosphere over different parts
of the earth’s surface, including describing its variations (anomalies) within longer
periods for the same location (Hann 1883). Hann also introduced the term climatic
element emphasizing that measurements must characterize these through numerical
values. He also freed the term “climate” from the close relation to humans and
plants and related it to the time before life appeared on the earth (without using
the term palaeoclimate). The climatic elements Hann listed in this order: tempera-
ture (air and soil, radiation), atmospheric humidity (including water vapour and
precipitation), cloudiness, winds, air pressure (being less important in contrast to
weather), evaporation, air composition. Measurements of minor constituents in air
were very rare and uncertain at that time, but Hann noted explicitly dust, organics,
ozone, hydrogen peroxide, in reference to the hygienic state of the air.

Köppen (1906) adopted Hann’s definition (“mean weather at a given location”)
but stated in contrast to Hann that it is meaningless to define a climate without
focus on human beings; hence only factors (elements) influencing “organic life”
should be considered. Köppen explicitly presents a “second definition” of climate
“… as the entirety of atmospheric conditions, which make a location on earth more
or less habitable for men, animals and plants” (Köppen 1906, p. 8). Hann (1908)
emphasized the importance of climatology not only to describe the “mean states
of the atmosphere” but also the variations from this mean. In the first decade of
the twentieth century, the hygienic aspect becomes very important (see Chap-
ter 1.3.4). Before his definition of bioclimatology, Rubner (1907) defined climate in
a similar way to Köppen’s second definition of climate as: “… all influences on
health given by the location”. Köppen (1923, p. 3) wrote that “with the progress in
knowledge new subjects will be included in the number of climatic elements when

9 “ … Gesamtheit meteorologischer Erscheinungen, welche den mittleren Zustand der Atmosphäre
an irgendeiner Stelle der Erdoberfläche charakterisieren.”
10 There is no direct English translation of German Witterung. The translation as “weather” (Ger-
man Wetter) is not fully correct because Witterung denotes short-term averaged weather (a
weather period).



3.1 Climate and climatology: A historical perspective 327

their geographical characteristics are unveiled”11. Köppen (1923, 1931) also noted
the importance of variation of the climatic elements, but stated the constancy of
climate and did not discuss any climate change.

Around the middle of the nineteenth century increasing scientific observation of
the problems of polluted air began (Smith 1845). An approach to acid rain occurred
in a remarkably insightful way as early as 1852 by Robert Angus Smith who writes
(Smith 1852, p. 213) “I do not mean to say that all rain is acid − it is often found
with so much ammonia in it as to overcome the acidity; but in general, I think, the
acid prevails in the town”. The term acid rain he shaped indirectly. Then he re-
marked (Smith 1852, p. 216) relative to that city’s air that “We may therefore find
easily three kinds of air, − that with carbonate of ammonia in the fields at a distance,
− that with sulphate of ammonia in the suburbs, − and that with sulphuric acid,
or acid sulphate, in the town.” (Smith’s italics). In his book “Air and Rain: The
Beginning of a Chemical Climatology”, published in London in 1872, Smith coined
the term “chemical climatology”.

Between 1857 and 1864, Prestel (1865) systematically investigated the ozone con-
centration in Emden. Prestel ’s “ozonometric wind rose” we now call air pollution
climatology12. Prestel (1872) wrote that “... the determination of the periodic and
unperiodic occurrence of ozone be a relevant moment for the climatology”.

During the last 60 years the idea of climate has broadened in so far that, in the
definition of climate, apart from the mean value, higher statistical moments are
included. According to the new definition, climate describes the “statistical behav-
ior of the atmosphere, which is characteristic for a relatively large temporal order
of magnitude” (Hantel et al. 1987). The climatic variables, also called climatic ele-
ments, are given as statistical figures, like, for example, yearly or monthly means
or probabilities and frequency of events. The World Meteorological Organization
(WMO) has fixed the period of time that forms the basis for the calculation of
mean values of the weather to 30 years. Hence, the times from 1931 to 1960 and
1961 to 1990 are frequently used for climatic comparisons. However, for the calcula-
tion of mean values, other periods of time are found in literature. According to the
WMO (1992), climate is defined as follows:

Synthesis of weather conditions in a given area, characterized by long-term sta-
tistics (mean values, variances, probabilities of extreme values, etc.) of the mete-
orological elements in that area (WMO 1992, p. 112).

Likewise, according to the WMO, weather is defined as: “The state of the atmos-
phere mainly with respect to its effects upon life and human activities. As distin-
guished from climate, weather consists of the short-term (minutes to about 15 days)
variations of the atmosphere state.” That is, the terms weather and climate are
ascribed to the atmosphere and its state. The WMO also gives a very nice definition
of atmosphere (and implicitly for meteorology):

11 “Mit dem Fortschritt des Wissens werden neue Gegenstände in die Zahl der klimatischen Ele-
mente aufgenommen, wenn deren geographische Züge entschleiert werden.”
12 In German, Immissionsklimatologie. The term immission − not known in English − is deduced
in analogy to emission (entry of matter into the atmosphere), however, it does not describe the
discharge (which is referred to as deposition), but the concentration of a matter at the effective
location, a somewhat spongy definition.
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The envelope of air surrounding the earth and bound to it more or less perma-
nently by virtue of the earth’s gravitational attraction; the system whose chemical
properties, dynamic motions, and physical processes constitute the subject matter
of meteorology.

The reader’s attention will instantly be attracted by the point, that here, in the
description of the system, “chemical properties” are mentioned as well. Addition-
ally, a (logical) definition of the discipline of meteorology is given by the inclusion
of atmospheric chemistry. Also, a differentiation between the concepts of air and
atmosphere can be made out in the sense that air is seen as a substantial (that is,
chemical) composite, which behaves within the atmosphere according to geo-physi-
cal laws. Now, the WMO becomes inconsistent with its description of “meteorologi-
cal elements” (that is, the system parameters of the state of the atmosphere), as no
(atmospheric) chemical properties are numerated:

Any one of the properties or conditions of the atmosphere which together specify
the weather at a given place for any particular time (for example, air temperature,
pressure, wind, humidity, thunderstorm and fog).

Hitherto we have understood “climate” as

the sum of meteorological factors (elements) or
the summary of weather or
the mean (averaged) weather,

describing the mean status of the atmosphere at a given site of the earth’s surface,
represented by the statistical total properties (mean values, frequencies, durations
etc.) of a long enough time period. As climate changes with both space and time,
for a specification of climatic elements an inclusion of location and average time
period, for which the statistical characteristics are given, is needed.

3.2 Climate and the climate system

Within climatology, as the rather descriptive science of climate, the meteorological
definition of climate has proved itself. For an understanding of the dynamics of
climate, that is, the processes that determine the average state and the variability of
the atmosphere over longer periods, the meteorological definition is inadequate, as
over longer periods changes in the atmosphere are considerably affected by interde-
pendencies of the atmosphere, the ocean, vegetation and ice masses (Claußen 2006).
For this reason, in climate dynamics, climate is defined by the state and the statisti-
cal behaviour of the climatic system, as can be read in modern textbooks on meteor-
ology and climate physics (e. g., Peixoto and Oort 1992, Kraus 2004, Lutgens et al.
2009). Claußen (2006) distinguishes between a meteorological and a system-analyti-
cal definition. Note that it is essential to include the statistics into the idea of
climate, i. e., climate means not simply the “mean weather”. It follows that
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− climate is a function of space and time;
− climate cannot be described as a single unit.

With our increasing understanding of global environmental processes, it has been
concluded that the mean atmospheric status (over several years) not only depends
on processes occurring in the atmosphere itself but also the oceanic circulation, the
glacier movement, the spread of vegetation, etc. Consequently, Gates (1975) defined
climate with three categories, namely the climate system, climate states and climate
change. The climate system consists of the atmosphere, hydrosphere, cryosphere,
lithosphere and biosphere. A climate state is determined by the full description of
the statistics of the inner climate system. A climate change is the difference between
two climate states of same kind.

In the history of mankind and the exploration of air and the atmosphere, the
concept of climate has been subject to change, but also various descriptions have
existed at the same time. It is beyond the scope of this book to address them here).
Here, one can conclude that different definitions of climate are also in use. A priori,
this is a contradiction, as there is only one climate system on earth. Obviously, this
results from a pragmatic approach to the cognition and description of the climatic
system by

a) diverse disciplinary points of view
b) different objectives (e. g. description of subsystems) and/or
c) differentiated knowledge of the system relationships.

The climate system (Fig. 3.1) consists of various subsystems: the atmosphere, the
hydrosphere (which includes oceans, rivers, lakes, rain, groundwater), the cryos-
phere (ice sheets, sea ice, snow, permafrost), the marine and terrestrial biosphere,
soil, and − when considering the development of climate over many millennia −
the earth’s crust and the upper mantle. Basically, this classification is carried out
by means of the matter involved (gaseous, liquid and solid) and the timescales that
can be observed for typical changes in the subsystems. The subsystems are linked
to each other through flows of energy, impulse and matter. To the flows of matter,
the transport of chemical substances and the processes of their transformation need
to be added, as far as these substances − e. g., greenhouse gases or nutrients of the
biosphere − are directly or indirectly related to the energy budget. The definition
of the climate system is not derived from superior principles, but is a pragmatic
restriction of the subject to be examined by classification in subsystems and inter-
pretation of the respective system environment. The separation of the climate sys-
tem from its environment is carried out in that way, as no significant flow of matter
between the system and its environment occurs on timescales relevant for examina-
tion.

For Kraus (2004), the anthroposphere, the world of human action, belongs to
the climatic system as well. On one hand, this seems to be reasonable, as human
beings as a part of nature have altered the “natural system” to a large extent (see
discussion in Chapter 2.4.1). On the other hand, it is not pragmatic, as human
action, especially culture and psychology, elude thermodynamic description. In the
literature, the total of climate system and anthroposphere is defined as the earth
system (Schellnhuber and Wenzel 1998, Schellnhuber 1999, Claußen 1998, 2001).
Hantel (2001) presents a very pregnant definition:
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solar radiation

energy
(physical processes)

material
(chemical processes)

anthroposphere biosphere / geosphere

atmosphere

climate system

earth system

Fig. 3.1 The climate system (cf. also Fig. 1.1).

The climate is not a subject-matter but a property. Its carrier is the climate sys-
tem. The climate is the entirety of the properties of the climate system.13

The climate system can be described (and widely quantified through measure-
ments) by

1. the natural energy system,
2. the hydrologic cycle,
3. the carbon cycle and
4. the other biogeochemical cycles.

In a broader sense, the climate system can be seen as an interlayer within the
earth system, buffering a habitable zone from uninhabitable physical and chemical
conditions in altitude (upper atmosphere) and depth (deep lithosphere) (see
Fig. 3.2). In a more narrow sense, the human-habitable zone is limited to the gas-
solid interface (earth-surface/atmosphere) with a very small extension of a few tens
of metres. The anthroposphere (or noosphere), however, is permanent spatially ex-

13 Das Klima ist kein Gegenstand, sondern eine Eigenschaft. Ihr Träger ist das Klimasystem. Das
Klima ist die Gesamtheit der Eigenschaften des Klimasystems.
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Fig. 3.2 Layer structure of the climate system

pending − also out of the climate system − due to the fact that humans are creating
inhabited and uninhabited closed habitable systems in an uninhabitable sur-
rounding.

3.3 Chemical weather and climate

Climatologists agree that climate refers to as the long-term state of the atmosphere
(characterized by its mean as well as by variations thereof). Atmosphere in turn is
characterized by air (in the sense of a mixture of substances) and the processes
occurring therein. It follows that, in the attempt to describe the atmosphere, a
separation between chemistry and physics would be fatuous. The chemical composi-
tion of air contains among its main components (nitrogen and oxygen) and its
minor components (noble gases and water) a virtually “unlimited” number of trace
gases and solid components (aerosol particles) as well as (temporarily) dissolved
substances (in hydrometeors). In analogy to the meteorological definition of
weather, Lawrence et al. (2005) define the chemical weather as:

Local, regional, and global distribution of important trace gases and aerosols
and their variabilities on time scales of minutes to hours to days, particularly in
light of their various impacts, such as on human health, ecosystems, the meteoro-
logical weather, and climate.

Certainly, the alert observer will instantly notice that (in hydrometeors) dissolved
trace matters are missing, and then the question arises about what are important
and what are unimportant trace matters. In the term “weather” (which describes the
short term time scale of the state of the atmosphere) with respect of effects on life
− actually unavoidably − a priori atmospheric chemical species are included. Hence
without further discussion atmospheric chemistry can be incorporated into the defi-
nition of weather (although in all likelihood no meteorologist would have thought
so).
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Thus, the definition of Lawrence et al. (2005) can be adjusted to:

The chemical state of the atmosphere mainly with respect …

When we leave out the short-term time scale, that is, we use the latter sentence
concerning the definition of climate, we arrive at a formal definition of chemical
climate as:

The synthesis of chemical weather conditions in a given area, characterized by
long-term statistics (mean values, variances, probabilities of extreme values, etc.)
of the chemical substances in that area.

Instead of “meteorological elements”, we have “chemical substances”. When − as
implicitly mentioned earlier − meteorology feels responsible as a discipline for the
description of the chemical state of the atmosphere, the list of “meteorological
elements” can simply be expanded to accommodate all relevant chemical variables
as well. So as not to raise misunderstandings, with the extension of the term climate
chemical aspects are dealt with, not with “chemistry”, just as climatology is not
a subdiscipline of physics. The variation over time (intraday, trend, etc.) of the
concentration of an atmospheric trace matter is not “chemistry”. Chemistry deals
with the transformation of the trace substance and the corresponding atmospheric
conditions, that is, it investigates − in analogy to the physics of the atmosphere −
the process and the change of states. Here the chemical substance (like, for example,
temperature as physical “element”) is understood as a “state variable” in the sense
of a geographical (time-space dependence) and a meteorological (atmospheric-phe-
nomenological) property. I would like to define climate in a general sense as follows:

Climate describes the mean status of the atmosphere at a given site of the earth’s
surface, represented by the statistical total properties (mean values, frequencies,
durations etc.) of a long enough time period.

It is understood (and therefore no differentiation between a meteorological and a
system-related definition of climate according to Claußen shall be undertaken), that
the atmosphere is only one part of the climatic system and therefore, climate can
only correctly be described in a physical-chemical manner taking into consideration
material and energetic interdependencies with the other subsystems. Advanta-
geously, a climatic state (i. e., the scientific, broadly mathematical description of the
climate) can be defined:

A climate state is given by the whole description of the statistical status of the
internal climate system.

Why − apart from an academic point of view − is the inclusion of the “chemical
dimension” into the description of climate so important? Why is the observation
of a “chemical weather” phenomenon of no or only little importance? The current
state of the atmosphere (weather) in relation to its physical component has an
enormous relevance for humans and society and any further rationale is super-
fluous.

Using the definitions of chemical weather above, the meaning is limited to se-
lected “weather elements”, like the chemical composition of even selected species,
e. g., ozone concentration concerns the exceeding of threshold values (ozone fore-
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cast and daily information). Some institutions prepare forecasts of “chemical
weather”. There is not much sense in doing this, as trace gas concentrations pres-
ently (when there is not an accident) are almost below acute impact levels and there
is neither any way nor any need to respond to chemical weather. Such information
only makes sense, when (a) a possible hazard is associated with it and (b) the
possibility of prevention and riposte, respectively, exists. An effective acute counter-
measure is not known (e. g. bans or restraints on driving in particular cities have
been shown to be ineffective − which with deeper knowledge of atmospheric and
chemical processes should have been known before). However, prior warning (e. g.
of winter and summer smog)14 would have been of importance to enable sensitive
individuals to stay indoors. The acute potential of chemical variables in the atmos-
phere to affect (see further below), compared with physical variables, is negligibly
low and therefore only circumstantial to society.

The record of the current chemical state of the atmosphere (that is, the chemical
weather) is a condition precedent to the long-term record, so as to be in a position
to compile a chemical climatology. The alteration of the chemical composition of
the atmosphere has become a continuous process since the Industrial Revolution15.
Only with the concept of sustainability (which brought on the necessity of “green”
chemistry and solar power as technological alternatives) can the resource and en-
ergy industry be integrated into (anthropogenically strongly modified) biogeochem-
ical cycles and − as we hope − lead to a stability of the atmospheric-chemical
composition. The alteration of the chemical composition (greenhouse gases and
aerosols, to mention just two of the components) is generally accredited as the
cause of ongoing climate change. With our new, comprehensive definition, the al-
teration of the chemical composition itself is climate change.

The awareness that certain chemical substances (which are in interdependency
with radiation and thus change the energetic balance of the atmosphere) alter physi-
cal components of climate by internal feedback is a “simple” scientific interrelation.
Conversely, changed physical variables (cloud coverage and radiation amongst oth-
ers), by providing changed reaction conditions, change the chemical turnover (spa-
tiotemporal concentration distribution) and thus the chemical setting. Climate is
then determined by internal feedback within the atmosphere as well as by external
feedback with processes in other subsystems (which, from the point of view of the
climatic system can be seen as internal relations as well). From a viewpoint of the
earth system, extraterrestrial as well as magmatic influences can be seen as external
feedback, too.

The record of chemical components in climate (i. e., the development of a chemi-
cal climatology) is of great importance for societies. Long-term forecast of the
chemical climate is extremely important due to the close interaction between the
physical and chemical system (climate change) and due to the fact that any feed-
back response to establish abatement strategies needs many years and even decades
to take effect. Climate modelers have lately realized that only a better description
of chemical processes will lead to greater soundness regarding important physical

14 For the sake of completeness, the necessity of warnings related to chemical disasters should be
mentioned as well.
15 More exactly, since the start of large-scale forest clearing.
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Table 3.1 Climatic elements (examples − not complete).

atmospheric-physical atmospheric-chemical

radiation and heat (temperature) atmospheric aerosol (number, mass, size etc.)
humidity (absolute and relative) concentration (of gaseous compounds)
cloudiness oxidation capacity
precipitation acidity potential
wind (direction and speed) deposition

statements (e. g. concerning the water cycle). On the other hand, the description of
the change of the chemical composition of the atmosphere (as a reminder, we un-
derstand this as a component of climate) is a self-contained value, for example,
concerning the toxic potential of the atmosphere (further rising mean ozone con-
centrations cause stress for plants), the oxidative potential (decomposition rates of
harmful trace matters) and the acid-base balance (geochemical erosion, availability
of nutrients, mobility of heavy metals). These slowly ongoing changes require an
extensive global and careful monitoring, analysis and evaluation, as well as (only
possible on a long-term basis) technological changes and adaptations with the aim
of securing a sustainable development. The parameters shown in Table 3.1 will be
included in the list of climatic elements, which is not exhaustive.

3.4 Climate change and variability

Using the definition “the climate is the entirety of the properties of the climate
system” (Hantel 2001), it is logical to define climate change as any change of the
status of the climate system. According to Bärring (1993), the distinction between
the terms climate change, climate variation, climate fluctuation and climate variabil-
ity is still unclear, or was in 1993. He argued that this, perhaps, is not a problem in
the scientific community but that difficulties may arise when climatological infor-
mation is interpreted by non-specialists, for example, in a political or socio-eco-
nomic context. Already one hundred years ago (Hann 1908, Alt 1916) the term
climate change(s)16 had been separated into changes, ongoing continuously of the
same tenor and others, varying over more or less long periods around a mean
value, called periodic variability.

Climate variations within a defined period (for example, 30 years) are not climate
change but belong to the climate value, expressed as the periodic mean and its
variance including statistics of extreme values. Human societies are highly adapted
to the ordinary annual rhythms of climate, which we call the seasons. Moreover,
almost all climates display interannual differences, which have hitherto appeared to
be unpredictable (Hare 1985). Climate change is said to occur when the differences
between successive averaging periods exceed what variance can account for, i. e.,

16 In German: Klimaänderungen.
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when a distinct signal exists that is visible above the variance. There are three
principal causes of climate change and variability’s:

− changing solar radiation, namely the solar constant (due to solar activities and/
or astronomical factors),

− changing chemical composition of the atmosphere (due to emission changes)
and

− changing characteristics of the earth’s surface (due to land-use change and/or
geological as well as biological changes).

This includes also catastrophic events such as volcanic eruptions and the impact of
celestial bodies. It is beyond the focus of this book to describe the physics of such
alterations. However, with an understanding of the chemical evolution of the cli-
mate system (Chapter 2), it is evident that different chronological processes are
superposed and that the different causes are interlinked in the sense of climatic
feedbacks which make it very difficult to quantify climate changes and variations.
Temperature and precipitation, as the most important climatic factors, are interre-
lated, but they are also interrelated with atmospheric composition and surface char-
acteristics which again are interrelated.

Let us briefly look into the past climate, the palaeoclimate. With plant land settle-
ment, the rate of photosynthesis quickly increased and induced in the Carboniferous
era a decrease of atmospheric CO2 due to the storage of carbon in biomass. On the
other hand, CO2 regeneration via oxidation of organic carbon was unable to bal-
ance the atmospheric CO2 pool. As a consequence, due to lower absorption of
terrestrial radiation by atmospheric CO2, the earth’s surface cooled. Lower temper-
atures reduced the photosynthesis and lowered the O2 content. This explains the
ice age in the Permian (280 Myr before present). By this controlling mechanism,
oxygen and carbon dioxide did oscillate, being inversely correlated, but very
smoothed and within a period of about 100 Myr (Budyko et al. 1987). The chang-
ing CO2 : O2 ratio was probably not a consequence but the cause of the Pleistocene
ice ages. Photosynthetic assimilation works as a “regulator”. Ice ages lasted over
tens of thousands of years. With the beginning of an ice age, CO2 concentration
fell to 200 ppm and at the end (the beginning of a warm period) it rose to 270
ppm. The last Würm glaciation era ended 11 000 years ago with a reduced mean
temperature of 3 °C. The global climate − or earth climate − is also influenced
by external factors (variations of solar radiation and orbit), which are probably
responsible for the 10 000−50 000-year oscillation of ice ages within the last 2 Myr.
Internal factors concern changes in surface albedo or solar scattering due to vol-
canic eruptions, variation of oceanic circulation and changes of atmospheric chemi-
cal composition. Solar models show that at the beginning of the earth’s evolution
(4.5 Gyr ago), solar radiation must have been reduced by 25−30 % compared with
the present time. The subsequent lower earth surface temperature (8 %) would
freeze all oceans for 2 Gyr. However, total freezing never happens and it is assumed
that temperature compensation occurred due to an increasing greenhouse effect
(Wayne 1996). Despite alternating ice ages and warmer eras, our climate has to be
considered as quite stable over the last 3.5 Gyr. Ice ages affected the earth’s surface
in areas above 45° N and below 45° S − about 30 % of the earth’s surface was
permanently partially frozen. All biogeochemical findings suggest that the ocean



336 3 Climate, climate change and climate system

has never been completely frozen or boiling. Very likely the mean surface tempera-
ture ranged between 5 °C and 50 °C. If there were not any infrared absorbing gases
in our atmosphere and if the surface had an albedo − just as Mars − the mean
near surface temperature would measure about 23 °C lower (at present at about
5 °C). These components, called greenhouse gases, are mainly H2O, CO2 and CH4.
The radiation budget (and therefore the heat budget) is modified by atmospheric
aerosol and clouds. The presence of H2O and CO2 in the secondary atmosphere
originated more than 4 Gyr ago and was a requirement for the oceans not to freeze.
Natural climate variations in periods ranging from decades to hundreds of years
have been found; the causes are not yet clear. Variations of the earth’s rotation −
caused by core dynamics or shifts in mass at the surface − may be mechanisms.
Sunspot cycles (11 and 22 years) as well as cycles of orbits of the outer planets
(Uranus, Neptune and Pluto) (208 years) are other causes.

The conclusion that the climate is permanently but slowly changing is true. Now,
however, we have the likely situation of man-made abrupt climate change. An abrupt
climate change occurs when the climate system is forced into transition to a new
state at a rate that is determined by the climate system itself, and which is more
rapid than the rate of change of the external forcing. Moreover, with this back-
ground we understand climate change better, because it means that one or more of
the earth-system determining climate elements is changing by a qualitative jump17.
Despite the linguistic simplification, we should not forget the complexity of the
system: even the most advanced mathematical models running on the biggest (and
networked) computers are still unable to produce a true picture of the climate
system sufficient to draw reliable conclusions. Experimental validation of the model
outputs, however, is only possible after climate change − that is the dilemma! Parts
of the model (or the system) can be validated with relevant experimental ap-
proaches, for example, cooling of the atmosphere by particulate matter after large
volcanic eruptions.

Volcanism has long been implicated as a possible cause of weather and climate
variations; Benjamin Franklin and William Jackson Humphrey were pioneers in their
association of volcanic eruptions with climate change. Franklin (1784) put forward
a theory linking volcanic dust to climatic change:

During several of the summer months of the year 1783, when the effect of the
sun’s rays to heat the earth in these northern regions should have been greater,
there existed a constant fog over all Europe, and great part of North America.
This fog was of a permanent nature; it was dry, and the rays of the sun seemed

17 In nature there is no jump, as nature itself composes of jumps. The idea of interactive changes
from quality to quantity and vice versa is a main principle of dialectics. The fact that our subjective
thinking and the objective world underlies the same laws and therefore cannot be contradictory in
their results, but correspond, rules our complete theoretical thinking. It is an unconscious and
unconditional premise. The materialism of the eighteenth century studied this premise according
to its vitally metaphysical character on its content only. It limited itself to the proof that the content
of all thinking and knowledge descends from sensual experience, and reconstructed the sentence:
Nihil est in intellectu, quod non fuerit in sensu (Nothing is in the mind, which has not before been
in the senses). Dialectics as the science of the common laws of all movement was first scientifically
postulated by Friedrich Engels (s. Karl Marx / Friedrich Engels − Werke. Band 20.Dialektik der
Natur, Berlin: (Karl) Dietz Verlag, 1962).
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to have little effect towards dissipating it, as they easily do a moist fog, arising
from water… The cause of this universal fog is not yet ascertained. … or whether
it was the vast quantity of smoke, long continuing; to issue during the summer
from Hecla in Iceland, and that other volcano which arose out of the Sea near
that island, which smoke might be spread by various winds, over the northern
part of the world, is yet uncertain… It seems however worth the enquiry, whether
other hard winters, recorded in history, were preceded by similar permanent and
widely extended summer fogs.

Remarkably, in 1783 it was not Hekla (Iceland’s most active volcano) that erupted,
but another volcano, Laki (Stothers 1996). Humphrey (1913) was inspired by the
Kalmai (Alaska) eruption in 1912, which led to a decrease in temperature, to study
records following all volcanic eruptions dating back to the year 1759, and found
that all the eruptions were connected with a cooling of the earth’s surface air tem-
perature. Furthermore, in the discussion concerning the changes resulting from
sunspot activities, Humphrey shows that its influence is small compared with the
transparency of the atmosphere and explained the small solar influence on surface
temperature by increased UV absorption by oxygen and ozone formation in the
upper atmosphere.

However, only in recent decades has it became clear (Wexler 1952, Lamb 1970,
Hammer 1981, Sigurdsson 1982, Rampino and Self 1982, Handler 1989, Robock
1991, Lacis et al. 1992) that sulfate aerosol particles from SO2 emitted into high
altitudes, which have an effective radius of about 0.5 µm, equivalent to the wave-
length of visible light, interact more strongly with the shortwave solar radiation
than the longwave terrestrial radiation (~ 10 µm). Some absorption occurs, but
mostly scattering of solar radiation and thus cooling the planet (Robock 2003).

Hann (1897) first addresses climate changes with a separate section in his hand-
book in the sense of periodic variations (“the distribution of climatic elements is
not [an] absolute constant”) but also in the sense of continuous changes over the
earth’s evolution. A first systematic description of climate changes is found in Hann
(1908). Brückner (1890) first identified climatic cycles by analyzing meteorological
records (the so-called Bruckner cycle of 35 years).

At the end of the nineteenth century, almost “astronomical theories” (Adhémar
1842, Croll 1864, 1875) were cited to explain climate variation, for example, glacial
periods. Marchi (1895, p. 207) arrived at the conclusion that all these hypotheses
must be rejected. Hann (1897, 1908) also found more arguments against the astron-
onomical theory than for it. Today this theory (Milanković cycles) is largely sup-
ported by findings from oceanic sediments. James Croll introduced the idea of
changes in the earth’s orbital elements as probably a periodical and extraterrestrial
mechanism for initiating multiple glacial epochs. Joseph Adhémar had considered
only the climatic effects of the present amount of eccentricity, not the effect of its
changes (Fleming 2006). The astronomical theory re-emerged from eclipse and was
formulated into the mathematical theory of insolation by Milutin Milanković be-
tween 1920 and 1941 (Milanković 1920, 1930, 1941). Milanković cycles are cycles
in the earth’s orbit that influence the amount of solar radiation striking different
parts of the earth at different times of year. Besides the astronomical theory, the
carbon dioxide theory developed in the nineteenth century; today both theories are
among the mainstream.
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The carbon dioxide theory emerged as a consequence of the experimental work
of John Tyndall, who wrote in 1861 that slight changes in the amount of any of the
radiatively active constituents of the atmosphere − water vapor, carbon dioxide,
ozone or hydrocarbons − may have produced “all the all the mutations of climate
which the researches of geologists reveal … they constitute true causes, the extent
alone of the operation remaining doubtful of climate which the researches of geolo-
gists reveal …” (Tyndall 1861). Luigi de Marchi first explains glacial periods
through changes of atmospheric properties such as transmission (Marchi 1895). At
the same time, Svante Arrhenius first established the carbon dioxide theory. He
wrote (Arrhenius 1896):

The air retains heat (light or dark) in two different ways. On the one hand, the
heat suffers a selective diffusion on its passage through the air; on the other
hand, some of the atmospheric gases absorb considerable quantities of heat.
These two actions are very different (p. 238) …
The selective absorption of the atmosphere is, according to the researches of
Tyndall, Lecher and Pernter, Röntgen, Heine, Langley, Ångström, Paschen, and
others, of a wholly different kind. It is not exerted by the chief mass of the air,
but in a high degree by aqueous vapour and carbonic acid, which are present in
the air in small quantities. Further, this absorption is not continuous over the
whole spectrum, but nearly insensible in the light part of it, and chiefly limited
to the long-waved part, where it manifests itself in very well-defined absorption-
bands, which fall off rapidly on both sides (p. 239) …
… that there exists as yet no satisfactory hypothesis that could explain how the
climatic conditions for an Ice Age could be realized in so short a time as that
which has elapsed from the days of the glacial epoch… a preliminary estimate of
the probable effect of a variation of the atmospheric carbonic acid on the belief
that one might in this way probably find an explanation for temperature varia-
tions of 5−10 °C. (p. 267) …
One may now ask how much must the carbonic acid vary according to our
figures, in order that the temperature should attain the same values as in the
Tertiary and Ice Ages respectively? A simple calculation shows that the tempera-
ture in the arctic regions would rise about 8 ° to 9 °C, if the carbonic acid in-
creased to 2.5 or 3 times its present value. In order to get the temperature of the
ice age between the 40th and 50th parallels, the carbonic acid in the air should
sink to 0.62−0.55 of its present value (lowering of temperature 4−5 °C.). (p. 268)

This idea could only answer the riddle of the ice ages, however, if such large changes
in atmospheric composition really were possible. For that question Arrhenius turned
to a colleague, Arvid Högbom. It happened that Högbom had compiled estimates
for how carbon dioxide cycles through natural geochemical processes, including
emission from volcanoes, uptake by the oceans, and so forth. Arrhenius (1896)
cited Högbom (1894) in the following:

The world’s present production of coal reaches in round numbers 500 millions
of tons per annum. (p. 270)…

… that the most important of all the processes by means of which carbonic
acid has been removed from the atmosphere in all times, namely the chemical
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weathering of siliceous minerals, is of the same order of magnitude as a process
of contrary effect, which is caused by the industrial development of our time,
and which must be conceived of as being of a temporary nature. (p. 271) …

Carbonic acid is supplied to the atmosphere by the following processes:

1. volcanic exhalations and geological phenomena connected therewith,
2. combustion of carbonaceous meteorites in the higher regions of the atmos-

phere,
3. combustion and decay of organic bodies,
4. decomposition of carbonates, and
5. liberation of carbonic acid mechanically enclosed in minerals on their fracture

or decomposition.

The carbonic acid of the air is consumed chiefly by the following processes:

6. formation of carbonates from silicates on weathering, and
7. the consumption of carbonic acid by vegetative processes.

The ocean, too, plays an important role as a regulator of the quantity of carbonic
acid in the air by means of the absorptive power of its water, which gives off
carbonic acid as its temperature rises and absorbs it as it cools. The processes
named under (4) and (5) are of little significance, so that they may be omitted.
So too the processes (3) and (7), for the circulation of matter in the organic world
goes on so rapidly that their variations cannot have any sensible influence. From
this we must except periods in which great quantities of organisms were stored
up in sedimentary formations and thus subtracted from the circulation, or in
which such stored-up products were, as now, introduced anew into the circula-
tion. The source of carbonic acid named in (2) is wholly incalculable. Thus the
processes (1), (2), and (6) chiefly remain as balancing each other. As the enor-
mous quantities of carbonic acid (representing a pressure of many atmospheres)
that are now fixed in the limestone of the earth’s crust cannot be conceived to
have existed in the air but as an insignificant fraction of the whole at any one
time since organic life appeared on the globe, and since therefore the consump-
tion through weathering and formation of carbonates must have been compen-
sated by means of continuous supply, we must regard volcanic exhalations as the
chief source of carbonic acid for the atmosphere. But this source has not flowed
regularly and uniformly. Just as single volcanoes have their periods of variation
with alternating relative rest and intense activity, in the same manner the globe
as a whole seems in certain geological epochs to have exhibited a more violent
and general volcanic activity, whilst other epochs have been marked by a compar-
ative quiescence of the volcanic forces. It seems therefore probable that the quan-
tity of carbonic acid in the air has undergone nearly simultaneous variations, or
at least that this factor has had an important influence. (p. 272)

Twenty years later, Alt (1916) noted that since Dufour (1870) “… the question of
climate change in historic time is still completely open and the statement of the
majority of meteorologists that the climate does not change is neither proved nor
rejected”. The carbon dioxide theory of climate change was in deep eclipse in 1938
when Guy Stewart Callendar revived it and placed it on a firm scientific basis.
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Callendar (1938, 1949) documented a significant upward trend in temperatures for
the first four decades of the twentieth century and noted the systematic retreat of
glaciers. He compiled estimates of rising concentrations of atmospheric CO2 since
pre-industrial times and linked the rise of CO2 to the combustion of fossil fuel.
Finally, he synthesized information newly available concerning the infrared absorp-
tion bands of trace atmospheric constituents and linked increased sky radiation
from increased CO2 concentrations to the rising temperature trend. Today this is
called the Callendar Effect. The next great contributor to the carbon dioxide theory
was Gilbert Norman Plass who established connections between the physics of infra-
red absorption by gases, the geochemistry of the carbon cycle, feedback loops in
the climate system and computer modeling (Plass 1953, 1956a, b). Using recent
measurements of the influence of the 15-µm CO2 absorption band, he calculated a
3.6 °C surface temperature increase for doubling of atmospheric carbon dioxide
and a 3.8 °C degree decrease if the concentration were halved. Contrary to the
assumptions of many scientists at the time, the effect of water vapor absorption did
not mask the carbon dioxide effect by any means. He used these results to argue
for the applicability of the carbon dioxide theory of climate change for geological
epochs and in recent decades (Fleming 2010). It is worth mentioning in this line
Charles David Keeling who commenced continuous measurement of atmospheric
CO2 at Mauna Loa (Hawaii) in 1958, showing the rise of atmospheric CO2 over
the decades.

However, it has only become possible in the last few decades to look back into
the past through different sediment and ice-core investigations, to record data indi-
cating climate change. In January 1998, the collaborative ice-drilling project be-
tween Russia, the United States and France at the Russian Vostok station in East
Antarctica yielded the deepest ice core ever recovered, reaching a depth of 3623 m
(Petit et al. 1997, 1999). Preliminary data indicates that the Vostok ice-core record
extends through four climate cycles, with ice slightly more than 400 000 years old
(Petit et al. 1997, 1999). Because air bubbles do not close at the surface of the ice
sheet but only near the firn-ice transition (that is, at ~ 90 m below the surface at
Vostok), the air extracted from the ice is younger than the surrounding ice (Barnola
et al. 1991). Using semi-empirical models of densification applied to past Vostok
climate conditions, Barnola et al. (1991) reported that the age difference between
air and ice may be ~ 6000 years during the coldest periods instead of ~ 4000 years,
as previously assumed. Ice samples were cut with a bandsaw in a cold room (at
about −15 °C) as close as possible to the centre of the core in order to avoid surface
contamination (Barnola et al. 1983). Gas extraction and measurements were per-
formed with the Grenoble analytical setup, which involved crushing the ice sample
(~ 40 g) under vacuum in a stainless steel container without melting it, expanding
the gas released during the crushing in a pre-evacuated sampling loop, and analyz-
ing the CO2 concentrations by gas chromatography (Barnola et al. 1983) (see
Fig. 3.3). The analytical system, except for the stainless steel container in which the
ice was crushed, was calibrated for each ice sample measurement with a standard
mixture of CO2 in nitrogen and oxygen. For further details on the experimental
procedures and the dating of the successive ice layers at Vostok, see Barnola et al.
(1987, 1991), Lorius et al. (1985), and Petit et al. (1999). The changes shown in
Fig. 3.3 cover three glacial terminations (Fischer et al. 1999) and are most notably
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Fig. 3.3 Historical CO2 record from the Vostok Ice Core, Antarctica; data from Barnola et
al. (2003).

an inherent phenomenon of change between glacial and interglacial periods. Be-
sides this major 100 000-year cycle, the CO2 record seems to exhibit a cyclic change
with a period of some 21 000 years (Etheridge et al. 1996).

There is a close correlation between Antarctic temperature (Fig. 3.4) and atmos-
pheric concentrations of CO2 (Barnola et al. 1987, Blunier et al. 2005). The exten-
sion of the Vostok CO2 record shows that the main trends of CO2 are similar for
each glacial cycle. Major transitions from the lowest to the highest values are asso-
ciated with glacial-interglacial transitions. During these transitions, the atmospheric
concentration of CO2 rises from 180 to 280−300 ppm (Petit et al. 1999). The exten-
sion of the Vostok CO2 record shows the present-day levels of CO2 are unprece-
dented during the past 420 000 years. Pre-industrial Holocene levels (~ 280 ppm)
are found during all interglacials, with the highest values (~ 300 ppm) found ap-
proximately 323 000 years BP. When the Vostok ice-core data was compared with
other ice-core data (Delmas et al. 1980, Neftel et al. 1982) for the past 30 000−
40 000 years, good agreement was found between the records. All show low CO2

values (~ 200 ppm) during the Last Glacial Maximum and increased atmospheric
CO2 concentrations associated with the glacial-Holocene transition. According to
Barnola et al. (1991) and Petit et al. (1999), these measurements indicate that, at
the beginning of the deglaciations, the CO2 increase either was in phase or lagged
by less than ~ 1000 years with respect to the Antarctic temperature, whereas it
clearly lagged behind the temperature at the onset of the glaciations. The main
significance of the new data lies in the high correlation between GHG concentra-
tions and temperature variations over 420 000 years and through four glacial cycles.
However, because of the difficulty in precisely dating the air and water (ice) sam-
ples, it is still unknown whether GHG concentration increases precede and cause
temperature increases, or vice versa, or whether they increase synchronously. It is
also unknown how much of the historical temperature changes have been due to
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Fig. 3.4 Historical isotopic temperature record from the Vostok Ice Core. Source: Petit et
al. (2000).

GHGs, and how much has been due to orbital forcing, i. e., increases in solar
radiation, or perhaps long-term shifts in ocean circulation.

Whether the ultimate cause of temperature increase is excess CO2, or a different
orbit, or some other factor, probably does not matter much. It could have been one
or the other, or different combinations of factors at different times in the past. The
effect is still the same. Nevertheless, the scientific consensus is that GHGs account
for at least half of temperature increases, and that they strongly amplify the effects
of small increases in solar radiation due to orbital forcing. Given all the new ice-
core data, what changes can we anticipate for our climate? If CO2 has increased
over the past 150 years as much as it normally increases over thousands of years
leading up to an interglacial phase (about 80 ppm), then we could expect as much
as a corresponding 10−12 °C increase in temperature. But if half the historical
temperature increases have been due to orbital forcing and other factors, then we
should expect an increase of “only” about 5−6 °C.

There have been two interruptions in the rise of global average temperature since
1956 (Fig. 3.5), and of course, the earth’s climate is influenced by more than just
CO2. Other trace gases and black carbon warm the climate, and aerosols cool it.
On a larger scale, the astronomical theory of orbital influences was revived and
climate variation attributed to such factors as ENSO, the Pacific Decadal Oscilla-
tion, and solar activities (or the lack thereof) are now being widely discussed. Still,
more than 50 years later, scientists agree that the uncontrolled experiment pointed
out by Plass in 1956 has been verified, and a warmer future caused by the radiative
effects of CO2 is in store (Fleming 2010).

Whereas the Milanković cycles affect directly the temperature through redistribu-
tion of insolation, carbon dioxide changes begin timely delayed. Due to the uncer-
tainties of differences in the ages of ice and included air bubbles, this delay (long
assumed by climatologists) could not be proved before the exploration of the Vos-
tok ice core. It means that the beginning (and ending) of glacial periods was caused
without CO2 but only the Milanković cycles. CO2 amplifies warming and cooling
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Fig. 3.5 Global annual temperature anomalies (degrees C), 1850−2008 (relative to the
1961−1990 mean); data from P. D. Jones, T. J. Osborn and K. R. Briffa (Prediction and
Research, Climatic Research Unit, School of Environmental Sciences, University of East
Anglia, Norwich NR4 7TJ, United Kingdom) and D. E. Parker (Hadley Centre for Climate,
Meteorological Office, Bracknell, Berkshire, United Kingdom).

according to the increase and decrease of its atmospheric concentration. The feed-
back is as follows: increasing temperature exhausts CO2 from oceans and increasing
atmospheric CO2 amplifies warming. With decreasing temperature, oceans absorb
more atmospheric CO2 and less atmospheric CO2 reduces air temperature. What
starts in this cycle depends simply on the trigger: temperature or carbon dioxide.

Figure 3.5 shows the global mean air temperature (on land). From 1900 to 1940
there is an increase of 0.3 °C, between 1940 and 1975 it remains static, and it
increases again by a further 0.6 °C until now (2009). With the beginning of the new
century it was stated that the 1990s was the warmest decade since temperature
records began, and the 10 warmest years were all recorded since 1990. Now, at the
end of 2009, we can state18 that the decade 2000−2009 was warmer than the previ-
ous decade, with a surface temperature about 0.54 °C above the long-term twenti-
eth-century average. This will easily surpass the 1990s value of 0.36 °C. From the
global top 10 warmest years in the meteorological record, 9 are in this decade (only
the year 2000 was an exception).

According to the report of the IPCC (2001, 2007) the following statements con-
cerning climate change can be made:

− The global mean surface temperature rose during the twentieth century by
0.8 ± 0.2 C, where the strongest warming occurred in the period 2000−2009.

− The 2000s was the warmest decade and 2005 was the warmest year since 1861.
− The rise in temperature over 100 years was the greatest in the last 1000 years.
− Snow coverage was reduced by 10 % since the end of the 1960s (satellite ob-

served), the freezing duration of lakes and rivers sank in the middle and higher

18 State of the Climate. Global Analysis. Annual 2009. National Oceanic and Atmospheric Admin-
istration (NOAA), USA. National Climatic Data Center.
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latitudes of the northern hemisphere in the twentieth century by two weeks
(surface observations).

− The global mean sea level rose by 0.1−0.2 m in the twentieth century.
− Precipitation in the twentieth century rose in most areas of the middle and

higher latitudes of the northern hemisphere by 0.5−1 % per decade, while it sank
over tropical areas (10° N−10° S) by 0.2−0.3 %.

− The frequency of heavy rains in middle and higher latitudes of the northern
hemisphere rose by 2−4 % in the last 20−30 years.

− Cloud coverage in middle and higher latitudes of the northern hemisphere prob-
ably rose by 2 %.

− In some areas of the southern hemisphere, especially in Antarctica and over the
oceans, no warming has been registered.

− The atmospheric content of CO2 rose by 32 % from 1750; the current concentra-
tion has very likely never been exceeded within the last 420 000 years − maybe
not even in the last 20 million years. Since 1980 it has risen by 1.5 (0.9−2.8)
ppm a year. Three-quarters of the CO2 emissions originate from fossil fuel burn-
ing, the other quarter from changes in land use.

− The atmospheric concentration of CH4 (1060 ppb) rose from 1750 by 151 %; the
current concentration has never been exceeded over the last 420 000 years.

− The atmospheric concentration of N2O (46 ppb) rose by 17 % from 1750.



4 Fundamentals of physico-chemistry
in the climate system

The transport and transformation of chemical species1 is ongoing permanently in
the atmosphere. The air constituents (gases, solid and liquid particles) change per-
manently through chemical reactions, transfers among the physical states and trans-
fers to (deposition) and from the earth’s surface (emissions). Direct solar radiation
and scattered and re-emitted radiation interacts with the air constituents, resulting
in changes of the energetic state and photochemical conversions. This chapter
mainly focuses on the chemical fundamentals of the climate system. As often al-
ready mentioned in this book, we cannot separate chemical and physical processes.
Hence, it is inevitable to outline briefly the physical fundamentals in this regard.
However, there are many excellent books on atmospheric physics and meteorology
on the market and the reader is referred to them: atmospheric physics and thermo-
dynamics (Peixoto and Oort 1992, Andrews 2000, Zdunkowski and Bott 2004, He-
witt and Jackson 2003, Tsonis 2007), atmospheric dynamics (Gill 1982, Holton
2004, Vallis 2006, Marshall and Plumb 2007), meteorology (Garratt 1992, Kraus
2004, Wallace and Hobbs 2006, Ackerman and Knox 2006, Ahrens 2007, Lutgens
et al. 2009) and radiation (Kyle 1991, Zdunkowski et al. 2007).

Despite important achievements in understanding of the key aspects of aerosols,
cloud and precipitation chemistry and physics, clouds and aerosols remain the larg-
est source of uncertainty in the two most important climate change metrics: radia-
tive forcing and climate sensitivity (IPPC 2007). This uncertainty is the “manifesta-
tion of the lack of our understanding of how aerosol-cloud-precipitation processes
act in the climate system” (Heintzenberg and Charlson 2009). An understanding
of this complex matter needs an interdisciplinary and integrated approach as sug-
gested by AQCPC (2009)2. Contemporary science has had to adopt a new way of
thinking because of the emergence of a rapid accumulation of knowledge at differ-
ent levels. It seems, however, that progress in understanding nature is slow and
infinite. Wise sayings illustrate this predicament3: “Nature is simple, but scientists
are complicated”, said Francisco Torrent-Guasp, Spanish cardiologist (1931−2005)
and Jean-Jacques Rousseau said, “Nature never deceives us; it is we who deceive
ourselves”. Albert Einstein said that “everything should be made as simple as possi-
ble, but not simpler”. Stewart and Cohen (1994) also stated:

1 The term species is normally only used in biology as a basic unit of biological classification. In
recent years, the term chemical species has come into use as a common name for atoms, molecules,
molecular fragments, ions, etc.
2 Aerosols, Clouds, Precipitation and Climate. Science plan & implementation strategy (Melbourne
2009. Joint initiative of IGBP and WCRP. This group has proposed a regime-based approach to
study specific cloud regimes.
3 Citations from Buckberg (2005).
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The role of science is to seek simplicity in a complex world. This is a comfortable
picture, which encourages a view of the relation between laws and their conse-
quences − between cause and effect, i. e. simple rules imply simple behaviour,
therefore complicated behaviour must arise from complicated rules.

4.1 Physical basics

The fundamental law of nature is the law of the conservation of matter. Matter
occurs in two states: flowing energy (Chapter 2.3) and cycling material (Chap-
ter 2.4). The climate system, however, is an open system and is in permanent ex-
change with its surrounding earth system and thereby space (Fig. 3.2). Therefore,
we generally expect changes and variations of internal energy and mass over time.
From a chemical point of view, the interest lies in the quantification of the amount
− in terms of the number of particles and thereby mass − of different chemical
species in a volume regarded. This quantity, called density (an equivalent term to
concentration) is investigated as a function of time and space. Hence, mass, time
and distance are the fundamental quantities of the climate system, and all its quan-
tities can be expressed in terms of meters, kilograms and seconds (Appendix II).
Motion is based on Newton’s equations:

(dυ%

dt )
m

Z
1
m $ f and (dm

dt )
υ%

Z
1
υ%

$ f

and
d
dt

(mυ%) Z ∑
i

fi Z ma (4.1)

where m is mass, t is time, υ% is velocity (as vector), a is acceleration and f is force.
The last equation of motion (mυ% is the momentum) characterizes the fluid atmo-
sphere (force Z mass $ acceleration Z power / velocity and work Z power $ dis-
tance). Force is the change of energy by distance (1 J m−1 Z 1 N Z 1 kg m s−2).
Energy is the capacity to do work (or produce heat); there are different kinds of
energy: energy b heat b radiation b work (1 J Z 1 N m Z 1 kg m2 s−2). Heat is
the transfer of thermal energy from one object to another. Power is the rate of
energy change (1 J s−1 Z 1 W Z 1 kg m−2 s3). Climate forcing is expressed by
energy flux (1 W m−2 Z 1 J s−1m−2).

The rate R is a ratio between two measurements, normally per unit of time: R Z
Δε /Δt. However, a rate of change can be specified per unit of length (Δl ) or mass
(Δm) or another quantity, for example Δε /Δx where Δx is the displacement (the
shortest directed distance between any two points). In chemistry and physics, the
word “rate” is often replaced by (or synonymously used with) speed (see below
about the difference to velocity), and can be the distance covered per unit of time
(i. e. acceleration, the rate of change in speed) or the change in speed per unit of
time (i. e. reaction rate, the speed at which chemical reactions occur). In physics,
velocity υ% is the rate of change of position. This is a vector physical quantity, and
both speed and direction are required to define it. The scalar absolute value (magni-
tude) of velocity is speed. The average velocity ῡ of an object moving through a
displacement (Δx) during a time interval (Δt) is described by ῡ Z Δx / Δt.
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A flux F is defined as the amount that flows through a unit area per unit of
time: F Z Δε /qΔt (q area). Flux in this definition is a vector. However, in general
“flux” in earth system research relates to the movement of a substance between
compartments. This looser usage (Chapter 2) is equivalent to a rate (change of mass
per time); sometimes, the term specific rate is used in the more exact sense of time-
and area-related flux. Generally, the terms “rate” and “flux” as well as “velocity”
and “speed” are often not separated in the literature in such an exact physical sense,
but used synonymously.

The gradient of a scalar field (for example, air temperature, wind speed, density)
is a vector field that points in the direction of the greatest rate of increase of the
scalar field, and whose magnitude is the greatest rate of change. The gradient (or
gradient vector field) of a scalar function ε (x1, x2, … xn) is denoted as V

%
ε where

V
%

(the nabla symbol) denotes the vector differential operator (del ). The notation
grad(ε) is also used for gradient. The gradient of f is defined to be the vector field
whose components are the partial derivatives of ε . That is:

V
%

ε Z ( ∂ε
∂x1

, ... ,
∂ε
∂xn

) .

4.1.1 Properties of gases: The ideal gas

Without doubt, one of the most important models in physical chemistry is that of
an ideal gas assuming the gas as the congregation of particles existing in omnidirec-
tional stochastic motion.

4.1.1.1 Fluid characteristics

The velocity of moving air, more exactly those of an air parcel, is the wind velocity.
It is not the velocity of molecules and particles contained in the air. Wind is another
expression for flow. The wind velocity υ% is a vector given by a norm (wind speed)
and a direction in space (wind direction). An air parcel is a volume large enough to
allow a statistic macroscopic consideration of the gas; this can even be given for a
small volume of about 1 mm in diameter. In the Cartesian (rectangular) coordinate
system (in the atmosphere where the direction of the x-axis is east, the y-axis north
and the z-axis upward), the wind velocity is separated into three directions, named
u, υ and w:

υ% Z u $ i
%

+ υ $ j
%

+ w $ k
%

(4.2)

where i
%

, j
%

and k
%

are the unit vectors in directions of x, y and z. The wind speed
(absolute value of velocity) follows from:

- υ% - Z √u2 + υ 2 + w 2 or - υ% - Z √υx
2 + υy

2 + υz
2 (4.3)

Because of the time-depending wind velocity, the wind vector is described by a
complicated four-dimensional field υ%(x, y, z, t) with the components u (x, y, z, t),
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υ (x, y, z, t) and w (x, y, z, t). The vertical component is much smaller (by a factor
103 to 104) than the horizontal components, and the typical wind speed at a 1 km
altitude is 10 m s−1. The velocity describes the motion of an air parcel, i. e. the
distance l

%
that is passed in the time dt:

υ% Z
d l

%

dt
Z

dx
dt

i
%

+
dy

dt
j
%

+
dz
dt

k
%

(4.4)

This means that dx/dt Z u, dy/dt Z υ and dz/dt Z w are the directional compo-
nents of wind velocity and that any property ε of this air parcel can be described as:

dε
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+ υ
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∂y

+ w
∂ε
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Z
∂ε
∂t

+ υ% $ V
%
ε (4.5)

This is the total derivative of ε over time, where the partial derivatives have been
included. The quantity changed (for example, velocity, density or momentum) is
expressed through a mean value (convective transport) and a jitter (turbulent trans-
port):

ε (t) Z ε̄ (tR, Δt) + ε ′ (t) (4.6)

Turbulence or turbulent flow is a fluid regime characterized by chaotic, stochastic
property changes as a self-organizing process; the information entropy serves as a
criterion for the degree of its self-organization. The degree of turbulence (Tu) in a
fluid characterizes the ratio between the velocity jitter and averaged speed ū ; it is
a parameter of the laminar to turbulent foldover:

Tu Z
√ 1

3
(u2 + υ 2 + w 2)

ū
(4.7)

The change along a particle path, i. e. the trajectory of the air parcel, is called
Lagrangian. By contrast, the Eulerian approach considers changes at a given site
or fixed volume element, i. e. local changes of ∂ε / ∂t. The atmospheric fluid is
always turbulent with the exception of quasi-laminar interfaces. Turbulence is pro-
duced dynamically and thermally; it grows with increasing wind, surface roughness
and a vertical negative temperature gradient. In contrast to the molecular diffusion,
the turbulent diffusion coefficient is not a physical constant. The transport of mass
and convective heat is phenomena of turbulence. Flows are triggered through local
temperature differences and thereby density differences.

4.1.1.2 The gas laws

The gas laws developed by Robert Boyle, Jacques Charles and Joseph Gay-Lussac
are based upon empirical observations and describe the behavior of a gas in macro-
scopic terms, that is, in terms of properties that a person can directly observe and
experience. The kinetic theory of gases describes the behavior of molecules in a gas
based on the mechanical movements of single molecules. A gas is defined as a
collection of small particles (atom- and molecule-sized) with the mass mi (subscript
i denotes a defined substance):
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− occupying no volume (that is, they are points),
− where collisions between molecules are perfectly elastic (that is, no energy is

gained or lost during the collision),
− having no attractive or repulsive forces between the molecules,
− traveling in straight-line motion independent each other and not favoring any

direction, and
− obeying Newton’s Laws.

While colliding they exchange energy and momentum. Collisions lead macroscopi-
cally to the viscosity of a gas and diffusion of molecules. Considering only the
translation of particles (the aim of the kinetic theory of gases), there is no need for
quantum mechanical description. However, when describing rotation and vibration
in molecules (the other parts of the internal energy), quantum mechanics is essen-
tial. The size and speed of molecules with a mass mm can be different. Therefore,
the gas is considered macroscopic by averaging individual quantities. The molecule
number density cN is defined as the ratio between the number of gas molecules N
and the gas volume V. Hence, cN Z N/V (we will later see that cN in pure gases
denotes the Loschmidt constant n0). Please note that in the scientific literature the
number density is normally termed with n but here that would be confusing with
the mole number n.

Let us now consider the motion of a molecule in x direction onto a virtual wall.
Because of the three spatial directions and each positive and negative direction, the
particle density in each direction amounts to cN/6. For this, molecules υ Z υx is
valid because the speed in all other directions (y, z) is zero (according to the agree-
ment they only move in x direction). Within the time dt a molecule passes the
distance υ dt. At the wall with the area q, cN qυ dt / 6 molecules collide totally.
Therefore, each molecule transfers the momentum 2 mmυ because of the action-
reaction principle (to and from the wall). All collisions, given by the collision num-
ber z (collision frequency or rate is z/dt), transfer in a given time period dt a
momentum that generates the force f according to Eq. (4.1):

f Z
z $ 2 mmυ

dt
Z

cN

6
qυ $ 2 mmυ Z

1
3

cN q $ mmυ2 (4.8)

For the pressure p (force/area) results:

p Z
f
q

Z
1
3

cN $ mmυ2 (4.9)

With the definition of the gas density ρ as a product of particle density cN and
molecule mass mm, the fundamental equation of the kinetic theory of gases follows:

p Z
1
3

ρυ2 (4.10)

Expressing the gas density ρ as the ratio between total mass m (m Z N mm) and
gas volume V the Boyle-Mariotte law then follows. pV represents the quantity of
an energy, or more specifically the pressure-volume work of this gaseous system:

pV Z
1
3

m $ υ2 Z constant (4.11)
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Empirically, it has been found that (T is the absolute temperature):

pV
T

Z constant (4.12)

This is the combined gas law that combines Charles’s law (V Z constant $ T where
cN, p Z constant), Boyle’s law (pV Z constant where cN, T Z constant) and Gay-
Lussac’s law (p/T Z constant where m, V Z constant). Avogadro’s law expresses
that the ratio of a given gas volume to the amount of gas molecules within that
volume is constant (where T, p Z constant):

V
cN

Z constant (4.13)

Combining Eqs. (4.12) and (4.13) leads to the ideal gas law, where R is the universal
gas constant. The amount of gas molecules we will express by the mole number
n Z m /M:

pV Z n R T (4.14)

Now, we can derive an expression for the work W done by the gas volume (that is
equivalent to the kinetic energy). Using the definitions f Z dW /dx, a Z dυ /dt and
υ Z dx /dt it follows from Eq. (4.1):

Ekin Z ΔW Z ∫
0

x

fdx Z ∫
0

x

mm adx Z ∫
0

υ

mm
dx
dt

dυ Z ∫
0

υ

mmυdυ Z
1
2

mmυ2 (4.15)

Now, combining Eqs. (4.10) and (4.14) and taking into account that ρ Z m /V and
n Z m /M, we derive an important relationship for the mean velocity of molecules:

υmean Z √3 p

ρ
Z √3 RT

M
Z √ 3 kt

mm
(4.16)

More exactly the velocity derived in Eq. (4.16) is the root mean square velocity υrms

(see equation 4.35b). Remember that mm is the molecule mass, k is the Boltzmann
constant, which is in the following relationship to the gas constant (hence, the
equations with k are related to averaged single molecule properties and those with
R to the gas being the collection of molecules):

k
R

Z
mm

M
Z

1
NA

(4.17)

NA Avogadro constant4 (in the past called number), that is the number of “elemen-
tary entities” (usually atoms or molecules) in one mole, is (from the definition of
the mole) the number of atoms in exactly 12 grams of C12, which is about
6.023 $ 1023. From Eqs. (4.16) and (4.15) another expression for the kinetic energy
of molecules follows (remember that M Z mmNA):

Ekin Z
1
2

mmυ2 Z
1
2

M
NA

υ2 Z
3
2

RT
NA

Z
3
2

kT (4.18)

4 Johann Josef Loschmidt first calculated the value of Avogadro’s number; often referred to as the
Loschmidt number in German-speaking countries (Loschmidt constant now has another meaning).
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The average kinetic energy of a molecule is 3kT / 2 and the molar kinetic energy
amounts to 3RT / 2. It is important to distinguish between molecular (denoted by
the subscript m here) and molar quantities. Furthermore, it is valid (Vm is the
molar volume):

p
RT

Z
n
V

Z
1

Vm
(4.19)

Another (original) expression for the gas law then follows:

pVm Z RT Z
1

NA
kt (4.20)

The Loschmidt constant n0 is the number of particles (atoms or molecules) of an
ideal gas in a given volume V (the number density), and is usually quoted at stand-
ard temperature and pressure:

n0 Z
N
V

Z
p

kT
Z

p
RT

NA Z
NA

Vm
(4.21)

From Eqs. (4.14), (4.17), (4.20) and (4.21) the following gas equations are derived:

pV Z
m

mm
kT and p Z n0 kT (4.22)

The model of an ideal gas can be applied with sufficient accuracy5 to air with a
mean pressure of 1 bar (variation about 0.65−1.35 bar) and a mean temperature
near the earth’s surface of 285 K (variation about 213−317 K). For a description
of air as a gas mixture, Dalton’s law (also called Dalton’s law of partial pressures)
is important. This law states that the total pressure p exerted by a gaseous mixture
is equal to the sum of the partial pressures pi of each individual component in a
gas mixture: p Z Σ pi. It follows that V Z ΣVi and n Z Σ ni. The gas density ρ (note
the difference to the number density η and n0, respectively) can also be expressed by
several terms:

ρ Z
m
V

Z η mm Z
N
V

mm Z
pM
RT

(4.23)

In the gas mixture, we can now introduce all equations related to a specific com-
pound (molecule) i or to the sum of all gases; hence, it also valid that m Z Σ mi

and ρ Z Σ ρi. A useful quantity for describing mixtures (not only gaseous) is the
mole fraction xi Z ni /n, which generally characterizes a mixing ratio (Chap-
ter 4.1.2). From the different forms of the gas law it follows (the subscript i denotes
partial quantities) that:

xi Z
ni

n
Z

Vi

V
Z

pi

p
Z

mi

m
Z

ρi

ρ
(4.24)

A mean molar mass M¯ of air (or generally a gas mixture) can be defined based on
mole-weighted fractions of individual molar masses:

5 Because of the complexity of air, which is a multicomponent and multiphase system, we are only
able to roughly model this system. It makes no sense to describe single processes with a complexity
several orders of magnitudes more than the process with the lowest accuracy.
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M¯Z
S ni Mi

S ni
Z S xi Mi (4.25)

Eq. (4.23) states that the molar mass of a gas is directly proportional to its densities
in the case of same pressure and temperature. Based on standard values (normally
0 °C and 1 bar), the density for different pressures and temperature can be calcu-
lated according to:

ρT, p Z ρ0
p
p0

T0

T
(4.26)

Furthermore, it is practicable to introduce a relative density ρr , which is the ratio
of a gas density to the density of a gas selected as standard (ρs) because the ratio
of densities does not depend on pressure and temperature. Oxygen and dry air
are often selected as standard, which have the following densities (at 1 bar and
273.15 K):

ρO2 Z 0.001429 g cm−3

ρair Z 0.0012928 g cm−3.

The relative density is also equivalent to the ratio of the relevant mole masses:

ρr Z
ρ
ρs

Z
M
Ms

(4.27)

Air has a mean relative mole mass Mr, air Z Mr, O2 $ ρair / ρO2 Z 28.949.

4.1.1.3 Mean-free path and number of collisions between molecules

To understand heat conduction, diffusion, viscosity and chemical kinetics the mech-
anistic view of molecule motion is of fundamental importance. The fundamental
quantity is the mean-free path, i. e. the distance of a molecule between two collisions
with any other molecule. The number of collisions between a molecule and a wall
was shown in Chapter 4.1.1.2 to be z Z cN qυ dt / 6. Similarly, we can calculate the
number of collisions between molecules from a geometric view. We denote that all
molecules have the mean speed ῡ and their mean relative speed with respect to the
colliding molecule is ḡ. When two molecules collide, the distance between their
centers is d; in the case of identical molecules, d corresponds to the effective diame-
ter of the molecule. Hence, this molecule will collide in the time dt with any mole-
cule centre that lies in a cylinder of a diameter 2d with the area πd 2 and length
ḡ dt (it follows that the volume is πd2ḡ dt). The area πd 2 where d is the molecule
(particle) diameter is also called collisional cross section σ. This is a measure of the
area (centered on the centre of the mass of one of the particles) through which the
particles cannot pass each other without colliding. Hence, the number of collisions
is z Z cN πd2ḡ dt. A more correct derivation, taking into account the motion of all
other molecules with a Maxwell distribution (see below), leads to the same expres-
sion for z but with a factor of √2. We have to consider the relative speed, which is
the vector difference between the velocities of two objects A and B (here for A
relative to B):
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(4.28)

Since υA
/υB

/̄ must average zero, the relative directions being random, the average
square of the relative velocity is twice the average square of the velocity of A + B
and, therefore, the average root mean square velocity is increased by a factor
√2 (remember that Z ῡ ), and the collision rate is increased by this factor
(ḡ Z √2 ῡ). Consequently, the mean-free path decreases by a factor of √2 when
we take into account that all the molecules are moving:

z Z √2 cN πd 2ῡ dt (4.29)

To determine the distance travelled between collisions, the mean-free path l, we
must divide the mean molecule velocity by the collision frequency or, in other
words, the mean travelling distance ῡ dt by the number of collisions. Furthermore,
we must find an expression for the collision frequency (ν Z z / dt ) and the mean-
free time (τ Z 1 / ν ):

l Z
ῡ dt

z Z
1

√2cN πd 2
and τ Z

1

√2cN πd 2ῡ
and ῡZ

l
τ (4.30)

That fraction of gas molecules is of interest when velocity is within υ and υ + dυ.
This fraction f (υ)dυ is time-independent from the exchange with other molecules.
The Boltzmann distribution states that at higher energies (Z kT ) the probability to
meet molecules is exponentially less:

f (υ)dυ Z const $ exp (Kmmυ2

2 kT )dυ Z const $ exp (K Mυ 2

2 RT)dυ (4.31)

The Maxwell distribution describes the distribution of the speeds of gas molecules
at a given temperature:

f (υ)dυ Z √2
π (mm

kT )
3

2

υ2 $ exp (Kmmυ2

2 kT ) dυ (4.32)

The fraction f (υ) dυ denotes the probability dW and is also represented by dz /z
(= dlnz):

f (υ)dυ Z dW Z
dz
z (4.33)

To find the most probable speed υp of molecules, which is the speed most likely to
be possessed by any molecule (of the same mass mm) in the system (in other words,
it is the speed at maximum of probability), we calculate df (υ) /dυ from Eq. (4.32),
set it to zero and solve for υ, which yields:

υp Z √2 kt
mm

Z √2 RT
M

(4.34)

By contrast, the mean speed follows as the mathematical average of the speed distri-
bution, equivalent to the weighted arithmetic mean of all velocities (N number
of molecules):
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Table 4.1 Useful quantities in molecular kinetics (V − gas volume, d − molecule diameter,
q − square).

quantity meaning description

mm molecule mass Z M/NA

m mass Z N mm

M molar mass Z NA mm

n mole number Z m/M
N number of molecules
NA Avogadro constant a Z M/mm

n0 Loschmidt constant Z N/V
ρN density, number related b Z N/V
ρm density, mass related c Z m/V Z n0m0

c concentration Z m/V Z n0m0

Vm molar volume Z V/n
p pressure Z F/q Z n0kT Z nRT Z ρmυ 2/3
k Boltzmann constant Z R (mm /M ) Z R /NA

R gas constant Z k (M /mm) Z k NA

ῡ mean molecule velocity d
Z √υrms

2

υrms root-mean-square speed Z √3kT / mm

a acceleration Z dυ /dt
F force Z p ⋅ q Z mm (dυ /dt) Z υ (dm/dt) Z ma
Fd diffusion flux Z dn /dt
z collision number Z √2 n0 πd 2υ dt
l mean free path Z υ dt /z Z 1 / (√2 n0 πd 2)
η (dynamic) viscosity Z (1 / πd 2) √mmkT / 6
D diffusion coefficient Z (ῡ $ l) / 3
a identical with a number density
b identical with a number concentration
c identical with a mass concentration
d also transport velocity

ῡ Z
1
N ∫

0

N

υ dN Z∫
0

N

υf (υ)dυ Z√2
π (mm

kT )
3

2

∫
0

N

exp (Kmmυ2

2 kT )υ3dυ

Z√8 kT
πmm

Z√8 RT
πM

(4.35a)

The root mean square speed υrms is the square root of the average squared speed:

υrms Z (∫
0

N

υ2f (υ)dυ)
1

2

Z √3 kT
mm

Z √3 RT
M

(4.35b)

All three velocities are interlinked in following ratio:

υp : ῡ : υrms Z √2 : √8
π

: √3 (4.36)
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Now, we can set the expression (4.34) for the mean molecular velocity in Eq.
(4.29) and ascertain the mean molecular number of collisions z and the mean-free
path l, replacing n by p /kT (r molecule radius) in Eq. (4.30):

z Z 2cNπd 2dt√kT
mm

or collision frequency ν Z 2cNπd 2√kT
mm

(4.37)

l Z
kT

√2 πd 2p
Z

kT

4 √2 πr2p
(4.38)

Note that these equations are valid only for like molecules. In the case of air,
many different (unlike) molecules have to be considered with different radiuses or
diameters, molar masses and molecular speeds. For the example of gas mixture
A and B, the following expressions must be applied for mean molecule diameter
and mass:

dAB Z (dA + dB) / 2 (4.39)

mAB Z mAmB / (mA + mB) (4.40)

In air, the mean-free path has an order of 10−7 m and does not depend on tempera-
ture but is inversely proportional to pressure. The expressions given for collision
number and mean-free path are useful for understanding chemical reactions (see
collision theory in Chapter 4.1.1.2) but have only limited worth for applications
because the molecular diameter (or radius) is not directly measurable. However, the
molecular diameter is typically determined from viscosity measurements.

4.1.1.4 Viscosity

Air is a viscose medium; hence, we observe friction or drag. Friction converts kinetic
energy into heat. The internal friction between two moving thin air layers in x
direction results in a gradient of the speed in y direction (perpendicular to the
flow); ff is the frictional force, q the area between the moving layers:

ff Z qη
dυ
dz

Z q $ τ (4.41)

where η is the dynamic or absolute viscosity (dimension kg/m $ s) and the shear
stress τ in Newtonians fluids is defined by τ Z q (dv /dz) Z ff /q. A kinematic viscos-
ity ν is defined as the ratio of the dynamic viscosity to the density of the fluid: ν Z
η /ρ. The derivative (dv /dz) is the shear velocity, also called friction velocity. When
compared with Newton’s Eq. (4.1), the meaning of τ is clearly seen to be a flux
density of momentum. The momentum flows between moving layers in the direc-
tion of decreasing shear velocity (from higher layers down to the earth’s surface).
More exactly, the frictional force must be regarded in all directions, i. e. being a
vector.

The viscosity of a gas is in direct relation to the mean-free path (Gombosi 1994);
mass density ρm Z cNmm Z Nm0 /V Z m /V (note the difference to the number den-
sity):
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η Z
1

3
ρmῡl Z

1

3
cNmmῡ l Z

1
πd 2 √mm kT

6
(4.42)

However, this equation is an approximation; with respect to intra-molecular inter-
actions, a more exact relation η Z 0.499ρmῡl is obtained. Viscosity is independent
of pressure but increases with increasing temperature because of rising molecule
speed. The temperature dependence of viscosity is described by an empirical expres-
sion; the C Sutherland constant and the constant B follow from Eq. (4.42):

η Z
B √T

1 + C / T
(4.43)

4.1.1.5 Diffusion

In summarizing, we can state that no preferential direction exists in molecular
motion. Hence, there is no transport of any quantity (Brownian motion). Any flux
(transport of material, heat or momentum) is caused either by turbulent diffusion
(air parcel advection) or by laminar diffusion. Diffusion (when using this term in
chemistry only laminar transport is meant) is the flux (dn /dt) due to concentrations
gradients (dc /dz). Such concentration gradients occur near interfaces very close to
the earth’s surface (see dry deposition in Chapter 4.4.1) and between air gases and
solid aerosol or aqueous particles (cloud and raindrops) through phase transfer
processes. Physically diffusion means that the mean-free path of molecules (or parti-
cles6) increases in the direction of decreasing number concentration; therefore, dif-
fusion is directed Brownian motion. The diffusion flux Fd Z dn /qdt (mole per time
and area) is proportional to the concentration gradient dc /dx; D is the diffusion
coefficient, V volume (q $ dz) and n mole number, known as Fick’s first law:

Fd Z
1
q

dn
dt

Z KD
1
V

dn
dz

Z KD
dc
dz

(4.44)

Combining the basic Newton’s equation (4.1) with (4.41) in terms of the general
quantity ε (Eq. 4.5), which can be a mass mm, velocity υ, heat etc. and where β
means a proportionality coefficient, namely a characteristic transfer coefficient, it
follows that:

dε
dt

Z K� $ ε Z K
1
ε

F Z Kq
η

mm

dε
dz

(4.45)

This is a general flux equation for material, energy and momentum. The negative
sign indicates a decrease in the quantity ε in the direction of the gradient dε /dz
(z is for vertical direction and x, y for any horizontal one). In terms of velocity
from Eq. (4.44), an expression for the fluidity ϕ follows:

6 The diffusion of large particles (PM ) compared with molecules is described in a different way.
The term particle here involves molecules, atoms and molecule clusters.
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dυ%

dx
Z K

1
η $ q

mm
dυ%

dt
Z K� $ τ (4.46)

where ϕ Z 1/η (τ shear stress). Hence, viscosity means the transport of momentum
against a velocity gradient, and diffusion is the transport of material against a
concentration gradient. Comparing Eqs. (4.44) and (4.45) generates a simple ex-
pression for the gas diffusion coefficient Dg (which is different from the liquid-
phase diffusion coefficient). Table 4.1 summarizes the most important quantities
for describing the molecular kinetics.

Dg Z
1
3

ῡl Z
1

πd 2
1

ρm
√mmkT

6
Z

1
πd 2

1
n0
√NA

M √kT
6 (4.47)

4.1.2 Units for chemical abundance: Concentrations and mixing ratios

Air is a multiphase and multicomponent system or, in other words, a mixture of
gases and particles. The latter we distinguish into liquid droplets and solids. Solid
particles are also often mixtures and always contain water to different extents, i. e.
they are humid. Within the troposphere, droplets are exclusively aqueous solutions
(hydrometeors) but in the stratosphere, droplets can be formed from sulfuric and
nitric acid.

Despite the proposal by scientific organizations (IUPAC and IUPAP) to use only
SI units (Appendix II), practical purposes mean different units for describing the
abundance of air traces are in use. In chemistry, concentration is the measure of
how much of a given substance is mixed with another substance. This can apply to
any sort of chemical mixture, but most frequently the concept is limited to homoge-
neous solutions, where it refers to the amount of solute in a substance. Air always
provides a heterogeneous mixture. We can define a unit of air volume (in the sense
of a space), let’s say 1 m3, which is filled with an amount (how much there is or
how many there are of something that you can quantify) of a substance (gas and
condensed matter). Amount (mass, volume, number) denotes an extensive quantity,
i. e. the value of an extensive quantity increases or decreases when the reference
volume changes. The amount of a substance in a given gas volume is strongly
determined by the gas laws. By contrast, an intensive quantity (pressure, tempera-
ture) does not change with volume. We can quantify the amount of a substance in
different terms:

− mass m (related to a prototype made from iridium and stored in Paris), measured
in kg

− volume V (how much three-dimensional space is occupied by a substance),
measured in m3

− number N (the sum of individuals such as molecules, particles, droplets), dimen-
sionless

− mole n (1 mol corresponds to the molecular weight or to a fixed number of
molecules expressed by the Loschmidt constant n0), dimensionless
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Table 4.2 Recalculation between mass concentration ci (in µg m−3) and mixing ratio xi

(in ppb) under standard conditions (25 °C and 1 bar).

compound x (υ)i c (m)i

in ppb in µg m−3

ozone O3 1 1.96
hydrogen peroxide H2O2 1 1.39
sulfur dioxide SO2 1 2.63
nitrogen monoxide NO 1 1.22
nitrogen dioxide NO2 1 1.89
nitrous acid HNO2 1 1.92
nitric acid HNO3 1 2.56
ammonia NH3 1 0.69
hydrogen chloride HCl 1 1.63
benzene C6H6 1 3.23

Mass, volume, mole and pressure (note that pressure is an intensive quantity) are
linked in the general gas equation (which, however, is only valid for diluted mix-
tures, which is true when we consider traces in air), as seen in Eq. (4.14). We also
can apply the gas law based on the partial quantities m Z S mi, V Z S Vi,
p Z S pi and n Z S ni in two forms:

piV Z ni RT as well as pVi Z ni RT (4.48)

Hence, for any mixing ratio xi by taking into account the gas equation for a given sub-

stance i, it follows that: xi Z
ni

n
Z

Vi

V
Z

mi

m
Z

pi

p
(Eq. 4.24). These ratios are called

(dimensionless) mixing ratios (or fractions) by the amount of moles, volume, mass
and pressure, respectively. The large advantage in its use compared with concentra-
tions7 (moles or mass per volume) lies in its independence from p and T. Depending
on the magnitude of the mixing ratio the most convenient units can be:

− percent: %, where 1 % Z 10−2

− parts per million: ppm, where 1 ppm Z 10−6

− parts per trillion: ppt, where 1 ppt Z 10−9

Normally, it must be decided on which quantity the mixing ratio is based (volume
or mass) and then written as ppmm or ppmV (also written as to ppm(m) or
ppm(V)), respectively (Table 4.2).

A standard volume of air (e. g. 1 m3) is well defined but hard to measure when
taking into account the volume of condensed matter (hydrometeors and particulate
matter; PM). Normally, we can neglect the volume (fraction) of the condensed
matter occupying a volume of air because of the small values in the order of 10−6

(Table 1.1), which is orders of magnitude smaller than the best gas volume measure-
ment facilities. The volume of condensed matter, however, can be well measured
using optical methods. It must also be considered when soluble gases are distributed

7 However, whenever measuring an atmospheric substance, p and T must be co-measured to allow
standard recalculations for exact averaging and intercomparisons.
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among the gas and the droplet phases in air. Highly soluble gases (such as HCl
and HNO3) will be transferred quantitatively in a cloud from the gas into the liquid
phase (scavenging efficiency equal to one). Partially soluble gases (such as SO2 and
CO2) are distributed among the phase according to the Henry law. Hence, the
partial pressure is according to:

pi Z pi (g) + pi (aq) (4.49)

where p (g) = n (g)RT /V (g) and p (aq) Z n (aq)RT /V (aq) Z p (g)Heff RT ⋅ V (aq)/
V (g) because of n (aq) Z p (g)V (aq)Heff. The reservoir distribution δ (ratio of mole
mass in the aqueous phase to the mole mass in gas phase) is given by:

δ Z
naq

ng
Z

Vaq

Vg
Heff RT z LWC $ Heff $ RT (4.50)

where Heff is the effective Henry constant (Chapter 4.3.2). The volume ratio be-
tween the phases is given by V Z V (aq) /V (g) z V (aq) /air volume Z LWC (liquid
water content), whereas air volume Z V (aq) + V (g) z V (g). The total partial pres-
sure is now described by:

pi Z pi (g) $ (1 + LWC $ Heff $ RT) Z p (g) $ (1 + δ) (4.51)

In all cases, when δ / 1 (i. e. p (g) < p) the partial pressure of a substance must be
corrected by the factor 1/(1 + δ) in equations. The concentration can be defined
based on mass (e. g. g L−1 or g m−3), number (e. g. cm−3) and mole (molarity, e. g.
mol L−1 or molar or M):

c (m)i Z mi / V, c (N)i Z Ni / V, c (n)i Z ni / V (4.52)

Using the gas law (Eq. 4.14), and taking into account Eqs. (4.24) and (4.48), a
recalculation between mass concentration and the mixing ratio is based on

xi Z c (m)iRT / pMi (4.53)

where Mi is the mole mass of the substance i. Gaseous trace species were often
measured in mass concentration (e. g. µg m−3). It is obligatory to also measure
pressure and temperature because otherwise there is no way for a recalculation
between the mass concentration and mixing ratio. For standard conditions
(1 atm Z 1.01325 $ 105 Pa and 25 °C Z 298.15 K) the mass concentration is listed
as 1 ppb in Table 4.2.

Only molecules in very small concentrations (especially reactive radicals such as
OH and HO2) are quantified in number concentrations, e. g. the number of radicals
in a volume (cm−3). This concentration measure is also used for the particle number
of condensed matter (droplets and solid particles).

According to heterogeneous reactions and optical properties, another quantity −
the surface to volume (of air) ratio − is useful for describing the condensed phase.
For droplets, it is simple to define the volume of an individual droplet based on its
diameter assuming a spherical form. The mass, number and surface quantities of
particles show a very different (but characteristic) behavior when related to the size
distribution.

Concerning the chemical composition of the condensed matter, there are two
ways to describe the abundance. First, chemically analyzing the matter (either single
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particle or collected mass of particles) provides the concentrations (or mixing ra-
tios) related to the volume (or mass) of the condensed phase, e. g. moles (or mass)
of a substance per liter of cloud water and mass of a substance per total mass of
PM. When sampling the condensed phase, normally for hydrometeors, all droplets
are collected in a bulk solution (however, multistage cloud water impactors are also
available). However, for solid PM, different particle size fractions are in use. TSP
means the total suspended matter (i. e. it is sampled over all particles sizes). A
subscript denotes the cut-off during sampling (for example, PM10, PM2.5 and
PM1), i. e. the value denotes the aerodynamic diameter in µm of (not sharp) separa-
tion between particles smaller than the given value. Second, the specific concentra-
tion of a substance within the condensed matter can be related to the volume of
air. To do so, the volume (or mass) concentration of the total condensed matter
must be known. This is given by the LWC for hydrometeors and the total mass
concentration of PM. The resulting value of the mass dissolved matter or PM in a
volume of air is the atmospheric abundance, and this air quality can be compared
between different sites. The concentration of a substance in cloud water, however,
also depends on the cloud’s physical properties. This is also valid for fog and precip-
itation. Hence, with hydrometeor sampling the simultaneous registration of the
LWC and rainfall amount is obligatory:

ci (air) Z mi (PM) $ PM (4.54)

where S mi (PM) Z m (PM) and PM denotes the total mass of PM in an air vol-
ume. In analogy to species dissolved in cloud water, the aqueous phase concentra-
tion must be multiplied by the LWC:

ci (air) Z mi (aq) $ LWC (4.55)

When using averaged concentration values it is strongly recommended to calculate
them from so-called weighted values, namely LWC for cloud and fog water and
precipitation amount for rain and snow. Only such weighted values represent the
correct total abundance of trace substances in air. The averaged precipitation com-
position, e. g. as annual mean results from:

ci (aq)¯Z
∑

i
ri ci(aq)

r (4.56)

where ri denotes the precipitation amount for sample i, and r denotes the annual
(or any other timescale) precipitation amount (rainfall rate). In analogy for cloud
water chemical composition:

ci (aq)¯Z
∑

i

n

ci(aq)LWC i

n LWC¯
Z

∑
i

n

ci(aq)LWC i

∑
i

LWC i

(4.57)

where LWC is the arithmetic mean of samples LWCi and n is the number of sam-
ples.

Another concentration measure is important for ions in hydrometeors and solu-
ble substances in PM: the normality (N ) and the equivalent (eq). Because of the
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condition of electroneutrality, the sum of the equivalent concentration of all cations
must be equal to the sum of the equivalent concentration of all anions in droplets
and solid particles.

Normal is one gram equivalent of a solute per liter of solution. The definition
of a gram equivalent varies depending on the type of chemical reaction being dis-
cussed − it can refer to acids, bases, redox species and ions that will precipitate.
More formally, a gram equivalent of a substance taking part in a given reaction is
the number of grams of the substance associated with the transfer of NA electrons
or protons or with the neutralization of NA negative or positive charges, where NA

is Avogadro’s number. The expression of concentration in equivalents per liter (or
more commonly, microequivalents per liter, µeq L−1) is based on the same principle
as normality. A normal solution is one equivalent per liter of solution (eq L−1),
where ci (n) denotes the molar concentration (e. g. in mol L−1) and e symbolizes the
ionic charge.

ci (eq) Z ci (n) $ e (4.58)

4.1.3 Thermodynamic: The equations of state

Thermodynamics was originally the study of the energy conversion between heat
and mechanical work, but now tends to include macroscopic variables such as
temperature, volume and pressure. In physics and chemistry, and thereby the atmos-
phere and more generally the climate system, thermodynamics includes all proc-
esses of equilibrium between water phases, including hydrometeors, trace gases and
aerosol particles (APs). These processes occurring in energetic changes are the key
factor for understanding atmospheric states and thereby climatic changes. Changes
in heat and kinetic energy can be measured in the work carried out.

The internal energy of a system or body (for example, a unit of air volume) with
well-defined boundaries, denoted by U, is the total kinetic energy due to the motion
of particles (translational, rotational and vibrational) and the potential energy asso-
ciated with the vibrational and electric energy of atoms within molecules or any
matter state. This includes the energy in all chemical bonds and that of free elec-
trons (for example, hydrated electrons in water and photons in air).

This quantity (and some still following) is defined as a variable of state because
it only depends on the state of the system and, inversely, describes the state of the
system. The change ΔU Z U2 − U1 as a result of a state change means, according
to the law of energy conservation, that energy is either taken up from the environ-
ment (ΔU > 0) or released into the surroundings (ΔU < 0). The first case is called
endothermic (for example, the evaporation of water) and the second case exothermic
(for example, oxidation). Heat Q takes a special place among different kinds of
energy (which are summarized behind the term work W ). Hence, the change of
internal energy is defined by:

ΔU Z W + Q (4.59)
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In the gas phase, work is carried out primarily8 as pressure-volume work (in the
condensed phase such as droplets and solid particles, surface work, electrical work
and expansion work also occur). The change of volume occurs at a constant pres-
sure (isobaric change of state) and so it is valid that

KW Z pΔV (4.60)

If no other work is carried out, the differential change of internal energy is de-
scribed by

dU Z dQKpΔV (4.61)

The internal energy of an ideal gas depends only on temperature (the Gay-Lussac
law). During an isothermal expansion, when air performs positive work through
overbearing external pressure, it must uptake an equivalent amount of heat to meet
a constant temperature (−W Z Q > 0). Is there no heat exchange with the sur-
roundings (Q Z 0); this is defined as an adiabatic change of state. Consequently,
the gas (air) cools and the internal energy decreases by the amount equivalent to
the work performed (−W Z −ΔU ). In air parcels, pressure and volume change
with each shift in height. With an ascent, the volume increases (expansion) and
pressure decreases. As long as there is no heat exchange with the surrounding air,
the internal energy remains constant and the altitude change is adiabatic. Therefore,
adiabatic air mass changes are an important condition for the condensation of
water vapor into the cloud condensation nuclei. While adiabatic, rising air cools by
0.98 °C per 100 m; this is called the dry adiabatic lapse rate (DALR), or dT /dz. As
soon as the air parcel is saturated by water vapor, it partly condenses and is then
heated by the released heat. Then, the wet adiabatic temperature gradient (lapse
rate) is observed, which lies between 0.4 °C at large temperatures and 1 °C for low
temperatures. During adiabatic changes, the potential temperature remains constant,
i. e. an air parcel with 10 °C in 1000 m altitude contains about the same heat as a
surface-near air parcel at 20 °C. The temperature gradient determines the atmos-
pheric layering. It is called a stable atmospheric boundary layer (SBL) if the air
temperature decreases less with altitude than in the case of adiabatic layering. The
lifting air becomes cold faster than its environment and sinks down again so that
only small vertical displacements occur. By contrast, if the air temperature de-
creases faster than the adiabatic lapse rate (the rising air is warmer than the envi-
ronment) another buoyant force evolves − it becomes a labile layering.

The heat needed to heat one mole of a gas at constant volume is called molar
heat capacity CV; it is defined as Q Z CVΔT. The temperature dependency of CV is:

CV Z (ΔQ
ΔT)

V

Z (ΔU
ΔT)

V

(4.62)

Now, we can formulate the first law of thermodynamics: In a closed system, the
internal energy remains constant. For the calculation of processes with a constant
pressure, the internal energy is replaced by the quantity H, denoted enthalpy:

H Z U + pV Z U + n RT (4.63a)

8 Further transformed into accelerational and frictional work.
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In differential form:

dH Z dU + pdV + Vdp (4.63b)

The last equation can be integrated for isobaric changes (dp Z 0):

ΔH Z ΔU + pΔV Z Q (4.64)

The heat capacity at a constant pressure is defined:

Cp Z (ΔH
ΔT)p

(4.65)

From Eqs. (4.61) and (4.65) we can derive the relationships between the change of
enthalpy and the (infinitesimal) change of temperature at a constant pressure in
the case of constant heat capacity within a certain range of temperature:

dH Z CpdT and ΔH Z CpΔT (4.66)

The quantities ΔU und ΔH might also be expressed as heat because all kinds of
energy, which the system exchanges with its surroundings, can be completely trans-
ferred into heat, in agreement with the law of energy conservation. The general
driving force can be quantified as entropy. With such quantification, it can be stud-
ied whether a process runs voluntarily. Voluntary processes in the atmosphere or
generally in the climate system are of crucial interest because it is nearly9 impossible
to trigger the intended changes of pressure and temperature. Only voluntary chemi-
cal processes can be observed in nature. The finding that all processes can be
grouped into voluntary and non-voluntary processes leads to the second law of
thermodynamics. It is impossible to carry out a process with an uptake of heat
from a reservoir and its complete transfer into work (there is no perpetuum mobile).
In a slightly different phrasing, heat is low-grade energy, i. e. whereas heat always
degrades, heat of a lower grade will always remain (for example in the form of
infrared radiation). This “loss” can be called dissipated work. The “value” of heat
is determined by the temperature of the system; the more elevated the temperature,
the larger the part of heat that is transferable into work (useful energy). This prop-
erty of heat is characterized by the entropy:

dS Z
dQrev

T
(4.67)

In the case of isothermal processes we can rewrite it as follows:

ΔS Z
Qrev

T
(4.68)

Qrev is the reversible heat taken up by the system at a given temperature. In a closed
system,10 the total energy remains constant and thereby the direction of a process

9 It is not impossible, for example in weather modification (rain making, hail prevention and fog
dissipation), but almost through “catalytic” triggering.
10 In nature a closed system is a fiction or a model approximation. The atmosphere is open to
space and the earth’s surface. The earth system is open regarding energy flux and only apparently
closed regarding mass, when not considering cosmic epochs.
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is associated with the redistribution of energy. Experience has shown that voluntary
processes always result in a larger disorder of the system (ΔS > 0). This is a condi-
tion for an irreversible process, which cannot return either the system or surround-
ings to their original conditions. Consequently, a reversible process in an adiabatic
isolated system, as characterized by ΔS Z 0. This is an ideal abstraction because
all processes in nature are spontaneous and thereby voluntary and irreversible. This
does not exclude cycling processes, for example biogeochemical material cycles
where all single processes are irreversible but directed in a cycle, not returning the
system to their original conditions but keeping a stationary state. This also does
not exclude small intermediate steps that are reversible.

Considering spontaneous processes from the view of probability f (with a range
of values 0 … 1), irreversible processes operate as transfers from a less probable in
a more probable state. Boltzmann derived the equation:

S Z k ln f + constant (4.69)

With the assumption by Max Planck that the constant is zero, Eq. (4.69) can also
be written as:

ΔS Z k $ ln
f2
f1

(4.70)

where f1 and f2 denote the probabilities of the initial and final state, respectively.
To characterize a process as “voluntary”, two more thermodynamic variables are
introduced: free energy (also called Helmholtz energy) F and free enthalpy (also
called Gibbs energy) G:

F Z UKTS (4.71)

G Z HKTS Z F + pV (4.72)

Changes in the state at a constant temperature can be written as:

dF Z dU − TdS and dG Z dH − TdS.

With the condition of “voluntariness” of the process, that is dS ≥ 0, another impor-
tant thermodynamic condition follows:

dFT,V ≤ 0 and ΔGT, p ≤ 0, respectively.

In a spontaneous operating process, the change of free energy is negative, whereas
in equilibrium dWT,V Z 0 is valid. The change of free energy corresponds to the
maximum possible work that can be carried out (dW Z −pΔV ). A more general
criterion for the “voluntariness” of processes, however, is the attempt to garner a
maximum from the sum of entropy changes of the system (dS ) and the surround-
ings (−dU /T ) or, in other words, to gain a small total entropy. The criterion ΔGT, p

≤ 0 is in chemistry in this sense interpreted as a chemical reaction at a constant
temperature and constant pressure if it is connected with a decrease in free enthalpy.
Hence, it makes sense to introduce free standard enthalpies ΔRG2 to calculate reac-
tions and equilibriums:

ΔRG2 Z ΔRH2 − TΔRS2 (4.73)
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It is logical to treat the change of free enthalpy as a function of p and T:

dG Z dHKTdSKSdT. (4.74)

Because H Z U + pV it is dH Z dU + pdV + Vdp and using the fundamental
equation dU Z TdS − pdV it follows finally that:

dG Z VdpKSdT (4.75)

and

(∂G
∂T)

p

Z KS and (∂G
∂p)

T

Z V (4.76)

Because S takes positive values, G must decline if T is increasing in a system at a
constant pressure and constant composition. In gases, G responds more sensibly to
pressure variation than in condensed phases (because gases have a large molar
volume). From Eq. (4.76), the temperature dependency of free enthalpy can be
derived. Owing to S Z (H − G ) /T, after a few steps we get the well-known Gibbs-
Helmholtz equation:

( ∂
∂T (G

T ))
p

Z K
H

T 2
(4.77)

Relating this equation to the initial and final state of a chemical reaction or physical
change of state, it follows because ΔG Z G2 − G1

( ∂
∂T (ΔG

T ))
p

Z K
ΔH

T 2
(4.78)

According to Gibbs, the partial free enthalpy (∂G /∂n) of any chemical species is
called its chemical potential µ. The chemical potential denotes how the free en-
thalpy of a system changes with changing chemical composition. Therefore, the
equilibrium of all kinds can be clearly described, especially in mixed or multiphases.
For pure substances (because of dni Z 0) it is valid that µ Z G. The molar-free
enthalpy for solids and liquids depends little on pressure, but for gases this depend-
ency is large. For ideal gases, according to the definition G Z H − TS, the total
derivative dG follows from Eq. (4.74) with consideration of the gas equation for
molar quantities (V Z RT /p; we disclaim here the exact marking as Vm):

dG Z Vdp Z RTd ln p (4.79)

where dp /p Z d ln p (= d ln (p /p0) more exactly; p0 is set to 1 bar but might earn
any reference value. After integration and µ Z G we get:

µ Z µ2 + RT ln p (4.80)

where µ2 denotes the chemical standard potential. The difference µ − µ0 is equal to
the molar work when transferring the ideal gas reversible and isothermal from
standard pressure on p.

In an open system − its chemical composition does not need to be constant −
the change of G must be described with variation of p and T as well with n, the
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composition. Besides the terms (∂G/∂p)T, n Z V und (∂G/∂T )p, n Z −S it further
follows (Eq. 4.75) as a general definition of the chemical potential:

(∂G
∂ni

)
p,T , nj

Z µi (4.81)

With nj (besides p and T ) the constancy of the chemical composition is expressed.
From the thermodynamic fundamental equation the following now follows for H
and U:

µi Z (∂U
∂ni

)
S,V, nj

µi Z(∂H
∂ni

)
S, p, nj

µi Z(∂H
∂ni

)
S, p, nj

(4.82)

In an ideal mixing, i. e. the components do not interact through intramolecular
forces, the chemical potential of each component is equal to that of the pure com-
ponent if its pressure is identical to the partial pressure in the composition:

µi Z µi
2 + RT ln pi (4.83)

Because of pi Z p $ xi it follows that:

µi Z µi
2 + RT ln pi + ln xi Z µi

2 + RT ln xi (4.84)

Similar to gases for diluted solutions (otherwise activities aj must be used) we write
µi
2. This denotes a new standard potential of the dissolved compound i at a concen-

tration 1 mol L−1:

µi Z µi
2 + RT ln ci (4.85)

4.1.4 Equilibrium

We stated above that a reversible process between two states characterizes equilib-
rium A % B, whereas no limiting conditions are expressed for the states A and B.
Thus, it can be a chemical (reversible) reaction or any phase transfer (gas-liquid,
solid-liquid, solid-gas). There are, however, only a few types of chemical reactions
representing equilibrium: the acid-base reaction, adduct formation, complexation
and addition-dissociation. Phase equilibrium is often observed in nature: dissolu-
tion-precipitation, evaporation-condensation and absorption−desorption. All non-
chemical processes in multiphase systems can be subdivided into partial steps con-
sidering each chemical species separately transferring to the interface. In equilib-
rium, each substance has the same chemical potential in all phases. When the state
variable changes (pressure, temperature, mole fraction) but the equilibrium remains,
the chemical potentials change. However, it is valid that the changes are the same
in all phases: dµi Z dµí . Any chemical reaction or phase transfer including the
chemical species Xi and Yj is described by (ν stoichiometric constant):

ν1X1 + ν2X2 + ν3X3 + .... νmXm &)*
kK

k+
νm+1Y1 + νm+2Y2

+ νm+3Y3 + .... (4.86)
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The law of mass action establishes the relationship between states A and B via
the equilibrium constant K; the brackets denote the concentration (or for non-ideal
systems the activity and fugacity, respectively). By convention the products form
the numerator:

K Z
[Y1]νm+1 [Y2]νm+2 [Y3]νm+3 ...

[X1]ν 1 [X2]ν 2 [X3]ν 3 ...
(4.87)

In Eq. (4.86), k+ und k− represent the rate constants of the partial processes and
the forward (k+) and back (k−) reaction or transfer. Equilibrium also means that
the fluxes of the forward and backward processes are equal: F+ Z F− because of
dµ i Z dµí and therefore dWT, V Z 0 and ΔGT, p Z 0. Hence, it is valid that:

F+ Z (dn
dt )

+

Z k+ [X1]ν 1 [X2]ν 2 ... Z FK Z (dn
dt )

K

Z kK[Y1]νm+1 [Y2]νm+2 ... . (4.88)

It follows that:

K Z
k+

kK
(4.89)

In 1886, Jacob van’t Hoff derived thermodynamically the law of mass action based
on the work from the initial substances Xi and final substances (products) Yj as well
as the following relationship between free energy and enthalpy and the equilibrium
constant either for constant pressure or constant volume but always at constant
temperature:

(ΔRF 2)V,T Z (ΔRG2)p,T Z KRT ln K (4.90)

From the general definition of the chemical equilibrium (dµi Z dµí ), it follows
when arriving at the equilibrium (depending on the rate constants, time is needed
to achieve the equilibrium)11 the conditions (lower cases denote mass-related and
not molar quantities as for capital letters):

(dg)p,TZ 0 (isobar) and (df )V,T Z 0 (isochoric−isothermal) (4.91)

Another general condition for equilibrium follows:

(g)p,T Z (f)V,T Z S µi dni Z 0 (4.92)

Because of Σ dni Z νi it also follows that ΔRG Z Σνiµi = 0. Now, the thermody-
namic derivation of K becomes coherent:

0 Z ΔRG Z Sνiµi Z S (νiµi + RT ln ci
νi) Z ΔRG + RT ln K (4.93)

We now transfer from the infinitesimal change d to the difference Δ and it follows
from ΔRG2 Z ΔRH2 − TΔRS2 Z − RT ln K through transformation with respect

11 This is sometimes forgotten by modellers treating fast equilibrium according to the integrating
time. However, when the time to achieve the equilibrium is larger than the numeric time step,
nonsense is calculated.
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to ln K and the derivative with respect to T. Using the Gibbs-Helmholtz equation
(4.78), we derive the universal van’t Hoff ’s reaction isobar:

d ln K

dT
Z

ΔRH2

RT 2
(4.94)

Transforming this equation, a practicable expression for the temperature-dependent
equilibrium constant then follows:

K (T) Z K298 exp[ΔRH2

R ( 1
298

K
1
T)] (4.95)

4.1.5 Steady state

As noted before, one of the general conditions for equilibrium and steady state12 is
that the forward and backward fluxes of a process are equal (F+ Z F−). The specific
condition to fulfill a chemical equilibrium is µ+ = µ− (Eq. 4.92). Although a chemi-
cal equilibrium occurs when two or more reversible processes occur at the same
rate, and such a system can be said to be in steady state, a system that is in steady
state might not necessarily be in a state of equilibrium, because some of the proc-
esses involved are not reversible. A system in a steady state has numerous properties
that do not change over time. The concept of steady state has relevance in many
fields, in particular thermodynamics. Hence, steady state is a more general situation
than dynamic equilibrium. If a system is in steady state, then the recently observed
behavior of the system will continue into the future. In stochastic systems, the
probabilities that various different states will be repeated will remain constant. We
will generalize Eq. (2.142) as follows (see Chapter 2.8.4.1 and (4.88)):

(dn
dt )Z (dn

dt)
+

− (dn
dt)

−

Z 0 or F Z F+KFK Z 0 (4.96)

In many systems, steady state is not achieved until some time has elapsed after the
system is started or initiated. This initial situation is often identified as a transient
state, start-up or warm-up period.

The term steady state is also used to describe a situation where some, but not
all, of the state variables of a system are constant. For such a steady state to
develop, the system does not have to be a flow system. Therefore, such a steady
state can develop in a closed system where a series of chemical reactions take place.
Literature on chemical kinetics usually refers to this case, calling it steady-state
approximation. Steady-state approximation, occasionally called stationary-state ap-
proximation, involves setting the rate of change of a reaction intermediate in a

12 Often also called stationary state (Chapter 2.8.4.1). But in physics, especially in quantum me-
chanics, a stationary state is an eigenstate of a Hamiltonian or, in other words, a state of definite
energy. It is called stationary because the corresponding probability density has no time depend-
ence. For all kinds of “stationary state” in German (and likely in other languages too) there is
only one term “stationärer Zustand ”.
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reaction mechanism equal to zero. Steady-state approximation does not assume the
reaction intermediate concentration is constant (and therefore its time derivative is
zero). Instead, it assumes that the variation in the concentration of the intermediate
is almost zero. The concentration of the intermediate is very low, so even a big
relative variation in its concentration is small, if considered quantitatively.

These approximations are frequently used because of the substantial mathemati-
cal simplifications this concept offers. Whether or not this concept can be used
depends on the error the underlying assumptions introduce. Therefore, even though
a steady state, from a theoretical point of view, requires constant drivers (e. g. con-
stant inflow rate and constant concentrations in the inflow), the error introduced
by assuming steady state for a system with non-constant drivers might be negligible
if the steady state is approached fast enough (relatively speaking).

This is often the case for very reactive chemical species, especially radicals such as
hydroxyl (OH). Steady state OH concentration is than expressed by the condition
d [OH] / dt Z 0 from which follows:

∑
i

ki [Ai] [Bi] Z [OH] ∑
j

kj [Cj] (4.97)

where the terms on the left side represent all reactions producing OH and those on
the right side all reactions consuming OH. However, in truth this is valid only for
a short time, depending on the error being taken into account (a few minutes, but
this time is large compared with the atmospheric OH lifetime in the order of sec-
onds). The approximation of OH steady state is also useful for adopting a mean
“constant” OH concentration (independent of diurnal cycles, Chapter 2.8.2.9) to
reduce secondary-order reactions to pseudo-first-order reactions (see next
Chapter).

The principle of stationary (or instationary) is also applied to the atmospheric
budget of trace species, regarding F+ the source term (emission Q) and F− the total
removal term R (deposition and chemical conversion). With the definition of the
residence time (see Chapter 4.5 for more details) it follows from Eq. (4.96) that:

ln
n0

n (Δt)
Z

Δt
τ

(4.98)

where n0 is the (initial) amount of a substance in air at t Z 0. To fit the steady-
state condition Q Z R over a given unit of time (for example a year) there is no
condition concerning the quantity of the residence time. Normally, it is believed
that a short residence time (let’s say τ / 1 yr) corresponds to a large removal
capacity; if τ Z 1 day (for example formic acid), after seven days 99.9 % of the
initial amount n0 is removed from the atmosphere independent of the absolute
amount. Consequently, the yearly removal capacity is some 50 times higher. As
another consequence, the mean atmospheric concentration of this substance re-
mains very low (but depends on the influx and the emission). Regarding the exam-
ple of a large residence time τ Z 10 years (for example methane), after one year
only about 10 % of n0 is removed from air as it follows from Eq. (4.98). Yet we
have to consider that n0 represents the total amount of the substance at an arbitrary
time (here set to t Z 0); this consists of the actual emission flux and past cumulative
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emission versus the removal rate. Let’s say an experiment with an emission process
starts (year 1) with continuous emission over time (100 units per year); after a year
90 % remains in air due to the slow removal capacity (τ Z 10 yr). In year 2, the
fresh emission (100 units) will be added to the remaining emission from year 1, but
the absolute removal (10 % relatively) is larger: (100 + 90) $ 0.1 Z 19 units. Hence,
the atmospheric amount (and concentration) increases from year to year but the
absolute removal amount also rises until reaching the equilibrium, when the yearly
removal becomes equal to the emission (100 units) − that is, for the example of
CH4, in 10 years. In all following years, the stationary Q Z R remains and a
stationary concentration is achieved. The higher the residence time (and emission)
the larger the atmospheric amount of the substance. Because of dn/dt Z F− Z
R Z n /τ (Eq. 4.96) and the condition Q Z R it follows that:

natm Z τ $ Q (4.99)

However, this experiment simply implies that a steady state is achieved some time
after the system is started and that Q is constant, which is the normal case for
natural processes on a climatological timescale. With yearly rising emissions, as is
typical for anthropogenic processes such as fossil fuel combustion, the system re-
mains out of stationary and the time to achieve the steady state is endless while the
emissions continue to increase. Hence, the atmospheric concentration increases (as
seen for the greenhouse gases). This increase is simply calculated from:

concentration increase (in %) Z 100 $
Qi − Ri

ni + Qi
(4.100)

where the subscript i denotes the year regarded, n total amount in air and Q and
R the yearly amount of emission and removal, respectively. For the example of
CO2, it follows using the actual values from Fig. 2.10 and Table 2.82 that:

100
8.9 K 4.8
800 + 8.9

Z 0.6 %.

This is in full agreement with the measurements from Fig. 2.71, which shows that
the increase for the period 2000−2005 is about 2.2 ppm yr−1 and that this results
in a 0.6 % increase based on a total of 370 ppm. Despite its complexity and the
fact that it cannot fully understanding single atmospheric processes this approxima-
tion shows that nature follows simple generic principles.

Let us return to CO2 residence time. Eq. (4.99) cannot be applied because the
system is still far from the steady state (F+ > F−). Hence, the condition Q Z R is
invalid. It is stated that from a total of 8.9 Gt emitted carbon, about 50 % is re-
moved by absorption through the sea and biosphere. Considering the atmospheric
CO2 concentration increase to be 2 ppm yr−1, the physicochemical uptake by the
ocean through achieving a new equilibrium is very small (about 4 Tg C yr−1 accord-
ing to Eq. 2.134). Hence, the anthropogenic CO2 uptake is biogenic − as discussed
in Chapter 2.8.3.3 − and cannot be described by a first-order law (4.98). The key
question remains as to what controls the biogenic uptake of anthropogenic CO2.
Fig. 2.91 suggests that it is (so far) a linear process with 50 % yearly uptake of
emitted CO2. Again, this discussion emphasizes that budget and time-dependent
properties of trace species cannot be understood as purely physically and/or chemi-
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cally. We conclude that 50 % of emitted anthropogenic CO2 remains in air in the
absence of any considerable removal process and thereby has an indefinite resi-
dence time.

4.2 Chemical reactions

A chemical reaction is a process that results in the interconversion of chemical
species; Table 4.3 summarizes the base reaction types. Chemical reactions might be
elementary reactions or stepwise reactions. A stepwise reaction consists of at least
one reaction intermediate and involves at least two consecutive elementary reac-
tions. Parallel reactions are several simultaneous reactions that form different re-
spective products from a single set of reactants (Svehla 1993, Muller 1994).

Thermodynamics is important for describing chemical reactions. As seen before,
it explains whether a reaction is “voluntary” and in which direction and in what
state equilibrium is. Hence, thermodynamics also describes the mechanisms but
without providing information on the explicit pathway. Many reactions can be par-
allel and thereby competitive. In quantifying the overall chemical processes (pro-
duction and/or decay of substances), because of the substantial mathematical sim-
plifications, it is important to delete reactions of minor importance (i. e. those with
reaction rates about two orders of magnitude less than the fastest reaction). The
task of chemical kinetics is to describe the speed at which chemical reactions occur.
The reactions rate is the change in the number of chemical particles per unit of
time through a chemical reaction. This is the term:

RN Z
dN
dt

[number / time].

Because n Z N /NA (NA is the Avogadro constant) the rate (or speed) also can be
expressed in mole per time:

Rn Z
dn
dt

[mole / time].

Table 4.3 Types of chemical reactions; A, B and C any atomic or molecular entity, H
hydrogen, e− electron.

term reaction scheme

addition A + B % AB
insertion A + BC % AB + C
abstraction AB + C % A + BC
dissociationa AB % A + B
radioactive decayb A % B + C
proton transfer A + H+ % AH+ or A + BH % AH+ + B−

electron transfer A + e− % A− or A + B− % A− + B
a thermal or irradiative
b A, B and C are atoms only
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Finally, because c Z N $ M /V (M is the molar mass) is the change of concentra-
tion per time:

Rc Z
dc
dt

[mass / volume $ time].

In chemistry, the last concentration-related term is normally used, and Eq. (4.101)
shows the recalculation:

R Z
dN
dt

Z NA
dn
dt

Z
V
M

dc
dt

(4.101)

In nature, especially the climate system, the investigation of chemical reactions can
be limited. All early attempts to estimate reaction rates were unsuccessful because
too many variables existed. The concentration measurements of different trace spe-
cies − together with meteorological parameters that describe transport, mixing and
phase state conditions (in so-called complex field experiments) − are extremely
helpful in several directions. These directions include: a) establishing empirical rela-
tionships between substances and other atmospheric parameters to gain insights
into mechanisms, b) recognizing still unidentified or not yet considered substances
under the specific measurement conditions and c) providing data sets for model
evaluations.

Kinetics, specifically studying rate laws and measurement of rate constants, can
only be done under laboratory conditions, whereas reaction conditions should be
simulated in special reactors (“smog chambers”) closely resembling the atmospheric
one. Once established, the k-value of an elementary reaction is universally applica-
ble, or in other words, “pure chemistry” is independent of meteorological and geo-
graphical specifics but the conditions for reactions (pressure, temperature, radia-
tion, humidity) and the concentration field depends from location. This is the dif-
ference to “air chemistry”. For more detailed information on chemical kinetics, see
Zumdahl (2009), Atkins (2008) and Houston (2006).

4.2.1 Kinetics: The reaction rate constant

Even complex chemical reaction mechanisms can be separated into several definite
elementary reactions, i. e. the direct electronic interaction process between molecules
and/or atoms when colliding. To understand the total process A % B − for example
the oxidation of sulfur dioxide to sulfate − it is often adequate to model and budget
calculations in the climate system to describe the overall reaction, sometimes called
the gross reaction, independent of whether the process A % B is going via a reaction
chain A % C % D % E % ... % Z % B. The complexity of mechanisms (and
thereby the rate law) is significantly increased when parallel reactions occur: A % X
beside A % C, E % Y beside E % F. Many air chemical processes are complex. If
only one reactant (sometime called an educt) is involved in the reaction, we call it
a unimolecular reaction, that is the reaction rate is proportional to the concentra-
tion of only one substance (first-order reaction). Examples are all radioactive de-
cays, rare thermal decays (almost autocatalytic) such as PAN decomposition and
all photolysis reactions, which are very important in air. The most frequent are
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bimolecular reactions (A + B); for example, simple molecular reactions
(NO + O3 % NO2 + O2) are frequent radical reactions (NO + OH % HNO2), but
these are second-order reactions. However, trimolecular reactions are common in
the atmosphere (O + O2 + N2 % O3 + N2) because the primary collision complex
A $$$ B is energetically instable and must transfer excess energy onto a third colli-
sion partner (third-order reaction). Collision partners are the main constituents of
air (N2 and O2) because of a collision’s probability, but also H2O (for example
HO2 + HO2 + H2O % H2O2 + O2 + H2O), probably because of its specific role in
the transfer complex (charge transfer, hydrogen bonding or sterical reasons). The
number of reactants from which the concentration of the reaction rate depends
determines the reaction order. The third-order reactions might be considered ele-
mentary (despite the fact that the collision partner certainly does not collide at the
same time with A and B ). All reactions with higher or non-integer numbers princi-
pally reflect the kinetics of complex mechanisms. For general reactions (written in
three different schemes here):

A + B % C + D or A dd%
KD

B
C or B dd%

KC

A
D (4.102)

The following rate law is valid (remember that the brackets denote the concentra-
tion of the substance A etc. and k reactions rate constant:

K
d [A]

dt
Z K

d [B]

dt
Z

d [C ]

dt
Z

d [D]

dt
Z k [A] [B] Z R (4.103)

An important quantity to describe the state of the chemical reaction (4.102) is the
reaction quotient Q. In contrast to Eq. (4.87), the concentrations are not expressed
as an equilibrium (when the reaction reaches an equilibrium the condition Q Z K
is fulfilled):

Q Z
[C ] [D]

[A] [B]
(4.104)

To solve the differential equation (4.103) analytically, we substitute time-dependent
concentrations by ([A ]0 − x) and ([B ]0 − x) where subscript 0 denotes the initial
concentration for t = 0 and x expresses the concentration of any of the products
(assuming that neither C nor D are included in other reactions).

∫
0

x
dx

([A] 0Kx) ([B] 0Kx)
Z k∫

0

t

dt (4.105)

By partial fraction decomposition we get:

k Z
1

t ( [A] 0 K [B] 0)
ln

[A] 0 ( [B] 0 K x)

[B] 0 ( [A] 0 K x)
(4.106)

or, for the simple case that A Z B (2 A % products), we get:

k Z
1
t ( 1

[A]0 K x
K

1
[A]0

)Z
1
t

1
[A]0 ([A]0 K x)

(4.107)
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Often in nature there are situations where the concentration of the second reactant
B can be considered constant in the given period or its relatively timely change
Δ[B ] / [B ] can be neglected. This we assume most when the concentration of B is
larger than that of A and thereby the numerical error stays small; this is the case
in many reactions when O2 is the partner. Another case is the steady state of B
(d [B ] / dt Z 0). Then, the concentration of B can be included in the rate constant
and the redaction type is reduced to a pseudo-first-order reaction with mathemati-
cal simplifications in further treatment:

K
d [A]

dt
Z k [A] [B] Z k# [A] (4.108)

Similar trimolecular reactions (remember that the third collision partner is often in
high excess) can be simplified to pseudo-second-order and eventually even to
pseudo-first-order. The solution of a first-order rate law is simple:

∫
[A]0

[A]
d [A]

[A]
Z ∫

[A]0

[A]

d ln [A] Z k∫
0

t

dt (4.109)

It follows that the exponential time dependency of concentration of A is:

[A] Z [A]0 exp (Kkt) (4.110)

From Eq. (4.110) useful characteristic times such as the half-life τ1/2 and residence
or lifetime τ can be derived. The half-life is defined as the time when the initial
concentration is decreased to the half: [A ] Z 0.5 [A ]0:

τ1 / 2 Z
1
k

ln 2 (4.111)

More important for the climate system is the residence time, which is simply the
reciprocal of k, but only in the case of a first-order process (Chapter 4.5):
τ Z 1 / k.

The residence time τ corresponds to the condition A /A0 Z e (this follows from
Eq. 4.110), where e is a mathematical constant, sometimes called the Euler number
(e z 2.7183). In other words, the initial concentration of A is decreased to about
37 %.

The rate-determining step (RDS), sometimes also called the limiting step, is a
chemistry term for the slowest step in a chemical reaction. In a multistep reaction,
the steps nearly always follow each other, so that the product(s) of one-step is/are
the starting material(s) for the next. Therefore, the rate of the slowest step governs
the rate of the whole process. In a chemical process, any step that occurs after the
RDS will not affect the rate (see the discussion on net ozone formation in Chapter
5.3.6.3) and, therefore, does not appear in the rate law.

It has been empirically found that between the logarithm of the reaction rate k
and the reciprocal temperature a linear relation exists, which is similar to van’t
Hoff ’s reaction isobar (eq. 4.94) by Arrhenius:

d ln k

dT
Z

EA

RT 2
(4.112)
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and termed now the Arrhenius equation, EA activation energy:

k Z km exp (K EA

RT) (4.113)

The term exp (KEA / RT) simply expresses the fraction of chemical species with a
per mole higher energy than EA. The Boltzmann distribution follows from Eq.
(4.31), which shows the probability of molecules having (or exceeding) a certain
speed or energy, when taking into account that 3 RT /M is equivalent (Eq. 4.15) to
the mean molar kinetic energy of the molecules. Thus, EA terms the (molar) kinetic
energy required for the transfer from A + B to the transition state AB‡. The factor
km expresses the maximum reaction rate constant (EA % 0 and/or T % 0), also
called the Arrhenius constant. The interpretation of km is possibly both from the
collision theory and the theory of the transition state; in reality km depends on T
(often β Z 1/2):

km Z BT � (4.114)

Exceptions of the validity of Eq. (4.113) are trimolecular reactions where k is de-
creasing with increasing T. This become clear when we consider that the transition
complex AB‡ can decompose thermal back to A + B instead of transforming to
C + D:

A + B &)*
kb

ka
[AB ‡] dd%

+M(kc) C + D + M (4.115)

The reaction scheme (4.115) is principally valid for all bimolecular reactions:

A + B &)*
kb

ka
[AB ‡] dd%

kc C + D and A + B dd%
k C + D

(4.116)

According to the kinetic theory of gases, the reaction rate (here expressed as the
number N of molecule changes per time) is equal to the number of collisions z
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y

reaction coordinate

HΔ ‡

H+Δ
‡

RHΔ

‡ D+C                     BA      BA �

Fig. 4.1 Energetic scheme of a bimolecular reaction; instead of enthalpies (ΔH ) also free
enthalpies can be used (ΔG ) in this scheme.
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between A and B (Eq. 4.37) where the factor 2 means that at each collision two
molecules disappear:

RN Z
dN
dt

Z km NA NB Z
2z
dt

(4.117)

Now, expressing z in terms of two different molecules (Eq. 4.40) with a radius rA

and rB as well as a molar mass MA and MB it follows that:

z Z 4 (rA + rB)2 nA nB dt√π RT ( 1
MA

+
1

MB
) (4.118)

and

km Z 8 (rA + rB)2√π RT ( 1
MA

+
1

MB
) (4.119)

Thus, in km Z f (T1/2), km clearly represents the maximum reaction rate constant.
Not all collisions result into a successful reaction, i. e. turnover according to Eq.
(4.102) because the transition state AB is formally in equilibrium with the reactants
with a pseudo equilibrium constant K‡ Z [AB‡] / [A ][B ]. This circumstance is de-
scribed by the introduction of a probability factor γ (also called a steric factor, but
not to be confused with the accommodation coefficient despite some similarities)
in the Arrhenius equation:

k Z γ $ km exp (K EA

RT)Z k0 exp (K EA

RT) (4.120)

The rate law concerns the transition state is:

d [AB ‡]

dt
Z ka [A] [B]Kkb [AB ‡]Kkc [AB ‡] (4.121)

Assuming a steady state for the short-living intermediate d [AB‡ ] /dt Z 0 (Boden-
stein principle) and further assuming that AB‡ once formed will preferably react to
C + D because of the much larger free reaction enthalpy Δ−H‡ compared with
Δ+H‡ (Fig. 4.1) and therefore kc [ kb it follows that:

[AB ‡]

[A] [B]
Z

ka

kb+kc
z

ka

kc
(4.122)

This reliable approach, however, is in contradiction to the Eyring approach, which
assumes that AB‡ is within an equilibrium with the initial reactants. This is derived
by using the general relationships (4.87) and (4.90) and treating the transition state
in pseudo equilibrium (Eq. 4.115) as follows:

ka

kb
Z K ‡ Z

[AB ‡]

[A] [B]
Z exp (KΔ+G ‡

RT )
Z exp (KΔ+H ‡

RT ) exp (Δ+S ‡

R ) (4.123)
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where the state variables are related to the transition state AB‡. Note the difference
between (4.122) and (4.123). It would follow from both equations that kb Z kc,
which means that each 50 % of AB‡ will turn back to the reactants and turn forward
to the products − an unlikely condition. The rate of product formation (“success-
ful” reaction) is equal to the rate of AB‡ right-hand transformation in Eq. (4.116)
but also to the disappearance (turnover) of A (or B); τ represents the residence time
of the transition state:

R Z
d [products]

dt
Z k [A] [B] Z kc [AB ‡] Z kcK ‡[A] [B]

Z [AB ‡]τK1 . (4.124)

From Eq. (4.124) it follows that:

k Z kc
ka

kb
Z kc K ‡ Z kc exp (KΔ+H ‡

RT ) exp (Δ+S ‡

R ) (4.125)

According to kinetics theory, the residence time τ = 1/kc represents the ratio of the
mean translation velocity of AB‡ and the displacement v dt the transition state
passes; with τ Z h /kT, where h is Planck’s constant. It follows:

k Z
kT
h

exp (KΔ+H ‡

RT ) exp (Δ+S ‡

R ) (4.126)

Fig. 4.1 shows schematically the chemical reaction of type (4.116). It follows that
for the reaction enthalpy of the total process (A + B Z C + D), ΔRH Z Δ−H‡ −
Δ+H‡ is the difference of the transition state enthalpies of the backward and for-
ward reactions (Fig. 4.1). Δ+H‡ is the difference between the enthalpy of the transi-
tion state and the sum of the enthalpies of the reactants in the ground state. This
is called activation enthalpy (Fig. 4.1).The transition state AB‡ is formed at a maxi-
mum energy. ΔRG is the free reaction enthalpy of the overall process or, in other
words, the formation of (C + D). When comparing the right-hand term of Eq.
(4.120) with the middle term of Eq. (4.123) and applying Eq. (4.90) to the total
process, it follows that:

k Z kc exp (KΔ+G ‡

RT )Z k0 exp (KEA

RT)Z exp (KΔRG
RT ) (4.127)

and

EA Z Δ+G ‡KRT ln
k0

kc
(4.128)

Hence, the activation energy is not (fully) identical to the activation enthalpy Δ+H‡

as is often reported in the literature. The Eyring plot ln (k /T ) versus 1/T gives a
straight line with the slope −Δ+H‡ /R from which the enthalpy of activation can be
derived and with intercept ln (k /h) + ΔS‡ /R from which the entropy of activation
is derived.

The reaction scheme (4.116) is valid but with the most likely belief that kc

[ kb there is no flux from the transition state AB‡ back and thereby no equilib-
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rium. The Arrhenius factor simply explains that the formation of AB‡ is inhibited,
i. e. only a fraction of collisions A + B turn to AB‡ despite the reacting molecules
providing the needed activation energy EA. Let us compare the following reactions
between the OH radical and a simple organic compound (k in cm3 molecule−1 s−1):

OH + CH4 % H2O + CH3 kCH4 Z 6.9 $ 10−15 (4.129)

OH + HCHO % H2O + HCO kHCHO Z 1 $ 10−11 (4.130)

Both reaction rate constants are considerably different (ratio more than 103). Al-
though the residence time of methane is about 10 years, that of methanol is only a
few days. Both transition states represent a hydrogen bonding and H abstraction −
H3CH $$$ OH and HO $$$ HCHOH − and it is not likely that in the case of meth-
ane the transition state turns with a probability of more than a factor of 103 back
to the initial substances compared with methanol. Hence, km is not significantly
different in these reactions to γ.

The Arrhenius plot ln k versus 1/T give a straight line with a slope −EA /R from
which the activation energy can be derived and with intercept ln k0. Normally, in
chemical standard reference books or tables rate constants are given for 25 °C
(about 298 K) and the following equation can be used for recalculations:

ln
k (T)

k298
Z

EA

R ( 1
298

K
1
T) or k (T) Z k298 exp (EA

R ( 1
298

K
1
T)) (4.131)

The activation energy of chemical reactions lays in the range 20−150 kJ mol−1. The
time of processing A + B % C + D is in the order of only 10−12 s. This corresponds
to k Z km and thereby γ Z 1 (sometimes in the literature the steric or probability
coefficient is denoted by A); this means that each collision will turn the state
A + B into C + D. Controversially, when γ Z 0, no collision results into a chemical
conversion. The reality is somewhere in between.

In the case of (pseudo-) first-order reactions, the dimension of the reaction rate
constant k is a reciprocal time (for example 1/s). To obtain a better understanding
of the rate of disappearance of a pollutant, it is often useful to take a rate r in %
h−1; the recalculation is then made with the following expression:

r Z 100[1Kexp (Kk $ 3600)] and k Z

K ln(1K r
100)

3600
(4.132)

For illustration, a reaction with k Z 10−5 s−1 has a specific conversion of r Z
3.5 % $ h−1 and a residence time of about 1 day (exactly 27.7 h). Therefore, after
one day of air mass travelling, which is equivalent to (typical wind speed 5 m s−1)
a distance of about 500 km, the initial concentration has decreased to about 37 %.

It is important not to confuse the reaction rate constant (sometimes referred to
as the specific reaction rate) with the absolute reaction rate R (Z dc /dt Z kc),
which is often called the simple turnover flux (mass per volume and time). In
air chemistry, this reaction rate is often given in ppb $ h−1. Recalculation between
concentration c and mixing ratio x is then given by Eq. (4.53).

Finally, there exist zero-order reactions where the reaction rate does not depend
on the concentration of the reactant and remains constant until the substance has
disappeared. Zero-order reactions are always heterogeneous.
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4.2.2 Radicals

We have seen in previous chapters that T (and to a lesser extent p) is the key
parameter in determining the inner energy of a system and thereby the ability to
proceed chemical conversion. Thermal reactions are therefore limited in the atmos-
phere (in industrial chemical reactors, temperature increase is the most important
trigger to initiate and accelerate conversions). In nature, where the modification of
reaction conditions is limited and not under the control of the chemical system
itself, reactive radicals play a crucial role (often referred to as free radicals, but
there is no difference in use of the terms). Radicals are atoms, molecules or ions
with unpaired electrons on an open shell configuration. The unpaired electrons
cause them to be highly chemically reactive. Although radicals are generally short-
lived because of their reactivity, long-lived radicals exist. The prime example of a
stable radical is molecular dioxygen O2 in the triplet state. Oxygen is also the most
common molecule in a diradical state. Multiple radical centers can exist in a mole-
cule. Other common atmospheric substances of low-reactive radicals are nitrogen
monoxide NO and nitrogen dioxide NO2.

Three radicals are involved in reactions (4.129) and (4.130): hydroxyl OH as the
primary reactant as well as the very reactive radicals methyl CH3 and formyl
HCO13. According to IUPAC recommendations, the formulas should be given as
•OH, •CH3 and HC•O where the dot symbolizes the unpaired electron and should
be placed to indicate the atom of highest spin density, if possible. In this book, we
cancel out the dots for clarity. Table 4.4 lists the most important atmospheric radi-
cals.

Depending on the core atom that possesses the unpaired electron, the radicals
can be described as carbon-, oxygen-, nitrogen- or metal-centered radicals. If the
unpaired electron occupies an orbital with considerable s or more or less pure p
character, the respective radicals are termed σ- or π-radicals.

Radicals exist is the gas and liquid (aqueous) phase. They play an important role
in many chemical transformations. In natural waters, radical ions, a radical that
carries an electric charge, exist. Those positively charged are called radical cations
and those negatively charged radical anions, but the most important is the super-
oxide anion O2

−. Free radicals are produced under high temperature (combustion,

Table 4.4 Important reactive radicals.

source element radicals

oxygen O (O1D, O3P), OH, HO2, O2
−, O3

−, RCH2O, RCH2O2

hydrogen H
nitrogen NO3

sulfur HSO3 (SO3
−), HSO5 (SO5

−), SO4
−

carbon CH3, HCO, RCO
halogens Cl, ClO, Br, BrO

13 Note that the symbol for formyl is also different used in literature: HOC and CHO (it is the
aldehyde group HdC]O).
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lightning) and through the photodissociation of source molecules. There are pres-
ently two fields where a more detailed knowledge of the thermodynamic properties
of radicals would be extremely useful.

The first is biomedicine. The discovery of superoxide dismutase and nitrogen
monoxide as messengers has led to an explosive growth in articles in which one-
electron oxidations and reductions have been explored. Organic radicals play an
important role in the treatment of cancers. The other is atmospheric chemistry
where the modeling of reactions requires accurate reduction potentials (Stanbury
1989, Wardman 1989).

Radicals play a key role in chain reactions, in which one or more reactive reaction
intermediates (frequently radicals) are continuously regenerated, usually through a
repetitive cycle of elementary steps (the “propagation step”). The propagating reac-
tion is an elementary step in a chain reaction in which one chain carrier is converted
into another. The chain carriers are almost radicals. Termination occurs when the
radical carrier reacts otherwise. An example of one of the possible ozone destruc-
tions is shown below (R-Cl − chloro-organic compound):

R-Cl ddd%
radiation

R + Cl initiating

O3 + Cl % O2 + ClO propagating (chain)
O3 + ClO % 2 O2 + Cl

Cl + H % HCl termination
ClO + NO2 % ClNO3

Without termination, the gross propagating step results in 2 O3 % 3 O2 and can
very often be cycled depending on parallel reactions. In the example above, the
products of termination (HCl, ClNO3) can act as source molecules and provide Cl
radicals through photodissociation.

4.2.3 Photochemistry: The photolysis rate constant

Photochemistry is the branch of chemistry concerned with chemical reactions
caused by the absorption of light (far UV to IR). There are many excited states
of a molecule, which results in chemical conversions without photodissociation.
Photochemical paths offer the advantage over thermal methods of forming thermo-
dynamically disfavored products, overcoming large activation barriers in a short
time and allowing reactivity otherwise inaccessible by the thermal method. In at-
mosphere, however, photodissociation (often also termed photolysis), which is the
cleavage of one or more covalent bonds in a molecular entity resulting from an
absorption of light, is of importance, especially for producing radicals.

Fig. 4.2 shows schematically a photochemical process. It is beyond the scope of
this book to go into detail about photoexcitation. According to the quantum struc-
ture of the electronic molecular system, such photons are absorbed corresponding
to existing bands of rotational and vibrational states (Fig. 4.3). The excited mole-
cule AB* can turn back to the ground state through light emission (fluorescence
and/or phosphorescence) but also via collisions with air molecules, called quench-
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AB AB* A + B
+ hν (absorption)

- hν (emission)

+ M (quenching)

photophysical photochemical

Fig. 4.2 Scheme of the photophysical and photochemical process.
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interatomic distance

A

B

1    2    3   4

Fig. 4.3 Scheme of electronic excitation of a diatomic molecule, also called potential energy
curve (inharmonic oscillator). A ground state, B first excited state, 1 direct dissociation from
exited ground state, 2 direct dissociation from ground state, 3 radiation transfer from exited
state, 4 excitation from ground state.

ing. Only when the absorbed light energy (corresponding to a photolysis threshold
wavelength) is large enough to overcome the intermolecular distance can the excited
state turn into breakdown products A + B. The photolysis is represented by:

AB dd%hν A + B (4.133)

The term hν symbolizes the energy of a photon (h is Planck’s quantum and ν is
frequency; remember that c Z ν $ λ, where λ is the wavelength and c the speed of
light). A first-order law describes the rate of process (4.133):

d [AB]

dt
Z K jAB[AB] (4.134)

where j is the photolysis rate coefficient, often also called the photolysis rate constant
(sometimes termed photolysis frequency − which physically is the most correct
term), but in contrast to the reactions rate constant k (which only depends on T ),
j depends on many parameters and is not constant but changes permanently over
time. The dimension of j is reciprocal time, called photolytic residence time
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Fig. 4.4 Diurnal variation of j-O(1D) and j-NO2 at two different days in summer 1995,
measured at the airport Munic (Germany). July 25 represents a cloud-free day with few
cumulus at noon whereas May 17 was cloudy between 4/8 and 7/8; after Reuder (1999).

τ Z j−1. For a daily mean estimate of the photochemical conversion rate according
to Eq. (4.134), it is useful to determine an average rate coefficient as:

j¯ Z
1

tsunset K tsunrise ∫
tsunrise

tsunset

j(Δt)dt (4.135)

where Δt is the time interval of the integration step. Fig. 4.4 shows two examples
of j in its diurnal variation. The photolysis rate coefficients j are calculated by
integrating the product of the spectral actinic flux S (λ), spectral absorption cross
section σ (λ) and the photodissociation quantum yield Φ (λ) over all relevant wave-
lengths (Madronich 1987):

j (λ, T)Z∫
λmin

λmax

Sλ (λ)σ (λ, T)Φ (λ, T)dλ (4.136)

Because of the quantum characteristic of light absorption in the consideration of
photochemistry we use here spectral quantities, i. e. per unit of wavelength interval
(in nm normally given despite the SI recommendation of m). In Chapter 2.3.1.2,
quantities of radiation transfer through the atmosphere were described. The actinic
flux Sλ in terms of photons per time, called in traditional terms light intensity,
photon flux, irradiance or radiant flux and simply radiation, which has caused
some confusion (Table 2.14), is the quantity of light available to molecules at a
particular point in the atmosphere and which, on absorption, drives photochemical
processes in the atmosphere. Actinic flux describes the number of photons (or radi-
ation) incident on a spherical surface, such as the molecule of the atmospheric
species, and is the suitable radiation quantity for photolysis rate coefficient determi-
nation. From Eq. (2.66) we can then integrate the (spectral actinic) flux with respect
to the spherical surface, which is characterized by the angles θ and
ϕ (remember that the solid angle dΩ is defined as sin (θ)dθ d� Z dΩ,
Chapter 2.3.1.2):
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Sλ (λ) Z ∫
0

2π

∫
0

π / 2

hc
L (λ, θ, �)

λ
sin (θ)dθ d�

(Dimension: photons $ s−1 $ cm−2 $ nm−1)
(4.137a)

Note: Instead of “photons” the equivalent term “quanta” is sometimes used. Be-
cause each photon of a given wavelength is characterized by a specific energy, Sλ (λ)
is also equivalent to a value given in J $ s−1 $ cm−2 $ nm−1. A photon is a particle
of zero charge, zero rest mass, with spin quantum number 1 and energy hν ; it is
the carrier of electromagnetic force:

Sλ (λ) Z ∫
0

2π

∫
0

π / 2

L(λ, θ, �) sin (θ)dθ d�

(Dimension: J $ s−1 $ cm−2 $ nm−1)
(4.137b)

Sometimes the actinic flux is only expressed in terms of the solid angle:

Sλ (λ) Z ∫
4π

L (z, Ω, λ)dΩ (Dimension: J $ s−1 $ cm−2 $ nm−1) (4.137c)

Note that the actinic flux is always related to a given altitude (depth z, Fig. 2.11)
in the atmosphere (earth’s surface at z Z 0). It is important to distinguish the
actinic flux Sλ (λ) from the spectral irradiance I (λ), which refers to energy arrival
on a flat surface with a fixed spatial orientation (Table 2.14) and which is the most
common measured radiation quantity:

I (λ) Z∫
0

2π

∫
0

π / 2

L (λ, θ, �) cos (θ) sin (θ)dθ d� (4.138)

L (λ, θ, ϕ) is the spectral radiance, and θ and ϕ are the zenith and azimuth angles,
respectively. The irradiance I (λ) describes the radiance on a horizontal surface
integrated over the whole upper hemisphere, weighted with the cosine of the inci-
dence angle. From the definition of irradiance (Eq. 2.64) it follows that:

I Z
dP
da

Z∫
0

2π

L cos θdΩ (4.139)

The spectral irradiance (and analog of other spectral quantities) is given by:

I (λ) Z ∫
λ1

λ2

E (λ) dλ (4.140)

The actinic flux and the irradiance are split into a diffuse and a direct part. Actinic
flux measurements are not trivial. They require spectroradiometers with especially
configured optics to enable measurements of radiation equally weighted from all
directions (Ruggaber et al. 1993, Kazadzis et al. 2004, Trebs et al. 2009). The actinic
flux does not refer to any specific orientation because molecules are oriented ran-
domly in the atmosphere. This distinction is of practical relevance: the actinic flux
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(and thereby a j-value) nears a brightly reflecting surface (e. g. over snow or above
a thick cloud) can be a factor of three times higher than that near a non-reflecting
surface. Hence, the presence of clouds can change drastically the actinic flux
throughout the atmosphere.

The absorption cross section σ (λ) is a measure of the area (dimension: cm2 mole-
cule−1) of the molecule (given by the electron density function), through which the
photon cannot pass without absorbing, when its energy is equivalent to a molecular
quantum term (otherwise it will be reflected) in contrast to the definition of a
collisional cross section. Furthermore, the dimensionless quantum yield Φ (λ) is the
ratio between the number of excited (or dissociated) molecules and the number of
absorbed photons (dimensionless with values 0 … 1). This quantity depends on
wavelength and approaches one at the so-called threshold wavelength. The quantum
yield is numerically dimensionless but formally denotes in molecules per photon.

The expression (4.136) for the j-value can be transformed (through integration)
into a more applicable form by using the mean values of σ and Φ for given wave-
length intervals Δλ (as tabulated in standard books and sources (for example, Fin-
layson-Pitts and Pitts 2000):

j Z ∑
λ Z 290 nm

λi

Sλ
¯ (λ) σ̄ (λ) Φ¯ (λ) (4.141)

The values for σ̄ (λ) and Φ¯ (λ) have been determined from laboratory investigations
(Finlayson-Pitts and Pitts 2000). For the actinic flux with respect to the solar zenith
angle θ, height z and wavelength λ either measurements and/or calculations are
needed. For fundamentals see Chandrasekhar (1960), Lenoble (1985), Liou (1992)
and Thomas and Stamnes (1999), and for some examples of application see Rugga-
ber et al. (1993), Los et al. (1997) and Kay et al. (2001). All radiative transfer
modeling is ultimately based on the fundamental equation of radiative transfer, or
the transfer of energy as photons. Eq. (4.142) describes the net photon flux:

dQ Z L (λ, θ, �) cos (θ) $ da $ dΩ $ dt $ dλ (4.142)

Analytic solutions to the radiative transfer equation (RTE) exist for simple cases;
however, for more realistic media with complex multiple scattering effects, numeri-
cal methods are required. The equation of radiative transfer simply states that as a
beam of radiation travels, it loses energy to absorption, gains energy by emission
and redistributes energy by scattering. The differential form of the equation for
radiative transfer is:

1
c

∂L
∂t

Z K ΩVLK (κa + κs) L + ε +
1

4 πc
κs∫

Ω

LdΩ (4.143)

where κa and κs are extinction coefficients for absorption and scattering, respec-
tively (Chapter 2.3.2.1), c is the speed of light and ε is the emission coefficient.
Analytical solutions need strong simplifications; numerical solutions differ in the
forms of the coefficients. Another useful expression for j is given by Hough (1988)
in parameterized form:

j Z ai exp (bi $ sec θ) (4.144)
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Table 4.5 Some important photolytic reactions in air.

no. reactant products photolysis rate (in s−1); Hough (1988) τ (in h)a

(1) O3 O (1D) 2 $ 10−4 exp(1.4 sec θ ) 0.3
(2) NO2 O (3P) + NO 1.45 $ 10−2 exp(0.4 sec θ ) 0.01
(3) HNO2 OH + NO 0.205 $ j2 (3 $ 10−3 exp(0.4 sec θ ) 0.06
(4) HNO3 OH + NO2 3 $ 10−6 exp(1.25 sec θ ) 38
(5) NO3 different 3.29 $ j2 0.003
(6) HCHO H + HCO 6.65 $ 10−5 exp(0.6 sec θ ) 2.1
(7) HCHO CO + H2 1.35 $ 10−5 exp(0.94 sec θ ) 6.9
(8) CH3CHO HO2 Z j6 2.1
(9) ClONO2 ClO + NO2 2.9 $ 10−5 9.4

(10) Cl2 2 Cl Z j1 0.3
a calculated for θ Z 30° (about maximum value in Central Europe)

where ai and bi are substance-specific constants (Table 4.5). It is clear that Eq.
(4.144) reflects the Lambert-Beer law and is analog to the Arrhenius equation.
Fig. 4.4 shows two examples of photolysis frequency for two days with different
cloudiness. As mentioned, clouds scatter solar radiation and can reduce as well as
enhance photodissociation.

4.2.4 Oxidation and reduction (the redox processes)

Oxidation and reduction are key processes in the chemical evolution and thereby
the climate system (Chapter 2.2.2.3). Oxidation is always coupled with reduction
(therefore, redox as shorthand for the reduction-oxidation reaction):

Ared + Box % Aox + Bred (4.145)

The reaction (4.145) describes all chemical reactions in which atoms have their
oxidation number (oxidation state) changed. Oxidation state is defined as the
charge an atom might be imagined to have when electrons are counted according
to the following agreed set of rules (Table 4.6):

1. the oxidation state of a free element (uncombined element) is zero;
2. for a simple (monatomic) ion, the oxidation state is equal to the net charge on

the ion;
3. hydrogen has an oxidation state of +1 and oxygen has an oxidation state of −2

when they are present in most compounds14; and
4. the algebraic sum of the oxidation states of all atoms in a neutral molecule must

be zero, whereas in ions the algebraic sum of the oxidation states of the constitu-
ent atoms must be equal to the charge on the ion.

14 Exceptions to this are that hydrogen has an oxidation state of −1 in hydrides of active metals,
e. g. LiH, and oxygen has an oxidation state of −1 in peroxides.
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Table 4.6 Oxidation states of elements in stable compounds in the climate system (in radi-
cals further states occur).

−4 −3 −2 −1 0 +1 +2 +3 +4 +5 +6 +7

Ha H H
C C C C

N N N N N N N
P P P P P

O Ob O
S S S S

Cl Cl Cl Cl Cl Cl
Br Br Br Br Br
I I I I I I

Fe Fe Fe
Mn Mn Mn
Cu Cu Cu

a in metal hydrides which are unstable under normal conditions
b only in peroxide

Hence, oxidation and reduction can be defined by these three criteria, where all
oxidations meet criteria 1 and 2 and many meet criterion 3 but this is not always
easy to demonstrate.

1. The complete, net removal of one or more electrons from a molecular entity
(also called “de-electronation”);

2. An increase in the oxidation number of any atom within any substrate; and
3. The gain of oxygen and/or loss of hydrogen of an organic substrate.

The redox process (4.145) can formally divide into oxidation reduction:

Ared % Aox + e− and Aox + e− % Ared (4.146a) and (4.146b)

Box + e− % Bred and Bred % Box + e− (4.147a) and (4.147b)

The reducing agent (also called a reductant or reducer) is thereby an electron dona-
tor and the oxidizing agent (also called an oxidant or oxidizer) is an electron ac-
ceptor. With the extension of criterion 3, oxygen is an oxidizing agent and hydrogen
a reducing agent according to

O2 + e− % O2
− (4.148)

H % H+ + e− (4.149)

Because of the general principle of electroneutrality and mass conservation, oxida-
tion and reduction must be balanced within the whole earth system. The gross
“reaction” of sequences (4.148) and (4.149) is H2O % H2O. Water is the source
substance of oxidizing agents (oxygen and related substances) and reducing agents
(hydrogen and related substances), whereas in the biosphere hydrogen is enriched
and oxygen depleted and vice versa in the atmosphere. This simple difference (gra-
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dients in “reservoirs’” chemical potential) creates biogeochemical driving forces. As
biology is relatively ubiquitous in the hydro- and lithosphere, the most ubiquitous
elements that readily undergo redox transformations − iron in the ferrous/ferric
(Fe2+/Fe3+) system and oxygen − are commonly encountered. Many microbial spe-
cies when starved of oxygen (anoxic conditions) turn to metals to shuttle their
electron transport chains along and store energy via organophosphates for later use
in living processes, such as reproduction or building protective coatings (Gentle-
man 2010).

In atmospheric chemistry, the term oxidant is frequently used. This is a qualita-
tive term that includes any and all trace gases with a greater oxidation potential
than oxygen (for example, ozone, peroxoacetyl nitrate, hydrogen peroxide, organic
peroxides, NO3, etc.). Hence, oxygen is excluded (therefore, the term reactive oxygen
species (ROS) has been introduced). This “definition” of an oxidant is incorrect
and should not be used in this narrow sense. As reaction (4.145) suggests, the
determination of whether a chemical species is a reducing or oxidizing species is
relative and depends on the specific redox potential of the pairs of half-reactions
(4.146 and 4.147). If a half-reaction is written as a reduction (4.146b and 4.147a),
the driving force is the reduction potential. If a half-reaction is written as an oxida-
tion (4.146a and 4.147b), the driving force is the oxidation potential related to the
reduction potential by a sign change. So the redox potential is the reduction-oxida-
tion potential of a compound measured under standard conditions against a stand-
ard reference half-cell. In biological systems, the standard redox potential is defined
at pH Z 7.0 versus the hydrogen electrode and partial pressure of pH2

Z 1 bar.
However, the concept of current flow is only applicable to aqueous systems15. In

the gaseous phase of air, electron exchange occurs within the transition state of two
molecular entities, basically in a wider sense of charge transfer complexes. Any
substance in a specified phase has an electrochemical potential (µ i)el consisting of
the chemical potential µ i (partial molar free enthalpy) and a specified electric po-
tential:

(µi)el Z µi + z F E (4.150)

where z is the number of elementary charges (e) exchanged in the oxidation-reduc-
tion process and F is the Faraday constant (molar electric charge F Z e ⋅ NA). The
electromotive force E (the equivalent of the term redox potential) is the energy
supplied by a source divided by the electric charge transported through the source:
−z F E Z ΔRG. By contrast, the electric potential V is the work required to bring a
charge from infinity to that point in the electric field divided by the charge (for a
galvanic cell it is equal to the electric potential difference for zero current through
the cell). The molar charge z F ⋅ n (n mole number) is defined as the electric charge
Q (base unit ampere) and the current I is defined as the rate of charge flow:

I Z
dQ
dt

Z z F
dn
dt

. (4.151)

15 In the earth climate system, only aqueous systems occur, but under laboratory conditions any
other solution can be regarded (for example, organic solvents), thereby providing carriers for elec-
trons.



388 4 Fundamentals of physico-chemistry

The current has the rate dimension of moles per unit of time. This equality is
important for understanding the equivalence between mass conversion (dn/dt) and
current flow (dQ/dt). By using Eqs. (4.88) and (4.90), we can describe the free
enthalpy of the redox process (4.145) by:

ΔRG Z KRT ln K + RT ln
[Aox] [Bred]

[Ared] [Box]
Z Kz F E (4.152)

whereas KRT ln K Z ΔRG2 is the standard free enthalpy (in equilibrium). The
important Nernst equation then follows:

E Z E 2 +
RT
z F

ln
[Aox] [Bred]

[Ared] [Box]
or E Z E2 +

0.05916
z log

[Aox] [Bred]

[Ared] [Box]
(4.153)

Standard redox potentials are listed in Table 4.7. From Eq. (4.153), when only
considering the half-reaction oxidation or reduction, an adequate reduction poten-
tial Ered and oxidation potential Eox can be derived:

Eox Z Eox
2 +

RT
z F

ln
[Aox]

[Ared]
(4.154)

Ered Z Ered
2 +

RT
z F

ln
[Bred]

[Box]
(4.155)

It follows for the coupled process that:

E Z Ered + Eox . (4.156)

Eq. (4.154) describes the (oxidation) reaction (4.146a); therefore, and the reverse
(reduction) process (4.146b) is expressed by Eq. (4.155) when substance B is re-
placed by A. Because Eox (A) Z Ered (A) it also follows then that Ered

2 Z Eox
2 . This

explains why “only” reduction standard potentials are listed in the literature, almost
termed the electrode potentials of half-reactions (Table 4.7).

For solutions in protic solvents (water is the most important one) the universal
reference electrode for which, under standard conditions, the standard electrode
potential is zero by definition all temperatures is the hydrogen electrode (H+/H2).
In Table 4.7 are the absolute electrode potentials for hydrogen, which can be inter-
preted in the following way. A redox couple more negative than 0.414 V should
liberate hydrogen from water and a couple more negative than 0.828 V should
liberate H2 from 1 mol L−1 OH− solution.

In atmospheric chemistry, the term atmospheric oxidation capacity is frequently
used and mostly attributed to hydroxyl radicals (OH), primarily formed through
the photodissociation of ozone (for example, Lelieveld et al. 2008) but also defined
as being “essentially the global burden of these oxidants” (Thompson 1992), which
includes O3, OH and H2O2. We state that atmospheric oxidation capacity is not
well defined in any thermodynamic and/or kinetic phrasing. Becker et al. (1999)
and Möller (2003) proposed that the sum of pseudo-first-order oxidation rates
(4.159) could be used to describe the atmospheric oxidation capacity. Let us use
the general gas phase reaction scheme (i different substances to be oxidized and j
different oxidizing agents) as follows:
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Table 4.7 Standard reduction potentials (in V) of selected half-reactions in the aqueous
HxOy system (Milazzo and Carol 1978, Bard et al. 1985, Stanbury 1989, Wardman 1989,
Holze 2007), at 25 °C. e− electron transferred from electrode, eaq

− hydrated electron, (g) gase-
ous, (aq) dissolved.

reactants products E

e− % eaq
− −2.89

H+ + e− % H(aq) −2.32
1
2 H2 + e− % H− −2.25
2 H2O + 2 e− % H2 + 2 OH− −0.828 pH Z 14
2 H+ + 2 e− % H2 −0.414 pH Z 7
O2 + 4 H+ + 4 e− % 2 H2O +1.229 pH Z 0
O2 + 4 H+ + 4 e− % 2 H2O +0.816 pH Z 7
O2 (g) + 2 H+ + 2 e− % H2O +2.430 acid
O2 + 2 H+ + 2 e− % H2O2 +0.695 acid
O2 + 2 H2O + 4 e− % 4 OH− +0.401 pH Z 14
O2 (g) + H2O + 2 e− % 2 OH− +1.602 pH Z 14
O2 (g) + e− % O2

− −0.35 pH Z 7
O2 (g) + H+ + e− % HO2 −0.07 acid
O2 (aq) + H+ + e− % HO2 +0.10 acid
O2 (aq) + e− % O2

− −0.18 pH Z 7
O2 + e− % O2

− −0.563 pH Z 14
O2 + H2O + 2 e− % OH− + HO2

− −0.0649 pH Z 14
O + e− % O− +1.61 pH Z 7
O− + H2O + e− % 2 OH− +1.59 pH Z 14
O2

− + H+ + e− % HO2 −0.105 pH Z 14
O2

− + 2 H+ + 2 e− % H2O2 +0.695 pH Z 14
O2

− + 4 H+ + 4 e− % 2 H2O +1.229 pH Z 14
O3 + 2 H+ + 2 e− % O2 + H2O +2.075 pH Z 0
O3 + H+ + e− % O2 + OH +1.77 acid
O3 + H2O + 2 e− % O2 + 2 OH− +1.246 pH Z 14
O3 + H2O + 2 e− % O2 + OH + OH− −0.943 neutral
OH + H+ + e− % H2O +2.85 pH Z 0
OH + e− % OH− +1.985 pH Z 0
OH + H+ + e− % H2O +2.30 pH Z 0
HO2 + H+ + e− % H2O2 +1.495 pH Z 0
HO2

− + H2O + 2 e− % 3 OH− +0.867 pH Z 14
H2O2 + H+ + e− % OH + H2O −1.14 pH Z 0
H2O2 + 2 H+ + 2 e− % 2 H2O +1.763 pH Z 0

(Ared)i + OXj % (Aox)i + products (4.157)

The total reaction rate is given by:

(Rox)total Z ∑
i
∑

j
ki, j [ (Ared)i] [OXj] (4.158)

and the oxidizing capacity is given by (OX Z O3, OH, etc.):

(Cox)total Z ∑
i
∑

j
ki, j [OXj] (4.159)
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and when we reduce it only to reactions between A and OH:

(COH)total Z ∑
i

ki [OH] (4.160)

From reaction (4.157) we can also define the atmospheric oxidation potential (in
the thermodynamic sense) to be:

(POX)total Z ∑
i

ΔRGi (4.161)

4.2.5 Acid−base reactions: Acidity and alkalinity

4.2.5.1 Environmental relevance of acidity

The term acid rain denotes one of the most serious environmental problems, i. e.
the acidification of our environment. Acidity is a chemical quantity that is essential
for biological life. It is a result of the budget between acids and bases existing in the
regarded reservoir, which finally is an equilibrium state because of the interaction of
all biogeochemical cycles including the water cycle. Consequently, the anthropo-
genic disruption of biogeochemical cycles leads to changing acidity (Stumm et al.
1983). Acidification is used to describe a process by which a given environment is
made more acidic (Odén 1976).

The term acidity is often used to characterize the ability of a compound to release
hydrogen ions (H+) to water molecules as a measure, expressed by pH value, but
sometimes denoted acid capacity or acid strength, not to be confused with the acid
constant Ka, although Ka is a measure for acid strength. By contrast, the alkalinity
(can also be called basicity or basic capacity) is used to characterize the ability of
a compound to be a proton acceptor. This definition, limited only to free H+, is
not appropriate for the atmospheric multiphase system because of the gas-liquid
equilibrium of acids and bases in the pH range of interest. Therefore, Waldman et
al. (1992) defined atmospheric acidity to be the “acidity” in the aqueous, gaseous
and aerosol phases, representing the sum of individual compounds which are meas-
ured. They wrote, “The net acidity, however, is measured in solution, following
eluation or extraction of the sample. Measurements of sample acidity are per-
formed with a pH electrode”.

Not all these definitions help clarify what we have to understand about atmos-
pheric acidity. The term acidifying capacity (Möller 1999b) is only of qualitative
value and meets the same basic problems as for defining the oxidizing capacity of
the atmosphere. The problem lies in the different points of view between the analyt-
ical chemist and impact researcher. Svante Odén (1976) wrote, “The problem of air
pollution or the impact of a specific pollutant can only be understood when reac-
tions and interactions between all reservoirs are taken into account”. The impact
(acidification) is caused by acid deposition, which is a result of atmospheric acidity
or, in other words, the acidifying capacity of the atmosphere. The changing acidify-
ing capacity of the atmosphere is only part of a larger problem − changes of the
chemical climate caused by a variety of emissions into the atmosphere. The impor-
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tance of atmospheric acidity, and especially acid fog, had already been identified at
the end of the last century to be a cause for forest damage (Wislicenus et al. 1916)
as well as by Robert Angus Smith while analyzing rainwater in the middle of the
19th century (Chapter 3.4).

However, it is worth briefly describing the formation and function of natural
acidity. There are only three strong acids (HCl, HNO3 and H2SO4) that are not
directly emitted in nature (except a small amount of HCl from volcanoes probably).
Gaseous HCl produced from sea salt particles is equivalent to the consumption of
other strong acids (HNO3 and H2SO4) because of heterogeneous reactions and HCl
degassing. Hence, from NO and reduced sulfur emissions globally strong acids will
be produced via oxidation (Chapters 5.4.4 and 5.5.2). Assuming a 50 % conversion
of naturally emitted NO and reduced sulfur into acids (which surely represents a
maximum), about 1.5 Teq yr−1 acidity is provided. Direct emissions are known
for organic acids (HCOOH and CH3COOH corresponding to 0.4−4.0 Teq yr−1;
Kesselmeier et al. 1997) and indirectly via HCHO oxidation; assuming that only
10 % of HCHO is converted into HCOOH via the cloud water phase (Chap-
ter 5.7.2), an additional 3 Teq yr−1 is produced. The quantification of other organic
acids (oxalic, propionic, butyric and many others) is impossible due to missing
source information. The large concentrations (1−2 ppb) found in coniferous forests
(Kesselmeier et al. 1997) for formic and acetic acid, and its relationship to plant
physiological parameters (photosynthesis, transpiration and stomatal conductance)
suggest an ecological controlling function. However, most acidity in ecosystem
budgets is produced in soils from humic substances. By contrast, atmospheric acid-
ity is moveable and thereby influences other ecosystems through weathering. From
a budget point of view, carbon dioxide provides a global precipitation (assuming
pH Z 5.6 and taking into account the global rainfall from Table 2.22) of 7−8 Teq
yr−1 in the form of HCO3

−. For global weathering, carbonic acid seems to be domi-
nant but other acids are not negligible. Moreover, only organic acids, sulfuric acid
and nitric acid can produce acidic rain down to pH ~ 4 locally. By contrast, formic
acid / formate and acetic acid / acetate are efficient buffers not only in the labora-
tory.

4.2.5.2 Acid−base theories

Arrhenius (1887) and Ostwald (1894) provided the oldest scientific definitions. Ac-
ids (A) are species that produce during their aquatic dissolution hydrogen ions
(H+), whereas bases (B) produce hydroxyl ions (OH−):

A + H2O % H+ + product1 (4.162)

B + H2O % OH− + product2 (4.163)

This definition excludes ions to be acids. Brønsted (1934) modified the Arrhenius
definition in the way that acids are chemical species that separate H+, whereas
bases uptake H+:

A % B + H+ (4.164)
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Table 4.8 Atmospheric acids and bases.

strong acids week acids strong bases weak bases

gases H2SO4 RCOOH NH3 none
HCl ROOH
HBr HO2

HNO3 H2O2

HNO2

particulate HSO4
− HCO3

− CO3
2− SO4

2−

matter NH4
+ HCO3

− HSO4
−

and solute HSO3
− OH− SO3

2−

[O2−]a HSO3
−

RCOO− NO3
−

NO2
−

a metal oxides

with Ka Z [B ] [H+] / [A ] the acidity constant. According to this definition, H+ is not
an acid, whereas OH− is a base. The Brønsted theory includes the Arrhenius-Ost-
wald theory and is the most useful for the atmospheric application of diluted aque-
ous systems with the gas−liquid interaction. According to the Brønsted definition,
Table 4.8 lists the most abundant acids and bases. Note that the listed species in
PM (aerosols) do not occur in ionic form, neither as salts (e. g. NH4NO3) nor free
acids (e. g. H2SO4); O2− denotes oxides (this “ion” does not exist in aqueous solu-
tion) and RCOOH organic acids. Hydroperoxides are weak acids because of follow-
ing equilibriums forming radical ions: H2O2 4 H+ + HO2

−, HO2 4 H+ + O2
− and

ROOH 4 H+ + ROO−.
The advantage of the Brønsted theory is that the formation of acids and bases

occurs via protolysis reactions including the corresponding acids and bases. The
dissociation degree α describes the position of the equilibrium (4.164) and therefore
the acid strength:

α Z
[B]

[A] + [B]
(4.165)

For α Z 0.5 it follows [A] Z [B ]. For binary solutions (acid + water), the dissocia-
tion degree was originally defined to be:

α# Z
[H+]

[A]
Z

[B]

[A]
(4.166)

So, it follows from Eqs. (4.165) and (4.166) that:

α Z
α#

1Kα#
(4.167)

The solvent H2O itself is amphoteric, that is, reacts both as an acid and as a base.
We can write Eq. 4.164 as follows:
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H2O % OH− + H+ (4.168)

H3O+ % H2O + H+ (4.169)

The acid constant, often called the acidity16 constant Ka, is defined as ([B ] [H+]) /
[A ]. Including the corresponding base reaction:

H2O + B 4 A + OH− (4.170)

defined as Kb Z [A ] [OH−]/ [B ]. Using the equilibrium expressions of Eqs. (4.164)
and (4.168), the relationships:

Ka Kb Z Kw or pKa + pKb Z pKw (4.171)

are valid, where the water ion product Kw Z [H+] [OH−] z 10−14 or, written in loga-
rithmic form pKw Z −lg Kw z 14. In contrast to the hydrogen ion (H+), the oxo-
nium ion H3O+ (H+ $ H2O − also called protonized water) is an acid (hydronium
is an old but still frequently used term). With pKa (H3O+) Z −1.74 the ion H3O+

is the strongest acid that exists in aqueous solution. That means, acids with Ka >
Ka (H3O+) z 55 are totally protolyzed (α % 1) and do not exist as acids in aqueous
solutions. Ka values of these “very strong” acids are only inexactly detectable be-
cause Ka % ∞ (Table 4.9). With pKa (H2O) Z ([H+] [OH−]) / [H2O] z 15.74 is OH−

the strongest base existing in aqueous solutions; note that [H2O] z 55 mol L−1

has been used in the equations above. Adopting the general reaction equation for
corresponding acids and bases:

A1 + B2 4 B1 + A2 (4.172)

it follows for water that:

H2O + H2O 4 OH− + H3O+ (4.173)

Eq. (4.168) does not represent a chemical reaction since the hydrogen ion (or pro-
ton) H+ does not exist free in aqueous solutions. Instead, it “reacts” with H2O
according to Eq. (4.169) to the hydronium ion in a first step and then hydration
occurs, e. g. to H9O3

+ (Wicke et al. 1954). However, according to recommendations
given by IUPAC, only the symbol H+ should be used. The high mobility of the
proton in aqueous solutions (contribution to the conductivity) is provided by tunnel
transfer belong hydrogen bridges within the H2O clusters. The dissociation of neu-
tral water is very low (α# Z 1.8 $ 10−9) and that is why the water activity lg [H2O] Z
1.745 is constant and is included [H2O] in all equilibrium constants. According to
the pKa value rank, acids could be subdivided (this is not an objective ranking)
into strong and weak acids (Table 4.9):

very strong pKa ≤ pKa (H3O+) Z −1.74
strong − 1.74 < pKa ≤ 4.5
weak 4.5 ≤ pKa ≤ 9.0
very weak pKa ≥ 9.0

16 It is recommended to use only the term acid constant to avoid mistakes with the term acidity,
which is different from the equilibrium constant Ka based on the mass effect law (Chapter 4.1.4).
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Table 4.9 pKa values (in Mol-L units) of different atmospheric acids (298 K); for literature
see Möller and Mauersberger (1995) and citation therein; Graedel and Weschler (1981), Jacob
et al. (1983).

acid H+ + base pKa

HCl % H+ + Cl− −6.23
HO2NO2 % H+ + −O2NO2 −5
HNO3 % H+ + NO3

− −1.34
H2O2

+ % H+ + HO2 −1
HOCH2SO3H % H+ + HOCH2SO3

− < 0
HSO4

− % H+ + SO4
2− 1.92

SO2 (+H2O) % H+ + HSO3
− 1.76

Fe (H2O)6
3+ % H+ + Fe (H2O)5OH2+ 2.2

HNO2 % H+ + NO2
− 3.3

Fe (H2O)5OH2+ % H+ + Fe (H2O)4 (OH)+ 3.5
CO2 (+ H2O) % H+ + HCO3

− 3.55
HCOOH % H+ + HCOO− 3.74
CH3COOH % H+ + CH3COO− 4.75
HO2 % H+ + O2

− 4.7
HSO3

− % H+ + SO3
2− 7.2

H2S % H+ + HS− 7.2
NH4

+ % H+ + NH3 9.23
HCO3

− % H+ + CO3
2− 10.3

H2O2 % H+ + HO2
− 11.7

HOCH2SO3
− % H+ + −OCH2SO3

− 11.7
HS− % H+ + S2− 12.9

The definition of acids can extend according to the solvent theory as follows (this
definition is symmetric concerning the acid-base relationship in contrast to the
Brønsted theory): acids/bases increase/decrease H+ or increase/decrease OH−.

A 4 H+ + B (donator acid) (4.174)

A + OH− 4 B (acceptor acid) (4.175)

As we have seen, [H+] is an important chemical quantity in the diluted aqueous
phase; Sørensen (1909) defined the pH to be:

pH Z −lg [H+] (4.176)

Today, the pH as an acidity measure is defined as pH (b paH) Z −lg aH+. Single
activities, however, are not measurable. Therefore, using mean activities a±, a con-
ventional pH scale is defined based on fixed buffer solutions with known pH values.
Another acidity measure is the Hammett acidity function H0 (Hammett 1940):

H0 Z pKa + lg [B]K lg [A] (4.177)

where H0 Z −lg [H+]. In the following, no difference is made between various pH
definitions based on the assumption that in most cases in atmospheric chemistry
aH+Z a± Z [H+] and γ Z 1 (activity coefficient). For the generalized acid−base
equation (Eqs. 4.162, 4.169 and 4.170):
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A + H2O 4 H3O+ + B (4.178)

Therefore, it follows that:

pKa Z pHK lg ([B] / [A]) or pH Z pKa K lg ([A] / [B]) (4.179)

which is also called Henderson-Hasselbalch equation and describes the derivation
of pH as a measure of acidity (using pKa) in biological and chemical systems. The
equation is also useful for estimating the pH of a buffer solution and finding the
equilibrium pH in acid-base reactions. The ratio [A ] / [B ] or [acid] / [conjugate base]
is termed in the buffer ratio. Weak acids such as almost all organic acids can play
the role of buffering strong acids in nature. Solutions containing acid and its salt
(for example, acetic acid and acetate) convert H+ from strong acids (nitric and
sulfuric acid) and from CH3COO− into undissociated CH3COOH without chang-
ing the pH (in certain limits).

The (mean) hydrogen ion activity in terms of pH can be estimated directly using
the hydrogen electrode (against a reference electrode) and measuring the electric
potential. Based on the Nernst equation (see Eq. 4.153), EH Z RT ln a±/F it follows
that (F is the Faraday constant):

pH Z
F (EKEB)

2.303 RT
(4.180)

where EB is the reference electrode potential (E Z EH − EB); for details of pH
measurements see Schwabe (1976) and Galster (1991). Eq. (4.180) does not reflect
the diffusion potentials that make pH measurements more complicated (Schwabe
1959). The accuracy of pH estimations in atmospheric water samples in the pH
range 4−5 is no better than ± 0.1 pH units despite the quality assurance of the pH
measurement against standards to be ± 0.02 in this range of pH.

4.2.5.3 Atmospheric acidity

In atmospheric waters (cloud, fog and raindroplets), the following 10 main ions
must be taken into account: SO4

2−, NO3
−, Cl−, HCO3

−, NH4
+, Ca2+, Mg2+, Na+, K+

and H+ (Granat 1972, Möller and Zierath 1986, Möller and Horváth 1989). Of
minor importance are HSO4

−, HSO3
−, SO3

2−, NO2
−, CO3

2−, F− and OH−. Because of
the electroneutrality condition, the following:

∑
i

[cationi] Z ∑
j

[anionj] (4.181)

must be valid17. In this and the following equations, only the equivalent concentra-
tions will be used, otherwise the stoichiometric coefficients must be considered, for
example, 1 eq SO4

2− b 0.5 mol SO4
2−. The relationship (4.181) must not be confused

17 This equation can also be used as a quality control measure for the analytical procedure in
atmospheric water: if the deviation of the quotient Σ [anions] / Σ [cations] is ≥ 20 % from unit (1),
the analysis must be repeated or the samples should be rejected.
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with the definition of an acid [H+] Z [A ] − [B ], where A is acids and B is bases. It
follows from (4.181):

[H+] Z ∑
i

[anioni]K∑
j

[(cation without HC)j] Z [A]K [B] (4.182)

Werner Stumm (see, for example, Stumm and Morgan 1981, 1995, Stumm 1987,
Sigg and Stumm 1996, Zobrist 1987) introduced the acidity as a base neutralizing
capacity (BNC), corresponding to the equivalent of all acids within the solution,
titrated to a given reference point:

BNC b [Acy] Z [A] + [H+]K [OHK] (4.183)

and a corresponding alkalinity as an acid neutralizing capacity (ANC ):

ANC Z [Alc] Z [B] + [OHK]K [H+] (4.184)

Eqs. (4.183) and (4.184) are, therefore, not based on the electroneutrality equation
(4.181) because they also include weak acids and bases which are not protolyzed
in solution at the given pH (that means in non-ionic form), but contribute to acid
or base titration. The first attempt to determine airborne acidity was done by care-
ful titration inserting microliter quantities of a NaOH solution (Brosset 1976) using
Gran’s titration method (Gran 1950). The reference points, however, are not objec-
tive criteria18. Zobrist (1987) extended this definition to the general equations:

[Acy] total Z [H+] + [A]K [B] z [Acy]H+

Z [H+] + [A] strongK [B] strong (4.185)

where Acytotal denotes the total acidity (including weak acids) and AcyH+ the free
acidity.

These definitions might be useful for bulk water bodies. Atmospheric water, how-
ever, as mentioned before, consists of single droplets that are mixed up while sam-
pling. Moreover, individual samples collected in the field will furthermore mix, e. g.
when getting a time-averaged sample. All that means that individual droplets or
samples with different acidity/alkalinity have been mixed, resulting in acid-base
reactions and a shifting liquid-gas equilibrium with a new reference point with an
averaged “final” acidity. Therefore, it is important to define acidity and alkalinity
as conservative parameters, i. e. they are independent of pressure, temperature and
ionic strength as well as CO2 gas exchange. The acidity is then defined as (Lilje-
strand 1985, Sigg and Stumm 1996):

[Acy] Z [H+]K [HCO3
K] K [CO3

2K] K [OHK] Z K[Alk] (4.186)

and, using Eq. (4.178):

[Acy] Z [A*]K [B] (4.187)

18 The German DIN 38406 (1979) defined the acid capacity (in German Säurekapazität) to be
equivalent to the hydrochloric acid consumption of pH Z 4.3 and the sum of all carbonaceous
bonded cations: [Acy]H+ Z [HCO3

−] + 2 [CO3
2−] + [OH−] − [H+].
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where A* Z anions without HCO3
−, CO3

2− and OH−. It follows, using the equilib-
rium expressions for the ions (see Chapter 2.8.3.2 concerning carbonate protolysis
chemistry, especially Eqs. 2.127−2.130):

[Acy] Z [H+]K (KapHCO2
[CO2 (g)] + Kw)[H+ ]K1

KKapK2HCO2
[CO2 (g)] [H+]K2 (4.188)

Adopting standard conditions (340 ppm CO2, 298 K) it follows that:

[Acy] z [H+]K4.42 $ 10K12[H+]K1K2.2 $ 10K22[H+]K2 (4.189)

Eq. (4.188) is only valid without changing partial pressure (p0), i. e. neglecting reser-
voir distribution between the gas and aqueous phases. The whole mass of the gas
(expressed as p0), however, is distributed between the gas phase (expressed as equi-
librium partial pressure peq Z p0 Kp# Z n (g)RT / V (g)) and the aqueous phase,
expressed as n (aq) Z V (aq)HeffRT, where p# Z peqHeffRT and:

H (CO2)eff Z
[CO2 (aq)] + [H2CO3] + [HCO3

K] + [CO3
2K]

[CO2 (g)]
(4.190)

The reservoir distribution ratio ς (mass in aqueous phase/mass in gas phase) is
given by:

ς Z
n (aq)

n (g)
Z HeffVr RT (4.191)

where Vr denotes the volume ratio between the phases (volume aqueous phase/
volume gas phase): V (aq) /V (g)) z V (aq) /air-volume Z LWC. In cases if not
ς / 1 , in Eq. (4.188) the gas phase concentration must be expressed by the equi-
librium gas phase concentration:

[CO2 (g)] Z (1 + ς)[CO2 (g)] eq (4.192)

Fig. 4.5 shows that under “normal” atmospheric conditions with a water pH be-
tween 4 and 5.7 almost all HNO2 and NH3 are dissolved into droplets, whereas
SO2 and CO2 remain in the gas phase. Within the pH range 6−8, SO2 is effectively
scavenged but CO2 is measurably transferred from the gas to the aqueous phase
only above a pH of about 8. In Fig. 4.6, the “acidity” parameters [H+], [OH−],
[Acy] and [Alk] are calculated based on Eqs. (4.186) and (4.188), and are then
expressed as a logarithm with a dependency on pH. Fig. 4.6 represents some char-
acteristic points:

pH [Acy] [Alk]

< 5.68 z [H+] < 0
Z 5.68 % 0 % 0
> 5.68 (but < 10.3) < 0 z [HCO3

− ]

From this table we cannot conclude that pH Z 5.68 (Acy % 0) represents the
reference point for “neutral” atmospheric water, i. e. water with a pH < 5.68 can
be characterized as “acid”. This reference point is valid only for the binary system
CO2/H2O. To quantify changes in the amounts of acids or bases that cause acidifi-
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Fig. 4.6 pH dependent H2O protolysis, acidity and alkalinity in a gas-aqueous atmos-
pheric system.

cation, we also have to compare one state with another reference state. In natural
systems, the most appropriate reference state is that which relates to the system
itself. Other reference states have no meaning (physically or chemically), but might
be useful or even necessary from a computational point of view (Odén 1976). Other
atmospheric ions originating from the natural emission of gaseous species and PM
lead to a natural acidity [Acy]nat or alkalinity, which varies in time and space (e. g.
discussions in Möller and Zierath 1986, Möller and Horváth 1989). Therefore, the
definition of acid rain or clouds gains by:

[Acy]measured Z [Acy]manKmade + [Acy]natural R [Acy]natural , (4.193)

where subscript “measured” denotes the experimental determined acidity in sam-
ples. For pH > 10.3, CO3

2− must be taken into the budget. However, this alkaline
range is unlikely in clouds and rain; for pH Z 10.7 it follows that [Alk] Z 1 mol
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L−1, i. e. in solution must be 1 mol L−1 cations (e. g. Ca2+). Such high-concentrated
solutions occur only in transition states (condensation/evaporation). Neglecting the
CO3

2− contribution to alkalinity, Eq. (4.188) transforms into (β constant):

[H+] Z 0.5[Acy] + √0.25[Acy]2 + � (4.194)

There is another complication. The samples of collected cloud and/or rainwater are
most probably not in equilibrium with atmospheric CO2. In this case, Eq. (4.186)
is still valid for the acidity calculation; however, [HCO3

−] cannot substitute using
Henry’s law. The only way to solve this problem is an analytical estimation of
[HCO3

−], e. g. using titration or electroanalytical methods. Note that traditional
titration methods result in the figure ([H2CO3/CO2-aq] + [HCO3

−]), where [HCO3
−]

must be calculated using the equilibrium equation. Assuming a total carbonaceous
concentration of 100 µeq L−1 at pH Z 4.5, it follows that [HCO3

−] Z 90 and
[H2CO3/CO2-aq] Z 10 µeq L−1.

CO2 plays a special role in the formation of atmospheric acidity because of its
high and constant concentration. Fig. 2.93 shows that an important pathway in
alkalinity (carbonate) formation goes via the CCN (nucleation and droplet forma-
tion) as well as aerosol scavenging. The last process, however, is of minor impor-
tance for clouds but contributes significantly to sub-cloud scavenging into falling
raindrops. There is a variety of PM acting as a ANC including flue ash, soil dust
and industrial dust. Carbonate particles could lead to an initial high alkaline aque-
ous phase that is an efficient absorber for gaseous acids and acidic precursors,
especially SO2. The solution becomes oversaturated with CO2(aq) and, conse-
quently, CO2 desorption occurs from the droplet. The neutralization stoichiometry
follows the overall reaction:

CO3
2−(solid) + 2 H+ % CO2 (g) + H2O (4.195)

For rainwater in equilibrium with atmospheric CO2, the dissolved [HCO3
−] amounts

to only between 0.2 and 0.5 µmol L−1 in the pH range 4.0 to 4.5. However, in
rainwater at different stations in eastern Germany a background concentration of
98 µmol L−1 and for polluted areas 130−260 µmol L−1 have been found in the past
(Zierath 1981). These several orders of magnitude higher bicarbonate concentra-
tions suggest the high importance of sub-cloud scavenging on carbonaceous PM
(in the case of its abundance such as in polluted areas) and − this is a very impor-
tant conclusion − the non-equilibrium state of collected rainwater with atmospheric
CO2. By contrast, the possible high contribution of bicarbonate to the ionic balance
in rainwater samples implies “errors” in the quality check between measured con-
ductivity (where HCO3

− is included) and the analyzed ions (where HCO3
− is ex-

cluded). Moreover, all acidity conceptions based on equilibrium become questiona-
ble. Other important neutralizing species are oxides, which are frequently found in
flue ash and form hydroxyl ions at a first step:

CaO (solid) + H2O % Ca2+ + 2 OH− (4.196)

The only gaseous neutralizing species is ammonia:

NH3 (g) + H+ % NH4
+ (4.197)
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Only under limited atmospheric conditions the inverse process, that is ammonia
degassing, could be possible, e. g. while precipitating remote cloud over areas, pol-
luted by “alkaline” aerosols (Möller and Mauersberger 1990a) via:

CO3
2− + NH4

+ % HCO3
− + NH3 (4.198)

As we have seen, acidity is a chemical quantity defined only in exclusively aqueous
solutions in the climate system (similar to the redox potential). However, it makes
sense to introduce a total acidity for the whole volume of air including the droplet,
gaseous and particulate phases. Fachini and Fuzzi (1993) defined atmospheric acid-
ity in the sense of a multiphase concept as the BNC per unit of volume of the
atmospheric system. They stated that “in analogy with solution chemistry the addi-
tion of acidic or basic components to an atmospheric system can be viewed as a
titration of the global system”. This basic idea is acceptable because it suggests a
potential neutralization of a reference reservoir (for example, soil or lake) and the
acidification (or basification) of this reference reservoir. This idea is based on the
acidity concept first presented by Stumm and Morgan (1981), see Eq. (4.182). Fa-
chini and Fuzzi (1993) applied this concept to the Po Valley Fog Experiment and
neglected the aerosol reservoir, probably based on the assumption that during fog
episodes all soluble PM is scavenged through fog droplets. This assumption is cred-
ible; our own experiments in clouds at Mt. Brocken (Harz Mt., Germany) suggest
that the interstitial PM of acidifying species, listed at the beginning of this Chap-
ter 4.2.5.3, is negligible. They describe then atmospheric acidity by:

[Acy]atm Z [A] fogK [B] fog + [organ. acids]g + [HNO3]g

+ [SO2]gK [NH3]g (4.199)

where A and B are the sum of anions and cations dissolved in the fog water, respec-
tively. In Eq. (4.199), it is hard to understand why gaseous HNO3 and NH3 are
considered, since ς [ 1 , i. e. these species can be neglected in the gas phase in the
pH range 2−8 (Fig. 4.5 and Eq. 4.191). By contrast, SO2 dissolves only to a small
degree. Why does gaseous SO2 contribute to atmospheric acidity at all (remember,
SO2 is not an acid but the anhydride of sulfurous acid)? SO2 can contribute to soil
acidity after dry deposition (Chapter 4.4.1). An overall titration of SO2 per unit of
air volume makes no sense: this is an artificial idea based on laboratory practice
with no reason for atmospheric application. The time- and space-dependent fate of
atmospheric SO2 (dry deposition, dissolution, oxidation, wet deposition), quantita-
tively parameterized, can lead only to acidity contributors such as sulfite and sul-
fate. Only the termination, SO2 being an acidifying species, is correct. Möller
(1999b) introduced the atmospheric acidifying capacity as the sum of the potential
acidity in gas [Acy]g and aerosols [Acy]a as well as the acidity in aqueous phase
[Acy]aq as follows:

[Acy]atm Z [Acy]g + [Acy]a + [Acy]aq (4.200)

Whereas [Acy]aq is defined according to Eq. (4.182), the potential aerosol acidity
can be defined similar to Eq. (4.187):

[Acy]a Z [A*]K [B] z [SO4
2K] + [NO3

K] + [ClK]
K[NH4

+] K [Ca2+] K [Mg2+] K [K+] (4.201)
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The ions listed in Eq. (4.201) represent the main constituents in cloud and rainwater
and thereby in the CCN. This list can be extended by minor species such as carbon-
ate, bicarbonate, sulfite, nitrite, iron and others. Based on the electroneutrality con-
dition, the soluble PM (ions listed in Eq. 4.201) must be balanced with H+, HCO3

−,
CO3

2− and OH−.
The definition of potential gaseous acidity is more complicated. Gas molecules

form acidity only after dissolution in cloud, fog and raindrops and subsequent
protolysis reactions. The degree of dissolution − or in other words − phase parti-
tioning depends on the initial droplet acidity (i. e. aerosol acidity) and from the gas
phase composition of acidifying gases themselves. Therefore, it does not make sense
to only add gaseous acids according to Table 4.8. With a good approximation we
can assume that strong gaseous acids and bases are completely transferred to the
aqueous phase and dissociated therein (α % 1, ς % 1, see Eqs. 4.165 and 4.191),
whereas weak acids (e. g. carbonic acids) contribute less to acidity. However, in the
case of missing strong acids they contribute significantly to acidity, e. g. Galloway
et al. 1982). Another problem is anhydrides, gases that form acids after reaction
with water (SO2, SO3 and N2O5)19 only. Other gases that are not direct anhydrides
(e. g. NO2) can also produce acids in reaction with water. Taking into account only
SO2 besides strong gaseous acids and NH3, the following equation represents the
potential gaseous acidity, where ε Z 1/(1 + ς):

[Acy]g z [HNO3] + [HNO2] + [HCl] + ε [SO2]K [NH3] (4.202)

Generally, the term acid deposition could be better used to describe the acidity
phase transfer (e. g. from the atmosphere to the biosphere).

4.2.5.4 pH averaging

As we have seen from Fig. 4.6, we can adopt [Acy] Z [H+] Z 10−pH for samples
with pH < 5.7. Note that only the pH is (Eq. 4.180) the directly measurable value.
The determination of [Acy] has been tried by titration against different reference
points (Zobrist 1987); however, has the problem of separation between free and
total acidity. The problem of differentiation between [H+] and [Acy] arises if sam-
ples occur with pH > 5.7 (Fig. 4.6). After mixing two samples, one with pH < 5.7
and another with pH > 5.7, the physically meaningful averaged [H+] does not follow
from [H+] i based on precipitation-weighted means because H+ is not a conservative
value. Let’s first consider the procedure for the physically meaningful averaging
of concentrations from conservative species (such as Ca2+, SO4

2−). The averaged
precipitation composition of annual mean results from

crain
¯ Z

S
i
Rici

R
(4.203)

19 CO2 is also an anhydride, however, because of its constant concentration the acidity contribution
only depends on solution pH.
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where Ri denotes the precipitation amount for samples i, and R denotes the annual
precipitation amount (rainfall rate), i. e. R Z SRi . Similarly, we derive for cloud
water an expression for LWCi, which is the mean LWC during collecting an individ-
ual cloud water sample:

ccloud
¯ Z

S
i

ciLWCi

S
i

LWCi
(4.204)

These equations can be applied also to [Acy] taking into account that (Eq. 4.189)
where const Z 4.42 $ 10−12 mol2 L−2:

[Acy] i z 10KpHi Kconst $ 10pHi (4.205)

Finally, we get an averaged pH for rainwater (for cloud water Ri has to be replaced
by LWCi and R by S LWCi ):

pH¯ Z K lg (K0.5
S Ri [Acy] i

R
+√0.25 (S Ri [Acy] i

R )2

+ const) (4.206)

It is important to view this relatively complicated formula as an estimation of
averaged pH and/or [H+]. This average represents the resulting acidity of the “physi-
cally mixed“ samples taking into account the neutralization of acids and bases. The
following sequence summarizes the steps:

− pH measurement of sample i, transformation into [H+]i according to Eq. (4.176),
− calculation of [Acy]i according to Eq. (4.205);
− calculation of [Acy ] according to Eqs. (4.203) or (4.204);
− recalculation of [H+] based on Eq. (4.194); and
− transformation into pH (based on Eq. 4.176).

4.3 Multiphase processes

The climate system is simplified as the water-soil-air system, representing the physi-
cal states of liquid, solid and gaseous. We have already discussed the air (or atmos-
phere) as a multiphase system and despite the volume-based dominance of gases,
the solid matter (APs) and liquid matter (cloud droplets) play a crucial role in
weather formation and thereby climate phenomena. Similarly, the hydrosphere
(oceans) is considered a multiphase system where solid carbonates play a key role
in the biogeochemical status. Finally, soils, air and water are the minor phases but
the key for transport processes and thereby the nutrition of plants and microorgan-
isms. It is remarkable that in each reservoir the minor phases are obviously the
driving forces. Therefore, studying the interfacial processes (solid-gas, solid-liquid
and gas-liquid interfaces concerning the mass transfer and chemical reaction) is of
high importance for understanding the climate system. This short chapter can only
present a brief overview; for more details the reader is referred to special literature:
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Fig. 4.7 Scheme of the processes while phase transferring. Indices:N far from interface, 0
beginning of diffusion layer, ads outer surface, aq inner surface and aqueous phase, diss −
dissolved, prot − protolyzed form. k reactions rate coefficients in gas phase (g), at surface
(ads) and in aqueous phase (aq). Dg diffusion coefficient gas phase, Kads sorption equilibrium
coefficient, Daq diffusion coefficient aqueous phase, Kaq equilibrium coefficient of protolysis,
H Henry coefficent, Heff effective Henry coefficient. α accommodation coefficient, γ uptake
coefficient.

aerosols, clouds and chemistry (Jaeschke 1986, Fuzzi and Wagenbach 1997, Prup-
pacher and Klett 1997, Guderian 2000, Hobbs 2000, McFiggans et al. 2005a,
Barnes and Kharytonov 2008) and multiphase transport and chemistry (Helmig and
Schulz 1997, Faghri and Zhang 2006). Whereas Fig. 4.7 shows the processes on a
micro-scale, Figs. 4.8 and 4.9 represent the whole system on a macro-scale, to which
we turn first to discuss the limits of our understanding of the multiphase system.

In air, permanent solid particles (atmospheric aerosols) occur either from pri-
mary sources out of the atmosphere or from gas-to-particle conversion within the
atmosphere. All trace matter shows a high variability in concentration20 because of
chemical and microphysical processes. Liquid particles (cloud, fog and rain drop-
lets), however, are not permanent in air and form and exist only under specific
physicochemical conditions (the presence of condensation nuclei and water vapor
saturation). The transition from molecules to droplets comprises many steps:

1. homogeneous nucleation of molecules: formation of nuclei and growth (“new
particle formation”);

2. activation of potential condensation nuclei through water vapor adsorption;

20 Excluding trace species with a very long residence time such as some halogenated hydrocarbons.
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Fig. 4.9 The evolution scheme: From gas to aerosol, cloud and precipitation; non-
reversible pathway, pathways in both direction, but not mandatory equilibrium.

3. heterogeneous nucleation: formation of droplets through water vapor condensa-
tion onto condensation nuclei;

4. adsorption of molecules onto particles and surface chemical reactions (heteroge-
neous chemistry);

5. absorption of molecules by droplets and droplet phase chemistry (aqueous
phase chemistry;

6. cloud droplet growth and formation of precipitation elements (microphysical
and dynamic processes);

7. desorption of molecules from particles and droplets;
8. evaporation of droplets: formation of solid residual particles and back transfer

of dissolved gases; and
9. precipitation and scavenging of gases and particles in the sub-cloud layer.

The characterization of the size-depending chemical composition of particles and
droplets is an important issue of atmospheric chemistry. In-cloud scavenging (often
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called rain-out in the past) comprises the processes 3, 4 and 5, which all accumulate
material in cloud droplets, either turned back to air (processes 7 and 8) or removed
via precipitation (process 9). Together with this sub-cloud scavenging (often called
washout in the past), the chemical composition of wet deposition (precipitation) is
determined. Precipitation chemistry in a more narrow sense deals with the chemical
composition of rain and snow in a climatological sense, i. e. studying the space-
and time-dependency (location, season) and meteorological influences (air masses,
rainfall characteristics). Cloud chemistry, however, cannot be reduced on aqueous
phase chemistry (droplet chemistry) because it describes the chemistry in clouds,
i. e. the chemical interactions in the multiphase system containing APs, cloud drop-
lets and interstitial gases (Fig. 4.10).

4.3.1 Aerosols, clouds and precipitation: The climate multiphase
system

Interactions among aerosols, clouds and precipitation are critical to shaping the
climate system. Aerosols, cloud and precipitation are intrinsically linked (Figs. 4.8
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and 4.9). APs are the condensation and freezing nuclei on which cloud particles
form (heterogeneous nucleation process). APs are either directly emitted or pro-
duced from gaseous precursors via homogeneous nucleation (gas-to-particle con-
version). Clouds occasionally produce precipitation, which removes trace species
via in-cloud and sub-cloud scavenging back to the earth’s surface (wet deposition).
In most cases, however, clouds evaporate and turn chemical species back to air in
the form of aged APs and secondary gaseous matter. This cloud processing (nuclea-
tion-evaporation cycle) is important for the transport, redistribution and conver-
sion of pollutants. Cloud processing ultimately leads to particle growth and gener-
ally to an increase of water-solubility of inorganic particles. Aqueous phase droplet
chemistry, however, can also produce organic polymers as an important part of
secondary organic aerosols (SOA). Cloud processing has long been identified as
the main source of climate active sulfate aerosols.

We have described the crucial role played by cloud and precipitation (Chap-
ter 2.5.2) in the earth’s energy budget and water cycle (Fig. 4.10). Despite many
important achievements, clouds and aerosols remain the largest source of uncer-
tainties in the two most important climate change quantities: radiative forcing and
climate sensitivity (IPCC 2007). Whereas the role of greenhouse gases on the ab-
sorption of terrestrial radiation is well understood and the interaction between
APs and radiation has been well described (direct climate forcing), the dominant
uncertainty among radiative forcing of climate change is the impact of aerosols
on clouds (indirect climate forcing). Fig. 4.10 illustrates the direct cause-impact
relationships and feedbacks. Changing radiation, temperature and precipitation are
essential parameters for plant growth and, therefore, the biosphere’s emission ca-
pacity and biogeochemical cycling. The climate system is anthropogenically influ-
enced through atmospheric emissions and land use changes. The concentration
fields of gases and PM are a result of emission patterns, atmospheric chemistry
and transport processes. All these processes depend on climate. Qualitatively, the
feedbacks are well known, and for small-scale relationships also quantitatively de-
scribed such as temperature influence on biogenic emissions, parameters determin-
ing wind-blown mineral dust and condensation nuclei activation. But on a large-
scale, when atmospheric (and oceanic) circulation and the whole multiphase (and
multicomponent) chemistry must be considered as an interlinked system, cloud
formation and precipitation as essential climate variables are only poorly quanti-
fied. Moreover, the feedbacks of aerosols, clouds, precipitation and climate as an
interlinked system, and its sensitivity to perturbations, are not well understood
(Andreae et al. 2009, Heintzenberg and Charlson 2009). A main reason for the
difficulties in understanding the aerosol-cloud-precipitation system is the large
range of spatial and temporal scales on which the involved processes act (Fig. 4.11).
Important microphysical processes such as the formation of particles through ho-
mogeneous nucleation are in the range of nanometers and nanoseconds and of
cloud droplet formation in the ranges of micrometers and seconds. Cloud droplets
exist from minutes to hours and the cloud system from hours to days. Precipitation
is within the range of millimeters (drops interaction) and a few hundred of meters
(sub-cloud scavenging) and minutes (falling raindrops). The organization of cloud
systems, however, is a large-scale dynamic taking place on spatial scales of the order
of hundreds to thousands of kilometers and temporal scales between days and
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Fig. 4.11 Scheme of different processes having a characteristic time and hence spatial char-
acteristics (from local to global).

weeks. At the end of the upper scale are long-lived pollutants in the stratosphere
and global climate feedbacks between tens and hundreds of years.

Disciplinary research on many individual aspects of the climate system has ad-
vanced substantially. But what is needed to study the system as a whole with atten-
tion to all the pertinent scales? Another permanent question is to what extent we
are able to understand the whole system. It is more likely to believe that a full
understanding remains the goal in science and philosophy. Our present limited
understanding of the climate and aerosol−cloud−precipitation system, however, is
sufficient to establish an urgent challenge for climate control measures as suggested
in Chapter 2.8.4.2.

4.3.2 Gas-liquid equilibrium (Henry equilibrium)

Each gas in contact with a liquid develops an equilibrium with the dissolved com-
ponent as found first by William Henry in 1803 (Henry 1803):

A (g) &)* A (aq). (4.207)

The equilibrium constant is named Henry’s law constant H (also reciprocal ratios
are in use):

Hc Z
[A(aq)]

[A(g)]
or Hp Z

[A(aq)]
pA

(4.208)

The temperature dependency is described by the van’t Hoff equation (4.94) where
the reaction enthalpy must be replaced by the enthalpy of solution ΔsolH. The
derivation of (4.209) follows from the equality of the chemical potentials in the gas
and aqueous phases in equilibrium, μ2(g) + RT ln pA Z μ2(aq) + RT ln [A] from
which [A] Z pA $ constant follows. In close relation to the Henry’s law constant
are the Bunsen absorption coefficient α (the volume of gas absorbed by one volume
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of water at a pressure of 1 atmosphere) and Ostwald ’s solubility β (the quantity of
solvent needed to dissolve a quantity of gas at a given temperature and pressure)
(dimensions of [A ] in mol L−1 and of p in Pa):

[A(aq)]

[A(g)]
Z Hc Z α RT Z � Z

Hp pA

[A(g)]
Z HpRT (4.209)

Hence, the Bunsen coefficient is identical to the partial pressure-related Henry coef-
ficient Hp. Another quantity used is the gas solubility S (the mass of a gas dissolved
in 100 g of pure water under standard conditions, that is the partial pressure of the
gas and the water saturation pressure is equal to 1 atm or 101.325 Pa). Approxi-
mately (without considering the density of the solution) it follows (M mol mass of
the gas, Hp in mol L−1 Pa−1) that:

S Z M $ Hp 10.1325 (exactly in g of solute per 100 g of water) (4.210)

It is important to note that few simplifications have been considered in application
of Henry’s law (sometime also called Henry-Dalton’s law): the validity of the ideal
gas equation, ideal diluted solution and that the partial molar volume of the dis-
solve gas is negligible compared with that in the gas phase. However, the range of
its validity in the climate system is appreciable. It is clear that during heterogeneous
nucleation (CCN to cloud droplet formation) Henry’s law is not valid. Absolute
values of solubility cannot be found from thermodynamic considerations. Never-
theless, general rules are valid for all gases:

− decreasing solubility with increasing temperature;
− decreasing solubility with increasing salinity of waters (same ratio for all

gases); and
− increasing volume of aqueous solution with gas dissolution.

The equilibrium (4.207) only describes the physical dissolved gas species (Fig. 4.7)
without considering the subsequent protolysis equilibrium as discussed for the ex-
ample of CO2 absorption in Chapter 2.8.3.2. In Eq. (2.117), we introduced an ap-
parent Henry coefficient, where the dissolved matter comprises the anhydride (for
example CO2 or SO2) and the acid (H2CO3, H2SO3). The acid can dissociate ac-
cording to Eq. (4.174) and thereby increases the total solubility of gas A, as de-
scribed by the effective Henry coefficient Heff :

A CH2O &)* H2AO &)*
KH

C
HAOK &)*

KH
C

AO2K (4.211)

Heff Z
[A (aq)] + [H2AO] + [HAO−] + [AO2−]

[A (g)]
(4.212)

Excluded from the total solubility or effective Henry’s law are subsequent reactions,
for example, the oxidation of dissolved SO2 into sulfuric acid (sulfate). Such oxida-
tion increases the flux or phase transfer into water and thereby the phase partition-
ing, but cannot be described by equilibrium conditions (Chapter 4.1.4).
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For very soluble gases such as HCl and HNO3, the “physical” dissolved molecule
does not exist (or is in immeasurably small concentrations) because of full dissocia-
tion. Therefore, the Henry coefficient for such gases represents the equilibrium
between gas and the first protolysis states:

H Z Heff Z
[HAO−]

[A (g)]
(4.213)

More limitations must be considered in the application of Henry’s law under atmos-
pheric conditions. In clouds, because of the different chemical composition of the
CCN and thereby initial droplets after its formation through heterogeneous nuclea-
tion, different equilibriums occur on a micro-scale. It is important to note that in
clouds Henry’s law is valid only for each droplet with its gaseous surrounding, i. e.
taking into account the gas concentration close to the droplet’s surface and the
aqueous phase concentration (neglecting here further limitations through mass
transport). This likely is the main reason (besides others such as surface active
components influencing the gas-liquid equilibrium) why in bulk experimental ap-
proaches (integral collecting the droplets and analyzing the cloud water) deviations
from Henry’s law have always been found. In modeling, the spectral resolution of
particles and droplets (concerning size and chemical composition) is the only way
to come closer to the reality. Few field experiments with multistage cloud water
samplers have shown significant differences in size-resolved chemistry.

4.3.3 Properties of droplets

In Chapter 2.5.3, the phenomena of atmospheric water are described from a mete-
orological and hydrological point of view. Here, the physicochemical properties of
droplets that are important for an understanding of cloud physics and chemistry
will briefly be described. Atmospheric droplets are always solutions of gases and
salts and partly suspended particles. Key properties such as the size and salinity of
droplets are dominantly determined by the CCN (Chapter 4.3.5). Although drop-
lets can normally be considered diluted solutions, during nucleation and evapora-
tion processes highly concentrated solutions occur and instead of concentrations in
thermodynamic equations (if they are still valid) activities have to be used.

With the presence of cloud droplets the inner energy U of the system (Eq. 4.61)
is enlarged by several new types of energy. The work of mixing μ dn, surface work
γ ds (s surface) and electrical work � dQ (Q charge) are the most important forms:

dU Z T dSKp dV + μ dn + γ ds + � dQ + ... (4.214)

Considering only the phase transfer and change of temperature, pressure and
amount (expressed in mol n), Eq. (4.72) transforms into:

G Z G (T, p, ni) Z H (T, p, ni)KTS Z U + pVKTS (4.215)

and
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dG (T, p, n) Z
∂G (T, p, n)

∂T
dT +

∂G (T, p, n)

∂p
dp

+ ∑
i

∂G (T, p, ni)
∂n

dni (4.216)

It follows at a constant pressure and temperature:

dGp, T Z S μi dni (4.217)

Again, the system is in equilibrium (Eqs. 4.91 to 4.93) when dG Z 0. Without
further discussion, it is clear that such a condition is hardly achievable in clouds.

4.3.3.1 Vapor pressure change: The Kelvin equation

In Chapter 2.5.3.1, we considered water vapor as a gaseous constituent of air. Here,
we discuss the vapor droplet equilibrium in clouds. We can consider each liquid as
a condensed gas. At each temperature a part of the liquid-water molecule transfers
back to the surrounding air, consuming energy (enthalpy of evaporation). The
droplet is in equilibrium with air, when the flux of condensation is equal to the
flux of evaporation. The equivalent vapor pressure p (in a closed volume or close
to the droplet surface) is the vapor pressure equilibrium. In a closed system, it
corresponds to the saturation vapor pressure. The vapor pressure equilibrium de-
pends neither on the amount of liquid nor vapor but only on temperature and
droplet size.

Condensation and evaporation occurs at any vapor pressure. When the vapor
pressure becomes smaller than the equilibrium value, the droplets are thermody-
namically instable and evaporate. In equilibrium in both phases exists the same
chemical potential:

KSaq dT + Vaq dp Z KSg dT + Vd dT (4.218)

From this we derive the molar evaporation enthalpy at temperature T (ΔVH / T
Z ΔVS ):

dp

dT
Z

ΔVS
ΔT

Z
ΔVH

TΔVV
(4.219)

which is called Clapeyron’s equation. Since the molar volume of air is much larger
than that of droplets, we can approximate ΔVV z Vm RT / p and get the Claus-
ius−Clapeyron equation, describing the change of vapor pressure with temperature:

d ln p

dT
Z

ΔVH

RT 2
or p2 Z p1 exp {ΔVH

R
( 1

T1

K
1

T2
)} (4.220)

In laboratory praxis, from the Clausius-Clapeyron plot of ln p against 1/T, the en-
thalpy can be derived.

In air, we have to consider droplets and not a bulk solution. From experience,
we know that dispersed small droplets combine to larger drops. That is because the
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enthalpy also depends on the surface: the aqueous amount in the form of droplet
possesses a higher chemical potential than the same amount of liquid after coales-
cence (bulk solution). Another consequence consists in the higher partial pressure
droplets have (p̄ + Δp Z p ) compared with a bulk volume with a flat surface ( p̄).
Assuming spherical particles, the change in vapor pressure Δp can be simply de-
rived. The change in free enthalpy dGT, n Z dWV + dWs is expressed (T, n Z con-

stant) by the changing pressure-volume work dWV Z dp dV Z Δp $
4
3

π r3 and the

surface energy change dWs (r particle radius, γ surface tension, s surface) dWs

Z γ ds Z γ 4π r 2.

Equilibrium gains when ∂
dWV

∂r
Z ∂

dWs

∂r
Z 0. It follows that Δp 4 π r 2

Z γ 8 π r and finally Δp Z
2γ
r .

Now, we calculate the change in the chemical potential with changing droplet size,
where dμ Z RT ln p (Eq. 4.80) and molar volume, defined by Vm Z RT / p
(Eq. 4.19), through the dispersion of a bulk liquid on droplets:

∫
pN

p

dμ Z ∫
pN

p

RT ln p Z Vm ∫
pN

p

pd ln p Z Vm ∫
pN

p

dp (4.221)

After integration and using the general definition of the chemical potential (Eq.
4.83) we obtain:

Δμ Z RT ln
p

pN Z Vm Δp (4.222)

Now replacing the expression for Δp we get the Kelvin equation; The equation is
named in honor of William Thomson, commonly known as Lord Kelvin:

ln
p + Δp¯

pN Z ln
p

pN Z
2 γ Vm

r RT
Z ln S (4.223)

where S is the saturation ratio. This equation21 is valid only for pure water, but in
air, we always meet diluted aqueous solutions. Later, in combination with Raoult’s
law we consider the influence of dissolved matter on lowering the vapor pressure.
Eq. (4.223) says that the formation of droplets is possible only for immense super-
saturation; a droplet with r Z 10 nm is stable only if supersaturation is 120 %
(p / pN Z 1.12). The small water droplets are thermodynamically instable because
of their large vapor pressure. This agrees with the observation that droplets in air
are formed only through condensation onto nuclei. By contrast, when droplets exist
in air, the Kelvin equation says that larger droplets grow via vapor condensation at
the expense of smaller droplets, which evaporate.

21 This equation is also called Gibbs-Thompson equation and the effect (surface curvature, vapor
pressure and chemical potential) is also called the Gibbs-Kelvin effect or Kelvin effect.
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4.3.3.2 Surface tension and surface active substances

An important property of the surfaces of droplets is the surface tension that ex-
presses the cohesion of water molecules (Chapter 2.5.1.1). On molecules existing
close to the droplet surface, forces are directed to the inner of the droplet. There-
fore, each liquid has the tendency to form spherical particles (if they are not coun-
teracting forces such as gravitation and other outer forces). The reason is simple: a
sphere of a given volume has the smallest surface of all bodies. Thus, a growing
droplet needs to overcome the molecular cohesion. There are two equivalent defini-
tions of surface tension:

γ Z
f

l
and γ Z

dWs

ds
(4.224)

The force f concentrates a surface band of width l and a dimension of surface
tension is N m−1 or kg s−2). The other definition is the ratio of the surface energy
to the surface (dimension: energy/surface but reduced on metric units to kg s−2).
Water has a surface tension (298 K) of 72.85 $ 10−3 N m−1.

Some organic substances dissolved in the droplets or transported from the gase-
ous surrounding to the surface can accumulate at the surface (Fig. 4.12) when hav-
ing hydrophilic and hydrophobic properties in one molecule (for example, aliphatic
alcohols, aldehydes and acids). They form a liquid film and reduce the surface
tension according to Gibbs equation:

dγ Z KRT Γsd ln c (4.225)

where c is the concentration of the surface active substance and Γs surface excess
is ns (s) / s, i. e. the amount of matter per square unit. The importance of such films
becomes clear when considering that all processes, linked with the free enthalpy G
of the droplet (evaporation, adsorption, desorption, surface reactions), result gener-
ally in a change of G through a change of T, p, S or n (do not mix entropy S with
surface s):

dG Z KS dT + Vdp + γ ds + S μi dni (4.226)

In cloud and rainwater, polycarboxylic acids, having a molecular structure analo-
gous to that of humic-like substances (HULIS) are the most effective surface active
species within the droplets. In addition, monocarboxylic acids and polyaromatic
hydrocarbons can play an important role in the atmospheric aquatic system because

Fig. 4.12 Scheme of surface active substances in a droplet.
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of their surface active potential (Fachini et al. 2000, Ćosović et al. 2007). Seidl and
Hänel (1983) found in rainwater that soluble surface active materials had concen-
trations of the order of 2 µmol L−1 and that this was too small to have a significant
influence on cloud’s physical processes. However, organic aerosol constituents can
influence the surface tension of nucleating cloud droplets and thereby modify the
critical supersaturation necessary to activate APs. Kiss et al. (2005) found HULIS
that accounted for 60 % of the water-soluble organic carbon present in rural aero-
sols. The isolated organic matter present in a concentration of about 1 g L−1 de-
creased the surface tension of the aqueous solutions by 25−42 % compared with
pure water.

4.3.3.3 Vapor pressure lowering: Raoult ’s law

Solutions have two fundamental property changes compared with pure water: low-
ering the vapor pressure and freezing point depression. In cloud microphysics, these
changes are crucial for droplet growth and precipitation formation.

In about 1886, Raoult discovered that substances have lower vapor pressures in
solution than in pure form and that the freezing point of an aqueous solution
decreases in proportion to the amount of a non-electrolytic substance dissolved.
The ratio of the partial vapor pressure of substance i in solution to the vapor
pressure of the pure substance (subscript 0 denotes the pure substance) is equal to
the mole fraction x of i:

pi Z xipi
0 (4.227)

This law is strictly valid only under the assumption that the chemical interaction
between the two liquids is equal to the bonding within the liquids: the conditions
of an ideal solution. In the atmosphere, water is the solvent and dissolved matter
is predominantly non-volatile. The vapor pressure of water pw in solution is smaller
than that of pure water pw

0 , whereas the vapor pressure of the solution pS is pS =
pw + pi. Because of xw + xi Z 1 we rewrite Raoult’s law as follows:

pS Z pw
0 + (pi

0K pw
0) xi (4.228)

Assuming that pi
0 % 0 (the dissolved substance is non-volatile) we find for the rela-

tive lowering of vapor pressure of the solution (Δp / p), i. e. equal to the mole frac-
tion of i:

Δp Z pw
0 K pS Z xipw

0 (4.229)

We can now transform the Kelvin equation (4.223), valid for pure water, by consid-
eration of Raoult’s equation for a droplet with dissolved matter. The total change
in vapor pressure consists of the vapor change above the curved surface and the
vapor change of the solution:

Δp Z ΔpKelvin + ΔpRaoult Z
2γ

r K xi pN (4.230)
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Fig. 4.13 The Köhler curve.

We set the vapor pressure of pure water pw
0 equal to the equilibrium vapor pres-

sure pN. From Eq. (4.223), after some reforming,22 it follows that:

ln
p

pN Z ln Ssolution Z
A
r

K
B

r3 (4.231)

where A Z 2 γ Vm / RT and B Z 3 ni / 4π (ni mol number of dissolved substance).
Curves resulting from Eq. (4.231) are named Köhler curves (Fig. 4.13). The first

term on the right side of the Köhler equation is called the Kelvin term and the
second is called the Raoult term. From Eq. (4.231) follows the droplet radius for
S Z p / pN Z 1:

rsaturation Z √B
A

Z √ 3 ni

8 π γ
pN (4.232)

The maximum in the Köhler curve is given for d ln S / dr Z 0 :

rcritical Z √ 3 B
A

4.233)

Finally, it follows for the supersaturation ratio that:

ln S Z √ 4A3

27 B
(4.234)

22 We consider that in a binary solution xi Z ni / (ni + nw) and the droplet volume results from the
partial molar volume; furthermore, for diluted solutions the volume of dissolved matter i is negligi-
ble; thereby 4 π r 3/ 3 Z niVi + nwVw z nwVw. Because of ni / nw it follows that xi z ni / nw

z ni 4 π r 3/ 3Vm. Finally, Vm pN
Z RT.
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The exponential function can be approximated by a progression (exp x z 1 + x)
and we see that the solution effect (Raoult term) is dominant when S Z p / pN

% 1 + (4A3/ 27 B)1 / 2, whereas S strongly decreases by further reducing the radius.
By contrast, for S O 1 + (4A3/ 27 B)1 / 2 the Köhler curve approaches the
curve for pure water (Fig. 4.13). Each point on the Köhler curve represents the
equilibrium vapor ratio of water, i. e. the relative humidity (RH) at which a droplet
with a given radius and amount of dissolved matter exists. For r < rcritical the equi-
librium is stable; for constant S the droplet would evaporate water (because of the
momentum of the larger pressure) if there is a slight growth through the adsorption
of water molecules and return to equilibrium. For r > rcritical the supersaturation S

becomes smaller for larger droplets; therefore, water molecules would permanently
absorb and enlarge the droplet. Conversely, smaller droplets are quickly undersatu-
rated when losing water and tend to evaporate. This is one principle of cloud drop-
let growth that is at the expense of smaller droplets.

4.3.3.4 Freezing point depression

The freezing point depression follows from the lowering of vapor pressure. From
the Clausius-Clapeyron equation and Raoult’s law, it follows (ΔsmH enthalpy of
smelting) that:

ΔT Z ( RT 2

Δsm H)xi (4.235)

Taking the molality m (defined as the ratio of the amount of dissolved matter and
the mass of water, expressed in mol kg−1 and in contrast to the molarity not de-
pending on T; in dissolved solution molarity is proportional to molality) we obtain:

ΔT Z Kf mi (4.236)

where Kf is the cryoscopic constant, which is empirical and can be determined
experimentally; for water Kf Z 1.86 K kg mol−1.

In clouds, the important effect is the existence of supercooled droplets, i. e. de-
spite a certain freezing point depression droplets remain at lower temperatures
liquid because of the kinetic inhibition of crystallization. The homogeneous process
is that spontaneous freezing occurs only for % 232 K or −37°C and saturation
near that of liquid water (Koop et al. 2003). The heterogeneous process requires
the presence of ice nuclei (IN) with a hexagonal crystal structure similar to that
of water ice, which allows freezing at temperatures as high as −5°C (Vali 2008).
Heterogeneous ice nucleation in clouds with supercooled water results in the subse-
quent efficient growth of the ice crystals because of the Bergeron-Findeisen process.
It is assumed that this is the main initiation process of precipitation in the midl-
atitudes (Pruppacher and Klett 1997).

It is remarkable that biological particles such as bacteria or pollen might be
active as both the CCN and heterogeneous IN. These biological particles are much
larger than the inorganically or organically derived CCN (but probably smaller in
number density) and are important in the development of precipitation through
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giant CCN and IN. However, there is yet no direct evidence that bacterial IN
participate in cloud processes to any significant degree (Möhler et al. 2007).

Although recognized for hundreds of years, artificial weather modification was
not applied before the turn of the 20th century. It started by simply introducing
artificial CCN to the cloud layers by guns, later rockets and aircrafts. By end of
the 1940s the introduction of “crystallization nuclei” (e. g. AgI, dry ice and many
others) affected the ice phase processes in supercooled clouds and larger hygro-
scopic particles (artificial precipitation embryos about 30 µm in diameter) to stimu-
late collision-coalescence processes in warm clouds. About 10 countries applied
different techniques with variable success.

4.3.4 Gas-to-particle formation: Homogeneous nucleation

According to the Köhler equation, the formation of droplets only from water vapor
is impossible in air. However, some products of gas phase reactions such as SO3/
H2SO4 (sulfuric acid), CH3HSO3 (methanesulfonic acid) and many oxygenated or-
ganic compounds have small vapor pressures but partly a high affinity to H2O.
Such molecules can accommodate each other (single component nucleation) and
among different species (multicomponent nucleation) and form a cluster of molecu-
les as a metastable phase. After reaching a critical radius, they become stable. It is
believed that in the atmosphere, gas-to-particle conversion occurs not by condensa-
tion of single species but rather by involving at least two, probably more, different
species. Students well know from laboratory praxis that condensed fine matter
forms when opened near bottles of aqueous ammonia solution and sulfuric acid,
nitric acid and/or hydrochloric acid. Clearly single and combined reactions occur
with different numbers of species, depending on its gaseous concentration and the
stability of the embryo formed (g − gaseous, p − particulate):

NH3(g) + HCl(g) &)* NH4Cl(p) (4.237)

NH3(g) + HNO3(g) &)* NH4NO3(p) (4.238)

NH3(g) + H2SO4(g) &)* NH4HSO4(p) (4.239)

2 NH3(g) + SO3(g) + H2O &)* (NH4)2SO4(p) (4.240)

SO3(g) + H2O(g) &)* H2SO4(p) (4.241)

NH3 + HNO3 + SO3 + H2O dd% (NH4)2NO3HSO4 (4.242)

Interestingly, it has been found that the formation of SOA is accelerated in the
presence of SO2 and sulfuric acid (Jang et al. 2002, Edney et al. 2005, Surrat et al.
2007). The first step in atmospheric SO2 oxidation is OH addition (Chapter 5.5.2.1)
and this radical can react with alkoxy radicals (RO) to form sulfonic acid and
further with organic peroxo radicals to form dialkyl sulfates:
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SO2 dd%
OH

HSO3 dd%
RCH3O

ROHSO3 ddd%
KHO2

RCH3O2 ROS(O2)OR (4.243)

These results strongly suggest the importance of particle phase reactions that lower
the volatility of organic species, via accrecation (oligomerization) processes (Carl-
ton et al. 2009). Organosulfates, including nitrated derivatives (e. g. nitroxy organo-
sulfates) have been detected in ambient aerosols (Surrat et al. 2007, 2008, Gómez-
González et al. 2008). Jacobson et al. (200) and Carlton et al. (2009) have also
presented reviews on organic atmospheric aerosols.

The main concern of the classical homogeneous nucleation theory has been a
thermodynamic description of the initial stage of nucleation from embryo to nu-
cleus with a little larger size over the critical one (Seinfeld 1986, Pruppacher and
Klett 1997, Seinfeld and Pandis 1998, Kulmala et al. 2000). The change of the free
enthalpy of the cluster is at first positive because the decrease of entropy is initially
larger (regular structure formation) than the decrease in enthalpy:

ΔG Z GclusterKGvapor (4.244)

Applying Eq. (4.226) as a special case for T, n Z constant on Eq. (4.244), it follows
(see also Eq. 4.75 concerning volume-pressure change):

dGT, n Z dVdp + γ ds (4.245)

It is dV Z Vcluster − Vvapor and because Vcluster / Vvapor under all conditions, dV Z
−Vvapor. The vapor phase is assumed to be ideal, thereby Vvapor Z n RT / p. The mol
number n corresponds to the number of molecules transferred from vapor into the
cluster so n Z Vcluster /Vm and with Vcluster Z 4 π r 3/ 3; just it follows:

dGT, n Z K
4 π r 3

3Vm
RT

dp
p + γ ds (4.246)

Now transferring from infinitesimal to difference expressions, we integrate dp / p
(Z d ln p) and replace p / pN by the saturation term (see Kelvin equation):

∫
pN

p
dp

p
Z ln

p

pN Z ln S

Finally, using the standard expression for the surface (of the cluster) and replacing
ds, we get (Vm is the molar volume of the cluster phase):

ΔGT, n Z K
4 π r 3RT

3 Vm
ln S + 4 π r 2γ (4.247)

As a result, the nucleation curve (free energy change versus nucleus size) passes
through a well-known single maximum point corresponding to the critical size of
the nucleus (Fig. 4.14). The process is at first reversible (as expressed in Eqs.
4.237−4.241). The radius of the critical cluster can be derived from Eq. (4.246)
under the condition ∂ (ΔG / ∂r) Z 0 (compared with the radius derived directly
from the Kelvin equation) to be:

rcritical Z
2 γ Vm

RT ln S
Z

2 γ V

kT ln S
(4.248)
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Fig. 4.14 Change of free enthalpy while forming clusters from a vapor (homogeneous nucle-
ation).

Table 4.10 Critical size of H2O clusters in dependence from supersaturation.

supersaturation radius (in nm) NH2O

1.02 54 2.2 $ 1010

1.1 11 2.0 $ 105

2 1.5 500
10 0.5 18

Note that Vm /V Z R /k and Vm Z M /ρ where M and ρ are the mol mass and
density of the nucleating substance, respectively (Eq. 4.19). Table 4.10 shows the
critical radius of the pure water cluster is independent of supersaturation. We can
clearly see that under normal atmospheric conditions the formation of water drop-
lets is impossible.

In atmospheric modeling the nucleation rate and number of clusters produced
with a critical radius per volume is simple to approach from kinetics theory (Möller
2003) but is still highly controversial after almost a century of research. The weak-
ness of the classical homogeneous nucleation theory is the importance of energy
transfer (as opposed to the mass transfer) along the chain of the growing molecular
cluster (Bakhtar et al. 2005, Wasai et al. 2007). Altman et al. (2008) suggested that,
to bring theory in consistency with experiments, certain fundamental propositions
of the theory of nucleation should be revised. The inclusion of an additional contri-
bution to the Gibbs energy of a cluster caused by the size dependence of the specific
heat capacity of the cluster decreases the critical cluster size compared with the
value calculated by the Kelvin equation.

In the following, we will consider the example of ammonium chloride formation
in air. More exactly, reaction (4.237) most split into gaseous (monomolecular) and
particulate (multimolecular) ammonium chloride:

NH3(g) + HCl(g) &)* NH4Cl(g) &)* NH4Cl(p) (4.249)
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Pure NH4Cl aerosols can grow up to 1 µm (Gmelin 1936). The particles are
less hygroscopic than NaCl but very soluble in water. The equilibrium constant is
given by:

Kp Z
pNH3 pHCl

p0
2

z pNH3 pHCl and Kc Z
cNH3 cHCl

cNH4Cl
(4.250)

where p0 is the atmospheric pressure (assumed to be 1 bar). Gibbs equation (4.251)
and the Kelvin equation (4.252) describe the temperature dependency of the equilib-
rium as well as the cluster critical radius independent of the partial pressures of
NH3 and HCl:

RT ln Kp Z μNH4Cl(p) (T)KμNH3(T) K μHCl(T) (4.251)

Kln
pNH3 pHCl

p0
2

Z
2 γNH4Cl MNH4Cl

RTρNH4Cl r
Z ln S (4.252)

Hence, pNH3 pHCl must exceed Kp to obtain a critical cluster size. Pandis and Sein-
feld (1998) used an expression:

ln Kp Z 34.266 K
21.196

T
,

which shows that Kp is relatively independent of T (K298 Z 7.08 $ 1014). Although
Kp Z pNH3 pHCl and in equilibrium pNH3 Z pHCl we now estimate the condition for
NH4Cl formation to be 1 / SKp Z 0.37 $ 10K7 atm (Z 37 ppb), an impossible con-
dition under free tropospheric conditions. Therefore, particulate NH4Cl belongs to
the minor constituents in air. However, to follow this example given by Seinfeld
und Pandis (1998), we calculate the critical radius by using Eq. (4.252) and the
data given M Z 52.49 g mol−1, γ Z 150 $ 10−5 N cm−1 and ρ Z 1.527 g cm−3

(Countess und Heicklen 1973). It follows that rcritical z 1 nm for this numerical
example (37 ppb gas concentration). Baek and Aneja (2005) estimated the reaction
rate constant of NH3 + HCl % NH4Cl to k Z 3.44 $ 10−4 m3 µmol−1 s−1 and
(recalculated for 298 K) k Z 1.4 $ 104 atm−1 s−1.The most likely particle formation
will go first through sulfate production (4.241) and subsequent NH3 absorption
onto the sulfate clusters/APs. Harrison und Kitto (1992) found pseudo-first-order
reaction rate constants for absorbing gaseous ammonia of between 4 $ 10−6 s−1 and
4.1 $ 10−4 s−1, corresponding to residence times between less than one hour and a
few hours.

This process of homogeneous nucleation, nowadays also called new particle for-
mation, Charles Darwin describes in his book “The Voyage of the Beagle” in 1839
as a phenomenon we now call blue haze:

During this day I was particularly struck with a remark of Humboldt’s, who
often alludes to the thin vapour which, without changing the transparency of the
air, renders its tints more harmonious, and softens its effects. This is an appear-
ance which I have never observed in the temperate zones. The atmosphere, seen
through a short space of half or three-quarters of a mile, was perfectly lucid, but
at a greater distance all colours were blended into a most beautiful haze, of a
pale French grey, mingled with a little blue. The condition of the atmosphere
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between the morning and about noon, when the effect was most evident, had
undergone little change, excepting in its dryness. In the interval, the difference
between the dew point and temperature had increased from 7.5 degrees to 17
degrees. (Darwin 1839, p. 33)

The formation of SOA, leading to the formation of nanoparticles of blue haze over
forested areas, is highly complex and not fully understood. Zhang et al. (2009)
showed that the interaction between biogenic organic acids and sulfuric acid enhan-
ces nucleation and the initial growth of those nanoparticles. The climate impact by
forests is still controversially discussed in the chain new particle formation and
cloud formation (Spracklen et al. 2008). Modeling with the so-called partitioning
method, which gives a more realistic estimate of SOA formation, produced 15.3 Tg
yr−1 with the biogenic fraction dominant (13.6 Tg yr−1) (Lack 2003).

The fate of nuclei is particle coagulation, a process in which small particles (as-
sumed to be spherical) collide with each other and coalesce completely to form
larger spherical particles. Small particles are indeed spheroidal and the assumption
of spherical particles seems to be reasonable (Mitchell and Frenklach 2003, Bal-
thasar et al. 2005). After a certain size, however, the particles cannot coalesce com-
pletely and start to form long chains, which eventually grow into three-dimensional
fractal-like structures. Fig. 4.15 shows the new particle formation and growth path-
ways. A great role is played by the surface coating of primary hydrophilic soot
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particles, likely via SO2 absorption and sulfuric acid formation but also via
NMVOC absorption, with its oxygenation possibly providing a matrix for the stabi-
lization of very fine SOA particles.

4.3.5 Atmospheric aerosols and the properties of aerosol particles

In physics, an aerosol is defined as the dispersion of solids or liquids (the dispersed
phase) in a gas (the dispersant). More generally, dispersion is a heterogeneous mix-
ture of at least two substances that are not soluble within each other (in contrast
to molecular dispersion). However, the classical scientific terms are colloid and
colloidal system. Colloids exist between all gas, solid and liquid combinations with
the exception of gas-gas (all gases are mutually miscible); L − liquid, S − solid,
G − gaseous:

S + S L + S G + S
S + L L + L G + L
S + G L + G

As well as the terms sol and gel, the terms colloid and colloidal condition of matter
were introduced by Thomas Graham (Graham 1861). Over 100 years ago it had
already become clear that the sciences to study colloids − chemistry and physics −
must deal with the colloidal state and not only with the colloid, the dispersed phase
itself (Ostwald 1909). The colloidal system was characterized as multiphase or het-
erogenic. For colloids such as (G + S), cigarette smoke, atmospheric dust and for
(G + L), atmospheric fog was given as examples (Ostwald 1909). As mentioned in
Chapter 1.3.4, the term aerosol was introduced by the German meteorologist
Schmauß in 1920 (Schmauß 1920, Schmauß and Wigand 1929). Remember that the
role of dust particles in atmospheric optics and water condensation was known
since the discoveries of Tyndall and Aitken (1870−1880). Schmauß and Wigand
(1929) considered the three categories of dispersed particles behind atmospheric
aerosols: ions, dust and hydrometeors.

Large ions (electric charged molecular clusters) were first observed in air by
Langevin (1905) and later Pollock (1909) as being produced photochemically from
atmospheric trace gases as first proposed by Lenard (1900) and directly from com-
bustion processes (Wigand 1913). Later studies (Pollock 1915a, 1915b, Wigand
1919, 1930) showed that different classes of larger ions exist in the air under ordi-
nary conditions. Nowadays we call these (nanometer-sized) ultrafine atmospheric
particles, produced via homogeneous nucleation. The formation rate of 3 nm parti-
cles is often in the range 0.01−10 cm−3 s−1 in the boundary layer. However, in
urban areas formation rates are often higher (up to 100 cm−3 s−1), and rates as
high as 104−105 cm−3 s−1 have been observed in coastal areas and industrial plumes.
Typical particle growth rates are in the range 1−20 nm h−1 in the mid-latitudes
depending on the temperature and availability of condensable vapors (Kulmala et
al. 2004).

The confusion in using different terms for classifying atmospheric disperse sys-
tems was discussed by Grimm (1931). The WMO classification (manual of codes)
of horizontal obscuration into categories of fog, ice fog, steam fog, mist, haze,
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smoke, volcanic ash, dust, sand and snow shows that there is little scientific under-
standing of the atmospheric colloidal system behind it. The atmospheric aerosol
always comprises the whole system, i. e. suspended particles in air; therefore, in the
air itself. The particles can be named APs; thereby only the APs can be collected
but not the aerosol (particles are separated from air). Nowadays, the term bioaero-
sol or biological aerosol has been introduced, which is scientifically unsound23.
Clearly, the role of biogenically derived APs (to call them biological particles is
correct) is reconsidered (after the insights given by Pasteur 150 years ago) in a new
light, i. e. not as a transmitter of diseases but playing a likely role as CCN and IN
(Möhler et al. 2007).

Despite the term aerosol implying solids in air, the scientific community remains
divided into those, calling hydrometeors (cloud and fog droplets), that belong to
atmospheric aerosols and those don’t. There is no question that atmospheric APs
contain water, and that the transfer from potential CCN (CN) via activated CCN
to haze particles (some scientists separate them between dry and wet haze) is more
or less fluent. However, when forming mist24, the particle suddenly (heterogeneous
nucleation) by several orders of magnitude in volume becomes almost a water drop-
let, containing some dissolved matter from the CCN. The physical and chemical
properties of hydrometeors, whether solid (icy particles) or liquid (water droplets),
are different from non-aqueous particles in the atmosphere. Therefore, behind at-
mospheric aerosols we understand the entity of non-hydrometeor particles in the
air from a few nanometers to a few micrometers (Fig. 4.16). The limits are not
fixed; the smallest particles might comprise a few molecules (embryo) or a macro-

23 The phrase “Bioaerosol is defined as airborne particles, large molecules that are living …” (Ge-
lencsér 2004, p. 70) contains two more errors: Aerosol is more than a particle and even the largest
existing molecule is not living (Chapter 2.2.2.1).
24 If we can see less than 1 km through the cloud of water droplets, it is known as fog. If we can
see between 1 and 2 km, we call it mist. A fog is a cloud that has come into contact with the
earth’s surface. Mist is very thin (concerning number density) fog.
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Table 4.11 Origin and types of atmospheric aerosol particles (further classification possible
concerning biogenic, geogenic and anthropogenic origin).

source characteristics particle characteristics

direct wind blow inorganic soil dust and sea salt
organic plant debris, degradation products
biological bacteria, viruses, pollen

combustion inorganic ash
organic smoke, soot (BC)

industrial inorganic dust
volcanic inorganic ash
extraterrestrial inorganic meteoric dust

indirect gas emissions inorganic salts (sulfate, nitrate, ammonium, chloride)
organic SOA

molecule and the largest particles might be biological species such as pollen. The
transfer to giant particles (which might have radii of hundreds of µm) is also run-
ning25. Such large particles26 no longer fit the scientific understanding of an aerosol
(or colloidal system) because of its very small number concentration.

In contrast to hydrometeors, APs are always in the air, but not all types of APs
can be observed at any time because of different sources and formation conditions
(Table 4.11). The entity of APs is called PM or simply dust. Suspended matter in
air was separated by Carl Wilhelm von Nägeli in 1879 into the three classes:
a) coarse (visible through human eyes), b) sun-dust27 (visible through light scatter-
ing) and c) non-visible, only through water vapor condensation detectable (cited
after Rubner et al. 1907).

There is another fundamental difference between hydrometeors and APs: the size-
depending chemistry. Size distribution of hydrometeors (cloud droplets) cover about
1 to 40 µm, where a maximum is observed at 5−10 µm. They are well approximated by
spherical form. Typical differences in cloud droplet chemical composition have been
found but each hydrometeor consists of > 99.999 % H2O. The size range of APs is
three orders of magnitude larger, having several maxima (modes) and showing ex-
treme differences in chemical composition and particle form from spheres to fibers
and crystalloids. APs are ubiquitous in the earth’s atmosphere and they can grow by
several processes and age, and thereby change size and chemical composition.

Although we do not consider cloud drops as APs, they play a crucial role in AP
aging: after heterogeneous nucleation, the CCN dissolves28 in the aqueous phase

25 It has been suggested to set a threshold for particles with significant sedimentation velocity
according to Stoke’s law.
26 It is remarkable that hail particles can be produced in the upper atmosphere with diameters of
many centimetres. It has been reported that icy chunks (beside its extraterrestrial origin) are likely
to be produced in upper atmosphere too.
27 Called Sonnenstäubchen in German.
28 This is valid only for the water-soluble CCN; water-insoluble particles only coating the CCN-
type will form a suspension in drops and only the surface layer is dissolved (as observed for soot
and SOA particles).
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and further gas uptake as well aqueous phase reactions provide mass for a residual
after droplet evaporation (Fig. 4.9). We will see later that typical AP substances
(such as sulfate, organic acids and macromolecular substances) are produced
through cloud processing. Let us state that each AP is unique and singular despite
several classes of particles being established. As a logical consequence, scientific
understanding needs single particle sampling and analysis, a crestfallen approach.
By contrast, each PM sample contains more different molecules than we normally
consider for the external phase, the gas mixture (let us say thousands). For under-
standing the timely and spatial behavior of gases (Chapter 2.8.2), we need thou-
sands of measurements of a single component. There is no further need to debate
that PM climatology is only at the very beginning.

The role of APs within the climate system was outlined at the beginning of
Chapter 4.3 and is summarized again here (Ramanathan et al. 2001, Carslaw et
al. 2010):

1. optical function: changing visibility (by reducing it)
2. radiation function: changing atmospheric heat budget (cooling tendency)
3. water cycle function: cloud and thereby precipitation formation (increasing and

decreasing); and
4. chemical function: providing the surface for heterogeneous chemistry.

Without a detailed explanation it is self-evident that a quantified description of at-
mospheric aerosols is extremely important for understanding the climate system.
However, it is so complex that any final story will not be seen in the near future. Much
is known about the chemical composition and sources of APs but modeling their cli-
mate impact functions still provides most uncertainties. This seems to be a dilemma
but there are two simple answers. First, it is a normal process in understanding com-
plex systems that it takes time. Second, our current understanding of aerosols, clouds
and climate is good enough to pass the available scientific results and conclusions as
management tools into the hands of engineers and politicians. It is simple: end the era
of fossil fuel combustion (see proposed solution in Chapter 2.8.4.2).

It is out of the scope of this book to describe the AP mechanics, i. e. microphysics
and dynamics (Friedlander 1977, Hinds 1882, Kouimtzis and Samara 1995, Harri-
son and van Grieken 1998, Mészáros 1999, Spurny 1999, 2000, Baron and Willeke
2001). Here, we only summarize the important topic of atmospheric aerosol size
distribution (Jaenicke 1999). Fig. 4.15 shows that the size range covers several
orders of magnitude. Therefore, the common logarithm of the radius29 is useful
to describe the different distribution functions: dN (r) / d lg r Z f (lg r) or
dN (r) / dr Z f (lg r) / 2.302 $ r. N (r) cumulative number size distribution (or the
integral of radii) having dimension cm−3, r radius of particle:

29 The logarithm of a physical quantity instead of the quantity itself is mathematically incorrect
because the logarithm must be always a figure. The origin of the logarithm of a physical quantity

is based on the integral ∫ dx
x Z ∫d ln x Z ln x + c; finally, the definition is valid ln x b ln (x / x0)

where the reference value x0 Z 1 (for example pressure, mol fraction).



4.3 Multiphase processes 425

0

20000

40000

60000

80000

100000

120000

140000

0.00 0.01 0.10 1.00 10.00
0

40

80

120

160

200

particle diameter (in µm)

dN
/d

lo
gD

p
(in

 c
m

-3
)

dm
/d

lo
gD

p
(in

 µ
g 

m
-3

)

number

surface

mass

Fig. 4.17 Particle size distributions from an inner kerbside site in Stockholm; Data from
Mohnen (1995).

N (r) Z ∫
o

N

n (r) dr (4.253)

n (r) differential number size distribution, which denotes a number density (not
number concentration) having dimension cm−3 cm−1:

n (r) Z
dN (r)

dr
(4.254)

Their sizes range from a few nanometers to a few micrometers often with pro-
nounced concentration modes around a few tens of nm (Aitken mode), in the range
~ 100−500 nm (accumulation mode) and at a few µm (coarse mode); see Fig. 4.17.
Coarse mode particles typically originate from the dispersion of solid and liquid
matter such as soil, dust and sea spray (Chapter 2.6.4). Submicron particles are
usually mixtures of primary particles (almost combustion products from biomass
smoke and diesel soot) and secondary produced particles via the gas-to-particle
conversion (most important is sulfuric acid from SO2 oxidation and organics from
oxidation of VOCs).

APs must also satisfy the fundamental thermodynamic principles (which are im-
portant in chemical analysis and studying particle origin):

− ∏
i

xi ≤ KS (solubility equility)

− ∑
i

xi
+ Z ∑

j
xj

− (electroneutrality)

− ∑
i

xi + xH2O Z 1 (closure)

APs generally comprise the following three types of matter or fractions (Table 4.12):

− highly water soluble inorganic salts;
− insoluble mineral dust; and
− carbonaceous material.
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Table 4.12 Principal chemical composition of particulate matter of different origin.

origin ≤ 95 % 1−5 % < 1 %

soil dust O, Si, Al Fe, Ca, K all elements
sea salt Na, Cl SO4

2−, Mg all elements
industrial dust Ca, O, C Fe, elements all other elements
secondary inorganic SO4

2−, NH4
+, NO3

− Cl −
secondary organic C, O H S, N

The water-soluble fraction (mostly a mixture of sulfate, nitrate and chloride com-
pounds) has been studied extensively, and several models of the geographical distri-
bution and climatic effects of this group of compounds in the aerosol have ap-
peared. In this group are sea salt and secondary inorganic aerosols (fully water
soluble) but also a small fraction of soil dust (sulfate, chloride, potassium, calcium)
and SOA (organic acids). Because in cloud and rainwater we also find many dis-
solved metal ions (mainly Fe, Cu and Mn but in extremely small concentrations no
metal can be excluded), their origin is from crustal matter and sea salt. Insoluble
inorganic matter is predominantly soil dust but also occasionally volcanic ash and
industrial dust. Oxygen and silicon (silicates) are the dominant elements. Whereas
soil dust is only inconvenient, volcanic particles emitted into the upper troposphere
can influence the climate for 1−2 years. Industrial dust, predominantly flue ash
from coal combustion, initially provides a certain acid neutralization potential into
the air (within its plume); however, from the emission of heavy metals only mercury
plays a global role because of its volatility and different chemical species. Transition
metal ions (Fe, Mn and Cu) play a huge role in aqueous phase redox processes
(Chapter 5.3.5).

Whereas secondary produced APs are < 1 µm, soil dust is > 1 µm. Sea salt
particles can range to the size of the CCN (~ 0.2 µm) but are dominantly in the
lower µm range. Industrial dust can range from nm particles (soot from combus-
tion) to coarse particles. Biological particles also range from sub µm (bacteria) to
10−30 µm (pollen; Matthias-Maser 1998). The three fractions (insoluble minerals,
carbonaceous and soluble salts) contribute each roughly one-third of total PM,
however, this can vary according to the source characteristics and − for secondary
matter − depending on the reaction conditions. Hence, the plural term aerosols is
attributed to special source and chemical regimes characterizing the aerosol type:
marine aerosol, rainforest or tropical aerosol, arctic aerosol, desert dust aerosol
and so on.

Carbonaceous material includes organic compounds ranging from very soluble
to insoluble, plus elemental carbon and biological species. Organic compounds
cover a very wide range of molecular forms, solubilities, reactivities and physical
properties, which makes complete characterization extremely difficult, if not impos-
sible. The reader is referred to review the following papers: Jacobson et al. (2000),
Decesari et al. (2000), Gelencsér (2004), McFiggans et al. (2005b), Kanakidou et
al. (2005), Sun and Ariya (2006), Facchini and O’Dowd (2007) Timonen et al.
(2008) and Hallquist (2009).



4.3 Multiphase processes 427

Table 4.13 Composition of particulate matter PM10 in Berlin and environment (daily sam-
ples 1 year: 2001/2002); in µg m−3; data from Möller (2009b).

species kerbside urban rural

total PM10 34.5 24.4 20.1
residuala 15.3 9.4 6.8
OC 4.3 3.4 2.8
BC 4.3 2.2 1.3
sulfate 4.1 3.6 3.6
nitrate 3.4 3.0 3.0
ammonium 2.0 1.8 1.8
chloride 0.50 0.19 0.21
sodium 0.34 0.29 0.34
calcium 0.42 0.19 0.16
potassium 0.20 0.14 0.09
magnesium 0.05 0.04 0.05
iron 0.7 0.2 0.1
a insoluble minerals as difference PM10 and measured species

A large fraction of PM is soot, the historic symbol of air pollution (Chap-
ter 1.3.4). There has been a long dispute in the literature on the definition of soot,
which is also called elemental carbon (EC), black carbon (BC) and graphitic carbon
(see Cachier 1998, Gelencsér 2004). Surely soot is the best generic term that refers
to impure carbon particles resulting from the incomplete combustion of a hydrocar-
bon (EM − elemental matter is also found in literature and might “integrate” EC
and BC). The formation of soot depends strongly on the fuel composition. It spans
carbon from graphitic (EC) through BC to organic carbon fragments (OC). Each
of the available methods (optical, thermal, thermo-optical) refers to a different
figure; it remains a simple question of definition. Hence, the comparison of differ-
ent soot methods is basically senseless. The atmospheric implications of soot:

− provide the largest surface-to-volume ratio for heterogeneous processes;
− form most complex structural nanoparticles;
− carry (toxic) organic substances; and
− warm the atmosphere through light absorption.

New research has found that the sooty brown clouds, caused primarily by the burn-
ing of coal and other organic materials in India, China and other parts of south
Asia, might be responsible for some of the atmospheric warming that had been
attributed to greenhouse gases (Ramanathan and Crutzen 2003, Ramanathan et
al. 2007).

In Europe, carbonaceous matter ranges from 0.17 µg m−3 (Birkenes, Norway) to
1.83 µg m−3 (Ispra, Italy) for EM and for OC from 1.20 µg m−3 (Mace Head,
Ireland) to 7.79 µg m−3 (Ispra, Italy). The percentage of TC to PM10 in rural
backgrounds amounts to 30 %: 27 % OM and 3.4 % EM, respectively (Yttri et al.
2007). Within this range are values measured in Berlin and surrounding areas:
1.3−2.2 µg m−3 EM and 2.8−3.4 µg m−3 OC, whereas TC contributes 20 % to PM10

(Table 4.13). Roughly one-third of the contribution share is found (Table 4.14).
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Table 4.14 Classified composition (in %) of particulate matter PM10 in Berlin and environ-
ment.

species kerbside urban rural

insoluble mineralsa 44 38 34
OC + BC 25 23 20
sulfate + nitrate + ammonium 27 34 42
soluble minerals 4 5 4

total 100 100 100
a residual (see Table 4.12)

4.3.6 Formation of cloud droplets: Heterogeneous nucleation

As seen from the Köhler equation (4.223), the condensation of water vapor into
preexisting droplets is only possible when the saturation ratio is larger than one.
However, the mass transfer of water molecules is possible for S < 1 when the solid
(aqueous particles are not existing) particle surface provides a large enough affinity
to H2O. This property is called hygroscopicity. Each crystalline water-soluble sur-
face dissolves or deliquesces at a certain RH (Table 4.15).

Surfactants apparently decrease the deliquescence point (Chen and Lee 2001) by
up to 8 % RH. Fig. 4.18 shows the behavior of ammonium sulfate with increasing
humidity; the dry particle with a diameter of 100 nm does not grow over a wide
range of humidity changes (range a) but suddenly, shortly before reaching the deli-
quescence point, (range c) in changes by about 240 % of the particle volume by
water absorption. With decreasing humidity, however, the particle will not lose all
the water again but only according to the Köhler theory (hysteresis curve), i. e. it
exists in a metastable state (range c). Particles that attain the deliquescence point
are called activated CCN Beyond this deliquescence point, the particle takes up
continuous water with increasing RH according to the following equilibrium equa-
tion:

RH Z
pH2O

pH2O
∞ Z aH2O (4.255)

Table 4.15 Deliquescence point (RH in %) for pure salts.

substance deliquescence point

MgCl2 $ 2 H2O 33
NH4HSO4 40
K2CO3 $ 2 H2O 43
NH4NO3 62
NaCl 76
(NH4)2SO4 80
NaNO3 80
KHSO4 86
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Fig. 4.18 Experimental estimated particle growth with increasing and decreasing humidity
(humidogram) for synthetic (NH4)2SO4 with r Z 50 nm at 20 °C, after Weingartner et al.
(2002).

where a is the activity of water in the salt solution, p is the water partial pressure and
pN is the saturation pressure (T depending). Optically, these water-coated particles (we
call them haze particles) show light scattering similar to cloud droplets (the key differ-
ence is that the number of haze particles is larger but the size is much smaller than for
cloud droplets); therefore, the sky becomes milky and visibility reduces.

When pH2O O pH2O
N , water condenses onto the activated CCN and the particle

volume roughly increases by at least two orders of magnitude to form mist, fog
and/or cloud droplets. This process is called heterogeneous nucleation. The supersat-
uration is always a result of the adiabatic cooling of the air parcel. Because of the
release of the condensation heat and the entrainment of dryer air from surrounding
droplet formations (or cloud extensions) is limited.

From a mass transfer point of view, the heterogeneous nucleation is also a nuclea-
tion scavenging of PM, the first process of in-cloud scavenging, following by a gas
uptake. Junge (1963) described it by the simple equation:

caq Z ε
cp

LWC
(4.256)

where caq is the concentration of dissolved particles in the droplet phase and ε
is the fraction (0 … 1) of the scavenged (washout) PM in air (cp gas phase PM
concentration) and LWC. Under normal boundary layer conditions, ε Z 0.9 … 1.0
is estimated (Mészáros 1981). Despite only a small percentage of the total number
of particles serving as CCN (and thereby being scavenged), these few particles
contribute > 90 % of PM mass, whereas smaller non-CCN particles contribute
< 10 % of PM mass but > 99 % of number concentration (Fig. 4.17).

4.3.7 Scavenging: Accommodation, adsorption and reaction
(mass transfer)

4.3.7.1 Mass transfer: General remarks

Let us now consider the mass transfer from the gas phase into the droplet or onto
an AP according to the scheme presented in Fig. 4.7. The process includes the
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following steps (here seen from the site of particle surrounding, but the transfer
can by reversible):

− turbulent transport of molecules close to the particle (to the diffusion layer inter-
face);

− molecular diffusion to the particle surface (interface);
− adsorption onto the surface (namely solid particles but for droplet surfactants

as an example) or absorption (uptake) into the particle (mainly droplets but not
to exclude for solids);

− chemical surface reactions (if possible);
− desorption into the gas phase;
− diffusion and mixing within the particle; and
− simultaneous chemical reactions (if possible) within the condensed phase (e. g.

aqueous phase or in-droplet reactions).

From the gas kinetic theory, the number of collisions of a gas molecule with a
particle can be derived. In Chapters 4.1.1.2 and 4.1.1.3, we derived different expres-
sions for the number of collisions (z) between molecules and a wall (cN qυ dt / 6) and
among molecules (√2 cN υ dt), where cN is the molecule density (N/V ), the area q
has different definitions and υ is the mean molecular speed. In the above expres-
sions, the subscript 0 refers to the Loschmidt constant, i. e. to the mean gas phase
density. In the following, the subscript 0 refers to the surface (interfacial layer), the
subscript g close to the surface layer (about one mean-free path) and the subscript
N to the gas phase concentration far from the surface. According to Fig. 4.20, the
number of striking molecules is z Z (cN)g qυx dt, with q Z π r2 (r − particle ra-
dius). We now have to consider that only a fraction of molecules have the speed υx

expressed by υx f (υx) dυx (Eq. 4.31). From the gas kinetic theory (Gombosi 1994),
it can be derived that υx Z ῡ / 4 . Finally, the gross (maximum) flux Fcoll onto the
particle surface is (Z number of collisions in terms of number per unit of time and
unit area) is given by Eq. (4.257); (cN)∞ − gas concentration far from the particle,
i. e. xN [ l (Fig. 4.20):

Fcoll Z
1
4

(cN)gῡ Z
z

π r2dt
Z

1

π r2
Rcoll (4.257)

where R is the rate and ng is the gas concentration close to the particle. It follows
that:

Fnet Z
1
4

γ (cN)gῡ Z
1
4

γeff (cN)Nῡ (4.258)

Distinguishing between γ and γeff (introduced by Pöschl et al. (2006) but not used
by other authors) is meaningful because it reflects the transport from the bulk gas
phase close to the particle surface (N / g) which might have limitations, expressed
by the actual surface collision flux Fcoll and the average gas kinetic flux Fcoll

¯ . From
equations (4.257) and (4.258) it follows that:

γ Z
Fnet

Fcoll
(4.259)
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Fig. 4.19 Resistance model of mass accommodation.

γeff

γ Z
(cN)g

(cN)N

Z
Fcoll

Fcoll
¯ and γeff Z

Fnet

Fcoll
¯ (4.260)

If there is no concentration gradient in the particle surrounding (ng z nN) it fol-
lows that γ Z γeff. The uptake coefficient γ refers to the net (sometime also called
effective) uptake of gas molecules by the droplets. The ratio γeff / γ represents a gas
diffusion correction factor. The mean molecular speed ῡ is given by Eq. (4.35), the
“weighted arithmetic mean of all velocities”. Care must be taken in the terminology
of different “averaged” velocities (remember the discussion on different uses of
velocity/speed in Chapter 4.1). This maximum flux (Eq. 4.258) occurs only in the
absence of the gas phase diffusion and solubility limitations and in the absence of
chemical reactions. When chemical reactions occur in the interfacial region
(Fig. 4.7), reactive loss at the surface competes with mass accommodation and
subsequent reaction in the liquid phase (see later).

The gas uptake by liquid droplets is widely described by the so-called resistance
model, where substance A must overwhelm layers with a specific resistance
(Fig. 4.19). The idea of this model is to describe the single processes (transport,
adsorption, dissolution and reaction) as decoupled processes. The dimensionless
parameter γ (0 % γ % 1 ) is called the net uptake coefficient, which describes the
total process including all physical and/or chemical partial processes, here given by
the gas phase diffusion (“resistance” 1/Γg or “conductance” Γg) and net uptake
(resistance 1/γ ):

1
γeff

Z
1
Γg

+
1
γ

. (4.261)

Again, when the gas phase diffusion has a low resistance, it becomes γ Z γeff or,
in other words, if the rate of diffusion of gas to the surface is large, then 1 / Γg can
be neglected. The net uptake coefficient γeff represents the major observable param-
eter in laboratory studies; it is also sometimes called the measurable and apparent
uptake coefficient. Table 4.16 lists some γ values for common gas species.
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Table 4.16 Measured net uptake coefficient γ on water surface at 273 K; data from Davido-
vits et al. (2006).

gas-phase species γ

SO2 0.34
H2O2 0.24
H2O 0.22
HCl 0.18 … 0.23
NH3 0.12 … 0.20
HNO3 0.15
HBr 0.079 … 0.26
DMS 0.13
HI 0.091
CH3OH 0.056
C2H5OH 0.049
CH3OOH 0.012

The most common formula used to calculate the gas transport coefficient is
(Pöschl et al. 2005):

Γg z
4 Dg

ῡ r
Z

4
3

l
r

Z
4
3

Kn (4.262)

The ratio between the mean-free path l and droplet radius r is defined as the Knud-
sen number. Another empirical formulation is known (Davidovits et al. 2006):

Γg z
0.75 + 0.238 Kn

Kn (1 + Kn)
(4.263)

With regard to the mass transfer to particles, we have to distinguish between three
so-called transport regimes:

− kinetic regime: the radius of the particle is small compared with the mean-free
path of the molecule (this is valid for particles in the nucleation mode); r / l
or Kn [ 1

− continuums regime: the radius of the particle is large compared with the mean-
free path of the molecule (this is valid for particles in the accommodation mode
and thereby for all hydrometeors); r [ l or Kn / 1

− transition regime: the radius of the particle is in the order of the mean-free path
of the molecule (this is valid for the CCN); r z l or Kn z 1

In the transfer regime, which is important for CCN formation and activation, sev-
eral approaches are known to solve the Boltzmann equation (Fuchs theory, Fuchs
and Sutugin approach, Dahneke approach, Sitarski and Nowakowski approach; see
Seinfeld and Pandis (1998), Pruppacher and Klett (1997)). In the following, we will
consider only the case uptake by cloud droplets, i. e. the continuum regime. For
more details, see Pöschl et al. (2005), Davidovits et al. (2006) and Morita and
Garrett (2008). It should be noted that termination and symbols are different to
those used in the scientific literature (Pöschl et al. 2005). The mean-free path is
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Fig. 4.20 Schema of mass transfer into droplets.

about 60 nm for most atmospheric gases under standard conditions (Pöschl et
al. 2005).

Fig. 4.20 shows schematically the accommodation along the x-axis. Mass accom-
modation occurs when a gas molecule strikes the particle surface; for solid particles
adsorption and surface chemistry almost occurs and for hydrometeors absorption
(dissolution) and aqueous phase chemistry must be considered (Fig. 4.19). The up-
take of molecules into droplets lowers the surface concentration ((cN)o < (cN)g <
(cN)∞) and results in a subsequent gas phase diffusion to the surface because of the
concentration gradient. The mass accommodation coefficient30 α is the probability
that a molecule that strikes the particle surface is adsorbed or enters the liquid. In
a further application of the resistance model, we split the net uptake into two
processes in series: adsorption and dissolution (with possibly aqueous phase chemi-
cal reaction; see later). Pöschl et al. (2005) proposed the term “surface accommoda-
tion coefficient” for α.

In Eq. (4.264), surface chemistry is excluded because it would be a parallel proc-
ess to adsorption (α must be replaced in the case of heterogeneous chemistry by
another adequate parameter because this would increase the incoming flux):

1
γ

Z
1
α

+
1

Γaq
(4.264)

The mass accommodation process can also be defined as the fraction of the colli-
sion flux to the surface which is adsorbed; no adsorption means collision where
the gas molecule is “reflected” back to the gas phase. Therefore, it is valid that:

30 In the scientific literature similarly defined parameters have been called: condensation coeffi-
cient, sticking coefficient, sticking probability, trapping probability, adsorptive mass accommoda-
tion coefficient, accommodation coefficient and thermal accommodation coefficient (Pöschl et al.
2005). The term “sticking” is often used for the case of “chemisorption”, i. e. the binding energy
between the gas molecule and the (solid) surface is large and “trapping” for “physisorption” when
the binding energy (more exactly adsorption energy) is small (< 50 kJ mol−1); in the case of liquid
droplets, “sticking” means absorption/dissolution.
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Fads Z α Fcoll Z
1
4

α (cN)g ῡ b kads (cN)g (4.265)

where kads is the rate constant of adsorption (see 4.3.7.2). Similarly, we can also
define the desorption flux Fdes Z kdes n0. The mass accommodation coefficient is
also defined through:

α Z
number of molecules, absorbed by the particle

number of molecules which collide with the particle surface

From Eq. (4.265) it follows that:

kads Z
1
4

α ῡ (4.266)

After the molecule enters the liquid, it diffuses away from the surface into the inner
droplet; this net flux into the liquid is given by Fsol Z ksol (cN)0. We just completed
the transfer chain of a molecule A:

AN / Ag / A0 / Aaq

The net flux (gas molecule uptake by droplets) is given by the difference of adsorp-
tion and desorption:

Fnet Z FadsKFdes or
1
4

γ (cN)g ῡ Z
1
4

α (cN)g ῡ Kkdes (cN)0 (4.267)

Setting the net incoming flux from the gas phase equal to the net flux into the
liquids Fsol gives:

Fnet Z Fsol or
1
4

γ (cN)g ῡ Z ksol (cN)0 (4.268)

Combining both equations (4.267) and (4.268) leads to:

α Z γ (1 +
kdes

ksol
) or

1
γ

Z
1
α

+
kdes

α ksol
Z

1
α

+
1

Γsol
(4.269)

If ksol [ kdes it follows that γ Z α; Γsol denotes the process of the solvation and/
or dissolution of adsorbed gas molecule. Comparing Eq. (4.269) with (4.265) we
see that Γaq Z Γsol in the absence of chemical reactions (Eq. 4.287). In general, the
aqueous phase conductance Γaq can include dissolution (limited by the slow diffu-
sion into the droplet and by saturation), aqueous phase chemical reaction and
heterogeneous surface reactions. The coefficient Γsol is also a pure number but its
value (in contrast to α and γ ) is not restricted to numbers less than one. The
solubility limited uptake coefficient Γsol varies with time t. The gas is exposed to
the droplet and is given by the relationship (Fogg 2003) Daq with the aqueous phase
diffusion coefficient ot the dissolved substance:

1
Γsol

Z
1
4

ῡ
H $ RT √ t

Daq
(4.270)

If the solubility is low or the exposure time has been so long that the droplet is
saturated, then Γsol can be neglected. According to the resistance model, more
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parallel processes and processes in series can be added or split (for example, surface
or heterogeneous chemical reactions and bulk phase chemical reactions). For solid
particles without phase dissolution, the last term in Eq. (4.269) is omitted.

4.3.7.2 Adsorption

A measure for the adsorption of a substance on the surface is the coverage degree
θ is:

θ Z
number of occupied adsorption sites

number of available adsorption sites

In the case of multilayer formation, it is useful to express the coverage degree by
θ Z V / Vm where Vm denotes the volume of the adsorbed substance in a monolayer.
Adsorption and desorption can be described as well as the kinetic and equilibrium
process. Equilibrium is described by the general condition f (n, p, T ) Z 0. The
process is described either at a constant pressure (adsorption isobar) or constant
temperature (adsorption isotherm). The most simple adsorption isotherm after
Freundlich and Langmuir is based on the equilibrium

A (g) C Psurface &)*
kdes

kads
A (ads)-Psurface (4.271)

or simplified A (g) &)* A (ads) . It is assumed that the coverage degree changes-
over time are proportional to the partial pressure of A and the number N of free
adsorption sites; similarly we set Eq. (4.273) for the desorption kinetic:

(dθ
dt )

ads

Z kads pA N (1Kθ) (4.272)

(dθ
dt )

des

Z kdesNθ (4.273)

In equilibrium (K Z kads /kdes) is dθ /dt Z 0 and we get:

θ Z
KpA

1 + KpA
(4.274)

When KpA [ 1 goes θ % 0. Normally, however, it is the condition KpA / 1 (low
gas concentration) that leads to θ Z KpA and θ / 1. As a consequence Eq.
(4.272) simplifies to Rads Z k#ads pA; the adsorption site number N we include in
the adsorption coefficient. Note that the expression for the adsorption flux Fads

Z kads ng (Eq. 4.266) looks similar but the dimensions of kads are different and it
must be taken into account that p Z n kT (Eq. 4.22; note that n is not the mol
number but the gas phase molecule density or molecule number concentration,
respectively); flux is the rate per unit of area (F Z R / q).

Because θ Z m / mmax (m − molality of the adsorbed substance) and setting
1/K Z β (in sense of an adsorption coefficient, see Eq. 4.209) we finally obtain:

pA

m Z
�

mmax
+

pA

mmax
(4.275)
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Using the derived expression for adsorption and desorption flux and setting
Fads Z Fdes for the equilibrium, we get (as we already have derived from Eq.
(4.266) above):

kads Z
1
4

α ῡ Z α√ RT
2 π M

(4.276)

Another adsorption isotherm according to Brunauer, Emmet and Teller (the so-
called BET isotherm) is useful for the formation of multilayer adsorption, i. e. there
is no principal saturation or coverage degree limitation:

pA

(pA
NKpA)V

Z
1

EVm

+
(E K 1)pA

EVmpA
N (4.277)

where pN denotes the saturation pressure of the pure liquid phase of the adsorbed
gas A, V is the total volume of the adsorbed substance A (Vm that of the monolayer)
and E is a constant. The adsorption of soluble gases on the water surface cannot
be described by any type of adsorption isotherm because the net flux is given by
the dissolution flux:

Fnet Z FadsKFdes + Fsol z Fsol (4.278)

The gas-liquid equilibrium is given by Henry’s law (Chapter 4.3.2). In the case of
surface and/or bulk chemical reactions the flux equation (mass budget) is ex-
pressed by:

Fnet Z FadsKFdes + Fhet + Fchem z Fhet + Fchem (4.279)

The next two chapters deal briefly with the mass transfer through surface chemistry
and bulk chemistry.

4.3.7.3 Surface chemistry: Kinetics of heterogeneous chemical
reactions

The substance A can undergo at the droplet (or particle) surface after adsorption
chemical conversion: Aads % Bads (Fig. 4.19). This chemical flux is given by Fhet

Z khet (cN)0. Using the adsorption equilibrium condition K Z (cN)0 / (cN)g it fol-
lows that:

Fhet Z khet K (cN)g Z k#het (cN)g (4.280)

In the case that each surface striking of a gas molecule goes into surface chemical
conversion − this is the steady state with Fhet Z Fads − we get:

khet Z kads Z
1
4

γ (cN)g ῡ (4.281)

This also represents the maximum heterogeneous chemical conversion rate, i. e. it
is limited by the adsorption flux; (cN)∞ is the gas phase molecule density, M is the
mol mass:



4.3 Multiphase processes 437

Table 4.17 Expressions for gas-particle mass transfer; n∞, ng, n0 and naq molecule density
of the same substance far from the particle, close to the particle, at particle surface and
within the particle (droplet); p − gas partial pressure far from the droplet, caq − aqueous-
phase concentration. k − mass transfer coefficient (recalculable into specific rate constant);
g − gas-phase, aq − aqueous-phase, het − interfacial layer (chemistry), in − interfacial layer
(transport), coll − collision, ads − adsorption (surface striking), sol − dissolution, diff −
diffusion in gas-phase, des − desorption.

flux parameter

Fcoll Z
1
4

ng ῡ ῡ Z √8 RT
πM

Fcoll
¯ Z

1
4

nNῡ

Fads Z αFcoll Z
1
4

αng ῡ Z kads ng α Z
Fads

Fcoll
kads Z

1
4

αῡ

Fdes Z kdes n0 Z kdes Kdes ng

Fnet Z
1
4

γng ῡ Z
1
4

γeff nNῡ b
γ

α
kads ng γ Z

Fnet

Fcoll
¯ γeff Z

Fnet

Fcoll

γeff

γ
Z

ng

nN

Fsol Z ksol n0

Fhet Z khet n0 khet
N Z α

γeff

γ

1

mm
3/2√kT

π

Fchem Z kaq naq

Fdiff
aq Z kdiff (cNK cg) Z

kdiff

RT (p K
caq

Heff
) kdiff Z

3
r Dg

Fchem
aq ZKkaq caq

p

caq
Z

1
Heff

K
kaq

kg
RT

F aq Z
kg

RT (p K
caq

Heff
) 1

kg
Z

r2

3 Dg
+

4r
3 αῡ

Rair
g Z

dp

dt
Z∑

i
ki p K LWC $ kg(p K

caq

Heff
)

Rair
aq Z

dcaq

dt
Z ∑

i
(kaq)i caq K

kg

RT (p K
caq

Heff
)

Fads Z Fhet
max Z α

γeff

γ
(cN)N√ RT

2 π M
Z k$het(cN)N (4.282)

Note that this flux is normalized per unit area, and to convert it to the “more
chemical” heterogeneous chemical rate Rhet (dimension concentration per time) we
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first have to include the total particle surface per volume of air S ( ∑
i

si , where s is

the single particle surface) and then convert the molecule density (cN)N into the

gas phase concentration cg of species A using cN Z
N
V

Z
nNA

V
Z

mNA

MV
Z c

NA

M
.

Rhet Z K(dcN

dt )
het

Z S
NA

M
k$hetcN Z khet

N S $ cN (4.283)

For the gas bulk phase, the heterogeneous-specific rate constant follows (mm − mass
of molecule):

khet
N Z α

γeff

γ

1

mm
3 / 2 √kT

π
(4.284)

The important conclusion is that atmospheric heterogeneous chemical transforma-
tion depends on the available particle surface. Table 4.17 summarizes the different
expressions for fluxes and mass transfer parameters.

Let us consider the change of surface density n0 over time and assuming a
steady state:

d (cN)0

dt
Z kads (cN)gKkdes (cN)0Kkhet (cN)0Kksol (cN)0 Z 0. (4.285)

It follows, assuming that kads [ kdes, that:

(cN)0 Z (cN)g
1

1
Kads

+ khet + ksol

kads

Z (cN)g
kads

khet + ksol
. (4.286)

4.3.7.4 Mass transfer into droplets by chemical reaction

After gas phase diffusion onto the droplet surface, in addition to dissolution limita-
tion, the enhancement of the mass-transferred substance by chemical removal is
also possible. The resistance model equation, combining (4.262) and (4.265), is then
enlarged to (Γrxn denotes chemical processes):

1
γeff

Z
1
Γg

+
1
α

+
1

Γsol + Γrxn
(4.287)

The reactive uptake coefficient Γrxn for the non-reversible reaction is given by the
relationship (Fogg 2003):

1

Γrxn

Z
1

4

ῡ

H $ RT

1

√Daq kaq

(4.288)

where kaq is the aqueous phase reaction rate constant. In the case of simultaneous
surface chemistry (heterogeneous chemistry) and bulk-chemistry, the resistance
model leads to:
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1
γeff

Z
1
Γg

+
1
α

+
1

1
1

Γsol
+ 1

Γchem

+ 1
Γhet

(4.289)

where Γchem and Γhet refer to in-droplet and droplet surface chemistry, respectively.
Sometimes only one of the four stages shown in Eq. (4.288) is the significant RDS,
and so it is then possible to assume that:

γeff z Γg (fast absorption and/or chemical reaction: gas diffusion limited)
γeff z α (fast gas phase diffusion and reaction: sticking limited)
γeff z Γsol (low solution or saturated droplet, no reaction: dissolution limited)
γeff z Γrxn (fast gas diffusion and effective accommodation but slow reaction and

saturation)

From the measurements of the effective uptake coefficient, the aqueous phase reac-
tion rate constant can be calculated, as long as the gas phase and liquid phase
diffusion coefficients and the Henry constant are known. As mentioned, a gas
transfer into droplets is characterized by the continuum regime. The unsteady-state
diffusion flux (it means that Fdiff depends on t as well as on x) of species A along
the x-axis to the stationary droplet (Fig. 4.20) was described by Seinfeld and Pandis
(1998), where c (x, t) is the concentration, depending on time and location:

∂c

∂t
Z K

1

x2

∂

∂x
(x2Fdiff) (4.290)

Remember that Fdiff Z KDg (dc / dx) is given by Fick’s first law. This molar flux
is given in moles per area and time at any radial position. Now, after derivation
and assuming that Dg is constant, it follows that:

∂c
∂t

Z Dg(∂2c
∂x 2 +

2
x

∂c
∂x) (4.291)

After some time steady state is reached (∂c / ∂t Z 0). Seinfeld and Pandis (1998)
have shown that under atmospheric conditions for almost all chemical species of
interest this relaxation time is about 10−3 s or smaller. The integration of:

d2c

dx 2 +
2
x

dc

dx
Z 0

with the boundary conditions (r is the droplet radius) (note that we use cg as the
gas phase concentration close to the surface (where l / r ) in contrast to c0, which
denotes the surface concentration of the adsorbed species):

c (x, t) Z c∞ (x > r)
c (∞, t) Z c∞
c (r, t) Z cg
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to the simple solution:

c (x) Z cNK
r
x (cNKcg) or

c (x) K cN

cN K cg
Z

r
x (4.292)

The total flow (or rate) RS onto the droplet surface (4 π r 2) is given by:

Rdiff
S Z 4 π r 2(Fdiff)xZr Z K 4 π r 2Dg

dc
dx

Z 4 π r Dg(cNK cg) (4.293)

because the derivation of Eq. (4.292) leads to (dc / dx) Z K (r / x 2 ) (cNK cg)
and x Z r (droplet surface). The total flux onto the droplet surface is described by:

Fdiff
S Z

Dg

r (cNK cg) (4.294)

The flux to the droplet per volume is obtained by dividing the molar flow RS by
the droplet volume (4 π r 3/ 3); note that we now consider a volume-based flux in-
stead of surface-based flux, which is equivalent to the change of concentration
per time:

(dc
dt)

aq

Z Fdiff
aq Z

3Dg

r2 (cNK cg) Z kdiff(cNK cg) (4.295)

Now, substituting the molar concentration c (p Z c RT ) by gas phase partial pres-
sure and the surface-near concentration by the aqueous phase concentration ac-
cording to Henry’s law, we obtain (p is the gas phase partial pressure far from
the droplet):

Fdiff
aq Z

3 Dg

r2RT (p K
caq

Heff
) (4.296)

It is seen that the diffusion flux into the droplet depends strongly from the droplet
radius: smaller droplets under otherwise constant conditions will have a larger gas
uptake than larger drops. Eq. (4.296) represents the flux into a single droplet, with
the dimension mass per droplet volume and time, e. g. mol L−1 s−1. To gain the
mean flux into a droplet in a cloud we must integrate the single droplet flux over
all droplets (N (r) − droplet size distribution):

Fdiff
aq̄ Z

4
3

π∫
0

N

N(r) Fdiff
aq (r) r 3dr (4.297)

In the case of a monodisperse cloud, Fdiff
aq̄ Z Fdiff

aq is valid. Of interest is the total
flux into all droplets in a cloud, i. e. in the liquid water volume. From the volume
of air, we obtain for the air-volume-related flow, expressed as change of gas phase
partial pressure per time (e. g. ppb s−1), the following:

(Fdiff
aq̄ )air Z RT $ LWC $ Fdiff

aq̄ (4.298)

To consider the flux into the droplet, a so-called two-layer model is used, which
consists of the diffusion layer (x % r) and an interfacial layer at the droplet surface
(between co and caq) (Fig. 4.20). The interfacial flux corresponds to the adsorption
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flux (Eq. 4.265) but now based on the droplet volume, thereby (S and V surface
and volume of the droplet, respectively):

Fin
aq Z

S

V
Fads Z α

3

4

ῡ

r
(cN)g Z α

3

4r

1

RT√8 RT

π M
p Z

3α

4 r √2 π M RT
p (4.299)

The interfacial mass transfer coefficient is kin Z 3 α υ / 4 r. Schwartz and Freiberg
(1981), Schwartz (1986) and Seinfeld (1986) also introduced a mass transfer coeffi-
cient kg and set the overall mass transfer equation to be:

F aq Z kg (cNK cg) Z
kg

RT (p K
caq

Heff) (4.300)

where:
1
kg

Z
1

kdiff
+

1
kin

(4.301)

It follows for the overall mass transfer coefficient, now split in two partial steps,
that the diffusion to the surface and the transfer through the surface is:

1
kg

Z
r2

3 Dg
+

4 r
3 α ῡ

(4.302)

We will later see when discussing the dry deposition (Chapter 4.4.1) that a similar
conception is applied to explain the “partial conductance”; the first term on the
right side in Eq. (4.302) denotes the resistance of diffusion and the second the
interfacial transfer. The steps that follow after interfacial transfer are the (fast)
salvation and/or protolysis reactions until reaching the equilibrium, the diffusion
within the droplet (until reaching steady-state concentrations or, in other words, a
well-mixed droplet) and finally the aqueous phase chemical reactions. Let us first
consider a pseudo-first-order reaction:

Fchem
aq Z Kkaq caq (4.303)

Because there are no other sources of the substance transferred into the droplet
than the mass transfer from the gas phase into the droplet (i. e. chemical production
in aqueous phase is excluded), we get under steady-state conditions the following:

F aq Z
kg

RT (pK
caq

Heff)Z Fdiff
aq Z

kdiff

RT (p K
caq

Heff)
Z Fchem

aq Z Kkaq caq (4.304)

It follows that kg Z kdiff and a “modified” Henry law including aqueous phase re-
actions:

p

caq
Z

1
Heff

K
kaq

kg
RT (4.305)

The mass budget of a soluble and chemical active species in a cloud is now given
by the following (considering Eqs. 4.295, 4.303 and 4.304) and assuming that LWC
is constant and ki is the reaction rate coefficient in the gas phase:
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dp

dt
Z ∑

i
ki pKLWC $ kg (p K

caq

Heff) (4.306)

dcaq

dt
Z ∑

i
(kaq)i caq K

kg

RT (p K
caq

Heff) (4.307)

4.4 Atmospheric removal: Deposition processes

Deposition is the mass transfer from the atmosphere to the earth’s surface; it is the
opposite of emission (the escape of chemical species from the earth’s surface into
the air). It is a flux given in mass per unit of area and unit of time. According to
the various forms and reservoirs of atmospheric chemical species (molecules in the
gas, particulate and liquid phases), different physical and chemical processes are
distinguished:

− Sedimentation of matter because of the earth’s gravitational force (this is valid
only for particles of a certain size);

− sorption of molecules at the earth’s surface with subsequent vertical transport
process, called dry deposition;

− sorption of molecules and impaction of particles by falling hydrometeors, called
wet deposition; and

− impaction of particles from an airflow at surfaces.

Gravitational settlement is only of interest for large particles in the upper range of
the coarse mode (Chapter 4.3.5). In addition, hydrometeors (raindrops, hail and
snow particles) settle because of gravitation but we do not consider water to be
deposited (it is physically sedimented, but rather we call the process precipitation)
but only the scavenged chemical trace species. Therefore, we consider three reser-
voirs of trace substances: gaseous (molecules), mixed in APs and dissolved in hy-
drometeors. Despite the fact that sedimentation and impaction can be important
removal processes under specific conditions, they play no significant role in the
regional and global budget of fluxes in the climate system. On local sites, however,
such removal processes can be important, for example fog droplet impaction by
animals (e. g. Stenocara beetle) and montane cloud forests, and the sedimentation
of dust after volcanic eruptions or soil dust after storm events (for details, see Mark
(1999), Pahl (1996), Herckes et al. (2002)). Particle removal is often parameterized
as not sharply separating between dry deposition and sedimentation but including
deposition processes such as turbulent transfer, Brownian diffusion, impaction, in-
terception, gravitational settling and particle rebound (Zhang et al. 2001). Unfortu-
nately, in the scientific literature the term “dry” for all “non-wet” deposition proc-
esses is widely distributed. Fig. 4.21 shows the removal process of gases and parti-
cles from the atmosphere (impaction is not shown but it is a simple collision impac-
tion of solid particles and cloud droplets). Without further comments, it is clear
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Fig. 4.21 Scheme of deposition processes.

that dry deposition also occurs during precipitation; for soluble gases, dry deposi-
tion velocity increases because of the reduced soil resistance (see below). Total
deposition onto the earth’s surface (normally in sense of an artificial collector sur-
face) is called bulk deposition:

bulk deposition Z dry deposition + wet deposition + sedimentation

From a measurement point of view, there are difficulties in approaching the physi-
cally correct removal processes. Dry deposition strongly depends on the surface
characteristics; correct estimation is only possible by flux measurements (eddy cor-
relation and gradient methods). Any so-called deposition sampler can be installed
with a wet-only/dry-only cover-plate to avoid bulk sampling, but it is never possible
to avoid the collection of sedimentation dust in dry-only samplers or dry deposition
or sedimentation by wet-only samplers. However, with enough accuracy all other
deposition processes contribute negligibly to the deposition flux under wet-only
and dry-only conditions, respectively.

4.4.1 Dry deposition

Dry deposition is generic and very similar process to the mass transfer by scaveng-
ing described in Chapter 4.3.7 where the transport axis is vertically downwards and
the uptaking object is the fixed earth’s surface. The situation, however, is compli-
cated by the possible upward flux of the substance A due to plant and soil emission.
Only the net flux is measurable (Foken et al. 1995). The case that downward and
upward fluxes (so-called bidirectional trace gas exchanges) are equal (Fdry Z FQ)
is called the compensation point. It only depends on the concentration gradient
(chKc0). Additionally, the net flux can be influenced by a fast gas phase reaction
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within the diffusion layer. Let us now consider the surface as sink, independent of
the specific process, which can be:

− surface adsorption;
− interfacial transfer (absorption including chemical reaction); or
− stomatal uptake.

Chamberlain (1953) first introduced the concept of dry deposition and the dry
deposition flux is considered of first-order concerning atmospheric concentration
(Slinn 1977):

Fdry Z Kυd c (4.308)

where υd is the dry deposition velocity (dimension: distance per time). Because c is
a function of the height z, υd must also related be to a reference height at which c
is specified. It is also valid that:

Fdry Z
1
q

dn
dt

Z
V
q

dc
dt

Z
q $ h

q
dc
dt

Z h
dc
dt

Z Kυd c (4.309)

where h is the reference height from which the dry deposition flux starts. The rate
of dry deposition follows as:

Rdry Z (dc
dt)

dry

Z K
υd

h
c (4.310)

The reference height h is normally considered the mixing height (there are other
meteorological definitions):

h Z
1
c̄ ∫

0

N

c(z)dz (4.311)

The advantage of introducing the deposition velocity is to avoid a microphysical
treatment of vertical diffusion and surface interfacial processes in a single mass
transfer coefficient, which is measurable. The limiting application of Eq. (4.309) is
because of the dependence of υd from various parameters and states of the atmos-
phere and the earth’s surface. Besides Eq. (4.309), the general diffusion equation
is valid:

Fdry Z Kz (dc
dz)

zZh

Z υd c (4.312)

where Kz is the turbulent vertical diffusion coefficient. From this equation, it can
be seen that υd is experimentally quantifiable through υd Z Kz (d ln c / dz). The dry
deposition process consists of three steps:

− aerodynamic (turbulent) transport through the atmospheric surface layer to the
molecular (diffusion) boundary layer close to the surface;

− molecular diffusion transport onto the surface (quasi-laminar sub-layer); and
− uptake by the surface as the ultimate process of removal.

Each step contributes to υd or the dry deposition resistance r Z 1 / υd. According
to the three layers, the total resistance r is given from the partial resistances
(Fig. 4.22), the aerodynamic ra, the quasi-laminar rb and the surface resistance rc :
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Fig. 4.22 Resistance model of dry deposition. ra − aerodynamic resistance, rb − quasi-lami-
nar resistance, rc − soil resistance, rcw − soil resistance (water), rcg − soil resistance (other
ground), rcf − foliar resistance (weighted by leaf area index), rcs − stomatal resistance, rcc −
cuticular resistance, rcm − mesophylic resistance.

1
υd

Z r Z ra + rb + rc , (4.313)

This equation follows from the flux through different layers under steady-state con-
ditions with the boundary condition c0 Z 0, rearranging after c1, c2 and c3:

F Z
c3Kc2

ra
Z

c2Kc1
rb

Z
c1Kc0

rc
Z

c3Kc0
r . (4.314)

The limitation of the resistance model lies in its application only for sufficient
homogeneous surfaces such as forests, lakes and grasslands. Therefore, in dispersion
models dry deposition can be described by using partial areas or weighted partial
areas within the grid. The aerodynamic resistance through the upper layer can be
calculated using Eq. (4.312) and an approach for the turbulent diffusion coefficient
(eddy diffusivity) Kz Z κ u)z (valid only for neutral conditions):
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Fa Z
c3 K c2

ra
Z Kz

∂c
∂z

Z (c3Kc2)(∫
z2

z3 dz
κ u)z)K1

(4.315)

where κ is the von Kármán constant (~ 0.4), u) is the friction velocity and Fa is the
partial aerodynamic flux. The integral in Eq. (4.315) is evaluated from the bottom
of the constant flux layer (at z0, the roughness length of the surface) to the top
(z, the reference height implicit in the definition of υd); therefore, it follows that:

ra (z3, z2) Z
1

κ u)
ln

z
z0

(4.316)

The roughness length varies from 0.003 m for a flat uncovered surface to 1−
6 m for forests and 1.5−10 m for urban areas (Oke 1987). Using the logarithmic
wind law:

u Z
u)
κ ln

z
z0

.

It follows from Eq. (4.316) that:

ra (z3, z2) Z
u (zo)

u)
2

(4.317)

The aerodynamic resistance grows proportionally with wind speed at the reference
height and decreases with increasing roughness of the surface. The quasi-laminar
resistance rb is based on the idea that close to the surface exists a molecular diffu-
sion sub-layer where the transport only depends on the diffusivity of the molecule
and the surface characteristics of the surface but not on atmospheric parameters
(such as wind speed). The flux under steady-state conditions is parameterized by
(B dimensionless transfer coefficient):

Fb Z Bu) (c2Kc1) (4.318)

A useful expression for B in terms of the Schmidt number (Sc Z ν / Dg); ν is the
kinematic viscosity (Chapter 4.1.1.4) is (Wesely 1989):

rb Z
5 S c 2 / 3

u)
(4.319)

The surface or canopy resistance rc is almost the dominant resistance in dry deposi-
tion and depends on vegetation characteristics, building materials, soil, water and
snow surface with different humidity, pH and reactivity concerning the deposited
substance A (Hosker and Lindberg 1989; Table 4.18). It is the most difficult of the
three resistances to describe (Weseley 1989). Baldochi (1991) defined the plant can-
opy as a complex consisting of a plant community, plant litter located on the soil
surface and incorporated in the upper layers of the soil and the rhizosphere consist-
ing of roots, soil organic matter, microbes and soil fauna. The canopy control of
trace gas exchange operates on the interconnected vegetation-litter-soil complex.
According to Fig. 4.22, three parallel surface resistances exist: plant (or foliar),
water and ground resistance (the resistances in Eq. 4.313 are in series):
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Table 4.18 Averaged surface resistances (in s m−1) for different gases during daytime, with
stomatal resistance also given; after Erisman and Pul (1997).

wet, moderate temperature dry, summer

coniferous forest grassland coniferous forest grassland

SO2 1 1 300 50
NH3 1 1 500 500

rc NO2 320 100 240 80
O3 320 100 240 80
HNO3 1 0 1 1

rcb 200 60 150 50
a zero but set to 1 to avoid high υd at low ra and rb
b under these conditions NH3 will be emitted by vegetation

1
rc

Z
1
rcf

+
1

rcw
+

1
rcg

(4.320)

The foliar resistance consists again of two parallel resistances: the cuticular resist-
ance rcc and the stomatal resistance rcs, which is in series with the mesophyll resist-
ance rcm.

1
rcf

Z
1

rcs + rcm
+

1
rcc

(4.321)

Investigations show that mass transfer through the cuticle can be neglected in com-
parison to stomatal exchange (Kerstiens et al. 2006). The stomata are the leaf
openings used in photosynthesis and respiration, respectively. The air spaces in the
leaf are saturated with water vapor, which exits the leaf through the stomata (this
is known as transpiration). Therefore, plants cannot gain carbon dioxide without
simultaneously losing water vapor. Stomatal resistance can, therefore, be calculated
from the transpiration rate and humidity gradient. Afterwards the mesophyll (the
layer between the upper and lower epidermis) resistance is the final step up gas
uptake. In the mesophyll, the palisade cells are exposed directly to the air spaces
inside the leaf, which is primary site of photosynthesis in a plant’s leaves. The gas
transfer through the stomata is by molecular diffusion. An inverse dependence
on molecular diffusivity is generally accepted (Grünhage et al. 2000). The surface
resistance reduces to a particular resistance in the following cases (Erisman and
Pul 1997):

− water surface: rc Z rcw

− bare soil: rc Z rcg

− snow cover: rc Z rsnow

The detailed processes in trace gas exchange based on the photosynthesis budget
equation are as follows:

Fnet.photo Z Fphoto.sun + Fphoto.shadowKFresp.sunKFresp.shadow

Grünhage and Haenel (2008) provided an explicit parameterization, while Sehmel
(1980), Voldner et al. (1985), Hanson and Lindberg (1991), Padro (1996), Wesely
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Table 4.19 Averaged dry deposition velocities for SO2 (in cm s−1); after Möller (2003).

farmland grassland dec. forest con. forest urban water

su wi su wi su wi su wi su wi su wi

wet 1.0 1.0 1.0 1.0 3.0 1.5 2.0 2.0 1.0 1.0 0.5 0.5
dry 0.7 0.5 0.6 0.4 1.5 0.5 0.7 0.5 0.1 0.1 0.5 0.5
snow − 0. − 0.1 − 0.2 − 0.2 − 0.1 − 0.1

Table 4.20 Averaged dry deposition velocities (in cm s−1) above land; after Möller (2003).

substance SO2 NO NO2 HNO3 O3 H2O2 CO NH3

υd 0.8 < 0.02 0.02 3 0.6 2 < 0.02 1

and Hicks (2000) and Petroff et al. (2008) all give reviews on dry deposition. Pio-
neering work was done by Chamberlain (1953), Hicks and Liss (1976), Slinn (1977),
Wesely and Hicks (1977), Garland (1978), Weseley (1989) and many others. Ta-
ble 4.19 shows the averaged dry deposition velocities for sulfur dioxide for several
surface conditions and Table 4.20 the typical υd for several gases on land.

A special case of large importance is dry deposition onto water surfaces, espe-
cially oceans (see for details Danckwerts 1970, Hicks and Liss 1976, Liss and Slinn
1983, Schwartz 1986). The dry deposition flux is described basically by Eq. (4.300):

(Fdry)aq Z kg(c K
caq

H ) (4.322)

where c and caq are the concentrations in the gas and liquid phase, close to the
surface, respectively and H is the dimensionless Henry constant. It is evident from
this equation that for there to be a deposition flux, caq must be less than c Heff. For
caq % 0, this equation leads to Eq. (4.309): F Z kg c b υd c. Similarly to the gas
transfer described in Chapter 4.3.7.1, we can consider three fluxes: gas phase diffu-
sion close to the water surface (g), interfacial transfer (i) and dissolution including
chemistry (L) within the water body. The index i denotes the concentrations imme-
diately adjacent to the interface and the coefficient β represents mass transfer en-
hancement due to chemical reactions in water; when there is no reaction β Z 1:

(Fdry)d Z kd(c K ci) (4.323)

(Fdry)i Z
1
4

α ῡ(ci K caq
i ) (4.324)

(Fdry)L Z � kL (caq
i K caq) (4.325)

Under steady-state conditions, the flux is constant and equal in both media and
across the interface. By equating the several expressions (4.322−4.325) for the flux,
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one obtains the overall mass transfer coefficient kg as the inverse sum of the mass
transfer coefficients in two media and the interface:

1
kg

Z
1
kd

+
4

α ῡ
+

1
� kL H

(4.326)

According to Schwartz (1986), large magnitudes of mass transfer coefficients ap-
pear sufficient when the interfacial resistance is negligible in the natural environ-
ment. In the absence of any aqueous phase, the chemical reaction of the dissolved
gas � Z 1 and it follows for non-reactive gases that:

1
kg

Z
1
kd

+
1

kLH
(4.327)

It is seen that there is a critical value for the Henry coefficient Hcrit Z kd / kL for
which the gas and liquid phase resistances are equal. For H / Hcrit liquid phase,
the mass transport is controlling and dry deposition flux is linearly dependent from
H. For H [ Hcrit, the gas phase transport is controlling and the dry deposition
flux is independent of H. For reactive gases, the dry deposition flux is enhanced
and it is � H that is compared with Hcrit.

4.4.2 Wet deposition

As seen from Fig. 4.21, wet deposition is a complex process beginning with hetero-
geneous scavenging during cloud droplet formation, cloud processing (in-cloud
scavenging) and precipitation (sub-cloud scavenging; sometimes called below-cloud
scavenging). Hence, several microphysical processes and chemical reactions must
be considered. It is remarkable that wet deposition is extremely difficult to model
in contrast to dry deposition but is easier to measure by rain gauges (water sam-
pling and analyzing the dissolved substances), whereas dry deposition measure-
ments (vertical flux quantifications) are laborious. The number of precipitation
chemistry measurements in uncountable; a huge number of networks has existed
since the 1950s. In contrast to dry deposition, wet deposition is occasional. In
remote areas, the average fluxes concerning dry and wet deposition are similar but
because precipitation occurs for only 5−10 % of the year, the event-based wet flux
is considerably larger than the dry flux within a comparable time. Table 4.21 shows
characteristic data of cloud and rain events. Despite the complexity of the specific
steps in gaining wet deposited substances, we can parameterize the wet deposition
flux Fwet similar to the approach concerning dry deposition:

Fwet Z K(dc
dt)

wet

Z kwet c (4.328)

By contrast, it is valid from the simple balancing of deposited rainwater that:

Fwet Z r $ caq (4.329)

where caq is the rainwater concentration of the substance (dimension: mass per liter)
and r is the rainfall amount (dimension: liter per unit of time and unit of area).
From both equations, λ is called the scavenging coefficient (dimension: time−1):
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Table 4.21 Averaged values characterizing wet deposition or precipitation, respectively, typ-
ical for Germany; after Möller (2003).

parameter deep clouds rain

duration of the event (in h) 6.6 2
duration of dry period (in h) 14 30
volume occupying the mixing layer (in %) 34 100
rain amount (in mm yr−1) − 800
LWC (in mg m−3) 0.3 0.05
life time of droplets (in min) 60 10
droplet radius (in µm) 5 500
droplet number 2 $ 105 0.03

kwet Z
r $ caq

c b λ (4.330)

The older literature is full of “experimental estimations” of λ, also called the wash-
out coefficient, by the measurement of the gas and rainwater concentration of
soluble gases. However, that approach is wrong because a) λ is a function of height
(it should measured as the vertical gas phase concentration profile and not the
surface concentration) and b) a dominant part of the dissolved matter arises from
in-cloud scavenging. For sub-cloud scavenging, assuming the washout process to
be a first-order process (dc / dt) Z λ c, we can describe the sub-cloud process for
gases as well as particles; indexes g and p denote the gas and particle, respectively:

Fsub (g) Z ∫
0

N

λ sub
g (z, t)c(x, y, z, t)dz (4.331)

Fsub (p) Z ∫
0

N

λ sub
p (r, z, t)cN (r, x, y, z)dz (4.332)

The wet deposition velocity was defined by Seinfeld (1986) as:

υsub Z
Fsub

c (x, y, 0, t)
(4.333)

For the homogenous distribution of gases within the sub-cloud layer of height h
we derive:

υsub Z ∫
0

h

λ (z, t) dz Z hλ sub
¯Z

Fsub

c (x, y, 0, t)
(4.334)

An in-cloud scavenging coefficient follows by using Eq. (4.298) and (4.300); tc life-
time of the cloud. Table 4.22 shows the relationship between λ values for SO2 and
H2O2 as an example for enhancement due to chemical reactions.
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Table 4.22 Mean scavenging coefficients λ (in 10−4 s−1) of H2O2 in dependence on the SO2

gas phase concentration c (in ppb), calculated from a cloud model with coupled gas-aqueous
chemistry; after Möller (1995b).

species c (SO2) and λ (SO2, H2O2)

0.1 ppb 1.0 ppb 2.0 ppb 5.0 ppb

H2O2 4.1 13.5 69.0 269.0
SO2 27.9 8.8 3.6 0.8

λ inKcloud Z RT $ LWC ∫
o

tc F aq(t)

c (t)
dt (4.335)

Now considering the raindrop distribution, we get an averaged rain event scaveng-
ing coefficient:

λ sub
¯ Z RT $ LWC ∫

o

N

π r2λ r $ N(r) dr. (4.336)

4.5 Characteristics times: Residence time, lifetime and
turnover time

The residence time (often interchangeable with the term lifetime but later we will
distinguish between the two terms) is the average amount of time that a particle
spends in a particular system. This definition is adapted to fit with groundwater,
the atmosphere, glaciers, lakes, streams and oceans. It was first introduced by Barth
(1952) as the ratio of the total amount m of an element in the ocean to the rate of
input (flux) F to the ocean: τ Z m / F. Junge (1963, 1974), Bolin and Rodhe (1973)
and Bolin et al. (1974) first applied this conception to atmospheric trace gases.

We now consider the various flux equations in the general form (the removal
flux can be given by different specific processes such as deposition, decomposition
or transportation):

Frem Z kr c Z K(dc
dt)

r

Z K
1
V (dm

dt )
r

Z K
M
V (dn

dt )
r

b ∑
i

Fi

Z ∑ki c (4.337)

where kr is the removal coefficient (dimension: time−1) and c is the concentration
(remember we always regard the substance A and don’t use the subscription cA to
avoid confusing with other subscripts). The flux, therefore, has the dimension mass
per unit of time and unit of volume, corresponding to the rate definition in chemis-
try. The reciprocal removal coefficient denotes a characteristic time τc:
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τc Z
1
kr

(4.338)

Formally, it leads to (with Eq. 2.140):

τc Z
c

Frem
(4.339)

It is important to note that c (t) is not constant over time and thereby the removal
flux depends on time (it decreases over time if c is decreasing) or, in other words,
τ depends on concentration or reservoir mass. Moreover, the removal coefficient is
not obligatorily constant, i. e. kr (t) leads to τ (t). Only in the case of constant kr

(we call it the first-order removal process), it follows from Eq. (4.337) that:

c Z c0 exp (K t
τc
) (4.340)

from which we define a turnover time τt as:

τt Z K ln ( c
c0
)τc (4.341)

From Eq. (4.340), it follows that c % 0 for t % ∞. At t Z τc, c /c0 Z ln (−1) z 0.37
or, in other words, the initial amount of A in the volume (or reservoir) decreases to
about 37 % (1/e). We have seen that the condition c Z 0 is undefined because of
the exponential removal law. However, we can set the condition c / c0 and it
follows for c Z 0.01 $ c0 that:

τt Z 4.6 τc.

The turnover time of a substance denotes that time when the substance in the
volume regarded becomes “practically” zero. Only in the case of the zero-order
removal process, i. e. the removal rate is constant over time and depends not on the
concentration and τt marks exactly the time when c Z 0. The basic equation (4.337)
changes into (note that the removal coefficient kr

0 becomes identical to the removal
flux and gets another dimension):

Frem Z kr
0 Z K(dc

dt)Z K
1
V (dm

dt )Z K
M
V (dn

dt ) (4.342)

The solution of Eq. (4.342) is:

c0Kc Z Frem t (4.343)

It follows (Frem
V is the reservoir- or volume-based flux in mass per unit of time):

τt Z
c0

Frem

Z
1

V

m0

Frem

Z
m0

Frem
V

(4.344)

The often used equation in the form τ Z m / F (see Eq. 2.140)31 referring the life
time and here given in terms of Eq. (4.344) with constant m and F represents the
turnover time for zero-order removal (constant removal rate); it is not a residence
time! However, when we consider time-depending mass and flux, we will later see
that it corresponds to the residence time:

31 We use m instead of M for mass to avoid confusing with the mole mass.
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τ Z
m (t)

F (t)
b

m (t)

dm
dt Z

dt
d ln m

.

The mass of A in a reservoir is given by the three-dimensional concentration distri-
bution within the reservoir:

m Z ∫
0

xx

∫
0

yy

∫
0

zz

c (x, y, z)dx dy dz (4.345)

The residence time τ is generically defined as the average time a substance spends
within a specified region of space, such as a reservoir. We now define τ as the
arithmetic mean of the individual lifetimes of all molecules of substance A in the
reservoir. It must be noted that there is much confusion in the scientific literature
over the different characteristic times. The lifetime of a molecule (it is similar to life
expectancy at birth of a biological species) is the time the molecule spends in the
reservoir from entering to leaving it:

τ Z
1

N0
∫
N0

0

t dN (4.346)

The specific expression for residence time depends on the kinetic law applicable to
N(t). In the simple case of (pseudo-)first-order law dN Z Kkr N0 exp (Kkr t) dt
and replacing the number by the concentration (N w c ), it follows that:

τ Z kr∫
0

N

t $ exp (Kkr t)dt (4.347)

The solution32 is:

τ Z
1
kr

(4.348)

Compared with Eq. (4.338), we conclude that the characteristic time τc corresponds
to the residence time τ for removal processes of the first-order rate. Using the
residence time distribution approach, we define:

τ Z ∫
0

N

t dfA (t) (4.349)

where fA denotes the normalized distribution function of the age of the molecules

of A ∫
0

N

fA (t) dt Z 0, which is in the following relationship to the concentration:

32 Because ∫x $ exp(ax) dx Z
exp(ax)

a2
(axK1) it follows τ Z kr

exp (Kkr t)

kr
2

(Kkr tK 1)
-
0

N

Z
kr

kr
2
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fA Z
c0Kc (t)

c0
Z 1 K

c (t)
c0

(4.350)

With dfA (t) Z K
1
c0 (dc

dt)dt, a general definition of residence time, not depending

on the specific kinetic law of concentration decrease (depletion of A), follows from
Eq. (4.349):

τ Z K∫
0

N

t (dc
dt) 1

c0
dt (4.351)

From Eq. (4.351) follows Eq. (4.347) when using a first-order rate law (dc / dt) Z
Kkr c0 exp(Kkr t) and, therefore, τ Z 1 / kr. With the logical assumption that
c (t) % 0 for t % ∞, Eq. (4.351) simplifies to (the second term becomes zero):

τ Z K∫
0

N

t (dc
dt) 1

c0
dt Z ∫

0

N (dc
dt) 1

c0
dtK (dc

dt) 1
c0

t
-

0

N

Z∫
0

N(dc
dt) 1

c0
dt (4.352)

Now, we assume the general time law
dc (t)

dt
Z Kkr c (t)α; for α ! 1 follows a hy-

perbolic characteristics or, in other words, c % 0 for t % ∞ (infinite time) and for
α O 1 it follows parabolic characteristics, i. e. c % 0 is obtained in a finite time.
For these cases, the following solution from Eq. (4.352) is valid:

α O 1 : c (t) Z
θ

(tg + t)
α

αK1

α O 1 : c (t) Z
θ

(tg K t)
α

1Kα
,

where θ Z ( - αK1 - kr)
K1

αK1 and tg Z (c0
αK1

- αK1 - kr)K1
. In both cases, the solution

of the integral results as α ! 2 to:

τ Z ∫
o

N c (t)
c0

dt Z
co

1Kα

(2 K α)kr
(4.353)

This equation represents the general expression for the residence time of 1 % α
% 2 . The case α Z 1 represents the first-order rate law as already described and
Eq. (2.16) becomes identical to Eq. (4.338). Now, we see that the residence time is
independent of time only if kr is constant. With Frem Z K(dc / dt) and kr

Z Frem / c it follows that:

τ Z
c (t)

Frem (t)
b

dt
d ln c

(4.354)

An example for the application of Eq. (4.354) is shown in Fig. 4.23, where the long-
term measurement of CH3CCl3 data (Fig. 2.77) results in a linear function lg c
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Fig. 4.23 Historical record of methyl chloroform (CH3CCl3) in logarithmic relationship;
data from Fig. 2.77

Z f (t). It follows from the diagram that d ln c / dt Z 0.315 and, therefore, τ Z
3.2 years.

According to the resistance model, we have to consider parallel and series re-
moval processes. Without consideration of source terms (see later), we have the
budget equation (first-order law) of:

Frem Z (dc
dt)

r

Z ∑
iZ1

n (dc
dt)

i

Z ∑
iZ1

n

ki c (4.355)

from which a relationship between the overall residence time τ and process-specific
residence times τi follows, for example concerning dry deposition τd, wet deposition
τwet and chemical reactions τchem:

1
τ Z ∑

iZ1

n
1
τi

(4.356)

In the case of subsequent (in series) processes, the residence times sum up as:

τ Z ∑
jZ1

m

τj (4.357)

when the fluxes branch out and pass several reservoirs (number o) parallel with the
fluxes Fk.

Where SFk Z Frem, the residence follows as the weighted mean:

τ Z
1

Frem
∑

kZ1

o

Fk τk (4.358)
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In all cases, it is valid that the overall residence time Z the total mass (or mean
concentration) / total removal flux (Eq. 4.354) at a given time. The removal flux
normally splits into dry and wet removal as well as chemical transformation. These
flux equations have been shown in previous chapters and we now use the reciprocal
characteristic mass transfer coefficients in the sense of specific residence times con-
cerning dry deposition, wet deposition and chemical decomposition:

Frem Z krc Z Fdry + Fwet + Fchem Z (kd

h
+ kwet + ∑

i
ki)c (4.359)

We are often interested in determining the relative importance of different sinks
contributing to the overall removal of a species. For example, the fraction f removed
by the process i is given by:

fi Z
Fi

Frem
(4.360)

So-called wet events such as wet deposition and aqueous phase chemistry in clouds
and precipitation are episodic, i. e. the specific residence time during the dry period
is not defined (flux is zero). Regarding averaging over longer periods containing
several alternating dry periods and wet events, Rodhe (1978) developed an expres-
sion for the averaged wet removal residence time:

τwet
¯Z τa

τa

τa + τb
+

τb + τa
τa

τwet Z A + B τwet (4.361)

The subscripts a and b characterize the mean time of the dry periods (non-rainy
and/or cloudy-free) and wet periods (clouds, rain), respectively. τwet represents the
residence time during the wet event, either according to Eq. (4.329) for wet deposi-
tion or Eq. (4.303) for aqueous phase chemistry. The constant A corresponds to a
fractional time of the dry period time τa, which becomes smaller when the ratio
between the dry and wet periods decreases. The coefficient B is normally larger
than one (if τa O τb ). Most likely τa [ τb but τ / τb follows τ / τa. Eq. (4.361)
represents the flow through two reservoirs according to Eq. (4.357), first a space
without wet events (dry period) and then a space with a wet event. For a given
atmospheric volume, we might also define a transport residence time as:

τadvection Z
2 ū
x (4.362)

where ū is the mean wind velocity and x is the length of the of the atmospheric
reservoir. It follows for the overall atmospheric residence time of a substance that:

1
τ Z

1
τ chem

g +
1

τdry

+
1

τwet + τ chem
aq +

1
τadvection

(4.363)

Similar to Eq. (4.360), we can calculate the fractions of specific removal processes by:

fi Z
τ
τi

(4.364)

because S (τ / τi) Z 1 . Different, i. e. process-related residence times for sulfur diox-
ide are listed in Table 4.23.
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Table 4.23 Mean residence time of gaseous and dissolved SO2; after Möller (1995a, b,
1996).

chemical regime residence time

gas phase concerns OH oxidation:
averaged over one year ~ 20 d
sunny days (day time) ≤ 4 d

liquid phase:
within the droplet (day time) ~ 2 min

averaged over the mixing layer:
cloud ~ 3 h
rain ~ 6 h
averaged over one year:
cloud ~ 0.8 d
rain ~ 2.9 d

overall average over one year 1−2 d





5 Substances and chemical reactions
in the climate system

As mentioned in Chapter 1.2, this book will treat the chemistry of the climate
system according to the elements and its compounds depending on the conditions
of reactions and whether the substance exists in the gaseous or condensed (aqueous
and solid) phase (Fig. 5.1).

gas aerosol

cloud

precipitation

air

plant soil water

earth surface

Fig. 5.1 The chemical reservoirs and mass-transfers in the climate system.

5.1 Introduction

5.1.1 The principles of chemistry in the climate system

The chemistry of the climate system is more than simply air or atmospheric chemis-
try, but it is to a large extent atmospheric chemistry. The atmosphere is the only
reservoir connecting all other reservoirs such as the biosphere (plants), hydrosphere
(waters) and pedosphere (soils). As chemistry is the science of matter, we consider
substances moving through the climate system. We have already mentioned that
elementary chemical reactions are absolutely described by a mechanism and a ki-
netic law and, therefore, are applicable to all regimes in nature if the conditions
(temperature, radiation, pressure, concentration) for this reaction correspond to
those of the natural reservoir. For example, the photolytic decay of molecules is
only possible in the presence of adequate radiation. Hence, in darkness there is no
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Table 5.1 Chemical regimes in the climate system, characterized by temperature T, pressure p,
H2O vapor pressure, radiation (wavelength λ) and trace concentrations.

T p H2O λ (in nm) traces regime

low very low very low < 300 very low stratosphere and
(< 200 °C) upper atmosphere
normal normal normal > 300 normal troposphere,
(~ 285 ± 30 °C) waters and plants
high normal large − high biomass burning
(< 1000 °C)
very high normal-high normal > 300 normal lightning
(> 1300 °C)

photolysis and within the troposphere there is no O2 photolysis because of the lack
of radiation lower than a wavelength of 300 nm.

Table 5.1 classifies how chemical regimes meet in the climate system. We see that
almost “normal” conditions occur and extreme low and high temperatures border
the climate system. The chemistry described in the following chapters concerns
almost these normal conditions of the climate system. We focus on the troposphere
and the interfaces. For example, aqueous phase chemistry in cloud droplets does
not differ principally from surface water chemistry (aquatic chemistry) and much
soil chemistry does not differ from aerosol chemistry (colloidal chemistry). Plant
chemistry, however, is different and only by using the generic terms (Chap-
ter 2.2.2.3) of inorganic interfacial chemistry can we link it. The chemistry of the
atmosphere is widely described (Seinfeld and Pandis 1998, Warneck 1999, Finlay-
son-Pitts and Pitts 2000, Wayne 2000, Brasseur et al. 2003) and the branches in
atmospheric chemistry are well defined (Fig. 5.2).

The approach of this book is to use the classical chemical textbook concept
based on the elements and its compounds. However, it is not the aim of this chapter
to include as many substances and reactions as possible. Two criteria always help
make the chemistry as simple as possible. First, we only consider the main reactions
of a species A with competitive chemical pathways; all reactions that contribute
less than 1 % to species A conversion are neglected1. Let us regard as an example
the two reactions (A Z O (3P)):

O (3P) + O2 % O3; and (a)

O (3P) + SO2 % SO3. (b)

There are hundreds of reactions of O (3P) described2 but under normal conditions
in the climate system (Table 5.1), the pathway (a) is the only relevant reaction be-
cause the overall rate is many orders of magnitude larger than all other competitive
reactions because of the size of the oxygen concentration compared with all other

1 This condition is reliable because any quantification of fluxes, budgets and pool concentrations
in the climate system has a large uncertainty; an error of only 10 % is an excellent result.
2 See, for example, the IUPAC subcommittee for gas kinetic data evaluation (http://www.
iupac-kinetic.ch.cam.ac.uk/; Atkinson et al. 2004, 2005, 2007, 2008).
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Fig. 5.2 Sub-disciplines of atmospheric chemistry.

trace gas concentrations. Second, we only consider a limited number of chemical
species (next chapter) that play a significant role in the climate system. We do not
regard the huge number of organic compounds of different origins and different
fates in the environment (this is a special task for environmental chemistry). It is
possible to understand the climate system chemistry by “lumping” together charac-
teristic groups with specific “roles”. A key question, however, is their specific and/
or significant roles within the climate system. We focus on chemical species contrib-
uting to:

− acidity/alkalinity (atmospheric acidifying potential);
− oxidizing/reducing agents (atmospheric oxidation capacity);
− particulate matter formation (global cooling);
− greenhouse effect (global warming); and
− ozone depletion (UV radiation effects).

Climate system chemistry is driven by biogeochemical cycling where the emissions
from plants and microorganisms (in soils and waters) in terms of rate and substan-
ces specify the chemical regime. Behind the chemistry of the climate system stands
the chemistry in the lower atmosphere with interfaces to soils, waters and plants.
According to the scheme shown in Table 5.2, we classify this as multiphase chemis-
try. Discussing the fate, transport and transformation of chemicals in soils, waters
and plants is the task of biogeochemistry; for instance, marine biogeochemistry
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Table 5.2 Scheme of chemical interactions.

gas-phase
homogeneous aqueous-phase

solid phase
multiphase

gas-solid
heterogeneous gas-aqueous

solid-aqueous

(Turner and Hunter 2002, Hansell and Carlson 2002, Fasham 2003, Libes 2009),
trace elements (Braids and Cai 2002, Prasad et al. 2005, Huang and Gobran 2005),
wetlands (Bianchi 2006, Reddy and DeLaune 2008), soils (Bohn et al. 2001, Sposito
2008, Konya and Nagy 2009), soils and water (Essington 2003, Franzle 2009), water
chemistry (Gianguzza et al. 2002, Jensen 2003, Yves 2006, Kuwajima et al. 2009),
plant chemistry (Haas and Hill 1929, Heldt 2004) and space chemistry (Lewis
(2004).

5.1.2 Substances in the climate system

Life determines the global biogeochemical cycles of the elements of biochemistry,
especially C, N, P and S (Schlesinger 2003), but the key process of plant life is the
water splitting process into H and O (Chapter 2.4.4) and thereby creating oxic
(oxidizing) and anoxic (reducing) environments. Fig. 5.3 shows schematically the
principal three groups of compounds and their biogeochemical cycling. Hydrides
(methane, ammonia, hydrogen sulfide and water) represent the lowest oxidation
state of the elements C, N, S and O because they bond in the biomass and are
then released into the abiogenic surroundings (soil, water and air). In the air, these
substances (and many more such as hydrocarbons, amines and sulfides) are oxi-
dized, finally to oxides of C, N and S. Many oxides represent anhydrides and form
oxoacids and subsequent salts (such as carbonate, sulfate, nitrate) when reacting
with water. The important role of acidity in weathering has already been discussed
in Chapter 2.5.5. This last group provides the stock chemicals for the biosphere
that are reduced to hydrides and close the cycle. There are other important ele-
ments. First, hydrogen, which in its molecular form (H2) is relatively non-reactive
but exists atomically as short-lived transient and stable hydronium ion in solutions.
Its role (Fig. 2.31) alters between water, hydrides and acids. Second, phosphorous
is also a key bioelement. P has few and instable volatile compounds and plays only
a minor role in atmospheric chemistry. Moreover, there are halogens (F, Cl, Br, I)
that we could also include in Fig. 5.3 because they form hydrides (acids such as
HCl), oxides (e. g. ClO) and oxoacids (e. g. HOCl). As discussed in Chapter 2.4.3.3,
the role of organic Cl compounds in soils has only recently been investigated. Fi-
nally, many trace elements are biogeochemically important, either because of their
roles as redox elements or as bioelements with very specific properties. However,
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Fig. 5.3 Characteristic groups for C, N, O and S and its role in biogeochemical cycling.

some trace elements (for example Cd and Hg) have no biological functions but are
extremely poisonous.

Excluding novel gases, the number of gaseous elements is very limited: H, F, N,
O, Cl (Table 5.3). All these elements form many gaseous compounds. It is remark-
able that the number of further elements (which are not gaseous) forming gaseous
compounds is also limited: C, N, S, Br and I (Table 5.4). Table 5.4 lists more ele-
ments (Si, P, As, Se) that also form gaseous compounds but play no role in the
climate system. In addition, many compounds and a few other elements (such as
Br, I and Hg) can be detected as gaseous in the atmosphere despite having boiling
points larger than the temperature at the earth’s surface and having volatile proper-
ties. The number of primarily emitted important substances, intermediates and final
products is relatively limited (excluding organic compounds; Tables 5.5 and 4.4).

Table 5.3 Gaseous elements in the climate system.

4 5 6 7 8

1 H He
2 N O F Ne
3 Cl Ar
4 Kr
5 Xe
6 Ra
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Table 5.4 Main-group elements in gaseous compounds in the climate system (and Hg from
transition elements).

4 5 6 7 8

1 H He
2 C N O F Ne
3 Si P S Cl Ar
4 As Se Br Kr
5 I Xe
6 Ra

Table 5.5 Principal main educts and products (simplified).

element / group educts and intermediates final products

oxygen O3, OH, HO2, H2O2 O2, H2O
inorganic carbon CO, CO2 CO2, H2CO3, HCO3

−

sulfur H2S, DMS, COS, CS2, SO2 H2SO4, SO4
2−

nitrogen NO, NO2, NO3, N2O5, HNO2 HNO3, NO3
−

clorinea Cl2, Cl, HCl HCl, Cl−

organic carbon RCH3, RCHO RCOOH, RCOO−

a representative for other halogens (F, Br, I)

All kinetic data given in the following chapters are from the IUPAC subcommittee
for gas kinetic data evaluation if not otherwise cited (also Atkinson et al. 2004,
2005, 2007, 2008).

5.2 Hydrogen

The troposphere has an estimated 155 Tg of hydrogen gas (H2), with approximately
a two-year lifetime (Chapter 2.8.2.10). Many sources of hydrogen gas and a few
major sinks account for this relatively short lifetime. The main pathway in the
production of hydrogen atoms in the air is the methane (CH4) conversion by the
OH radical and subsequent photolysis of formaldehyde (HCHO); see reactions
(5.42) to (5.48). This process accounts for about 26 Tg H yr−1 (Novelli et al. 1999).

CH3 dd%
OH

HCHO dd%
hν

H

Once H is formed in the troposphere H combines with O2 to produce the important
HO2 radical (Chapter 5.3.2): k5.1 Z 5.4 $ 10−32 (T / 300)−1.8 [N2] cm3 molecule−1 s−1

over the temperature range 200−600 K:

H + O2 + M % HO2 + M (5.1)
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Hugh Taylor first proposed the formation of HO2 (in the photochemical H2 + O2

reaction) in 19253 and it was detected by mass spectroscopy in 1953 (Foner and
Hudson 1953). The relatively fast reaction with the HO2 radical, producing OH,
can be of interest only in the stratosphere; k5.2 Z 7.2 $ 10−11 cm3 molecule−1 s−1

(298 K):

H + HO2 % 2 OH (5.2a)

This reaction splits in two further product pathways of minor importance:

H + HO2 % H2 + O2 (5.2b)

H + HO2 % H2O + O (5.2c)

The main sink (besides soil uptake) of molecular hydrogen is the relatively slow
reaction with OH; k5.3 Z 7.7 $ 10−12 exp (2100 / T ) cm3 molecule−1 s−1 (6.7 $ 10−15

at 298 K):

H2 + OH % H + H2O (5.3)

Hence, if there is more H2 in the stratosphere it will react with hydroxyl radicals so
there will be more H2O in the stratosphere. Modeling studies show that this increase
in H2O cools the lower stratosphere. There are several excited species of molecular
hydrogen (Bozek et al. 2006) but there is no direct photodissociation of molecular
hydrogen in the interstellar medium because atomic hydrogen depletes the spectrum
above 13.6 eV, which corresponds to a wavelength smaller than 90 nm (Balashev et
al. 2009). At temperatures of 2000 K, only 0.081 % of H2 dissociates and this frac-
tion increases to 7.85 % at 3000 K (95.5 % at 5000 K). In Chapter 4.2.5.2, we met
the species H+ (proton) in the aqueous phase; however, this does not freely exist
and is only present in combination with H2O as the hydronium ion H3O+. In the
gas phase, H+ (but not under atmospheric conditions because the ionization energy
is very high: 1311 kJ mol−1) can be produced from atomic hydrogen. Atomic hydro-
gen has a large affinity to electrons (H−) but this species exists only in hydrides.
Most elements produce hydrides from very stable − the best known is water OH2

− to very unstable. It is likely that at an early state of chemical evolution (as
assumed for nitrides; Chapter 2.1.3) many unstable metal hydrides (such as NaH)
are formed. In the accretion phase of the earth, they then decompose to hydrogen
(H2) in contact with water (reaction 5.68). Hydrogen undergoes several reactions
in the aqueous phase (Chapter 5.3.4).

5.3 Oxygen

Oxygen is the most abundant element in the climate system. The atmosphere con-
sists of 21 % oxygen, the oceans 85 % and the earth’s crust 46 %. The mass of the
atmosphere is negligible and the oceans and crust contribute about 10 % and 90 %,
respectively (in mass %). With respect to the climate system that comprises air,

3 Trans. Faraday Soc. 21, 560
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CO2 (10) H2O (12500) O2 (119)

(CH2O)n (negl.)

Fig. 5.4 Oxygen in chemical reservoirs and chemical cycling; numbers represents total mass
of oxygen in 1019 g (CO2 is almost as carbonate dissolves in ocean and O2 molecular in air),
(CH2O)n represents organic compounds including biomass.

waters, plants and soils, oxygen is found to be 99 % in the form of water (Ta-
ble 2.12). With respect to the earth’s system, oxygen is found to be 99 % in the form
of silicates (Table 2.13). In the air, oxygen (O2) is found to be about 98 % (the
remaining form of oxygen is water vapor and that held in CO2 is negligible). From
a climate system point of view, oxygen is the carrier of carbon (in the form of CO2

and carbonate) and hydrogen (as H2O), the main building blocks of life. Atmos-
pheric oxygen in its different forms (O, O2 and O3) provides oxidizing agents for the
decomposition of organic compounds (symbolized in Fig. 5.4 as (CH2O)n) where
it turns back into H2O via several reactive (and biologically and atmospherically
important) HyOx species (Chapter 5.3.2). Oxygen is only known in electronegative
bondings, with the exception of peroxides (−1) almost in the oxidation state −2.
Only fluorine is more electronegative than oxygen but elemental F does not exist
in nature. Therefore, it forms oxides with all other elements4. In the past few dec-
ades, the role of molecular oxygen to form metal complexes (superoxo and peroxo),
which play the role of oxygen carriers in biochemistry, have been studied. Molecular
oxygen in its 3Σg

− ground state has triplet multiplicity but not singlet multiplicity
unlike most natural compounds. The unpaired electrons in two different molecule
orbitals account for the paramagnetism of molecular oxygen. The high O2 dissocia-
tion energy (493.4 kJ mol−1) does not allow, under tropospheric conditions, photo-
lytic decay into oxygen atoms. Triplet multiplicity is the reason why most reactions
of oxygen with organic substances, although exergonic, do not proceed at normal
temperature but upon heating or in the presence of catalysts. Thus, reactions of or-
ganic compounds with dioxygen are kinetically inhibited. The other main and very
stable oxygen compound is water (H2O) because the OdH bonding cannot be
broken by photodissociation within the climate system.

Therefore, oxygen comprises four chemical groups from O1 to O4 (Fig. 5.5).
Transfers between these groups provide very few special reactions. The variety of
species within groups O1 and O2 is large, whereas group O3 plays the role of connec-

4 Xenon (Xe) also forms oxides (and fluorides); from He, Ne and Ar are unknown stable com-
pounds.



5.3 Oxygen 467

O3 chemistry

O3 , O3

O2 chemistry

O2 (3O2, 1O2), O2 , HO2, H2O2

O1 chemistry

O (3O, 1O), O , OH, OH , H2O

O4 chemistry

O4(?), HO4 , H2O4

O2 + O1 O3 + O1 O1 + O2

O1 + O3decay

decay

Fig. 5.5 Chemical species and schematic relationships between O1 − O4 chemistry.

ter between groups O1 and O2. Group O4 only plays a (hypothetical) transient state
from O3 to O2. Hydrogen radicals (H) and ions (H+) are closely connected with
oxygen chemistry; in Chapter 4.2.4, we stated that H and O are the “symbols” for
reduction and oxidation, respectively.

In the troposphere, reactive oxygen species (ROS) are only produced in the gas
phase via ozone photolysis from atomic hydrogen, which is produced from the
photolysis of some aldehydes and which turns immediately into HO2 from photoly-
sis of some oxygenated hydrocarbons. In the past two decades, our understanding
of the photocatalytic formation of ROS in the aqueous phase and at interfaces
has quickly grown. The effect of relatively stable molecular oxygen (and low ROS
concentrations) enables our life in an oxygen-containing atmosphere. However, it
becomes clear that changing climate system chemistry to more ROS would result
in so-called oxidative stress.

The chemistry of oxygen species is very complex; all oxygen species are inter-
linked with all other chemical species found in the climate system. To gain an
understanding of oxygen chemistry and its role in oxidizing other chemical species,
we will first discuss pure Ox chemistry in Chapter 5.3.1 and then OxHy chemistry
in an atmosphere free of other trace gases (Chapter 5.3.2.1) and C, N and S species
concerning the cycling of oxygen species in Chapter 5.3.2.2. Aqueous oxygen chem-
istry is even more complex than gas phase chemistry and will be presented sepa-
rately in Chapter 5.3.4.

5.3.1 Atomic, molecular oxygen and ozone: O, O2 and O3 (Ox)

As mentioned, O2 cannot be photochemically destructed in the troposphere be-
cause of its missing short wavelength (below and Chapter 5.3.7). The main fate of
O2 in the troposphere is the addition of several radicals X to produce peroxo radi-
cals (reaction 5.1 and below), an important step in the oxidation of trace gases:
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X + O2 % XO2 (5.4)

The role of singlet oxygen (1Δg and 1Σg
+), where two electrons in the outer shell

(2p4) are in the degenerated π-symmetric orbitals with the antipodal spin (total
zero spin), is well known in organic chemistry. Singlet oxygen is a metastable species
and because of its excitation energy of 94 kJ mol−1 it is chemically extraordinary
reactive. In the gas phase, photoexcitation forming singlet molecules from triplet
are quantum chemically forbidden. There are several ways to form singlet oxygen.
In the gas phase, the photolysis of ozone provides different excited O2 molecules
(reaction 5.7, however, only occurs in the upper stratosphere):

O3 + hν % O (3P) + O2 (1Σg) λ threshold Z 611 nm (5.5)

O3 + hν % O (1D) + O2 (1Δg) λ threshold Z 310 nm (5.6)

O3 + hν % O (1D) + O2 (1Σg
+) λ threshold Z 267 nm (5.7)

As for many excited molecule states, quenching (collisional deactivation) is the most
important fate; k5.8 Z 1.6 $ 10−18 cm3 molecule−1 s−1 (M Z O2) at 298 K:

1O2 + M % O2 + M (5.8)

Singlet oxygen is directly produced from triplet oxygen by collision with so-called
photosensitizers A* (electronically excited molecules), which transfer energy onto
O2 in the ground state; the third collisional partner M stabilizes the transfer com-
plex:

O2 (3Σg
−) + A* (+ M) % O2 (1Σg

+) + A (+ M) (5.9)

This reaction can occur in the air (for example with excited SO2) but is of high
importance in condensed phases, especially cells. Once singlet oxygen forms, it un-
dergoes interconversion reactions:

O2 (1Σg
+) + A* (+ M) % O2 (1Δg

+) + A (+ M) (5.10)

O2 (1Δg
+) + O2 (1Δg

+) % O2 (1Σg
+) + O2 (3Σg

−) (5.11)

Finally, singlet oxygen can be produced chemically in the aqueous phase:

H2O2 + OCl− % 1O2 + H2O + Cl− (5.12)

Hypochlorite plays a minor role in the atmosphere (Chapter 5.8.2) but hydrogen
peroxide is ubiquitous in all natural systems and hypochlorite is enzymatically pro-
duced in cells. 1O2 is probably not important in initiating chemical change in the
lower atmosphere, at least in the gas phase; excited molecules dissolved in water
droplets can promote chemical change under special circumstances. In the strato-
sphere and mesosphere, each of the bound excited states gives rise to characteristic
emission features of the airflow, both by day and night (Schiff 1970, Wayne 1994).
In the past, it was assumed that singlet oxygen played a role in urban smog chemis-
try (Pitts 1970).

In the troposphere, only the photodissociation of ozone and nitrogen dioxide
produces atomic oxygen. The photodissociation of O3 produces several oxygen spe-
cies including the triplet O (reaction 5.5) and the single O (reaction 5.6); the forma-
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tion of O (3P) and O2 in the ground state is already possible at very large wave-
lengths:

O3 + hν % O (3P) + O2 (3Σg) λ threshold Z 1180 nm (5.13)

The different absorption bands are called Chappuis bands (440−850 nm), Huggins
bands (300−360 nm) and Hartley bands (200−310 nm); the strongest absorption
occurs at 250 nm. These different absorption bands through to O3 play a key role
in the atmosphere a) to prevent radiation in the lower atmosphere with wavelengths
lower than about 300 nm, which destroys life and b) to provide O (1D) from O3

photolysis (reaction 5.6), which subsequently forms other ROS (Chapter 5.3.2).
Once O (3P) is formed, it ultimately combines with oxygen to produce O3; k5.14 Z
5.6 $ 10−34 [N2] cm3 molecule−1 s−1 at 298 K:

O (3P) + O2 + M % O3 + M (5.14)

In all such reactions with molecular oxygen, we can assume a constant O2 concen-
tration of 5.6 $ 1018 molecules cm−3 under standard conditions. Furthermore, tak-
ing into account the constant N2 concentration (2.08 $ 1019 molecules cm−3), a
pseudo-first-order rate constant k5.14 Z 6.4 $ 104 s−1 follows and a lifetime of only
1.5 $ 10−5 s for O (3P). About 90 % of O (1D) turns by quenching into the triplet
oxygen; k5.15 Z 4.4 $ 10−11 cm3 molecule−1 s−1 (M Z N2) at 298 K:

O (1D) + M % O (3P) + M (5.15)

The only other (and this is one of very few initial reactions producing ROS) reac-
tion of O (1D) is with H2O-producing OH radicals (reaction 5.21). There are known
as faster reactions of singlet O (with N2O and H2) but the water vapor concentra-
tion is orders of magnitude larger in the lower atmosphere. Thus, only in the upper
atmosphere, where extremely low H2O is found, do such reactions become impor-
tant (Chapter 5.3.7).

Finally, we consider the photodissociation of molecular oxygen:

O2 + hν % O (3P) + O (3P) λ threshold Z 242 nm (5.16)

O2 + hν % O (3P) + O (1D) λ threshold Z 175 nm (5.17)

O2 + hν % O (1D) + O (1D) λ threshold Z 137 nm (5.18)

Reaction (5.16) refers to the Herzberg continuum (230−280 nm), which consists of
three bands. It is clear that O3 formation (reaction 5.14) as well as O3 photolysis
occurs. Hence, at 30 km (above the peak in the ozone layer), we observe substantial
reductions in the amount of radiation received between 225 and 275 nm. The O2

photodissociation in the Schumann-Runge continuum (125−175 nm) directly produ-
ces O (1D) and opens many radical reactions (but almost all molecules photodisso-
ciates at such hard radiation); this is in altitude of 100−200 km. The solar H Ly-
man-α line (121.6 nm) is, through O2 photodissociation, an important source of
O (1D) production throughout the mesosphere and lower thermosphere.

The Lyman-α line also dissociates with H2O at altitudes between 80 and 85 km,
where the supply of water vapor is maintained by methane oxidation even for very
dry conditions at the tropospheric−stratospheric exchange region. An increase in
HOx follows and thereby a sharp drop in the ozone concentration nears the meso-
pause (Chapter 5.3.7 concerns stratospheric O3 cycles). The ozone concentration
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Fig. 5.6 Scheme of OxHy gas-phase chemistry; dotted lines denote photolysis only in the
stratosphere, other sources and sinks occur in presence of other species than HyOx.

rapidly recovers above 85 km because of the rapid increase in O produced by the
photodissociation of O2 by the absorption of ultraviolet solar radiation in the Schu-
mann-Runge bands and continuum. Above 90 km, there is a decrease in ozone
because of photolysis because the production of ozone through the three-body
recombination of O2 and O becomes slower with decreasing pressure.

The O2 photodissociation and subsequent O3 formation in the lower stratosphere
is the most important source of O3 in the troposphere via the stratosphere−tropo-
sphere exchange. The tropospheric net O3 formation (Chapter 5.3.7) is another im-
portant source, especially because of anthropogenic enhancement. Fig. 5.6 shows
all principal oxygen reactions; note that O2 photolysis can be excluded in the cli-
mate system in the more narrow sense close to the earth’s surface. The exit pathways
(sinks) to products (Fig. 5.6) are only possible if there are additional elements and
compounds (Chapter 5.3.2.2). In a pure oxygen gas system, we only consider four
reactions (5.5, 5.6, 5.13 and 5.14), forming a steady state:

O (3P) !##
M

O (1D) !##
hν

O3 &)*
O2

hν
O (3P).

It follows for the steady-state concentration that:

[O3] Z
k5.14

j5.5 + j5.6
[O2] [O (3P)]. (5.19)

Besides the O3 photolysis (5.5 and 5.13), there is only one other important O (3P)
source to provide the only net source for O3 formation in the troposphere.

NO2 + hν % O (3P) + NO λ threshold Z 398 nm (5.20)



5.3 Oxygen 471

The NO3 photodissociation also produces O (3P) but NO3 concentrations are very
small compared with NO2. Without discussing here in detail, O3 has several chemi-
cal sinks, where reactions with NO and NO2 are the most important (Chap-
ter 5.4.4), but alkenes also react with O3 (Chapter 5.7.4) and heterogeneous loss
(Chapter 5.3.6).

5.3.2 Reactive oxygen species I: OH, HO2 and H2O2 (OxHy species)

5.3.2.1 Atmosphere, free of trace species

We now extend the chemical system from pure oxygen by adding first H2O as the
second abundant oxygen species in the air and learn the formation of reactive OxHy

species (Table 5.6). Besides reaction (5.15), O (1D) reacts in another channel (to
about 10 %) with H2O to hydroxyl radicals (OH); k5.21 Z 2.2 $ 10−10 cm3 mole-
cule−1 s−1 at 298 K:

O (1D) + H2O % 2 OH (5.21)

The OH radical is the most important species in the atmosphere. This is often
referred to as the “detergent” of the troposphere because it reacts with many pollu-
tants, often acting as the first step in their removal. Since OH (this is the neutral
form of the hydroxyl ion OH−, i. e. OH is an extremely weak acid) is from H2O, it
returns to water by the abstraction of H from nearly all hydrocarbons RH; this
pathway is the definitive sink for OH. However, the organic radical R combines
with O2 (reaction 5.4) and in many subsequent reactions produces organic oxygen
radicals and recycles HO2 (Chapter 5.3.2.2):

OH dd%
KR

RH
H2O

A second important pathway is the addition of OH on different species (SO2, NO,
NO2) producing oxo acids:

OH dd%
X

HXO

A third pathway is OH transformation into the hydroperoxo radical HO2:

OH dd%
KO2

O3 HO2

HO2 can turn back into OH (with O3 but later we will that NO is most important),
resulting in the scheme:

O3 dd%
hν

OH % HO2 dd% H2O2

and thereby in an overall ozone destruction in the clean atmosphere. Later we see
that the presence of other trace gases will enhance O3 destruction in NOx free air.

The following two reactions provide recycling between OH and HO2 (they are in
a fixed ratio of about 1 : 10 as OH / HO2) and an ozone destruction as the most
important O3 sink in the remote atmosphere. In the presence of other trace gases,
other dominant pathways exist, and in NO-containing air, a net formation of O3
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Table 5.6 All important OxHy components (Ox special case when y Z 0).

oxidation state species formation / destruction name

−3 H2O− H2O + e− hydrated electron

−2 H2O OH + H / OH− + H+ water
H+(H3O+) − hydrogen ion (hydrogenium)
OH− OH + e− hydroxyl ion
[O2

−] O2 + e− oxide

−1 H2O+ H2O − e− / OH + H+ water anion
O− O− + H+ oxo anion
OH O + H / H2O − H / hydroxyl radical
HO2

− HO2 + e− hydrogen peroxide anion
H2O2 OH + OH hydrogen peroxide

−1 / ±0 O2
− O2 + e− hyperoxide anion

HO2 O2 + H / O + OH hydroperoxo radical
O3

− O3 + e− ozonid anion
HO3 OH + O2 hydrogen ozonide
HO4

− O3 + OH− hydrogen superoxide anion
H2O4 HO2 + HO2 / 2 OH + O2 hydrogen superoxide

±0 H − hydrogen
O − oxygen, atomar
O2 O + O oxygen, molecular
O3 O + O2 ozone

rather than destruction occurs; k5.22 Z 7.3 $ 10−14 cm3 molecule−1 s−1 and k5.23 Z
2.0 $ 10−15 cm3 molecule−1 s−1 at 298 K:

OH + O3 % HO2 + O2 (5.22)

HO2 + O3 % OH + 2 O2 (5.23)

The net result of this reactions sequence is O3 destruction according to 2 O3 %
3 O2, whereas the radicals cycle OH % HO2. HO2 produces hydrogen peroxide
H2O2: k5.24 Z 1.6 $ 10−11 cm3 molecule−1 s−1 and k5.25 Z 5.2 $ 10−32 [N2] cm3 mole-
cule−1 s−1 (M Z N2) at 298 K:

HO2 + HO2 % H2O2 (5.24)

HO2 + HO2 + M % H2O2 + M (5.25)

The dimerisation of HO2 proceeds around 298 K by two channels: one bimolecular
and the other termolecular. A cyclic hydrogen bond intermediate $$$Hd
OdO$$$HdOdO$$$ is very likely, which explains the “abnormal” negative de-
pendence from T and the pressure dependence (Atkinson et al. 2004). Enhancement
in the presence of H2O (M Z H2O) was observed; k5.26 Z k5.24 [1 + 1.4 $ 10−21[H2O]
exp (2200 / T )] cm3 molecule−1 s−1, for 1 Vol-% H2O. It follows that k5.26 Z 1.6 k5.24

at 298 K (exceeded H2O2 concentration where observed above cloud layers).

HO2 + HO2 + H2O % H2O2 + H2O. (5.26)
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Again assuming steady states, we can formulate different expressions for the radi-
cal concentrations and production rates (taking into account all reactions until
now listed):

[HO2] z√k5.21

k5.24
[H2O] [O(1D)] z√

k5.21

k5.24

j5.6

k5.15
[M]

[H2O]
+ k5.21

[O3] (5.27)

[OH] z
k5.23

k5.22
[HO2] +

j5.6

k5.22 (
2

1 +
k5.15 [M]

k5.21 [H2O]) (5.28)

d[OH]

dt
Z (

2

1 +
k5.15 [M]

k5.21 [H2O]

j5.6 + k5.23 [HO2]Kk5.22 [OH ]) [O3]

z
2

1 +
k5.15 [M]

k5.21 [H2O]

j5.6 [O3] (5.29)

Note that [M] / [H2O] R 100. Hence, OH production is proportional to O3 singlet
oxygen photolysis. The second term in Eq. (5.28) contributes a maximum value of
about 108 molecules cm−3 to [OH], whereas the first term suggests that [OH] is
about 0.03 [HO2]. These values differ considerably from measured values, where
[OH] z 0.1 [HO2] z 5 $ 106 molecules cm−3 at the maximum. That is not remark-
able because the OH chemistry is much more complex, including other sources and
many more sinks (below and Fig. 5.6).

H2O2 is rather stable (Finlayson-Pitts and Pitts 1986) in the gas phase, i. e. it
does not undergo fast photochemical and gas phase reactions. The only important
sinks in the boundary layer are dry deposition and scavenging by clouds (with
subsequent aqueous phase chemistry) and precipitation (wet deposition). In the
free troposphere (FT), H2O2 photolysis is regarded as an important radical feed-
back (Crutzen 1999). The photodissociation of H2O2 into two OH radicals was
first shown by Urey et al. (1929).

To complete the OxHy chemistry, further reactions should be noted, which are
unimportant near the earth’s surface but become of interest in the FT and upper
atmosphere. The photolysis of H2O2 is very slow and heterogeneous sinks (scaveng-
ing by clouds, precipitation and dry deposition) can be neglected.

H2O2 + hν % 2 OH λ threshold Z 557 nm (5.30a)

H2O2 + hν % H2O + O (1D) λ threshold Z 359 nm (5.30b)

H2O2 + hν % H + HO2 λ threshold Z 324 nm (5.30c)

It has long been assumed that reaction channel (5.30a) is the only significant pri-
mary photochemical channel at λ > 200 nm. The quantum yield is very low for λ
> 300 nm, resulting in a slow photodissociation with j in the order of 10−6−10−5 s−1
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(a residence time of around one week). More important in the upper atmosphere is
the reaction with OH; k5.31 Z 1.7 $ 10−12 cm3 molecule−1 s−1 at 298 K. Reactions
(5.31) and (5.24) together represent a net radical sink: OH + HO2 % H2O + O2.

H2O2 + OH % H2O + HO2 (5.31)

The reactions (5.32) and (5.33) only play a role in the stratosphere when there is
no significant competition with OH + A; k5.32 Z 1.48 $ 10−12 cm3 molecule−1 s−1

and k5.33 Z 1.1 $ 10−10 cm3 molecule−1 s−1 at 298 K.

OH + OH % H2O + O (5.32)

OH + HO2 % H2O + O2 (5.33)

5.3.2.2 Atmosphere with trace species

Let us now consider the most important reactions of the OxHy species (Table 5.6)
in the air containing other trace gases5. As mentioned, the most important species
is the hydroxyl radical OH, which reacts with almost all gases but at very different
rates. The decomposition of trace gases is not the aim of the discussion here, but
rather we will consider the role of other molecules in odd oxygen recycling. Under
odd oxygen we understand the sum of all ROS: O3, OH, HO, H2O2, NO2 (later
NO3 and N2O5 will be added); in the aqueous phase, more species must be added
(Table 5.6 and Chapter 5.3.5).

The simplest example of radical recycling is given by the atmospheric oxidation
of carbon monoxide (there are no other important CO reactions in the air); k5.34 Z
2.2 $ 10−13 cm3 molecule−1 s−1 at 298 K:

OH + CO % H + CO2 or OH + CO + O2 % HO2 + CO2 (5.34)

H rapidly combines with O2 to HO2 (reaction 5.1). Reaction (5.34) is the only
known OH splitting reaction. The mechanism goes via an additive intermediate:

OH + CO % HOCO % H + OCO

Because reaction (5.34) is faster than OH + O3 (5.22), ozone decay is enhanced in
the presence of carbon monoxide, an almost abundant gas (Chapter 2.8.2.6). This
statement is only virtually in contradiction with the experience that biomass burn-
ing leads to O3 formation because CO (and organics as we will see later) in the
presence of NOx results in net ozone formation. In competition with (5.23), HO2

turns back to OH, whereas NO is oxidized: k5.35 Z 8.8 $ 10−12 cm3 molecule−1 s−1

at 298 K:

HO2 + NO % OH + NO2 (5.35)

5 A complete description of radical reactions with the citation of original sources can be found in
Leigthon (1961). Many radicals have been proposed while studying atomic reactions in combustion
and explosive processes since about 1925 but fast kinetic observations and intermediate detection
became possible only in the 1940s with spectroscopic techniques. The stimulus of radical reactions
was the recognizing of photochemical air pollution in Los Angeles towards the end of the 1940s.
Scientific literature in the early 1950s is full of studies on this topic.



5.3 Oxygen 475

NO2

O3

NO

OH

O3

HO2

CO,
CH4, RH

products

hυ

RO

RO2

Fig. 5.7 Scheme of gas-phase net O3 production: HOx, ROx cycle and NOx cycle; dotted
lines denote competitive reaction HO2 + O3 and NO + O3 (for large NOx).

NO is also quickly oxidized by ozone to NO2: k5.36 Z 1.8 $ 10−14 cm3 molecule−1

s−1 at 298 K:

O3 + NO % O2 + NO2 (5.36)

These two reactions together with (5.20) show the role of NOx in oxygen chemistry,
OH−HO2 recycling and the net formation of O3 (Fig. 5.7). There are two cycles,
OH 4 HO2 and NO 4 NO2, which are interlinked, consuming so-called ozone
precursors (CO, CH4, RH) and producing O3. However, reactions (5.36, 5.22 and
5.23) are in competition with O3 replacing the other trace species (doted lines in
Fig. 5.7), which results in a net decay of ozone. Both cycles are interrupted when
R5.22 [ R5.35, what is given for a few tenths of ppb NO:

[NO] /
k5.22

k5.35
[O3] z 10K2 [O3]

This concentration is the threshold between the ozone-depleting chemical regimes
(in the very remote air) and ozone-producing regimes (in NOx air). Other important
reactions of the HO2 radical (with the exception of H2O2 formation via reaction
5.24) are unknown. It also follows that H2O2 formation is favored (and vice versa)
in low NOx and low O3 environments, which are relatively restrictive conditions.

As mentioned at the beginning of Chapter 5.3.2.1, OH can be lost by several
reactions. The first type is the abstraction of H and forming reactive intermediates
without recycling radicals (but possible further radical consumption in subsequent
reactions to the final oxidation product):

OH + HA % H2O + A (HA Z NH3, HNO2, H2S) (5.37)

A % products (NO, NO, SO2) (5.38)

Another type of reaction is the addition of OH with the possible photolytic decom-
position of the product back to OH but in competition with other pathways of
HO-C:

OH + B % HOdB dd%
hν

OH + B
(B Z NO, NO2; HOB Z HNO2, HNO3)

(5.39)
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The addition of OH is possible while producing molecules without radical recy-
cling (not to confuse with formyl HCO):

OH + C % HOdC % products (C Z CS2) (5.40)

Most important are the reactions between OH and organic compounds where the
first step also leads to H abstraction according to (5.37), but in subsequent steps
to the formation of HO2 and other radicals, thereby continuing the radical chain:

OH + RH dd%
KH2O

R dd%
O2 HO2 + products (5.41)

Let us now consider in more detail reaction (5.41), beginning with the most simple
but also most abundant hydrocarbon methane CH4. Reaction (5.42) is very slow
(k5.42 Z 6.4 $ 10−15 cm3 molecule−1 s−1 at 298 K), giving a residence time of about
10 years:

OH + CH4 % H2O + CH3 (5.42)

A low specific rate (large residence time), however, does not mean that this pathway
is unimportant. On the contrary, because of the large CH4 concentration in the air,
nearly homogeneously distributed in the whole troposphere (Chapter 2.8.2.4), CH4

controls to a large extend the background OH concentration and tropospheric net
O3 formation. The methyl radical CH3 rapidly reacts with O2, producing the meth-
ylperoxo radical; k5.43 Z 1.2 $ 10−12 cm3 molecule−1 s−1 at 298 K):

CH3 + O2 % CH3O2 (5.43)

Similar to HO2 (reaction 5.35), CH3O2 oxidizes with NO (hence, we see that the
first HOx radical cycle in Fig. 5.7 overlaps with another ROx cycle, turning two
molecules NO into NO2 per one molecule of RH): k5.44 Z 7.7 $ 10−12 cm3 mole-
cule−1 s−1 at 298 K):

CH3O2 + NO % CH3O + NO2 (5.44)

There are some competing reactions with (5.43), which we will discuss in Chap-
ter 5.3.3. But when the methoxy radical CH3O is produced, reaction (5.45) rapidly
proceeds and gives formaldehyde, HCHO and HO2, closing the HOy cycle; k5.45 Z
1.9 $ 10−15 cm3 molecule−1 s−1 at 298 K):

CH3O + O2 % HCHO + HO2 (5.45)

Formaldehyde is the first intermediate in the CH4 oxidation chain with a lifetime
longer than a few seconds (Table 2.48 shows the huge amount of secondary
HCHO). Formaldehyde is removed by photolysis (5.46) and also reacts with OH
(5.47); k5.47 Z 8.5 $ 10−12 cm3 molecule−1 s−1 at 298 K):

HCHO + hν % H + HCO (5.46)

HCHO + OH % H2O + HCO (5.47)

The formyl radical HCO rapidly reacts with O2 (HCO is a carbon radical and
not oxygen):

HCO + O2 % HO2 + CO (5.48)
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Fig. 5.8 Cycle of odd-oxygen; dotted lines denote competitive reactions not shown.

We see that CH4 oxidation results in a net gain of radicals when HCHO is photo-
lyzed and turns equivalent OH into HO2 when HCHO oxidizes by OH. The gross
budgets are:

CH4 + OH + 4 O2 dd%
hν

CO + 3 HO2 + 2 H2O (5.49)

CH4 + 2 OH + 3 O2 dd% CO + 2 HO2 + 3 H2O (5.50)

Moreover, CO reacts faster with OH than CH4 to provide the first cycle in Fig. 5.7;
the overall “reactions” are:

CH4 + 2 OH + 4 O2 dd%
hν

CO2 + 4 HO2 + 2 H2O (5.51)

CH4 + 3 OH + 3 O2 dd% CO2 + 3 HO2 + 3 H2O (5.52)

All these reactions turn directly or in multiple steps OH % HO2. When we now
extend the budget by including the second NOx cycle shown in Fig. 5.7, we can
establish the budget equation for net O3 formation. The first oxidation step of CH4

to HCHO results in:

CH4 + 4 O2 + 2 hν % HCHO + H2O + 2 O3 (5.53)

Concerning formaldehyde, the budget amounts to:

HCHO + 2 O2 + hν % CO + H2O + O3 (5.54)

Similarly, the CO oxidation leads to the formation of one molecule O3:

CO + 2 O2 + hν % CO2 + O3 (5.55)

Therefore, adding all reactions in the conversion CH4 % CO (remember that after
the initial step OH + CH4 the following reactions are all much faster) we gain:
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CH4 + 6 O2 + 4 hν % CO2 + 2 H2O + 4 O3 (5.56)

Equation (5.56) represents the maximum yield of ozone from CH4 oxidation. But
because of radical chains and recycling, no radical loss is given and instead CH4

drops the radical concentration to lower values compared with an atmosphere with-
out trace gases (Chapter 5.3.2.1). Definitive OH sinks are given by reactions of the
type (5.37)−(5.39); see sulfur and nitrogen chemistry later. The “perfect” ozone
formation cycle (Fig. 5.7) is based on the odd oxygen cycling shown in Fig. 5.8.
Not shown in Fig. 5.8 are the O3 precursors (CO, CH4 and RH), which maintain
the OH 4 HO2 cycle without consuming O3. Because of the very slow photolysis,
H2O2 does not maintain the odd oxygen cycle; its formation already interrupts this
cycle. Moreover, many competitive reactions (denoted by the dotted arrows in
Fig. 5.8) reduce net ozone formation.

5.3.3 Reactive oxygen species II: RO, RO2 and ROOH

In the CH4 oxidation chain are the organic homologs to HOx radicals (Table 5.7).
Any hydrocarbon can react analogously to CH4; we use the formula RCH3 (also in
terms of RH):

RCH3 (RH) + OH % RCH3 (R) + H2O (5.57)

The fate of the alkyl radical R is combined with O2 to form the alkyl peroxo radical
RO2 (RdOdO•):

RCH3 (R) + O2 % RCH3O2 (RO2) (5.58)

Similar to HO2, RO2 oxidizes NO to NO2 to form the alkoxy radical RdO• (some-
times also called alkoxyl and acyl radical; acyl denotes the group RdCdOd):

RCH3O2 (RO2) + NO % RCH3O (RO) + NO2 (5.59)

There are a number of reactions competing with reaction (5.59), mostly with other
peroxo radicals. Combining with HO2 leads to organic peroxides; the simplest is
methylhydroperoxide CH3OOH:

RCH3O2 (RO2) + HO2 % RCH3OOH (ROOH) + O2 (5.60)

Two organic peroxo radicals combine to give an alcohol and aldehyde:

RCH3O2 + RCH3O2 % RCH3OH + RCHO + O2 (5.61)

However, it should be noted that [NO] [ [HO2] > [RO2] when discussing the
percentages of different pathways. Organic peroxides (the most important are
CH3OOH and C2H5OOH) are permanently found in the air besides H2O2 but in
smaller concentrations.

The alkoxy radical gained in (5.59) reacts with a comparable rate as in reaction
(5.58) in the order of 10−11−10−12 cm3 molecule−1 s−1 giving an aldehyde and recy-
cling HO2:

RCH3O (RO) + O2 % RCHO + HO2 (5.62)
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Table 5.7 Organic radicals.

name symbol formula

alkyl R dC•(H2)

alkoxo RO dC(H2)O•

peroxoalkyl RO2 dC(H2)OdO•

formyl HCO HdC•]O

acyl RCO dC•]O

peroxoformyl HC(O)O2

O

OCH O

peroxoacyl R(O)OO

O

OC O

formate HC(O)O

O

CH O

acylate RC(O)O

O

C O

Aldehydes are very reactive substances. They react with OH by the abstraction of
H (almost from the chain) to produce finally bicarbonyls, e. g. dialdehydes and
ketoaldehydes (the carbonyl group denoted by C]O). Nevertheless, more impor-
tant is the photolysis of aldehydes and ketones that initiates radical chains. We have
seen that the simplest aldehyde HCHO is photolyzed (reaction 5.46) and gains H
(which turns into HO2) and the formyl radical HCO (a carbon radical), which
reacts with O2 to HO2 and CO. Therefore, HCHO is an efficient radical source. In
analogy, higher aldehydes are photolyzed and produce H atoms and acyl radicals
RCO, for example acetyl CH3CO, which do not decompose like the formyl radical
HCO and add O2, thereby giving acyl peroxo radicals RdC(O)O2:

RCH3O + hν % RCO + H (5.63)

RCO + O2 % RC(O)OO (5.64)

RC(O)OO + NO % RC(O)O + NO2 (5.65)

This acylperoxo radical reacts in analogy to the RO2 radical, thereby oxidizing NO
and giving acyl oxoradicals (RC(O)O), reacting with HO2 and forming acyl perox-
ide or adding NOx (Chapter 5.4.5). Many of these species are radical reservoirs
(especially peroxides but also nitro and nitroso compounds), which can be trans-
ported from polluted areas away and release radicals after photolysis, starting new
radical chains, oxidizing trace species and decomposing O3. Acyl radicals are also
given by the photolysis of ketones:
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Fig. 5.9 Scheme of organic radical chemistry and fate of characteristic organic groups. RH
hydrocarbon, R organic radical, RO2 organic peroxo radical, ROOH organic peroxide, RO
organic oxo radical, RCHO aldehyde, RCOOH carbonic acid, RC(OC)R keton, R]R olefin.
Reaction between RO or RO2 and NO or NO2 are not included in this scheme.

O3

HNOx

HO2

H2O2

RCH2O2

RCH2O

RCH2OOHRCHO

hν

CO-CO2 O2

RCH3+O2 hν-RCO

NO-NO2 O2

O3-O2

SO2+O2+H2O
-H2SO4

NO-NO2 / O3-O2

hν

OH H

hν+H2O
-O2

NOx

hν

HO2

Fig. 5.10 Scheme of OxHy gas-phase chemistry including all relevant trace gases (cf. with
Fig. 5.6).

RC(O)R + hν % RCO + R (5.66)

The fate of this radical (which is chemically similar to the formyl radical HCO) is
not decomposition but O2 addition onto the carbon radical, giving the peroxo acyl
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radical RC(O)OO, which is a precursor to peroxoacylnitrates (below). This can be
similar to other peroxo radicals oxidizing NO and transforming it into alkyl oxo
radical R(O)O, which converts the carbonic acid by reacting with HO2 (Fig. 5.9).
For HO2 recycling, the photolysis of olefins (R]R) and aldehydes (RCHO) is very
important. Aldehydes produce a variety of primary radicals (HCO, RCO and H)
that retransform in multisteps back to HO2 (and to OH; Fig. 5.10). As seen, low
reactive hydrocarbons (RH), after oxidation by OH, produce many more reactive
intermediates that amplify net ozone formation (Fig. 5.7). All organic oxo and
peroxo radicals can also add NO and NO2 and form organic nitroso (dN]O)
and nitro (dNO2) compounds (Chapter 5.4.5). These compounds present a radical
reservoir and can be photolyzed back to the original compounds.

5.3.4 Water and the hydrated electron: H2O and H2O− (eaq
K )

We stated that 99 % of oxygen is fixed in H2O in the climate system but 99 % is
fixed in SiO2 in the earth’s system. Oxygen is the most abundant element in the
climate system (Table 5.8) but also on earth (excluding the core, where iron is more
abundant but only because of its molar mass) and in space (excluding hydrogen
and novel gases). Although C and N are the first four elements (again excluding
H2 and novel gases) in space, they are much less abundant on earth because of its
high volatility (Chapter 2.1). The enrichment of oxygen on earth is because of its
ability to form stable oxides with all other elements (only the core consists of ele-
mental iron and nickel).

As stated in Chapter 2.1.2, water (H2O) and hydrocarbons (CxHy) are the most
abundant molecules in space and both were delivered to earth from space (i. e. are
not produced on earth). In Chapter 2.5.1, we discussed the unique physical and
chemical properties of water. Table 2.23 shows data that explain the chemical stabil-
ity. However, H2O is chemically reactive, and Fig. 2.31 and reaction (5.4) show the
central role of H2O in (biogeo-)chemical cycling between oxygen (O2), carbon diox-
ide (CO2) and hydrocarbons (CxHy). As discussed in Chapter 2.4.4, the water-split-
ting process proceeds in plants under the influence of light and enzymes. Neverthe-
less, we have seen that H2O is chemically decomposed (reaction 5.21, see below for
more examples) and produced in many reactions (5.2c, 5.3, 5.31, 5.32 and 5.33).
We have also already mentioned that H2O is photolyzed in the upper atmosphere
(outside the climate system):

Table 5.8 Ranking list of elements, based on mass-% (cf. Table 2.13 and Fig. 2.2).

reservoir elements sub elements total
sum % sum %

space O C Fe 84.7 N Si Mg S 99.9
earth crust O Si Al 82.5 Fe Ca Na Mg K 99.6
earth core Fe Ni S 99.1 99.1
earth Fe O Si 77.3 Mg S Ni Ca Al 98.8
a excluding H2 (comprises 98 % of all elements) and novel gases
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H2O + hν % OH + H λ threshold Z 242 nm (ΔRH Z 498 kJ mol−1) (5.67)

However, there is neither the loss nor formation of water on earth since the budget
is zero (neglecting possible H2 loss in the upper atmosphere to space through diffu-
sion). The abovementioned gas phase radical reactions giving H2O are unimportant
in the climate system because of competing reactions between the radicals (H, OH,
HO2) and other trace gases. However, in the upper atmosphere these reactions
occur but are balanced with the back formation of H2O. Only in a chemical regime
with excess hydrogen (such as in space and likely only at an early time of chemical
evolution and − of course − in a manmade chemical reactor), H2O is net produced,
gaining a thermodynamic equilibrium between H2, O2 and H2O. Pioneering work
in studying the reactions between H2 and O2 was made by Hinshelwood and Wil-
liamson (1934). It is worth summarizing here the most important reactions. The
gross reaction 2 H2 + O2 Z 2 H2O is highly exothermic but does not proceed at a
measurable rate at ambient temperatures because of the high activation energy
needed to break the OdO (493 kJ mol−1) and HdH (436 kJ mol−1) bonding:

starting phase O2 + energy % O + O

chain propagation O + H2 % OH + H
H + O2 % HO2

H + HO2 + M % H2O + O + M
H + HO2 + M % 2 OH + M
OH + OH + M % H2O2 + M
OH + H2 % H2O + H
HO2 + HO2 % H2O2

HO2 + H2 % H2O2 + H
H2O2 + OH % H2O + HO2

H2O2 + hν % 2 OH
H2O2 + hν % H2O + O
H2O2 + hν % H + HO2

termination H + HO2 + M % H2 + O2 + M
H + H + M % H2 + M
H + OH % H2O
OH + HO2 % H2O + O2

O + O % O2

There are several chemical reactions irreversibly consuming H2O. Each student
knows the experiment when one places elemental sodium (or potassium) into liq-
uid water:

2 Na + H2O % H2 + Na2O or 2 Na + 2 H2O % H2 + 2 Na+ + 2 OH−

In detail, however this reaction goes heterogeneous when Na comes into contact
with H+. Liquid water dissociates to a small percentage (0.00000556 % − one liter
of water contains 55.6 mol H2O and produces 10−7 mol L−1 H+):

H2O % OH− + H+ (5.68)
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The hydroxyl ion OH− (also termed hydroxide ion) is the strongest known base in
water and a one-electron donor according to OH− + X % OH + X−. For simplifica-
tion, we disregard that H+ + H2O % H3O+ (it is convention to use the symbol
H+). The elemental step of the above reaction is Na (s) + H+ % Na+ + H (g), an
electron transfer from Na into H+; below, we will see that first an electron transfer
into H2O occurs. This reaction is the reason that alkali and earth alkali metals do
not exist elementarily on earth. It is likely that at the beginning of the earth’s
chemical evolution metal hydrides such as NaH existed, produced by solar chemis-
try (such as metal nitrides). By contrast, the hydride ion H− does not exist freely.
Let us assume its existence is short-lived and transient:

NaH (s) dd%
H2O

Na+ + H− (5.68a)

H− + H+ % H2 (g) (5.68b)

Therefore, the budget equation is NaH (s) + H2O % H2 (g) + Na+ + OH−. Sodium
and calcium are abundant elements and at the beginning of chemical evolution,
their most abundant forms were oxides: Na2O and CaO. Oxygen in oxides is similar
to the hydride ion that is non-existent in aqueous solution, but let us again assume
it existed as a short-lived transient anion O2−. Hence, the overall reactions were:

Na2O + H2O % 2 Na+ + 2 OH− and CaO + H2O % Ca2+ + 2 OH−,

which would proceed via:

Na2O (s) dd%
H2O

2 Na+ + O2− and CaO (s) dd%
H2O

Ca2+ + O2−;
and O2− + H+ % OH− (5.69)

In Chapter 4.2.5, we said that OH− is the strongest existing base. According to the
above reaction, it would be the corresponding weakest acid and, as a consequence,
the hypothetical ion O2− would be the strongest base. All these reactions can pro-
duce alkalinity from water according to the budget reaction:

H2O (l ) dd%
eK

H (g) + OH− (5.70)

In the early state of the climate system, huge amounts of carbon dioxide (CO2)
were found in the atmosphere as well as in the earth because of degassing processes.
This CO2 would react with alkaline aqueous solution (reactions 2.122 and 2.131)
in the sequence:

CO2 (g) + OH− % HCO3
− (5.71)

HCO3
− + OH− % CO3

− + H2O (5.72)

CO2 (g) + CO3
− + H2O % 2 HCO3

− (5.73)

This inorganically produced carbonate could have provided the first feedstocks for
photosynthesis in water. Moreover, bicarbonate buffers acid deposition (HCl and
SO2) exhalations deposited in early oceans:

HCO3
− + SO2 (g) % HSO3

− + CO2

HCO3
− + HCl (g) % H2CO3 + Cl− % H2O + CO2 + Cl−
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Fig. 5.11 Aqueous oxygen chemistry. The box comprises the oxygen-free water chemistry
under radiolysis/radiation influence and the dotted box includes oxygen containing water.
e- electron donor; note that some pathways strongly depend from pH, i. e. whether the reac-
tions go on in alkaline or acid solution.

In all the reactions listed above, we see that the two fundamental species of water,
the ions H+ and OH−, act as reactive species. Their concentrations in neutral water
(10−7 mol L−1) correspond to an order of magnitude in the ppm range, thereby by
a factor of 103 larger than the comparable gas phase concentrations of trace gases.
This is one reason why aqueous phase chemistry in the air (clouds, fog and precipi-
tation) is so important for the quantification of air/volume-based total chemical
conversion.

Fig. 5.11 comprises most of the important oxygen species and reactions in water.
The small box with the continuous line comprises the chemical regime reduced in
oxygen-free water. Because in natural waters oxygen is always dissolved, ROS such
as peroxides are produced and destroyed in waters under the influence of light
(larger dotted box in Fig. 5.11). But besides hydrogen (H+) and hydroxide ion
(OH−) another fundamental species of aqueous solutions exists. This is the hy-
drated electron eaq

K, also written as H2O−, and first postulated by radiation chemists
(Gabriel Stein)6 in 1952 and characterized in 1962 by recording its absorption spec-
trum (Stein 1968, Hart and Anbar 1970, Hughes and Lobb 1976). The solvated

6 Stein, G. (1952) Disc. Faraday Soc. 12, 227
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electron7 and especially the hydrated electron have since been found to be an ex-
tremely important reactive species. When the solvent medium is water, the hydrated
electron becomes essential to myriad physical, chemical and biological processes.
In a simple picture of an electron in a cavity, the description of the hydrated elec-
tron state structure is analogous to that of a hydrogen atom, with a ground state
of s-type and an excited state of p-type character. They absorb between 600 nm
and 800 nm and appear blue. However, the hydrated electron is far more complex
because of the ultrafast dynamics of structural change, solvation and recombination
(Paik et al. 2004). It is the simplest electron donor and all of its reactions are in
essence electron transfer reactions (Logan 1967). What is known is that their pres-
ence enhances the reactivity of water molecules with other molecules in a number
of important chemical, physical and biological processes. Hydrated electrons form
when an excess of electrons are injected into liquid water.

Studying water radiolysis is well established like the discovery of radioactive radi-
ation (radium emanation). Without knowing the transient processes, the generic
reaction equation:

2 H2O dddd%
radiation

H2O2 + H2

was established by Kernbaum (1909a) while investigating the influence of β radia-
tion (from RaCl2) on pure water. Mirosław Kernbaum, who worked at the research
school of Marie Curie in the Paris faculty, also studied the influence of UV radia-
tion (Kernbaum 1909b), electric discharges (Kernbaum 1910) and metals (Kern-
baum 1911) on water decomposition and was one of the pioneers of H2O2 forma-
tion from water. The formation of H2O2 due to electric discharges in air containing
water vapor was first proposed by Boehe (1873)8 and confirmed by Fischer and
Ringe (1908). Duane and Scheuer (1913) first studied H2O2 formation in water
during irradiation with α radiation (from Rn ampulla). Risse (1929) first studied
the influence of X-rays on water. In all these studies, H2O2 formation was con-
firmed but hydrogen often did not escape and was instead dissolved in water with
sometimes oxygen even being evolved (Fricke 1934). However, X-rays do not pro-
duce H2O2 in oxygen-free water (Risse 1929, Bonét-Maury and Lefort 1948). All
these early observations are consistent with the modern view of H2O2 radiolysis
through radioactive radiation. Haïssinsky and Magat (1951) first studied analysis
of products such as H, OH, O− and suggested reaction 5.74. Reaction 5.75 was
then confirmed years later:

7 Many papers refer to the first observation of a solvated electron in 1864 by Weyl (Pogg. Ann.
123, 350) who studied the dissolution of some alkali and earth alkali metals in liquid ammonia
and who observed the characteristic deep blue color of the solution (owing to the light absorption
of solvated electrons) and formation of hydrogen, called “hydrogen ammonia”. However, Kraus
(1908) first stated the existence of “an electron, surrounded by an envelope of solvent molecules”.
Liquid ammonia dissociates similar to H2O: 2 NH3 % NH2

− + NH 4
+. The reaction of potassium

with liquid ammonia is thereby very similar to that of sodium with water (see above in text): K +
NH3 (l) % KNH3 % KNH2 + H. Amides (−NH2) are well-known compounds; today, we know
that K reacts with NH 4

+ via electron transfer, forming the ammonium radical NH4, which decom-
poses into NH3 + H.
8 The first evidence of H2O2 in rain during a thunderstorm was provided by Georg Meissner in
1862 (Chapter 5.3.6).
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H2O + γ % H2O+ + e− (5.74)

e− + n H2O % (H2O)n
K (5.75)

H2O+ % H+ + OH (5.76)

Hydrogen and hydrogen peroxide formation goes subsequently via H+ + e− % H
(2 H % H2) and OH + OH % H2O2. Furthermore, H2O2 again dissociates by
radiation. Obviously, X-rays do not produce H2O+ and without O2 there is no
peroxide (O2

−) formation; for historic overviews on radiation chemistry and inor-
ganic free radicals in solutions see Uri (1952), Hart (1959), Allen (1961) and Zim-
brick (2002). Reaction (5.74) needs 8.8 eV ionization energy and cannot occur
under natural conditions in the climate system (Pozdnyakov et al. 2000). Alkaline
solutions produce OH under UV irradiation and electrons (which in a subsequent
step fixes in finite-sized water clusters; reaction 5.75):

OH− + hν % OH + e−, λ threshold Z 195 nm. (5.77)

However, within the climate system there is no liquid water where radiation smaller
than 195 nm exists. Liquid water photolysis under the formation of H2O2 was first
proven by Tian (1911) for wavelengths < 190 nm. Other early studies on the influ-
ence of sunlight on aqueous solutions will be cited in Chapter 5.3.5. In the follow-
ing, we will term the hydrated electron with the symbol eaq

K or H2O− unless it exists
only in H2O clusters where n Z 6−50 (reaction 5.75). In the climate system, there
are only two possibilities to produce eaq

K either chemically or under solar light
conditions via so-called photosensitizers. The only known direct chemical produc-
tion (Hughes and Lobb 1976) is:

H + OH− &)*
aq

H2O + eaq
K (5.78)

Therefore, in anoxic medium and (for example biogenic) in situ hydrogen produc-
tion, this is an important pathway to initiate reduction chains by electron transfer
processes. The hydrogen atom and hydrated electron are interconvertible. Reaction
(5.78) represents a conjugated acid-base pair, in other terms H is a (very weak) acid
in an equilibrium where K Z 2.3 $ 10−10 mol L−1 (pKa Z 9.6); k5.78 Z 2 $ 107 L
mol−1 s−1 and k-5.78 Z 16 L mol−1 s−1. The back reaction (5.78) is so slow that it
can be neglected compared with other reactions of the hydrated electron. Reaction
(5.79) shows that the electron is the ultimate Lewis base:

H % H+ + eaq
K (5.79)

The most studied and likely formation of eaq
K under normal climatic conditions

goes via photosensitization by reversible electron transfer. Photoinduced electron
transfer has been demonstrated in many molecules where the donor and acceptor
are linked together intramolecularly (Kavarnos and Turro 1987). The efficiency of
intramolecular electron transfer is strongly influenced by the separation distance
between the donor and acceptor and the structure of the molecular link. The do-
nor-acceptor groups can form collision complexes or exchange an electron at a long
distance. In “electron hopping” mechanisms, an electron proceeds from the donor
to acceptor via a series of consecutive “hops” to various acceptor groups. This
mechanism plays a crucial role in the primary stages of photosynthesis where con-
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secutive electron transfer takes place (Chapter 2.2.2). The generic reaction scheme
is given here, where W represents a chromophoric substance and A an electron ac-
ceptor:

W + hν dd% W* dd%
A

(W+ − A−) % products (5.80)

There are several pathways in product formation:

W+ + A− (radical separation)
W + A (ground state reversible reaction)
WA (coupling reaction)
W+ + A + e− (sensitization)

It has been shown that in all natural waters chromophoric substances exist (e. g.
chlorophyll) that can produce hydrated electrons after illumination and, conse-
quently, reduce dissolved O2 (Faust and Allen 1992, Anastasio et al. 1997):

W dd%
hν

W+ + eK dd%
aq

eaq
K (5.81a)

W dd%
hν

W)dd%
O2 (W+K O2

K) dd% W+ C O2
K (5.81b)

Later we will see that many inorganic semiconductors (for example TiO2, ZnO,
FeO3) produce hole-electron pairs (for example Hoffmann 1990) when absorbing
photons with energy equal to or greater than the band gap energy Eg of the semi-
conductor:

TiO2 dd%
hν

ecb
K + hυb

+ (5.82)

In the absence of suitable electron and hole scavengers adsorbed to the surface of
a semiconductor particle, recombination occurs within 1 ns (5.83a):

W+ (hυb
+ ) + eK (ecb

K) dd% W. (5.83a)

However, when appropriate scavengers are present, the valence band holes hυb
+ func-

tion as powerful oxidants, whereas the conduction band electrons ecb
K function as

moderately powerful reductants. In aqueous solution, ecb
K can transfer to H2O, gain-

ing the hydrated electron H2O− or eaq
K, which moves along the water structure until

scavenging by electron receptors. Much less is known on the nature and fate of W+

and hυb
+ , respectively. We speculate that they can recombine again with free elec-

trons or react with main anions in the solution, producing radicals (and thereby
amplifying the oxidation potential; Ollis et al. 1989, Turchi and Ollis 1990, Litter
1999):

W+ (hυb
+ ) C OHKdd% W C OH (5.83b)

W+ (hυb
+ ) C ClKdd% W C Cl (5.83c)

Nonetheless, it is clear that the rate of the oxidative half reaction involving hυb
+ is

closely related to the effective removal of the partner species, i. e. ecb
K, by suitable

electron scavengers, which must be present in the solution and available at the
semiconductor interface. By contrast, in processes aiming at the oxidative destruc-
tion of a target organic substrate, any hole scavengers present in the same environ-
ment are potential competitors for the consumption of hυb

+ . As far as electron
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scavenging is concerned, the most common electron scavenger, in aerated aqueous
solution, is O2 and its role has already been emphasized (Litter 1999).

Many organic substances have been found to act as photosensitizers such as
phenones, porhyrines, naphtalenes, pyrenes, benzophenones and cyano compounds
as well as inorganic species such as transition metal complexes and many others
(Kavarnos and Turro 1987). It is well known that the formation of singlet dioxygen
in biochemistry (which can afterwards add on olefins) generates:

W) + 3O2 dd% W + 1O2 (5.84)

As a transient step, (5.84) can first occur with the following subsequent reaction:

W) + 3O2 dd% W+ + O2
K dd% W + 1O2 (5.85)

For natural waters and hydrometeors, reaction (5.81) is the key formation process
of hydrated electrons. However, little is known about the rate of formation of super-
oxides in natural aqueous solution. It is clear that different photosensitizers (and
mixtures of them) provide a large variety of photocatalytic oxygen activation. The
formation of hydrated electrons can explain many processes such as autoxidation
and corrosion. This looks at first confusing because eaq

K works as a reducing species
but the key oxidizing species in solution is the OH radical (a strong electron ac-
ceptor similar to the atmospheric gas phase), which is produced in a chain of
electron transfer processes:

O2 dd%
eK

O2
K dd%

H
+

HO2 dd%
eK

HO2
K dd%

H
+

H2O2 dd%
eK

OH C OHK

The e− symbolizes either charge-transfer complexes or electron transfer by eaq
K.

These processes will be discussed in Chapter 5.3.5, but it is clearly seen in Fig. 5.11
that oxygen water chemistry is enhanced in the presence of O2 and O3 via parallel
inputs of reactants. The hydrated electron reacts rapidly with many species with a
reduction potential more positive than −2.9 V. Tunneling between solvent traps can
also explain the mobility of eaq

K since it is much higher than expected for a singly
charged ion with a radius of 0.3 nm (Buxton 1982). Once eaq

K is produced, then the
timescale for the formation of subsequent reactive species (H, HO2, OH, H2O2) is
in the order of 10−7 s. Table 5.9 lists some reactions of eaq

K; many reactions are so
fast that they are at the diffusion controlled limit (~ 1010 L mol−1 s−1). The lifetime
of eaq

K is in the order of 1 ms, but eaq
K does not react with OH− and H2. The back

reaction of (5.79) leads to atomic hydrogen: k5.86 Z 2.26 $ 1010 L mol−1 s−1 (Tojima
et al. 1999):

eaq
K + H3O+ % H + H2O (5.86)

This reaction only proceeds in acid solution, whereas in neutral and alkaline solu-
tions eaq

K reacts with O2 (reaction 5.96). Atomic hydrogen is the major reducing
radical in some reactions9. It effectively reacts as an oxidant forming hydride inter-
mediates such as:

9 Fast radical−radical reactions (in parenthesis k in 1010 L mol−1 s−1) such as H + H % H2 (1.3),
OH + OH % H2O2 (0.53) and OH + H % H2O (3.2) play no role in natural waters because of
other available reactants in concentrations orders of magnitude higher.
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Table 5.9 Aqueous chemistry of the hydrated electron (data from Hart and Anbar 1970,
Hughes and Lobb 1976, Buxton 1982), X − halogen.

reaction k (in L mol−1 s−1)

eaq
− + O2 % O2

− 1.9 $ 1010

eaq
− + H3O+ % H + H2O 2.3 $ 1010

eaq
− + eaq

− % H2 + 2 OH− 0.54 $ 1010

eaq
− + OH % OH− 3.0 $ 1010

eaq
− + H % H2 + OH− 2.5 $ 1010

eaq
− + CO2 % CO2

− 7.7 $ 109

eaq
− + NO3

− % NO3
2−dd%

H2O (NO)aq + 2 OH− 1.0 $ 1010

eaq
− + N2O % N2 + O− 0.87 $ 1010

eaq
− + RX % RX− % R + X−

eaq
− + Mn2+ % Mn+ 3.8 $ 107

eaq
− + Fe3+ % Fe2+ 3.5 $ 108

eaq
− + Cu2+ % Cu+ 3 $ 1010

eaq
− + HCOOHa % products 1.4 $ 108

eaq
− + CH3COOH % products 1.8 $ 108

a alcohols are unreactive

H + I− % [H$$$I−] dd%
H

+

H2 + I (5.87)

H + Fe2+ % [Fe3+$$$H−] dd%
H

+

H2 + Fe3+ (5.88)

In its reactions with organic compounds the hydrogen atom generally abstracts H
from saturated molecules and adds to the centers of unsaturated; the fate of the
organic radicals is well known (Chapter 5.3.3):

H + CH3OH % H2 + CH2OH (5.89)

H + H2C]CH2 % CH3CH2 (5.90)

In the presence of oxygen, similar to the gas phase reaction (5.1), follows the fast
recombination with O2: k5.91 ~ 2 $ 1010 L mol−1 s−1 (Bielski et al. 1985):

H + O2 % HO2 (5.91)

Reaction (5.91) occurs in an acid solution, whereas eaq
K + O2 % O2

K (reaction 5.96)
proceeds in neutral and alkaline solutions. Interestingly, the above discussed reac-
tion of elemental sodium with water is now considered a source of hydrated elec-
trons (Hughes and Lobb 1976):

Na + H2O % Na+ + eaq
K (5.92)

Again, considering our principle of main pathways according to the overall rate,
the fate of eaq

K in natural waters and hydrometeors is the formation of superoxide/
hydroperoxide radicals (Fig. 5.12), but whether the electron transfer goes directly
onto O2 or via H+ plays no role because all reactions proceed very fast. The gross
water splitting process is given by:
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Fig. 5.12 Simplified scheme of the hydrated electron fate in natural water (possible scaveng-
ing by ozone not shown, see Fig. 5.14).

H2O dd%
eaq

K

H + OH− (5.93)

where the hydrated electron is produced by reaction (5.81). We see that this primary
process of photosynthesis occurs in the plant cell as well as in abiotic environments.
Only the oxygen content determines the father fate of hydrogen, either excess hydro-
gen for a reducing environment or the formation of OxHy in an oxic environment.
In natural waters, electron scavengers reduce the lifetime of eaq

K:

eaq
K + NO3

− % [NO3
2−] % NO2 + 2 OH− (5.94)

eaq
K + N2O dd%

eaq
K

N2 + O− (5.95)

5.3.5 Aqueous phase oxygen chemistry

Figs. 5.11 and 5.14 show that in water, under light influence and contact with air
all the oxygen species listed in Table 5.6 can be produced. It can also clearly be
seen that the presence of dioxygen (O2) and ozone (O3) opens competing pathways
for gaining peroxo species. In hydrometeors, however, we have to take into account
that all, including short-lived, oxygen species (OH, HO2) will be scavenged. Ta-
ble 5.11 shows that H2O2 and HO2 are very soluble and OH also shows significant
solubility. Despite the low solubility of O2, the large concentration saturated in
natural waters and in the large aqueous phase concentration compared with trace
species favors the recombination of many radicals with O2 as in air. The solubility
of O3 is low but we have to consider that the uptake is not limited by dissolution
but through aqueous phase reactions (Chapter 4.3.7.4). In natural surface waters,
however, the scavenging of oxo radicals from air is very limited because of the
diffusion controlled uptake and the short lifetime in air. The absorption of O2 and
O3 with subsequent light-induced radical formation is dominant. It is likely that
interfacial and/or surface water formation of hydrogen peroxide is more evident
than possible dry deposition and also gas phase production (Möller 2009a). For
plants, however, the uptake of H2O2 might be an important impact of oxidative
stress as ascribed by Möller (1988, 1989). Table 5.10 shows the main oxygen chemis-
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Table 5.10 Basic OxHy reactions in aqueous phase.

catalase 2 H2O2 % 2 H2O + O2

Fenton reaction H2O2 (+ FeII ) % OH + OH− (+FeIII )
dismutase HO2 + O2

− (+ H+) % H2O2 + O2

enzymatic reduction O2 (+ e−) % O2
−

desactivation O2
− (+ FeIII ) % O2 (+ FeII )

ozone decay O3 + O2
− (+ H+) % OH + 2 O2

Table 5.11 Henry’s law coefficients for selected gases.

species H (in mol L−1 atm−1) −d ln H /d (1 /T ) in K source

H2O2 1.0 $105 6300 Hanson et al. (1992)
HO2 4.0 $103 5900 Hanson et al. (1992)
OH 3.0 $101 4500 Hanson et al. (1992)
O2 1.3 $10−3 1500 Lide and Frederikse (1995)
O3 0.94 $10−3 2400 Seinfeld (1986)
H2 7.8 $10−4 500 Lide and Frederikse (1995)
HNO3 2.1 $105 8700 Leliefeld and Crutzen (1991)
N2O5 ∞ Sander and Crutzen (1996)
HNO2 5.0 $101 4900 Becker et al. (1996)
NO3 1.8 Thomas et al. (1998)
N2O4 1.4 Schwartz and White (1981)
N2O3 0.6 Schwartz and White (1981)
N2O 2.5 $10−2 2600 Lide and Frederikse (1995)
NO2 1.2 $10−2 2500 Lide and Frederikse (1995)
NO 1.9 $10−3 1400 Lide and Frederikse (1995)
N2 6.1 $10−4 1300 Kavanaugh and Trussel (1980)
NH3 6.1 $101 4200 Clegg and Brimblecombe (1989)
SO2 1.2 2900 Lide and Frederikse (1995)
HOCl 6.6 $102 5900 Huthwelker et al. (1995)
Cl2O 1.7 $101 1700 Lide and Frederikse (1995)
ClO2 1.0 3300 Lide and Frederikse (1995)
Cl 0.2 Lide and Frederikse (1995)
Cl2 9.5 $10−2 2100 Mozurkevich (1986)
ClNO3 ∞ Sander and Crutzen (1996)
NH2Cl 9.4 $101 4800 Holzwarth et al. (1984)
H2S 8.7 $10−2 2100 De Bryun et al. (1995)
Hg 9.3 $10−2 Brimblecombe (1996)

try in biological systems (enzymatic processes) but also occurring in abiotic envi-
ronmants (catalytic processes).

Let us now consider the oxygen chemistry stepwise from O2 to H2O2 via HO2

(Chapter 5.3.5.1) and then discuss O3 chemistry (Chapter 5.3.5.2); where OH will
play a central role as the “detergent” of water or, in other words, in the oxidation
of “contaminants” such as organics, sulfur and nitrogen species. The combination
of aqueous chemistry with air chemistry is described in Chapter 5.3.6.
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5.3.5.1 From dioxygen to peroxide (O2 chemistry)

The most important initial reaction is (5.81), which we can also write in the generic
form, where e− means any kind of electron donor. The reduction potential of the
donor must be smaller than −0.33 V in neutral solution or −0.125 V in acid solu-
tion (Fig. 5.13):

O2 + eK dd% O2
K (5.96)

The limiting step (in terms of reduction potentials; Fig. 5.13) is the electron transfer
to O2 from the photosensitizer. This means that an electron source adequate for
the reduction of O2 will produce all the other reduced forms of dioxygen (O2

−, HO2,
HOOH, HO2

−, OH) via reduction, hydrolysis (or proteolysis) and disproportiona-
tion steps (Fig. 5.14). Thus, the most direct means to activate O2 is the addition of
an electron (or hydrogen atom), which results in significant fluxes of several ROS.
The idea that an electron transfer occurs in oxygen was proposed by Evans and
Uri (1949) and was accepted by Leighton (1961) as a mechanism likely to be impor-
tant for particulate matter:

O2 (ads) dd%
eK

O2
K (ads)

The superoxide anion O2
− is the proteolytic dissociation product of the weak acid

HO2 and the perhydroxyl radical (pKa Z 4.9). O2
− is dominant in cloud and rainwa-

ter because of pH values normally around 4.5:

HO2 % H+ + O2
K (5.97)

O2 HO2 H2O2 H2O + OH           2 H2O
318.2                    417.0                 15.1             521.0-

0.695                                             1.763

1.229

O2 O2 HO2 OH + OH             2 OH
-0.33               0.20                -0251                       -1.985

-0.0649                                          0.867

0.401

O3 O2 + OH             O2 + OH O3 O2 + OH             O2 + H2O

O3 + H2O             HO2 + O2 2 O2

0.506                        1.985 1.33                         2.813

-0.892                         0.125

1.246 2.075

-0.383

Fig. 5.13 Standard reduction potentials among HxOy species in aqueous solution (see also
Table 4.7).
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H2O: H O H H O( ) H H

O2:

O3:

O O O O H O O H O O H O O H

HO4 H O O( ) H

H OOO O O

HO3

O O O

e

(-OH )
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e H+ e H+

(-O2)                       e
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e H+
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(-O2)
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(-OH )

Fig. 5.14 Water, oxygen and ozone redox chemistry, depending on pH.

The uptake of HO2 from air (Schwartz 1984) is an important source of O2
− besides

photocatalytic formation (5.82). It should be considered that almost all gas phase
reactions described in Chapter 5.3.2.1 also proceed in aqueous solutions, for exam-
ple the H2O2 photolysis to OH radicals (5.30a) as first described by Urey et al.
(1929); λ threshold < 379 nm. Another spontaneous radical formation in alkaline
solution was suggested (Schroeter 1963, Walling 1957):

O2C OHK % O2
K + OH (5.98)

Finally, the following interesting pathway of O2
− formation from photolysis of iron

oxalate complexes was described by Zuo and Hoigné (1992):

FeIII (C2O4) dddddd%
KFe

II

hν (λ ! 350 nm)
[C2O4] ddd%

K2 CO2

O2 O2
K (5.99)

If the solution contains formate (the anion of formic acid, one of the most abun-
dant organic acids in the air; Chapter 5.7.2) and is saturated with O2, which is likely
for cloud drops, and there is a source of OH radicals (which is also likely for cloud
drops under light influence), then the following process produces peroxide:

HC(O)OK + OH % C(O)OK + H2O (5.100)

C(O)OK + O2 % CO2 + O2
K (5.101)

Although superoxide ion is a powerful nucleophile in aprotic solvents, in water it
has less reactivity, presumably because of its strong hydration. Hence, within water,
superoxide anions are rapidly converted to dioxygen and peroxide:
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O2
K ddd%

(KOHK)

H2O
HO2 ddd%

(KO2)

O2
K

HO2
K ddd%

(KOHK)

H2O
H2O2 (5.102)

The reaction with water can be viewed as a polar-group-transfer reaction:

OO− + HOH % [OO$$$H$$ −OH] % OOH + −OH

This multistep process can be considered an overall equilibrium: k5.103 z 2.5 $ 108

atm (Sawyer 1991):

2 O2
K + 2 H2O % O2 (g) + H2O2 + 2 OHK (5.103)

Such a proton-driven disproportionation process means that O2
− can deprotonate

acids much weaker than water. The first step is that O2
− reacts with the proton

source to form HO2, which disproportionates via a second O2
−; k5.104 Z 1.0 $ 108

L mol−1 s−1:

O2
K + HO2 % O2 + HO2

K (5.104)

In competition with (5.104) is the deactivation (radical chain termination) of O2
K

by reaction (5.107); HO2
− is also produced from unprotonized HO2 via electron

transfer:

HO2 + Fe2C % HO2
K + Fe3C (5.105)

HO2
− is the anion of the extremely weak acid H2O2 (pKa z 11.4):

HO2
K + H+ % H2O2 (5.106)

O2
− undergoes competing reactions with ozone, where the ozonide anion (O3

−) is
produced (below):

O2
K + O3 % O2 + O3

K (5.107)

Furthermore, it reduces transition metal ions (ubiquitous in natural waters):

O2
K + Fe3C (Cu2C, Mn2C) % O2 + Fe2C (Cu+, Mn+) (5.108)

The HO2 radical undergoes a rapid homolytic disproportionation, but much slower
than the process with O2

− in reaction (5.101); k5.109 = 8.6 $ 105 L mol−1 s−1:

HO2 + HO2 % H2O2 + O2 (5.109)

The homogeneous disproportionation of HO2 seems to involve a “head-to-tail”
dimer intermediate that undergoes H-atom transfer (Sawyer 1991):

2 HOO % [HOO$$$HOO] % HOOH + O2
−

Before we go onto OH and O3 chemistry, we now turn to hydrogen peroxide H2O2

or HOOH, which is seen in (5.102) as the final product of oxygen reduction but
which is also considered an intermediate because of its reactivity in aqueous solu-
tion (in contrast to the gas phase). In Chapter 1.3.3 we cited Prout’s notable idea
on the existence of H2O2 in air (just after its discovery by Thénard in 1818) and the
“bleaching qualities of dew”. Dew, surface droplet water in intensive contact with
the surrounding air and the underlying surface, often provides plants with chromo-
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phoric substances and is an ideal medium for photocatalytic oxygen chemistry ac-
cording to the process:

2 O2 ddd%
(KW+)

W + hν
2 O2

K dd%
2 H

+

H2O2

First, Traube (1887) showed that water electrolysis in acid solution (never in alka-
line solution) always first produces H2O2 when oxygen is bubbling around the cath-
ode and then hydrogen. He explained it by a reaction between in statu nascendi
hydrogen (H) and molecular oxygen (reaction 5.91) and concluded the formula
HdO]OdH (2 H + O2) in contrast to HdOdOdH for H2O2. That could be
interpreted as the first (not yet clear) idea on the reaction H + O2 % HO2. Based
on our current knowledge, we can formulate the following reaction chain (in con-
trast to 5.102 this chain proceeds in acid solution):

H+ dd%
eK

H dd%
O2 HO2 dd%

eK

HO2
K dd%

H
+

H2O2

The proof that all the oxygen in H2O2 comes from molecular oxygen (O2) was
shown by Calvert et al. (1954) using O18 as a tracer. Weiss (1944) published the
first general radical theory, but the earliest clear idea on the participation of free
radicals (H and OH) in oxidation mechanisms in aqueous solution was given by
Risse (1929).

The formation of H2O2 and ROS via radiolysis and strong UV radiation (Chap-
ter 5.3.4) has been known for about 100 years. In 1967, Akira Fujishima discovered
the photocatalytic water decomposition (water photolysis by sunlight conditions)
in the process in the TiO2 surface, later called the Honda-Fujishima effect (Fuji-
shima 1972). However, the phenomena that finely divided ZnO and TiO2 are ca-
pable of acting as photosensitizers for a number of chemical reactions were known
long before. The formation of H2O2 was found in water under UV radiation (< 400
nm) containing suspended ZnO (Baur and Perret 1924, Baur and Neuweiler 1927).
Water also decomposes by zinc dust under the formation of H2O2 but only in
contact with air or free oxygen (Kernbaum 1910). It has been suggested that all
metals work in a similar process:

Zn + 2 H2O + O2 % Zn (OH)2 + H2O2

Merckens (1906) stated that H2O2 is produced according to the reduction potential
of metals (Mg, Al, Zn, Cd, Ni, Co, Pb: decreasing from left to right; Table 5.12).
Therefore, Baur (1918), combining the ideas of electrolysis with those of photolysis,
suggested the theory of photoinduced release of electrons:

M dd%
hν

M+ + eK (5.110)

It was observed that paints, containing binders and TiO2, show no durability under
the influence of weather and light (Wagner 1939). It was also known that bleaching
light-resistant color paints occurred because of adding TiO2 (Keidel 1929, Wagner
1939), and similar effects were seen when TiO2 was used as a delustering agent for
rayon (Keiner 1934). Keidel (1929) had already proposed a photochemical action
where TiO2 acts as a sensitizer. Goodeve (1937) suggested that the photosensitiza-
tion through TiO2 results in an exciton transport, consisting of a negatively charged
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Table 5.12 Electrochemical series of metals (standard electrode potential in V).

metal potential reduced species

Mg −2.372 Mg2+

Al −1.662 Al3+

Ti −1.63 Ti2+

Mn −1.185 Mn2+

Cr −0.913 Cr 2+

Zn −0.762 Zn2+

Fe −0.447 Fe2+

Cd −0.403 Cd2+

Co −0.280 Co2+

Ni −0.257 Ni2+

Pb −0.126 Pb2+

electron and a positively charged hole, bound. Schossberger (1942) found that rutile
shows no photosensitization but only anatase with disorders in the crystal lattice.
It seems that older literature was unknown to many researchers (who were unable
to read German) to refer that photocatalysis and the formation of ROS was discov-
ered decades before. It is likely that Schumb et al. (1955), the only monograph on
H2O2 in English10, cited the other two earlier monographs written in German
(Machu 1937, Kausch 1938) but did not cite one of the abovementioned papers
on H2O2 formation from “surface-water-sunlight” pathways. It is remarkable that
Leighton (1961) cited the early papers on ZnO and TiO2 photocatalysis. Kormann
et al. (1988) reported on H2O2 formation in aqueous suspensions containing oxides
(TiO2, ZnO, desert soil) under atmospheric conditions (without citing these older
papers).

Dunstan, Jowett and Goulding studied the rusting of iron and published (Dunstan
et al. 1905) the “hydrogen peroxide theory”. It was shown, however, that iron ex-
posed to water and oxygen, with the exclusion of carbon dioxide, underwent rust-
ing. They concluded that Whitney (1903) was correct in assuming that pure oxygen
and liquid water alone are essential to the corrosion of iron, the presence of an
acid being unnecessary. The detection of hydrogen peroxide during the corrosion
of many metals gave rise to the idea that it acted as an intermediary in corrosion
processes. First, Schönbein (1861) showed that H2O2 is formed during the slow
oxidation of metals in atmospheric air. Dunstan et al. (1905) wrote the reaction
according to

Fe + H2O % FeO + H2 and 2 FeO + H2O2 % Fe2O2 (OH)2 (rust).

10 These books are relatively rare. There are wartime photo-lithoprint reproductions by Edwards
Bros, Ann Arbor, Michigan, under the authority of the Alien Property Custodian (Kausch 1943
and Machu 1944) because H2O2 production was important for torpedo engines. Machu’s mono-
graph was edited later by Springer-Verlag, Berlin, 1951. All older literature is cited on oxygen
species in Gmelin (1966, 1969).
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In modern terms we write this sequence as:

Fe dd%
(KFeC)

H2O
eaq

K dd%
O2 O2

K

or (Me metal)

Me dd%
O2 [Me+dOdO−] dd%

(KOHK)

H2O
[Me+dOdOdH]

% [Me2+$$$−OdOdH] dd%
(KOHK)

H2O
Me2+ + H2O2

Autoxidation, defined as the slow oxidation process where dioxygen adds on some
bodies, can be written as:

B (s) + O2 % BdOdO (s) dd%
O2 BdO (s) + O3

and
BdOdO (s) + A % BdO (s) + AO

H2O2 formation in autoxidation processes was proposed by Traube (1882) despite
nothing being known on formation mechanisms. Years before, Schönbein (1866)
had detected the formation of H2O2 from essential oils and turpentine oil under
sunlight. Wieland and Franke (1929) studied the kinetics of H2O2 formation in
autoxidation processes. Because of the significance of biological processes, H2O2

formation was also found (in the late 1930s) under visible and UV light influence
in different aqueous suspensions containing plant parts (Gmelin 1966). Water con-
taining organic substances produces H2O2 under (visible) light influence (Blum and
Spealman 1933). Between 1876 and 1890, several authors believed they could prove
the existence of H2O2 in plants11. However, because of insufficient analytical meth-
ods, there were doubts about such claims (Machu 1937). After the turn of the 19th

century, Bach and Chodat (1902) and Gallagher (1923) found evidence for H2O2 in
living plants and Tanaka (1925) proved H2O2 was a primary product in respiration.

However, the role of superoxide anions in autoxidation processes only became
clear after the 1950s, interestingly because of studying bleaching processes. The
bleaching and germicidal properties of H2O2 had been found very early and opened
the door to many industrial, wastewater treatment and medical applications. How-
ever, unbalancing the oxidation potential could result in oxidative stress (Sies 1986).
Thus, Möller (1989) proposed that increasing atmospheric H2O2 was responsible
for the declining forests in Europe, which was first recognized in the second half of
the 1970s. Even the redox behavior of H2O2 produces during the photosynthesis in
the formation of oxygen from water proved to be an important intermediate (Halli-
well and Gutteridge 1984). In cells, it is both a source of oxidative stress and a
second messenger in signal transduction (Georgiou and Masip 2003).

The “aquatic surface chemistry” (Stumm 1987) mechanism, now often termed as
interfacial and photocatalytic, was not understood before the beginning of the
1960s (Gmelin 1966). Since then the reduction and oxidation of H2O2 has been
well described in the sense of electron transfers depending on the reduction poten-

11 Schönbein (1864) was the first person to detect H2O2 in the human body.
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tial and pH of the aqueous solution (electron donators and/or acceptors), i. e. com-
bining equations (5.81) and (5.103):

W ddd%
(KW+)

W (+O2)
O2

K &)*
H+

HO2 dd%
(KO2)

O2
K

HO2
K dd%

H+

H2O2. (5.111)

As seen in Fig. 5.13, such high positive potentials places H2O2 in the group of the
most powerful oxidizing agents known. The H2O2 / H2O couple has such a high
potential that in many instances the reduced species of the oxidizing agent is oxi-
dized back to its original state. The result of this behavior is the decomposition of
peroxide according to 2 H2O2 % O2 + 2 H2O.

Oxidative damage (stress) in vivo is often ascribed to the Fenton reaction. In
1876, Henry Fenton described a colored product obtained by mixing tartaric acid
with hydrogen peroxide and a low concentration of a ferrous salt (Fenton 1876)
and found that iron acts catalytically (Fenton 1894). Haber and Weiss (1932, 1934)
proposed12 the involvement of free hydroxyl radicals in the iron(II)/hydrogen perox-
ide system (called Fenton chemistry):

H2O2 + Fe2+ % OH + OH− + Fe3+ (5.112)

which was then followed by (5.113); k5.113 Z 4.5 $ 107 L mol−1 s−1 (Hughes and
Lobb 1976):

H2O2 + OH % H2O + O2
− + H+ or OH + H2O2 % H2O + HO2 (5.113)

Reaction (5.112) also proceeds with hydrated electrons; k5.114 Z 1.36 $ 1010 L mol−1

s−1 (Hughes and Lobb 1976):

H2O2 + eaq
K% OH + OH− (5.114)

Solutions, containing H2O2 and Fe2+ (ferrous ion) are called Fenton reagents and
are used for the oxidation of organic compounds as well as oxidizing contaminants
of wastewaters. Fenton-like chemistry goes on with other TMI such as Cu and Mn:

H2O2 + Cu+ (Mn+) % OH + OH− + Cu2+ (Mn2+) (5.115)

The high importance of this pathway lies in OH generation. When H2O2 acts as a
reducing species, the elemental step can be regarded as electron transfer into H2O2,
whereas H2O2

− decays in a non-reversible manner in acid medium (it is assumed to
be in equilibrium H2O2

K % OH + OHK) with OH generation:

H2O2 dd%
eK

H2O2
K dd%

H+

OH C H2O (5.116)

In polluted air, the main fate of aqueous H2O2 is the fast oxidation of dissolved
SO2 (Chapter 5.5.2.2), which limits the lifetime of both species. In biological sys-
tems, besides inorganic Fenton chemistry, three oxygenic base processes occur (Ha-
ber and Willstätter 1931):

O2 + eaq
K % O2

− enzymatic reduction
2 O2

− + 2 H+ % O2 + H2O2 dismutase
2 H2O2 % 2 H2O + O2 catalase

12 They did not mention Fenton (Koppenol 2001).
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Hydrogen peroxide (which is between the oxygen state −2 and 0) can also act as a
reducing agent and thereby turn oxidized metals (reaction 5.117) back to lower
oxidation states; however, at a slow rate, k5.117 (Fe3+) Z 6.0 $ 102 L mol−1 s−1

(Graedel et al. 1986) and k5.117 (Mn2+) Z 7.3 $ 104 L mol−1 s−1 (Davies et al. 1968):

H2O2 + Fe3+ (Cu2+, Mn2+) % HO2 + H+ + Fe2+ (Cu+, Mn+) (5.117)

John Baxendale and coworkers (Barb et al. 1949) suggested that superoxide reduces
(5.108) the iron(III) formed on reaction (5.105) to explain the catalytic of the metal.

5.3.5.2 From ozone to hydroxyl (O3 and O1 chemistry)

Ozone is unstable in water. The major product formed from ozone decomposition
in aqueous solution is the OH radical. Hence, the ozonation of drinking water has
been widely used after the recognition of the germicidal properties of ozone, first
shown by Eugen Gorup-Besanez (1859) and later applied to treat organically pol-
luted water by Fritz Emich in 188513. Only after the manufacture of ozone genera-
tors was the first water treatment plant established 1892 in Martinikenfelde14 near
Berlin by the firm Siemens and Halske. Many studies have since been carried out
at this plant, supported by the German government, to investigate the efficiency of
ozonization as a basis for developing larger water treatment plants (Fonrobert
1916). However, before the 1980s nothing was known about detailed chemical
mechanisms (below).

In the gas phase, evidence of OH radicals was spectroscopically shown (despite
the characteristic bands seen in the 1880s) in 1924 (Watson 1924). In the aqueous
phase, its existence was first proposed by Haber and Willstädter (1931) but defini-
tively detected only in 1965 (Thomas 1965). From the kinetic measurements of
H2O2 decomposition, Haber and Willstädter (1931) concluded that:

H2O2 + OH % H2O + H+ + O2
K (5.113)

O2
K + H+ + H2O2 % O2 + OH + H2O

or (5.118)
O2

K + H2O2 % O2 + OH + OH−

Haber and Weiss (1932, 1934) added two more reactions, reaction (5.112) as the
first, (5.113) and (5.118) as numbers 2 and 3 and as number 4 the following (5.119):

Fe2+ + OH + H+ % Fe3+ + H2O or Fe2+ + OH % Fe3+ + OH− (5.119)

These four reactions were terms the Haber-Weiss cycle despite two reactions being
proposed by Haber and Willstädter (1931). Indeed, the only paper by Haber and
Weiss (1934) was written in English and the other papers, published in German by
Haber et al., were almost ignored (Koppenol 2001). Moreover, the third reaction
in this cycle (5.118) was considered inefficient (George 1947, Barb et al. 1949), and

13 Monatshefte der Chemie 6, 89 (cited after Fonrobert 1916).
14 This former village is now an urban region at the northwestern edge of downtown Berlin.
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Weiss and Humphrey (1949) proposed to replace (5.118) by (5.108) to maintain the
cycling between ferrous and ferric ions:

O2
K + Fe3+ % O2 + Fe2+ (5.108)

OH radicals are less scavenged than HO2 (which is an important fact when consid-
ering the gas phase ozone formation cycle; Chapter 5.3.6). Note that the OH yield
in reaction (5.116) is stoichiometric to H2O2 and thereby provides OH concentra-
tions that are orders of magnitudes larger than by the phase transfer of gaseous
OH. The OH radical has a standard reduction potential of +2.8 V in acidic solution
and is therefore a strong oxidant. A main sink in aqueous solution is similar to the
gas phase reaction (5.41) and the abstraction of the H atom from dissolved organic
compounds (DOC):

OH + RH dd%
(KH2O)

R dd%
O2 HO2 + products (5.120)

However, recycling between OH and HO2 has not always given (5.100) and (5.101).
OH also reacts with many inorganic ions (such as ferric ions in reaction 5.119) as
an electron acceptor:

OH + An+ % OH− + A(n+1)+ (5.121)

Another pathway is the addition with anions to radical ions (not to be confused
with hypochloric acid; HOCl), which decompose into hydroxyl ions and new radi-
cals:

OH + Cl− (Br−) % HOCl− (HOBr−) % OH− + Cl (Br) (5.122)

Reaction (5.119) with metal ions is slower (% 108 L mol−1 s−1) because of the
replacement of the H2O ligand:

OH + Men+ (H2O)x ddd%
(KH2O)

Men+ (H2O)xK1OH dd%
H2O

Me(n+1)+ (H2O)x+ OHK

In strong alkaline solution, the OH radical dissociates (it is a weak acid with pKa Z
11.9): k5.123 Z 1.2 $ 1010 L mol−1 s−1 and k−5.123 Z 9.3 $ 107 L mol−1 s−1:

OH + OH− % O− + H2O or OH % O− + H+ (5.123)

The standard electrode potential of OH in alkaline solution is smaller than in acidic
solution with 1.4 V. The O− radical reacts quickly with organic compounds under
H abstraction:

O− + RH % OH− + R (5.124)

However, O− and OH are interconvertible:

O− + H+ % OH (5.125)

As in the gas phase, in solution OH the H atom is also abstracted from organics:

OH + RH % H2O + R (5.126)

The dominant pathway in alkaline solution containing oxygen (k5.127 Z 2.6 $ 109

L mol−1 s−1) is:
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O− + O2 % O3
− (5.127)

and the reaction with water is k5.128 Z 108 s−1 (Elliot and McCracken 1989). The
likely intermediate H2O2

− in reaction (5.128) has already been met in reaction
(5.116):

O− + H2O % OH + OH (5.128)

O− is produced from the reaction between eaq
K and N2O in aqueous solution (which

is the most important scavenger for hydrated electrons): k5.129 Z 2.6 $ 109 L
mol−1 s−1:

eaq
K+ N2O % O− + N2 (5.129)

The fate of O− (if it is ever produced in natural waters corresponding to OH) is
transformation into the ozonide anion under oxide conditions (5.127), which is an
important intermediate in alkaline solution with a lifetime of about 10−3 s. Ozonide
anion (not to be mixed up with the olefin-ozone adduct, Chapter 5.7.4) is easily
produced through electron transfer onto dissolved ozone; the electron affinity of
O3 is several times (2.1 eV) that of O2 (0.44 eV; Pichat et al. 2000, Addamo et
al. 2005).

Before we summarize current knowledge about ozone decay in natural water, let
us turn for a moment to early observations. It has long been known that ozone
decays in alkaline solution. Schönbein (1844) found that ozone is removed from air
after bubbling through alkaline solutions. This was proven quantitatively by Soret
(1864) but Cossa (1867) found that O3 will not be destroyed in pure KOH solution
free of any organic substance. However, a mechanism was not known (only the
formation of O2) before Weiss (1935) first proposed the following three reactions,
based on the observation that ozone decay is effective only in alkaline solution:

O3 + OH− % O2
− + HO2 (5.130)

O3 + HO2 % 2 O2 + OH (5.131)

O3 + OH % O2 + HO2 (5.132)

With the exception of reaction (5.132), we have discussed as an important gas phase
process (5.23) − and nowadays not regarded as an important aqueous phase reac-
tion − the equations (5.130) and (5.131) do not represent elementary steps. Hoigné
and Bader (1976) re-evaluated the importance of OH in the water ozonation proc-
ess. Bahnemann and Hart (1982) and Staehelin and Hoigné (1982) estimated the
reaction rate of (5.132) to be between 1 $ 108 and 3 $ 109 L mol−1 s−1; k5.133 Z
3.6 $ 1010 L mol−1 s−1 (Bahnemann and Hart 1982):

O3 + eaq
K % O3

K (5.133)

Staehelin and Hoigné (1982), Sehested et al. (1984) and Staehelin et al. (1984)
added several reactions to the Weiss mechanism:

O3 + OH− % O2 + HO2
− k5.134 Z 70 L mol−1 s−1 (5.134)

O3 + HO2
− % O2 + OH + O2

− k5.135 Z 2.8 $ 106 L mol−1 s−1 (5.135)



502 5 Substances and chemical reactions in the climate system

O3 + O2
− % O3

− + O2 k5.136 Z 1.6 $ 109 L mol−1 s−1 (5.136)

It is clear that only reaction (5.136) is fast enough for further consideration; the
spontaneous alkaline ozone decay (non-radical and non-photochemical) according
to (5.130) and (5.134) is too slow to obtain any atmospheric importance. The for-
mation of H2O2 in ozone decay has been controversial discussed since Schönbein,
where H2O4 (H2O $ O3), the hypothetically ozone acid, was first proposed by
Gräfenberg (1902, 1903): HdOdOdOdOdH (also called hydrogen superoxide
according to Ardon 1965) being a so-called spontaneous decay reaction:

O3 dd%
OH

K

HO4
K( !d%

H+

H2O4) dd%
(KO2)

HO2
K dd%

H+

H2O2 (5.137)

In summarizing all the proposed reactions of O3 decay in solution, the intermediate
O3

− formation either via (5.133) or (5.136) where the fate of O3
− is quickly decayed

according to (Sehested et al. 1984): k5.138 Z 5 $ 1010 L mol−1 s−1 and k−5.138 Z
3.3 $ 102 s−1: k5.139 Z 1.4 $ 105 s−1:

O3
− + H+ % HO3 (5.138)

HO3 % OH + O2 (5.139)

The overall process is given by:

O3 + eaq
K dd% O3

K dd%
H+

[HO3] dd%
(KO2)

OH (5.140)

The intermediates HO3 and H2O4 (H2O3, produced from OH + HO2, has also been
suggested) have never been identified; nevertheless, the formation of H2O2 from O3

in alkaline medium has been proved to affect the direct formation of OH radicals.
Thus, in the presence of O3 and electron donors it can produce the first OH radicals
with much higher yields than in reaction O2 + e− (5.96) as shown by Pichat et al.
(2000) and Zhang et al. (2003) and finally H2O2 in subsequent steps, likely via
degradation of DOC15:

OH dd%
RH

HO2 dd%
eK

HO2
K dd%

H+

H2O2 (5.141)

Thus, Cossa’s remarkable early observations support the essential role of water-
dissolved organics (DOC or NOM) in reaction (5.120). It seems very likely that
reaction (5.133) apart from (5.111) takes place on all wetted surfaces. For example,
dew provides a medium where all needed reactants are available. Hence, organic
matter plays a crucial role as an electron donor as well as a converter of OH
into HO2. Recently, humic-like substances (HULIS, also called macromolecular
compounds) have been found in atmospheric aerosols (Havers et al. 1998) and
cloud water (Feng and Möller 2004), which were likely to have been produced
in atmospheric chemical processes from primary aromatic compounds and have
chromophoric properties. Fig. 5.15 summarizes the most important aqueous phase
oxygen reactions. Similar to the gas phase, OH plays a central role as a key oxidant
for many dissolved inorganic and organic species. Peroxides (H2O2 and HO2 / O2

−)

15 It is self-evident that this reaction provides efficient water treatment and cleaning.
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Fig. 5.15 Simplified main aqueous oxygen chemistry; W photosensitizer, X oxidizible species
RH, N(III), S(IV), Cl−.

play the role of OH generation and cycling. Organic photosensitizers in the pres-
ence of sunlight produce hydrated electrons or directly O2

− − the key role of natural
water, mainly at the interface to air, is the formation of ROS, thereby providing
oxidation processes, including corrosion and autoxidation.

5.3.6 Multiphase oxygen chemistry

In the previous chapters, we considered either homogeneous gas phase or aqueous
phase chemistry. However, the condensed aqueous phase exists only in interaction
with the gas phase. As just mentioned, at the interface reactants meet from the
aqueous and gaseous sites and build up high concentrations to provide favorable
conditions for chemical reactions; in recent years this has brought the term “inter-
facial chemistry” into fashion.

Concerning the earth’s surface water, it is relatively simple with respect to the
plane interface and fluxes in both directions as emission and deposition. In a cloud,
however, up to a few hundred droplets are within one cubic centimeter. Thus, in a
cloud, the specific surface-to-volume ratio is in the order of 0.3 m2 m−3 but the
aqueous volume-to-gas volume ratio (LWC) amounts to only 10−6 m3 m−3. The
volume between the droplets is termed the interstitial air. In Chapter 4.3.7, we
discussed that despite the low aqueous solution volume, the chemical turnover can
be significant because of much faster reactions in solution and the fact that highly
soluble gases are almost completely transferred into the droplet phase. Depending
on the present chemicals, each phase provides different budget terms (source sinks).
The chemistry within the aqueous phase depends on the concentrations of the
reactants before droplet formation and its solubility. Because of different gas solu-
bilities, the ratios among gas phase species changes and thereby so does the signifi-
cance between different competing pathways. One of the most important feedbacks
of clouds onto the net ozone formation is the decoupling between OHdHO2 and
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Fig. 5.16 Chemical relationships between Ox and OxHy species.

NOdNO2 (Fig. 5.7). HO2 is far more scavenged than the other species, which
results in OH depletion (not recycling) and reduced NO to NO2 transformation
because of O3, which could result in a net ozone depletion in clouds. From the
aqueous phase of O3 chemistry, we have learned that in-droplet O3 formation is
unlikely and, once air is in contact with water, O3 is scavenged and decomposed.
HO2 and OH radicals are also scavenged and consumed as well as produced in
many aqueous phase reactions. Whether the aqueous phase is a net sink or source
of ROS depends on the presence of consuming species (organics, sulfur, nitrogen
and halogen compounds). The general relationships among stabile oxygen species
(O2, O3, H2O2 and H2O) are not different between the gas and aqueous phase
(Fig. 5.16). The short-life radicals (HO2 / O2

−, OH) are the key oxidants, generated
from and turned back into the “stable” oxygen species.

5.3.6.1 Historical remarks

Junge and Ryan (1958) first pointed out the importance of the atmospheric aqueous
phase for SO2 oxidation. Although acid rain (Smith 1852), the bleaching properties
of dew (Prout 1834) and hydrogen peroxide in rain (Meissner 1863) were known as
phenomena many years ago, atmospheric aqueous phase chemistry has long been
ignored compared with gas phase chemistry. Only the large air pollution relevance
of sulfur dioxide in winter smog episodes stimulated relevant research in the 1950s
(Chapter 5.5.2.2). However, recognizing the complex oxygen chemistry in solution
(which has been known for more than 60 years) in its atmospheric relevance did
not happen before around 1990.

It is remarkable that the existence of H2O2 in air (as a gas as well as dissolved
in hydrometeors) was definitely established before 1880 but the existence of O3

was still being discussed around then. Definite proof of the existence of O3 in the
atmosphere was not provided until the first spectrometric measurements at the end
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of the 19th century (Möller 2004). Georg Meissner provided the first evidence of
H2O2 in rain during a thunderstorm16 in 1862 (Meissner 1863). Schönbein (1869)
confirmed this observation and Heinrich Struve detected it in snow soon after
(Struve 1869). Struve even proposed in 1870 that H2O2 is produced during all
burning processes in air (Struve 1871). The German chemist Emil Schöne, however,
was the first scientist to study atmospheric H2O2 in detail in rain, snow and air
near Moscow (Petrowsko-Rasumowskaja, an agricultural research station) in the
1870s (Schöne 1874, 1878, 1893, 1894). Schöne noted the following remarkable
observations:

− in showers the H2O2 concentration was higher than in drizzle;
− in rain from southern air masses H2O2 was higher than in rain from polar air

masses;
− the H2O2 concentration decreases strongly from July until November; and
− in snow less H2O2 is found than in rain during the same season.

Schöne also used an artificial dew and frost sampler made from glassware and did
not find H2O2, which had to be co-deposited from the gas phase. In this way, he
detected a diurnal variation and found H2O2 to be largest at noon. Under compara-
ble conditions, he also found that the amount of deposited H2O2 is largest when
the temperature is highest, there is more sunshine and less relative humidity. During
rain, he found no H2O2 in his “sampler” and concluded correctly that “rain washes
out all H2O2 which is vaporous in air”. He further concluded “… dass bei der
Entstehung des atmosphärischen Wasserstoffhyperoxyds das Sonnenlicht eine hervor-
ragende Rolle spielt” (that sunlight plays a singular role in the formation of atmos-
pheric hydrogen peroxide; Schöne 1874, p. 1708). Kern (1878) later confirmed these
results. Schöne was the first to state that H2O2 is a permanent natural constituent
of our atmosphere. Thiele (1907), Tian (1910), Chlopin (1911) and Kernbaum
(1911) proved that the existence of H2O2 in air is because of the influence of solar
radiation (onto water). These authors’ experiments show that the ordinary moist
air of a room, after subjection for a few minutes to the action of UV light, shows
the presence of ozone, hydrogen peroxide and nitrogen trioxide. Hence, the forma-
tion of H2O2 during electric discharges in the air and water vapor was established
at the beginning of the 20th century, which explains its excess occurrence in rain
from thunderstorms.

At that time, nothing was known about the atmospheric formation reactions of
O3 and H2O2 and which chemical mechanisms existed between both species in the
gas and aqueous phases. The formation of ozone, hydrogen peroxide and nitric acid
in air had been attributed generally to “variations in the electrical condition of the
atmosphere” (Fox 1873). The period 1850−1880 of uncounted ozone measurements
using the Schönbein paper has often been criticized, and it is likely that apart from
ozone, nitrous acid17 and hydrogen peroxide were also responsible for the blue

16 Zuo and Deng (1999) are believed to be the first authors to establish that lightning can induce
H2O2 production (discovered during a Florida thunderstorm).
17 Before 1850, this acid was wrongly attributed to be NO2 or N2O4; note that sulfurous acid was
SO2 and no difference with the acid anhydride was made (e. g. SO2 + H2O).
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coloring of the paper18. The objection to Schönbein’s ozonometer (potassium iodide
on starch paper) and to Houzeau’s ozonometer (potassium iodide on red litmus
paper) lies in the fact that their materials were hygroscopic and their indications
varied widely with air moisture (for instance, the intensive “ozone reaction” near
places with intensive water evaporation (e. g. waterfalls) were wrongly interpreted
as an ozone source). Later, Schöne provided the results of an extended series of
experiments on the use of thallium paper for estimating the oxidizing material in
the atmosphere, whether hydrogen peroxide alone or mixed with ozone or even
other constituents hitherto unknown. His findings indicated an oxidizing species,
but with our present knowledge it is possible to conclude that the “ozone reaction”
was because of hydrogen peroxide in the air. Whereas no definite reagents were
available for ozone detection, H2O2 was clearly detectable in solution (e. g. rainwa-
ter) in the presence of ozone and nitrous acid (Schöne 1893).

Gottfried Wilhelm Osann found in 1853 that each snowflake falling on a paper
coated with potassium iodide is followed by a “Schönbein reaction”. Which sub-
stance other than H2O2 could it be? Thus, many so-called ozone observations can
be attributed to H2O2. Boehm (1858) observed in Prague that the majority of thun-
derstorms are accompanied by a simultaneous increase in the depth of the color in
tests19. Remarkably, it was also observed that thunderstorms without or with little
rain did not show an “ozone reaction” (Schiefferdecker 1855). From today’s knowl-
edge, these findings indicate aqueous phase production pathways; the conclusion
that thunderstorms do not produce O3 but only NOy has not yet been drawn.
Augustin Reslhuber stated that “with thunderstorms, the amount of ozone [we should
turn into hydrogen peroxide] is dependent upon the amount and kind of the aqueous
precipitations which accompany them” (Reslhuber 1856). Finally, it is cited by Au-
guste Houzeau (after Fox 1872, p. 72) that “… that ozone is more frequently present
in the air during days of rain than during days of fine weather”. Moreover, Robert
Scoutetten found that rain and fog determine different affects, according to their
conditions of production of “ozone reactions”: “If rain follows a storm, and returns
after a temporary reappearance of blue sky, the test-paper exhibits deep tints. If, on
the contrary, the rain is fine and continuous, and the temperature is slightly elevated,
there is little Ozone” (Scoutetten 1856). However, we can deduce from the humidity
dependence of ozonometers that the “ozone reaction” is a result of the interfacial
chemistry of O3 and H2O2 onto wetted surfaces.

5.3.6.2 Hydrogen peroxide

Heikes et al. (1982) first suggested the idea of atmospheric aqueous phase H2O2

formation in cloud droplets. The in-droplet chemical formation of H2O2 occurs
much faster than in the gas phase. However, one must consider the liquid volume
fraction (LWC) ratio as well as the occurrence of clouds to assess the share of in-

18 Owing to its high sensitivity to humidity it is likely that heterogeneous surface reactions (e. g.
O3 + H2O) forming oxidants also produced the color.
19 Fox (1873, pp. 70−72) cited many other observers concerning increased “ozone” in connection
with rain, fog and snow.
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droplet production in the total atmospheric budget. Liquid phase H2O2 is also
formed from gas phase scavenging of H2O2 and HO2 (Schwartz 1984) as well as
via chemical reactions within the liquid phase, all based on the general reactions
(5.96) and (5.102) where electron donators are given by different species, e. g. O2

−

itself (McElroy 1986) and transition metal ions (Gunz and Hoffmann 1990). Re-
lated to the volume of air, however, the aqueous phase production concerning this
radical mechanism is small (about 10−7 ppb s−1; Möller and Mauersberger 1990b,
1992) compared with the gas phase production rate of about 10−5 ppb s−1 (Martin
et al. 1997). All these findings emphasize the central role of H2O2 in radical chains
during biochemical, combustion and air chemical processes. The fundamental role
in H2O2 environmental chemistry lies in the simple redox behavior among water
and oxygen depending on the available electron donators or acceptors:

H2O !ddd
reduced

H2O2 ddd%
oxidized

O2 (5.142)

Reaction (5.142) is valid for the aqueous and gaseous phases in all environmental
media. The oxo and peroxo radicals provide the intermediates. In Chapter 2.8.2.8,
we summarized the characteristic behavior of atmospheric H2O2 resulting from its
multiphase chemistry.

Under atmospheric conditions, the self-reaction of the HO2 radical according to
Eq. (5.24) is the most important gas phase formation of H2O2 (reviews: Gunz and
Hoffmann 1990, Lee et al. 2000, Vione et al. 2003). H2O2 is rather stable (Finlay-
son-Pitts and Pitts 1986) in the gas phase, i. e. it does not undergo fast photochemi-
cal and gas phase reactions. The only important sinks in the boundary layer are
dry deposition and scavenging by clouds (with subsequent aqueous phase chemis-
try) and precipitation (wet deposition).

Thus, the transport of H2O2 over long distances is possible during essentially
cloud-free conditions. As mentioned, H2O2 will be completely and quickly con-
sumed under SO2-rich conditions. Hence, in the presence of clouds and rain only
under SO2-poor conditions (above) is the net formation of H2O2 likely to occur in
the aqueous phase. By contrast, the HO2 radical (and in the aqueous phase, O2

−

too) can undergo many competitive reactions that limit H2O2 formation. Under
NO-rich conditions, HO2 will be retransformed into OH (NO2 + HO2 % NO2 +
OH) with decreasing H2O2 yield. However, under NO-poor conditions (/1 ppb),
reaction HO2 + O3 % OH + 2 O2 occurs and results in a diurnal inverse correlation
(Ayers et al. 1996) between the short-term concentrations of O3 and H2O2. How-
ever, under NO-poor conditions, hydrocarbon oxidation by OH leads to the forma-
tion of organic peroxides by HO2 consumption. Thus, only under “medium NO”
does gas phase H2O2 production reach its optimum. Gilge et al. (2000) have shown
that under NO limited ozone formation conditions, i. e. in each time step more
HO2 is produced than transformed by NO into NO2 and OH, H2O2 concentration
increases. It is important to note that with increasing tropospheric ozone the con-
centration of hydrogen peroxide can − but not must − increase.

Another pathway in the formation of HO2 and probably direct H2O2 is via the
ozonolysis of alkenes, which has been investigated for many years. However, several
open questions remain about the initial and product relationship. It is well known
that the excited Criegee radical can produce OH and HO2 radicals (Neeb et al.
1998). The stabilized Criegee radical can react with water vapor to form α-hydroxy-
alkyl peroxides (RR′C(OH)OOH); Gäb et al. 1985, Becker et al. 1993). Recently, it



508 5 Substances and chemical reactions in the climate system

O3HO HO2

NO2 NO

hν

HO2/O2 O3HO productsproducts

gas phase

aqueous phase

H2O2

Fig. 5.17 Scheme of H2O2 multiphase chemistry.

was found20 that substituted Criegee radicals could directly produce H2O2, i. e.
without the HO2 intermediate. The yield strongly depends on the alkene species
and the water vapor pressure (Sauer et al. 1999). This way is independent of radia-
tion and can be important under all situations when competition with the OH
attack on alkenes is small, e. g. under cloudy conditions, during night-time and in
winter. It can also be important in urban areas where high alkene emission occurs.
Weinstein-Lloyd et al. (1998) believed that the increase of peroxides during photo-
chemical periods in the USA is because of the ozonolysis of biogenic and man-
made alkenes.

The most important H2O2 sink is usually the atmospheric aqueous phase, via
wet deposition and first through the oxidation of dissolved SO2 (Chapter 5.5.2.2).
Modeling studies have shown that at low atmospheric SO2 concentrations (around
1 ppb) the droplet phase acts as a net source of H2O2 (Möller and Mauersberger
1992), even without taking into account the photocatalytic formation according to
(5.102). As discussed in Chapter 2.8.2.8 regarding the H2O2 increase in Greenland’s
ice cores, atmospheric SO2 definitively controls the source-sink relationship of the
aqueous phase. Möller (2009) has shown for the first time by longer simultaneous
H2O2 monitoring in rain and air that in summer the net formation of H2O2 occurs
via the aqueous phase. Fig. 5.17 shows the coupled air-aqueous oxygen chemistry
with a focus on H2O2. Whereas H2O2 in the gas phase is more like an oxidant
reservoir (the slow photolysis only plays a role in the upper troposphere), it is
included in intensive cycling between OH, HO2 and H2O2 in the aqueous phase.
Thus, depending on the pH the aqueous phase provides a variety of ROS, partly
scavenged from the gas phase and also produced in solution where oxygen photoca-
talysis in the presence of photosensitizers occurs in a unique way for oxidation
processes. As for the gas phase, sunlight is essential but in the absence of light
transition, metal ions carry out the electron transfer processes. It is likely that the

20 The formation of H2O2 when boiling organic ozonides was described by Harries (1916).
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morning wetted earth’s surface (dew formation) provides an interface for photo-
chemical reactive oxygen production.

Summarizing the atmospheric H2O2 sources, we can separate between the follow-
ing processes:

a) direct emission (e. g. biomass burning);
b) photochemical-initiated formation via the HO2 radical as a product of the pho-

tolysis of O3 and aldehydes; HO2 can either recombine to H2O2 in the gas phase
or react after scavenging in the liquid phase;

c) thermal direct formation in the gas phase via the ozonolysis of alkenes;
d) decay of O3 in the (alkaline) aqueous solution; and
e) photosensitized formation (“photocatalysis”) via electron transfer onto O2 in

the aqueous phase.

In addition to direct emission in combustion processes, most secondary formation
pathways in the gas and aqueous phases depends on ozone. By contrast, there is
only one way that is light independent (ozonolysis) and another way that is inde-
pendent of oxidant precursors (aqueous phase electron transfer onto oxygen; Eqs.
5.96 and 5.102).

5.3.6.3 Ozone

The net rate of ozone formation is given by three terms: the chemical production
P (O3) in the gas phase, the sink term S (O3) by chemical conversion and deposition
and the net transport term T (O3), given by influx and outflow:

(d [O3]

dt )Z P (O3) − S (O3) + T (O3) (5.143)

The chemical production term is given by the OHdHO2 conversion reaction shown
in Fig. 5.7 of the whole ozone formation cycle as the rate-determining step:

P (O3) Z (k5.34 [CO] + k5.41 [CH4] + ∑
i

ki [NMVOC])[OH] (5.144)

Considering mean concentrations, it follows that O3 formation rates of 0.2−2 ppb
d−1 concerns CO and about 0.5 ppb d−1 concerns CH4, respectively. This is close
to the global mean net ozone formation rates found by modeling 1−5 ppb d−1

(Wang et al. 1998), suggesting that long-life carbon monoxide and methane are
responsible for the global background ozone concentration. However, local and
regional O3 net production rates of about 15 ppb d−1 are observed under cloud-
free conditions in summer (Möller 2004, Beck and Grennfelt 1994). The in situ
formation rate can quickly reach up to 100 ppb h−1 (Volz-Thomas et al. 1997). It
is often neglected that the transport term in Eq. (5.143) can be dominant in the
morning after the breakdown of the inversion layer and vertical O3 mixing, and in
the case of changing air masses vertical fluctuations can “produce” O3 changes up
to 10 ppb in minutes. During night, dry deposition might reduce near-surface ozone
to zero. As discussed in Chapter 5.3.2.2, ozone production abruptly stops when NO
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becomes very small and the “catalytic” O3 destruction cycle (reactions 5.22 and
5.23) works.

The ozone loss in clouds was almost disregarded before the 1990s. Ozone is less
soluble in water compared with H2O2. The discussed aqueous phase production of
O3 goes through nitrate ion photolysis (5.197). The aqueous phase is an effective
sink for O3 through reaction (5.107) and S(IV) oxidation (5.301−5.303). As seen in
Fig. 5.18, the gas phase ozone formation cycle is disturbed mainly because of HO2

scavenging. Only at the beginning of the 1990s, modelers (Lelieveld and Crutzen
1991, Möller and Mauersberger 1992, Liu et al. 1997) showed that clouds can
effectively reduce gas phase ozone. Acker et al. (1995) showed by cloud chemistry
monitoring that − depending on the transport characteristics − the interstitial air
of clouds can have “ozone holes”. The main pathway of ozone decomposition in
solution goes via OH formation, which turns either to H2O2 (we discussed net
H2O2 formation in the previous chapter) or oxidizes organic substances when they
are present. This is similar to the discussed “catalytic ozone destruction” in the
remote atmosphere. Nevertheless, in the polluted atmosphere, dissolved sulfur diox-
ide can react directly with O3 (5.5.2.2).

Another indirect but very efficient pathway of irreversible O3 consumption via
the aqueous phase goes with NOy species, which are highly soluble and will transfer
into dissolved nitrate (next chapter). Fig. 5.19 shows the destruction of O3 where
the cycling through OH dominates in alkaline solution (here adjusted because of
the low availability of SO2). In an SO2-polluted atmosphere, the solution becomes
acidic because of sulfurous acid formation and oxidation to sulfuric acid, but the
indirect O3 decay via OH plays no role. With decreasing atmospheric SO2, the
solution becomes less acidic and the rate of the O3dS(IV) reaction decreases.
Fig. 5.19 shows modeling results illustrating this relationship. It can clearly be seen
that in the remote air, by reaction (5.107) droplets consume more O3 than the
polluted atmosphere through S(IV) oxidation.

Other modeling groups (Johnson and Isakson 1993, Matthijsen et al. 1997, Liang
and Jacobs 1997) have confirmed that clouds can decompose O3 up to 100 %,
depending on pH, LWC and the extension of the cloud system (in other words, the
air volume the cloud occupies). Mauldin et al. (1997) carried out direct measure-
ments in clouds and found that the OH concentration above the cloud is 3−5 times
higher (8 … 5) $ 106 cm−3 than under cloud-free conditions within the same alti-
tude. Simultaneously, they found O3 concentration in clouds is about 25 % smaller
than above the clouds (30 ppb). Based on long-term monitoring at Mt. Brocken
(Harz, Germany), we generally found smaller O3 concentrations under cloudy con-
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Fig. 5.19 Modeled ozone flux (in 10−9 mol L−1 s−1) into the aqueous phase of a monodis-
perse stratiform cloud (droplet radius 5 µm, LWC 0.3 $ 10−6), 30 ppb O3 for different gaseous
SO2 concentrations, using a complex cloud chemistry model (Möller and Mauersberger
1995).

Table 5.13 Statistical parameters for mean ozone concentrations in summer (mid April
until mid October) and winter (mid October until mid April) and for cloud-free and cloudy
condition (“station-in-cloud”) at Mt. Brocken 1992−1997 (Harz Mt., Germany) 1142 m a.s.l.,
51.80° N and 10.67° E, based on monthly means (in ppb).

winter summer year

all events (ppb) 26.3 ± 4 44.0 ± 3 34.2 ± 3
cloud-free (ppb) 31.1 ± 5 47.1 ± 2 37.4 ± 4
station-in-cloud (ppb) 21.1 ± 4 33.5 ± 3 26.8 ± 4
LWC (in mg m−3) 272 ± 22 272 ± 27 263 ± 63
station-in-cloud (%) 59 ± 16 28 ± 10 45 ± 2
difference cloudy − cloud-free (ppb) 10.0 13.6 10.6
ratio cloudy / cloud-free 0.68 0.71 0.72

ditions than under comparable cloud-free conditions. However, significantly smaller
interstitial O3 concentrations only under special conditions favoring “freezing”
cloud chemical conditions such as no mixing, no precipitation and long-scale cloud
transport have been found (Acker et al. 1995). As seen in Table 5.13, under cloudy
conditions the ozone concentration is on average 30 % less than under cloud-free
conditions.

5.3.7 Stratospheric oxygen chemistry

Chemistry in the stratosphere (which goes up to about 50 km in altitude) differs
from that in the troposphere for three reasons: (i) radiation below 300 nm is availa-
ble for photodissociations that do not occur in the troposphere (Fig. 5.20), (ii) not
all trace gases (those with a short lifetime) are either available or found in very
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Fig. 5.20 Penetration of solar UV radiation into the atmosphere as a function of wavelength
and absorption by oxygen and ozone. The curve indicates the altitude at which incoming
radiation is attenuated to about 1/10 of its initial intensity.

small concentrations (especially water − the stratosphere is very dry) and (iii) there
is no precipitation and no liquid cloud (but special polar stratospheric clouds;
PSCs). The following reactions are of crucial importance for the climate system
because they result in the continuous absorption of radiation below 300 nm
(Fig. 5.20):

O3 dddddd%
hν (λ % 300 nm)

O (1D) + O2 (5.6 and 5.7)

O2 dddddd%
hν (λ % 242 nm)

O (3P) + O (3P) (5.16)

O3 dddddd%
hν (λ % 175 nm)

O (1D) + O2 (5.17)

Evidently, O3 formation and reaction follow (5.145), which have no importance in
the troposphere but do form the natural O3 removal pathway in the stratosphere.

O (3P) + O2 % O3 (5.14)

O + O3 % O2 + O2 (5.145)

There are other important differences between the stratosphere and troposphere.
Whereas the troposphere is heated from the bottom (i. e. the earth’s surface), the
stratosphere heats from the top (i. e. by incoming solar radiation). This positive
temperature gradient results in an extremely stable layering. Therefore, mixing and
transport are much weaker than in the troposphere. At the bottom of the strato-
sphere, close to the tropopause, the lowest temperatures are found (200−220 K and
at the poles down to ~ 180 K), whereas temperature rises up to 270 K can be found
at 50 km altitude. At each point of the stratosphere the temperature is determined
by adiabatic radiation processes: O3 absorbs UV radiation and heats the air and
CO2 absorbs IR radiation and cools the air. The chemical composition (mixing
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ratios) concerning the main constituents (N2, O2, CO2 and CH4) remains constant
but the pressure strongly decreases from about 200 hPa at 12 km to 1 hPa at 50
km altitude. The most important trace species is O3; in the layer between 15 and
30 km altitude about 90 % of atmospheric ozone is available. This is called the
ozone layer.

The photolysis of oxygen was described many years ago by Chapman (1930).
The attention to the stratospheric ozone was drawn by Bates and Nicolet (1950),
who presented the idea of catalytic O3 decay. However, only through the implica-
tions of manmade influences on the stratospheric ozone cycle by Crutzen (1971),
Johnston (1971), Molina and Rowland (1974) as well as Stolarski and Cicerone
(1974) was our attention to the stratospheric ozone layer drawn.

Two of the above listed reactions comprise the O3 catalytic decomposition:

O + O3 % O2 + O2

O3 + hν % O + O2

2 O3 % 3 O2

By contrast, this decay is balanced with O3 formation according to:

O + O2 % O3

O2 + hν % O + O

3 O2 % 2 O3

Reaction (5.7) does not lead to a net destruction of ozone. Instead, O is almost
exclusively converted back to O3 by reaction (5.14). However, because O2 dissoci-
ates to free oxygen atoms above about 30 km, below 30 km reaction (5.145) results
in a net loss of odd oxygen (if the odd oxygen concentration is defined as the sum
of the O3 and O concentrations). The budget between the photodissociation of O3

and its formation via (5.14) is zero (steady state). Because the rate of reaction (5.14)
decreases with altitude, whereas that for reaction (5.7) increases, most of the odd
oxygen below 60 km is in the form of O3, whereas above 60 km it is in the form of
O. Odd oxygen is produced by reaction (5.16). It can be seen that reactions (5.14)
and (5.7) do not affect the odd oxygen concentrations but merely define the ratio
of O to O3.

A significant fraction of the removal is caused by the presence of chemical radi-
cals X, such as nitric oxide (NO), chlorine (Cl), bromine (Br), hydrogen (H) or
hydroxyl (OH), which serve to catalyze reaction (5.145), termed cycle 1:

X + O3 % XO + O2 (5.146)
O + XO % X + O2 (5.147)

O + O3 % O2 + O2

When k5.146 > k5.145 and substance X is not quickly lost by any termination reac-
tion, the ozone decomposition flux according to cycle 1 becomes larger than it
follows only from reaction (5.145). Reaction (5.147) is generally faster than (5.146)
because of the stronger radical characteristics (with the exception of hydrogen at-
oms; Table 5.14). The species H and OH are natural (in contrast to halogens and
nitrogen species) constituents of the stratosphere (but with lower concentrations
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Table 5.14 Reactions rate constants for X + O3 (k5.146) and O + XO (k5.147) at 22 km
altitude and 222 K (in 10−12 cm3 molecule−1 s−1); after DeMore et al. (1997).

O H OH NO F Cl Br I

k5.146 8 140 1.6 2 22 29 17 23
k5.147 − 22 30 6.5 27 30 19 120

XO − OH HO2 NO2 FO ClO BrO IO

than in the troposphere). Only the hydroxyl radical OH (no other XO species) can
directly react with O3 (reaction 5.22), providing another effective O3 decay cycle 2:

OH + O3 % HO2 + O2

HO2 + O3 % OH + 2 O2

2 O3 % 3 O2

The reactive species, called ozone-depleting substances, come from different source
gases such as H2, H2O, N2O and CH4 − halogenated organic compounds). Note-
worthy that influencing the stratosphere with water (from aircrafts) and hydrogen
(H2 technology in discussion) results in ozone depletion. An important source of
H2O is methane, and a H2O concentration maximum found between 50 and 70 km
altitude results in CH4 oxidation:

CH4 ddd%
(KH2O)

OH
CH3 dd%

O2

CH3 O2 ddd%
(KO2)

HO2
CH3OOH dd%

(KOH)

hν

CH3O ddd%
(KHO2)

O2
HCHO ddd%

(KHO2)

hν (CO2)
HCO ddd%

(KHO2)

O2
CO dddd%

(KHO2)

OH (+O2)
CO2

An additional source of radicals (OH and HO2) generates the photolysis of O2

(5.16 and 5.17), O3 (5.7) and H2O (5.67) as well as CH4, giving H (and subse-
quently HO2):

CH4 + hν % CH3 + H (λ > 230 nm) (5.148)

Further considering the H2O production reactions OH + OH (5.32) and OH +
HO2 (5.33) the gross reactions accounts for:

CH4 + 2 O2 % CO2 + 2 H2O (5.149)

About 90 % of N2O entering the stratosphere is photolyzed to N2 + O (5.156); the
remaining 10 % reacts with O (1D) to NO (5.167), which can then enter the ozone
decay cycle.

Halogens are most important for ozone depletion. Below we will see that NOy

and halogens produce condensed reservoir species such as ClONO2 and BrONO2,
which play a role in the “ozone hole” (Fig. 2.82). Precursors, such as halogenated
organic compounds, are photolyzed but also react with the oxygen atoms X Z H,
Br, F and Cl.
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Fig. 5.21 Scheme of stratospheric multiphase chemistry.

RdCX2Cl + hν % RdCHX + Cl (5.150)

RdCX2Cl + O (1D) % RdCHX2O + Cl (5.151a)

RdCX2Cl + O (1D) % RdCHX2 + ClO (5.151b)

The formation of ClO is dominant (about 60 %) because reactions with OH are too
slow. Cycle 2 can run several thousand times before competing products (HOCl,
HOBr, HOI and nitrates) are produced. The ODP cycles cannot explain the dra-
matic O3 depressions observed in Antarctica every spring (September to October)
in the layer between 12 and 24 km because gas phase chemistry (which stops in the
arctic winter like at night) is a continuous process. The simple explanation consists
of an accumulation of radicals in a condensable matter, called PSC, which can form
in different types at T < −80°C. Type I consists of pure water, type II nitric acid
trihydrate (HNO3 $ 3 H2O) and type III a mixture (HNO3 / H2SO4 / H2O). These
“clouds” provide a surface for heterogeneous chemistry and for the absorption
and storage of so-called reservoir gases HCl, HBr, HI, ClONO2 and others. Easily
photodissociable species are Cl2, ClNO2 and HOCl (similar to the other halogens).
For example, the following reactions occur:

HCl (s) + ClONO2 % Cl2 + HNO3 (s) (5.152)

HCl (s) + N2O5 % ClNO2 + HNO3 (s) (5.153)

ClONO2 + H2O (s) % HOCl + HNO3 (s) (5.154)

HOCl + HCl (s) % Cl2 + H2O (s) (5.155)
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In the Antarctic spring, PSCs evaporate and set free “active” halogens (Cl2 + Cl +
ClO + Cl2O2; Fig. 5.21). Most NOx is stored as HNO3 in solid PSCs and contrib-
utes only little to O3 depletion. After ending the ozone hole period (at the end of
November), PSCs almost evaporate and remain only as liquid sulfuric acid parti-
cles. Meanwhile, the “normal” gas phase cycles of ozone depletion control the
steady-state concentration.

5.4 Nitrogen

A total of 78.1 Vol-% of air contains dinitrogen (N2) and this corresponds to about
99 % of all nitrogen on earth. The other main forms of nitrogen are nitrate deposits
and proteins in the biomass (Fig. 2.26), both representing the most oxidized N (+V)
and most reduced N (−III) form of nitrogen and cycling through diverse oxides of
nitrogen (Fig. 2.27). The dissociation energy of the N^N triple bond is very large
(945.33 kJ mol−1); hence, molecular nitrogen is the most stable nitrogen compound.
The formation of ammonia N2 + 3 H2 % 2 NH3 is exothermic (92.28 kJ mol−1) but
the initial N2 dissociation needs large activation energy. The photodissociation of
N2 occurs at wavelengths smaller than 100 nm in the upper mesosphere (Richards
et al. 1981, Wu et al. 1983). The reaction N2 + O2 % 2 NO is endothermic (180.6 kJ
mol−1) but in the gross budget N2 + 2.5 O2 % 2 HNO3 exothermic (30.3 kJ mol−1);
again, the activation energy to split N2 under normal conditions in the climate

Table 5.15 Inorganic nitrogen species.

hydrides and oxides name oxo acids name

−3 NH3 ammonia
−2 N2H4

g (H2N]NH2) hydrazineg

−1 N2H2
g diiminea HONH2

g hydroxyl amine
(HN]NH)NHg nitrene (or azene)

0 N2 (N^N) nitrogen
+1 N2O dinitrogen monoxidec HONe, g hydrogen oxonitratef

HON]NOHg hyponitrous acid
+2 NO nitrogen monoxided HONO nitrous acid
+3 N2O3 dinitrogen trioxide HOONOe peroxonitrous acid
+4 NO2 N2O4 nitrogen dioxide

dinitrogen tetroxide
+5 NO3N2O5 nitrogen trioxideb HONO2 nitric acid

dinitrogen pentoxide HOONO2
e peroxonitric acid

a as azo group (dN]Nd) in organics
b nitrate radical
c nitrous oxide
d nitric oxide
e instable (intermediates)
f nitroxyl radical
g likely only intermediates in plants
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system is not available (otherwise all atmospheric O2 would be converted into nitric
acid and dissolved in the ocean).

Therefore, nitrogen fills the atmosphere as chemical non-reactive “buffer substan-
ces” (too high an oxygen concentration would result in burning), but is the only
source for vital nitrogen compounds via biological and chemical fixation (Chap-
ter 2.4.3.1). Natural chemical fixation is because of lightning where NO is pro-
duced, similar to industrial high-temperature processes (Chapter 5.4.1). This source
is small compared with biological fixation from N2 (Table 2.19) and is negligible
for the biological nitrogen cycle but important for the atmospheric NO budget. The
industrial ammonia synthesis N2 + 3 H2 % 2 NH3 (at about 200 bar and 500 °C) is
a copy of the enzyme-based reduction of molecular nitrogen by nitrogen-fixing
bacteria. Nitrogen occurs in all oxidation states from −3 to +5 (Table 5.15), which
makes the compounds important for global redox processes; however, many sub-
stances only exist as intermediates. In reaction (5.20), we saw the only source of
O (3P) for atmospheric ozone formation in the troposphere. In air, NH3 (NH4

+),
N2O, NO, NO2, NO3, HNO2 (NO2

−) and HNO3 (NO3
−) are only of interest among

inorganic nitrogen. Most organic nitrogen compounds are derived from some of the
above inorganic species, such as amines (dNH2), nitroso (or nitrosyl) compounds
(dN]O) and nitro compounds (dNO2).

5.4.1 Thermolysis of nitrogen: Formation of NO

At high temperatures (T > 1000 °C), molecular nitrogen from air converts into NO.
This can happen during lightning (biomass combustion do not provide such high
T ) and in industrial combustion processes. Because of the large dissociation energy
in N2, the initial step is dioxygen thermal dissociation with a subsequent reaction
of oxygen atoms with N2:

N2 + O % NO + N (5.156)

N + O2 % NO + O (5.157)

In steady state (d [N] / dt Z 0), it follows that:

d [NO]

dt
Z k5.147 [O] [N2] (5.158)

For a small percentage, the formation of N2O is possible, which can also effect oxi-
dization:

N2 + O + M % N2O + M (5.159)

N2O + O % NO + NO (5.160)

As termination reaction occurs:

N + NO % N2 + O (5.161)

After all, the primary product is NO, which than can go into further oxidation
processes, and thereby the early detection of nitric acid in thunderstorms is the
final product in NO oxidation.
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5.4.2 Ammonia (NH3)

All nitrogen-fixing organisms are prokaryotes (bacteria). Some of them live inde-
pendent of other organisms − the so-called free-living nitrogen-fixing bacteria. Oth-
ers live in intimate symbiotic associations with plants or other organisms (e. g.
protozoa). Biological nitrogen fixation can be represented by the following equa-
tion, in which two moles of ammonia are produced from one mole of nitrogen gas,
at the expense of 12 moles of ATP (adenosine triphosphate, empirical formula:
C10H16N5O13P3; ADP adenosine diphosphate) and a supply of electrons and pro-
tons, using an enzyme complex termed nitrogenase. This reaction is performed
exclusively by prokaryotes (the bacteria and related organisms):

N2 + 6 H+ + 6 e− + 12 ATP % 2 NH3 + 12 ADP + 12 phosphate (5.162)

There is stepwise hydrogenation via diimine N2H2, an unstable intermediate, and
diazene N2H4 (hydrazine) to ammonia:

N2 dd%
2 H

N2H2 dd%
2 H

N2H4 dd%
2 H

2 NH3

Hydrazine is found in natural waters as a pollutant from industrial manufacturing
in small concentrations. Warburg (1914) first suggested the photodissociation of
NH3:

NH3 + hν % NH2 + H (5.163)

The dissociation energy of ammonia using photolysis at 205 nm was determined to
be (4.34 ± 0.07) eV (Amorim et al. 1996); thereby it is out of interest in the atmos-
phere (but was discussed in the early atmosphere). The only gas phase reaction is
that with OH forming the amidogen (amide) radical NH2; k5.164 Z 1.6 $ 10−13 cm3

molecules−1 s−1:

NH3 + OH % NH2 + H2O (5.164)

Ennis et al. (2009) first detected the water amidogen radical complex (H2OdNH2)
as a reactive intermediate in atmospheric ammonia oxidation. The reaction of NH2

with O2 is slow (k < 6 $ 10−21 cm3 molecule−1 s−1 at 298 K), making it unimportant
in the atmosphere. The products are not specified (NH2O2, NO + H2O, OH +
HNO). The most likely fate (Finlayson-Pitts and Pitts 1999 provide a lifetime of
about 2−3 s) is reaction with NOx: k5.165 (Z ka + kb + kc) Z 1.6 $ 10−11 cm3

molecule−1 s−1 at 298 K with ka / k5.165 Z 0.9 and (kb + kc) / k5.165 Z 0.1:

NH2 + NO % N2 + H2O (5.165a)

NH2 + NO % N2H + OH (5.165b)

NH2 + NO % N2 + H + OH (5.165c)

In the reaction with NO2, channels (a) and (c) are the most probable; no evidence
has been found for the occurrence of channel (b) or the other exothermic channels
leading to N2 + 2 OH and/or 2 HNO: k5.166 (Z ka + kb + kc) Z 2.0 $ 10−11 cm3

molecule−1 s−1 at 298 K where ka / k5.166 Z 0.25 and kc / k5.166 Z 0.75 over the
temperature range 298−500 K:
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NH2 + NO2 % N2O + H2O (5.166a)

NH2 + NO2 % N2 + H2O2 (5.166b)

NH2 + NO2 % H2NO + NO (5.166c)

In summary, ammonia oxidation is negligible (4 %) compared with the main fate
of NH3, deposition (40 %) and particle formation (55 %); the numbers in parenthe-
sis provide the percentage of emitted NH3 (Möller 2003). Thus, ammonia remains
in its oxidation state −3, is mainly seen as ammonium (NH4

+) in air and returns to
soils and waters as ammonium, where it moves between the amino group (dNH2)
in the biomass and nitrate through nitrification and ammonification.

5.4.3 Dinitrogen monoxide (N2O)

This biologically important gas is rather stable in the troposphere and only under-
goes either uptake by soils and vegetation or transport to the stratosphere where
it photodissociates up to 90 %; however, the photolysis is effective only for λ <
200 nm:

N2O + hν (λ < 240 nm) % N2 + O (5.167)

Another pathway is via (k5.168 Z 1.2 $ 10−10 cm3 molecules−1 s−1)

N2O + O (1D) % 2 NO (5.168a)

N2O + O (1D) % N2 + O2 (5.168b)

5.4.4 Nitrogen monoxide (NO), nitrogen dioxide (NO2) and oxo acids

The chemistry of different nitrogen oxides with oxidation states larger than +1 is
so closely interlinked − also with the oxo acids − that any treatment in separated
chapters would diminish the importance of the climate system view. As for oxygen,
nitrogen shows a complex aqueous phase chemistry, which is extensively studied
because of its importance in biology.

5.4.4.1 Gas phase chemistry

NO and NO2 play crucial roles in the ozone formation cycle. The former provides
the source of atomic oxygen (5.20) and the latter cycles the HO2 radical back to
OH (5.35) for the continuous “burning” of the ozone precursors CO, CH4 and
NMVOC (Fig. 5.7).

NO2 + hν % NO + O (5.20)

NO + HO2 % NO2 + OH (5.35)
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NO + O3 % NO2 + O2 (5.36)

In Fig. 5.7, the competing reaction to (5.35) is included:

NO + RO2 % NO2 + RO (5.169)

It is useful to distinguish between groups (the termination of NOx is also practical).
Most in situ analyzers based on chemiluminescence measure the sum of NO + NO2

and only by using a two-channel technique is it possible to detect NO and NOx,
where the difference is interpreted to be NO2.

NOx Z NO + NO2

NOy Z NOx + NO3 + N2O5 + HNO2 + HNO3 + organic N
+ particulate N;

and
NOz Z NOy − NOx

Therefore, NOy represents the sum of all nitrogen with the exception of ammonia
(and amines), N2O and N2. The aging of air masses in terms of oxidation state is
often described by ratios such as NOy / NOx. It can clearly be seen that in daytime
the ratio NO2 / NO depends on radiation and O3 concentration. Close to NO sour-
ces (e. g. traffic), O3 can be totally depleted through (5.36). This is also called
“ozone titration”. NO2 carries the oxygen and releases it via photodissociation.
This was observed by the fact that O3 concentration in suburban sites is often
larger than in urban sites, thereby defining Ox as:

Ox Z O3 + NO2

Ox represents the sum of odd oxygen and should be roughly constant for suburban
and urban sites, as found by Kley et al. (1994). NO and NO2 form equilibrium
with dimers:

NO + NO2 % N2O3 (5.170)

NO2 + NO2 % N2O4 (5.171)

Both substances (they are more soluble than NO and NO2) have been discussed as
precursors to the formation of acids in solution (Möller and Mauersberger 1990a).
However, compared with other pathways and because of their very low gas phase
concentrations they have been assessed as negligible; N2O3 might still play a role
as a interfacial intermediate (below). N2O3 is the anhydride of nitrous acid (N2O3

+ H2O Z 2 HNO2). The gas phase equilibrium constant KN2O3
Z [NO] [NO2] /

[N2O3] Z 1.91 atm at 298 K suggests that N2O3 is negligible in air. By contrast,
KN2O4

strongly depends on temperature (0.0177 at 273 K and 0.863 at 323 K; Chao
et al. 1974) but remains for the atmosphere (out of plumes) without consideration.
The biological role of nitrogen oxides will be briefly discussed in Chapter 5.4.4.2.

Under atmospheric conditions, the formation of NO2 is relevant only through
reactions (5.35) and (5.36). Reactions involving direct dioxygen might have impor-
tance only under extremely large NOx concentrations (like in exhaust systems and
biological cells) and are negligible: k5.172 Z 2.0 $ 10−38 cm6 molecule−2 s−1 at 298 K:

NO + NO + O2 % 2 NO2 (5.172)
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Equation (5.172) does not represent an elementary reaction; it is a multistep
mechanism involving NO3 or the dimer (NO)2. This NO3 (O]NOO) is an isomer
to the nitrate radical O]N]O (O) and the first step in NO oxidation. It is clear
that this very instable peroxo radical will almost decompose by quenching to NO
+ O2, which results in a slow reaction probability (we will meet this reaction later
in biological systems):

NO + O2 % OdOdN]O (5.173)

Since NO2 is the precondition for near surface ozone formation and thereby begin-
ning radical (oxygen) chemistry, any possible direct NO2 emission is of large impor-
tance for changing the atmospheric ROS budget because there is no ROS consump-
tion in the NOdNO2 conversion. The next higher nitrogen oxide, only a short-life
but extremely important atmospheric intermediate, is nitrogen trioxide NO3 (di-
rectly derived from nitrate ions via electron loss): k5.174 Z 3.5 $ 10−17 cm3 mole-
cule−1 s−1 at 298 K:

NO + O3 % NO3 + O2 (5.174)

The lifetime of NO3 is very short and is much shorter in daytime because of effect-
ive photodissociation (quantum yield 1.0 for λ ≤ 587 nm); at wavelengths less than
587 nm, NO3 radical dissociation is exclusively to NO2 + O (3P):

NO3 + hν % NO + O2 λ threshold R 714 nm (5.175a)

NO3 + hν % NO2 + O (3P) λ threshold Z 587 nm (5.175b)

Orlando et al. (1993) suggested photodissociation rates at the earth’s surface, for
an overhead sun, and the wavelength range 400−700 nm, of j (NO2 + O) Z 0.19 s−1

and j (NO + O2) Z 0.016 s−1. Moreover, collision with NOx removes NO3: k5.176 Z
2.6 $ 10−11 cm3 molecule−1 s−1 at 298 K and k5.177 Z 3.6 $ 10−30 (T / 300)−4.1 [N2] cm3

molecule−1 s−1 over the temperature range 200−300 K:

NO3 + NO % 2 NO2 (5.176)

NO3 + NO2 % N2O5 (5.177)

Hence, at night NO3 is accumulated (daytime concentrations are negligible) and
plays a role similar to OH in H abstraction, whereas stable HNO3 is produced as
the final product of NO oxidation:

NO3 + RH % HNO3 + R (5.178)

The specific reaction rates with different hydrocarbons are generally lower (about
3−4 orders of magnitude) compared with OH + RH, but the large night-time NO3

concentration can balance it and provide absolute rates comparable with OH. Of
high importance is the fast reaction of NO3 with isoprene and α-pinene (k >
3 $ 10−12 cm3 molecule−1 s−1; see Wayne et al. 1991 for more details on atmospheric
NO3 chemistry). Reaction (5.178) is only one way of producing nitric acid. N2O5

is the anhydride of HNO3 but it reacts absolutely negligibly in the gas phase with
H2O: k5.179 < 1 $ 10−22 cm3 molecule−1 s−1:

N2O5 + H2O % 2 HNO3 (5.179)
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In a certain sense, N2O5 is in (dynamic) equilibrium with NO2 and NO3 according
to the fast reaction (no kinetic is known). It is remarkable that until now no meas-
urements of N2O5 but extensive measurements of NO3 have existed, from which
indirect conclusions on N2O5 have been drawn:

N2O5 + M % NO2 + NO3 + M (5.180)

NO3 and N2O5 will be quantitatively scavenged by clouds and precipitation to form
HNO3 and NO3

−, respectively (next chapter). Some reactions of N2O5 onto sea salt
have been studied, producing gaseous nitrile halogenides from NaCl (and similar
with NaBr and NaI; Finlayson-Pitts and Pitts 1999):

N2O5 + NaCl (s) % ClNO2 (g) + NaNO3 (s) (5.181)

NO2 can react with sea salt to produce gaseous nitrosyl chloride:

NO2 + NaCl (s) % NOCl (g) + NaNO3 (s) (5.182)

In both reactions, the significance consists of the possible subsequent photolytic
release of Cl (or related halogen) radicals, which can go, for example, in O3 destruc-
tion cycles:

NOCl + hν % NO + Cl (5.183)

ClNO2 + hν % NO2 + Cl (5.184)

In summary, we present the NOxdNOy chemistry in the following line:

NO &)*
hν

O3
NO2 &)*

NO, hν

O3

NO3 &)*
M

NO2
N2O5

We now turn to the formation of oxo acids. As noted, nitric acid is the final product
that is formed from NO3 and N2O5 via phase transfer as well as from NO2 in a
fast reaction with OH; k5.185 = 3.3 $ 10−30 (T / 300)−3.0 [N2] cm3 molecule−1 s−1 over
the temperature range 200−300 K (about 6.0 $ 10−11 cm3 molecule−1 s−1 at 298 K):

NO2 + OH + M % HNO3 + M (5.185)

This reaction is the ultimate OH sink in the air; the photodissociation of HNO3 is
negligible and the fate of nitric acid is scavenging, dry deposition and particle
formation according to (4.238) and (4.242), which also finally deposited. The reac-
tion with OH is too slow to be important in the lower troposphere; k5.186 Z
1.5 $ 10−13 cm3 molecule−1 s−1 at 298 K and 1 bar of air:

HNO3 + OH % NO3 + H2O (5.186)

NO2 also reacts with HO2 to produce peroxonitric acid HOONO2; k5.187 Z
1.8 $ 10−31 (T / 300)−3.2 [N2] cm3 molecule−1 s−1 over the temperature range
220−360 K; k5.188 Z 1.3 $ 10−20 [N2] cm3 molecule−1 s−1 at 298 K. It follows for-
mally that the equilibrium constant is 2 $ 10−11 at 298 K:

NO2 + HO2 + M % HNO4 + M (5.187)

HNO4 + M % NO2 + HO2 + M (5.188)
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Fig. 5.22 Gas-phase NOy chemistry at daytime and night-time.

This acid is very instable and decomposes immediately; only in the upper tropo-
sphere at low temperatures is a certain accumulation and formation of NO2 + HO2
possible. Furthermore, photolysis produces all breakdown species: OH, HO2, NO
and/or NO2.

Let us now turn to the formation of nitrous acid. In the atmosphere, the forma-
tion by OH radicals is quickly followed by photodissociation (similar to HNO4);
k5.189 Z 7.4 $ 10−31 (T / 300)−2.4 [N2] cm3 molecule−1 s−1 over the temperature range
200−400 K and quantum yield 1.0 throughout the wavelength range 190−400 nm;
k5.191 Z 6.0 $ 10−12 cm3 molecule−1 s−1 at 298 K:

NO + OH + M % HNO2 + M (5.189)

HNO2 + hν % NO + OH λ threshold Z 578 nm (5.190a)

HNO2 + hν % H + NO2 λ threshold Z 361 nm (5.190b)

HNO2 + OH % NO2 + H2O (5.191)

Gaseous HNO2 in ambient air was first measured by Perner and Platt (1979) using
differential optical absorption spectroscopy. Recent measurements indicate that
HNO2 also plays a much larger role in the reactive nitrogen budget of rural sites
than previously expected (Acker and Möller 2007 and citations therein). The for-
mation of nitrous acid (HONO) via heterogeneous and interfacial pathways (next
chapter) provides a source (especially in the morning after sunrise) to produce OH
radicals parallel to the O3 (5.5) and HCHO (5.46) photolysis. From measurements
it has been derived (Acker et al. 2005) that HNO2 accounts for about 30−42 % of
the radical production in the air close to the ground, similar to contributions from
photolysis of HCHO and O3.

Fig. 5.22 shows the significant difference between nocturnal and daytime NOy
chemistry. Note that HNO3 formation goes through very different pathways. The
daytime chemistry can be characterized as a NO % NO2 % HNO3 interrelation-
ship and the night-time chemistry as a HNO2 ! NO2 % NO3 % HNO3 chain.
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5.4.4.2 Aqueous phase and interfacial chemistry

NO3, N2O5 and HNO3 will be quantitatively scavenged by natural waters. Nitric
acid is a strong acid and thereby fully dissociated (Table 4.9), whereas nitrous acid
is roughly 50 % dissociated in hydrometeors.

HNO3 % NO3
− + H+ (5.192)

HNO2 % NO2
− + H+ pKa Z 3.3 (5.193)

When N2O5 sticks to the water’s surface, it is completely and quickly converted into
nitrate ions. The nitrate radical NO2 can react with all electron donors according to
(5.194) and is therefore a strong oxidant:

NO3 + e− % NO3
− (5.194)

It reacts with dissolved hydrocarbons (5.178) but is likely to be dominated by chlo-
ride and sulfite. The fate of Cl radicals is described in Chapter 5.8.2 and that of
sulfite radicals in Chapter 5.5.2.2; k5.195 Z 9.3 $ 106 L mol−1 s−1 and k5.196 Z
1.7 $ 109 L mol−1 s−1:

NO3 + Cl− % NO3
− + Cl (5.195)

NO3 + HSO3
− % NO3

− + HSO3 (5.196)

Nitrate ions can be photolyzed; however, in the bulk water phase the reaction is
too slow (j z 10−7 s−1). The photodecomposition of NO3

− into OH and NOx

species within and upon ice has been discussed over the past decade and can be
crucial to the chemistry of snowpacks and the composition of the overhead atmos-
pheric boundary layer (Dubowski et al. 2002, Chu and Anastasio 2003 and cita-
tions therein); λ > 300 nm and pH < 6:

NO3
− + hν % NO2

− + O (3P) (5.197a)

NO3
− + H+ + hν % NO2 + OH (5.197b)

Warneck and Wurzinger (1988) found that channel (a) and (b) contribute 10 % and
90 %, respectively, but that nitrate photolysis is generally too slow (a lifetime of
about seven days) to be significant in the atmosphere. In the presence of O2, follow-
ing (5.197a) O3 formation follows. However, nitrite will be photolyzed, yielding
OH; thereby independent of the channels, OH is produced according to the follow-
ing budget equation:

NO2 + H+ + hν % NO + OH (5.198)

In the absence of radical scavengers, nitrate can react with oxygen; k5.199 Z 2 $ 108

L mol−1 s−1:

NO3
− + O (3P) % NO2

− + O2 (5.199)

Nitrite is quickly converted back to NO2 by OH radicals; k5.200 Z 2 $ 1010 L
mol−1 s−1:

NO2
− + OH % NO2 + OH− (5.200)
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Later, we will see that NO2 will again be converted to nitrite (5.206) via electron
transfer processes independent of the reaction chain (5.201) to (5.203), thereby
establishing dynamic equilibria. In the presence of formate HCOO−, which is an
efficient OH radical scavenger, it not only prevents nitrite losses via reaction
(5.191), but actually converts NO2, the major product of nitrate photolysis, into
additional nitrite via the following reaction sequence; k5.201 Z 4.3 $ 109 L mol−1

s−1 and k5.202 Z 2.4 $ 109 L mol−1 s−1:

HCOO− + OH % CO2
− + H2O (5.201)

CO2
− + O2 % CO2 + O2

− (5.202)

NO2 + O2
− % NO2

− + O2 (5.203)

For exactly 200 years it has been known that nitrous gases in contact with water
produce nitrous acid (see Chapter 1.3.3). Raschig (1904) showed that when passing
N2O3 into liquid water, only HNO2 is formed:

NO + NO2 + H2O % 2 HNO2 (5.204)

When passing NO2 through water, nitrous as well as nitric acid is produced; thereby
N2O4 is interpreted as a “mixed” anhydride:

NO2 + NO2 + H2O % HNO2 + HNO3 (5.205)

Reaction (5.205) has been proposed to proceed at wetted surfaces, first proposed
by Akimoto et al. (1987) as an artefact OH source via HONO photolysis in smog
chamber studies. Kessler (1984) first studied the nocturnal increase of HNO2 due
to surface formation. Acker et al. (2001) suggested HONO formation in clouds
because of the large surface provided for heterogeneous processes. The heterogene-
ous hydrolysis of NO2, which is believed to occur with the same mechanism during
the day as at night, has been investigated by numerous field and laboratory studies
on many different surfaces (citations in Acker and Möller 2007). Soils, buildings,
roads and vegetation provide similar solid support and should hold water in suffi-
cient amounts to promote heterogeneous reactions during the day. Accordingly,
different heterogeneous formation pathways have been postulated. For example,
HNO2 can be formed from NO2 suspended on a reducing soot surface as indicated
by Ammann et al. (1998). However, only a very small fraction of the surface of
fresh soot particles acts, reducing the reaction found with a high reaction probabil-
ity and a very fast termination (e. g. see discussion in Trick 2004). A proposed
heterogeneous reaction of NO and NO2 on surfaces and the reaction of NO with
adsorbed nitric acid (HNO3) were also found to be unimportant as a potential
HNO2 source. Until now, the chemical formation mechanism has not been well
understood and no kinetic is available. According to (5.205), nitrous acid is released
to the gas phase and can accumulate during the night, whereas nitric acid remains
adsorbed on the surface. Although formation on ground surfaces is expected to be
the main source, it seems likely that under circumstances − when atmospheric aero-
sol or fog droplets provide sufficient surface area − they could also supply an
additional surface for the heterogeneous formation of HNO2. A process with dini-
trogen tetroxide (N2O4) after the adsorption of NO2 and steric rearrangement as a
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Fig. 5.23 Scheme of N2O4 interfacial reaction to HNO2 and HNO3 (adapted from Möller
2003).

key intermediate has been proposed by Finlayson-Pitts et al. (2003) and Möller
(2003); see Fig. 5.23.

Whereas the interpretation of observed night-time HNO2 formation rates is
mainly based on (5.205), this “classical” heterogeneous HNO2 formation via NO2

disproportionation is too slow to account for the observed atmospheric daytime
HNO2 mixing ratios. From midday measurements above a mixed deciduous forest
canopy near Jülich (Germany), Kleffmann et al. (2005) calculated a missing day-
time source of ~ 500 ppt h−1. For the potential candidate (5.205), the authors esti-
mated a mean HNO2 source strength of 8 ppt h−1, 64 times less efficient than
required. It is surprising that the idea to transfer reaction mechanism (5.96) as
a simple electron transfer onto NO2 in atmospheric chemistry was not proposed
before 200521:

NO2 + e− % NO2
− 2)5

H+

HNO2 (5.206)

George et al. (2005) found that the photoinduced conversion of NO2 into HNO2

on various surfaces containing photosensitive organic substrates might exceed the
rate of reaction (5.205) by more than one order of magnitude, depending on the
substrate. A high conversion yield for the NO2 reduction by photochemically acti-
vated electron donors (5.206) being present in films of humic acid was observed by
Stemmler et al. (2006). Meanwhile, Acker and Möller (2007) discussed that this
photochemically driven conversion is common to many surfaces “rich” in partly
oxidized aromatic structures and, therefore, is a major candidate for a daytime
HNO2 source.

Vertical measurements using a small aircraft (and other measurements using tow-
ers and long path absorption techniques) all showed significant vertical HONO
gradients within the lower portion of the boundary layer, indicating the ground
surface is a significant HONO source (Zhang et al. 2009 and citations therein).
However, for the first time HONO concentration in the FT was measured, with
figures ranging from 4 to 17 pptv in the FT and from 8 to 74 pptv in the boundary
layer, thereby suggesting that an in situ HONO production rate of 57 ppt h−1 would
be required in the FT. Because the concentration varied little with the time of day,

21 In air pollution treatment, it was long before it was discovered that NOx is photocatalytically
converted into the TiO2 catalyst surface and then into HNO2 and HNO3 (Hoffmann et al. 1995,
Fujishima et al. 1999).
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this suggests that in situ HONO production was photochemical in nature and that
the ambient HONO concentration was in a near photo-steady state. However, the
net budget of reactions (5.189) and (5.190) only contributes less than 10 % to the
concentration measured. The remaining 90 % of the needed HONO in situ produc-
tion could be derived from photoenhanced processes on aerosol particles involving
NO2. He et al. (2006) and Zhou et al. (2003) proposed the photolysis of HNO3/
nitrate but this process seems to be too limited (discussion above concerns HNO3

photolysis on ice). Other proposed sources, such as photolysis of nitrophenols (Be-
jan et al. 2006), cannot explain the HONO concentration because of the very small
ambient concentrations of nitrophenol (Zhang et al. 2009, Acker and Möller 2007).
Kleffmann (2007) confirmed that a hitherto unknown photochemical HONO
source explains the large daytime HONO concentrations and proposes the photoly-
sis of nitroaromatics. Nevertheless, with respect to the evidence of strong photo-
chemical in situ HONO production in the FT, there would be significant implica-
tions with respect to the cycling of reactive nitrogen in the troposphere and the
OH budget.

Other more “exotic” formation pathways of HNO2 in the condensed phase in-
clude possible inorganic reactions similar to biogenic denitrification and nitrifica-
tion processes, e. g. from NO (which is the anhydride) via the formation of “hydro-
nitrous acid” (H2NO2):

NO dd%
H2O

H2NO2 ddd%
H2NO2 HNO2 + HNO (5.207)

The nitroxyl radical HNO can form, via dimerisation, hyponitrous acid (H2N2O2

and this can oxidize to HNO2, likely via the not freely existing hyponitric acid
(known as Angeli ’s salt):

N2O3
2− dd%

H+

HNO + NO2
− (5.208)

Hence, it cannot be excluded that NO is directly associated with HNO2 formation
via the aqueous phase despite its very low solubility, which can be increased because
of N2O3 formation (NO + NO2); see below for a speculative transfer of NO biologi-
cal chemistry to atmospheric interfacial chemistry. The atmospheric importance
would be that directly emitted NO could be produced via the condensed phase
HNO2 and finally OH radicals.

Gustafsson et al. (2006) showed experimentally under laboratory conditions the
reduction of NO2 to HONO when a TiO2 aerosol was present. As mentioned be-
fore, H2O2 is produced in desert sand, which contains TiO2 (Kormann et al. 1988).
Beaumont et al. (2009) detected H2O2 when reducing NO2 into TiO2 particles.
Combining oxygen and nitrogen chemistry via heterogeneous (or interfacial) photo-
chemistry would explain all experimental results. The aerosol particles provide or-
ganic matter with chromophoric properties and/or inorganic matter with photo-
chromic properties. Many oxides (and partly sulfides) of transition state metals
(Wo, Nb, Ir, Ti, Mn, V, Ni, Co, Fe, Zn and others) have been characterized to be
able to support photosensitizing (Granqvist 2002). All these observations lead to
the conclusion (Acker et al. 2005, 2008, Acker and Möller 2007, Möller 2009a) that
NO2 undergoes photosensitized conversion by single electron transfer according to
(5.194) and similar to those of O2 (5.96) and O3 (5.133) at all wetted surface con-
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Fig. 5.24 Photocatalytic NO2 conversion at condensed phases (natural waters, hydrometeors
and aerosol particles); (g) gas phase.

taining photosensitizers. Despite photosensitizers seeming to be ubiquitous, its spe-
cific abundance in natural waters and aerosol particles varies, thereby the potential
to provide electrons can vary and this explains the different ratios of HONO / NOx

(Acker and Möller 2007) found in different regions. Moreover, the importance of
relative humidity as a precondition to forming water films on the surface can clearly
be seen. Fig. 5.24 shows the cycle between NOx and HONO via the condensed
phase.

In detail, the following reactions proceed in the NO2 reduction process
(Fig. 5.24); g denotes the gas phase and the adsorbed phase (particulate and/or
aqueous) is not indexed; k5.210 Z 4.5 $ 109 L mol−1 s−1 (Logager and Sehested
1993) and k5.211 Z 1.2 $ 107 L mol−1 s−1 (Clifton et al. 1988):

NO2 (g) % NO2

NO2 + e− % NO2
− &)*

H
+

HONO % HONO (g) dd%
hν

NO + OH (5.209)

NO2 + O2
− % NO2

− + O2 (5.210)

NO2 + HSO3
− % NO2

− + HSO3 (5.211)

From this sequence the budget equation NO2 + H+ ddd%
eK + hν

NO + OH follows,
which shows a smaller stoichiometry to OH than the budget from the pure
gas phase cycle of reactions (5.20), (5.14), (5.6) and (5.21):

NO2 + H2O dd%
hν

NO + 2 OH.

The overall budget also depends on the interfacial conditions. Acid solutions favor
HONO formation and desorption and thereby reduce nitrite oxidation (note that
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HONO formation is a reducing step in an aerobic environment). Therefore, alkaline
conditions and high oxidation potential lead to nitrate formation; k5.212 Z 4.6 $ 103

L mol−1 s−1 and k5.213 Z 5.0 $ 105 L mol−1 s−1 (Damschen and Martin 1993)22:

NO2
− + H2O2 % NO3

− + H2O (5.212)

NO2
− + O3 % NO3

− + O2 (5.213)

Both reactions are relatively slow compared with the oxidation of dissolved SO2,
which has to be assumed to be in the presence of NOx (Chapter 5.5.2.2), H2O2 will
exclusively react with HSO3

− and O3 with SO3
2−. Recently, Mudgal et al. (2007)

studied the very slow autoxidation (NO2
− + O2) of nitrous acid according to:

2 HNO2 + O2 % 2 HNO3 (5.214)

It is proposed a HNO2 dimerization with intermediate peroxo formation and hence
complicated steric arrangement (cf. Fig. 5.23), likely explaining the very high accel-
eration of the reaction rate under freezing conditions (Takenaka et al. 1996, 1998):

2 HNO2 % (HNO2)2 dd%
O2 HO2NdOdOdNO2H % 2 HNO3

Experimental studies also show that nitrite in rainwater and cloud water samples
exists for hours and even days, whereas S(IV) is oxidized in minutes. Therefore, it
is very likely that especially at interfaces nitrite is accumulated and transferred back
to the gas phase as HONO. Nitrite can be quickly oxidized back to NO2 by OH;
k5.215 Z 4.5 $ 109 L mol−1 s−1 (Logager et al. 1993); thereby NO2 reduction (5.211)
and oxidation (5.214) are in “equilibrium”:

NO2
− + OH % NO2 + OH− (5.215)

The very fast reaction (5.211) is dominant in the presence of low SO2 concentra-
tions and has not been considered until now to budget for the NO2 transfer to
HONO. In Fig. 5.24, the nitrate chemistry is included; however, it is likely that we
can neglect this and conclude the following main pathway:

NO (g) dd%
(KO2)

O3
NO2(g) dd%

ads
NO2 &))))*

OH (KOH
K

)

eK, O2
K

NO2
K dd%

H+

HONO (g) dd%
hν

NO C OH

The budget equation follows, which represents a water splitting process similar
to the gas phase OH production from O3 (reactions 5.6 and 5.21)
O3 + H2O dd%

hν
O2 + 2 OH:

O3 + e− + H2O % O2 + OH + OH− (5.216)

It is fascinating that this overall conversion is also given by the aqueous phase
ozone decay, which here is given in a slightly different reaction pathway (5.140).
The overall budget represents Eq. (5.216) independent of the intermediates HO3,
O− and/or H2O2

−, which can vary in dependence from pH:

22 A good compilation of aqueous phase chemical reactions and equilibria can be found in Willi-
ams et al. (2002) and Herrmann et al. (2005).
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O3 dd%
eK

O3
K dd%

(KO2)
OK dd%

H2O
H2O2

K ddd%
(KOH

K
)

OH

Hydrogen peroxide can be generated parallel to the photoenhanced processes from
adsorbed oxygen:

O2 &)*
eK

O2
K &)*

H+

HO2 dd%
eK

HO2
K dd%

H+

H2O2 (dd%
eK

H2O2
K ddd%

(KOH
K

)
OH)

As shown in Chapter 5.3.5, from ozone via OH, H2O2 is also produced through
the Fenton reaction. Moreover, it is seen that photocatalytic dioxygen reduction is
less effective compared with O3 because many reactions scavenge superoxide (return
it to O2) and the OH formation needs a three-electron transfer (O2 + 3 e− + 2 H2O
% 3 OH− + OH) compared with the one-electron transfer step into O3. Therefore,
the presence of O3 will enhance all interfacial oxidation processes.

Nothing is found in the air chemistry literature on the aqueous phase chemistry
of nitric oxide (NO). In textbooks of inorganic chemistry (e. g. Wiberg et al. 2001)
it is noted that NO does not react with water. However, in older literature (Gmelin
1936) we see that NO slowly reacts with water with the formation of HNO2, N2

and N2O. It was speculated that NO combines with OH− and via H2N2O2 (hyponi-
trous acid, an isomere of nitramide) formation, which decays to N2O, or that NO
directly combines with H2O to generate H2N2O3 (oxo hyponitrous acid), which
decays to NOH and HNO2. The dimerisation of NOH to H2N2O2 was also pro-
posed but detailed mechanisms were unknown. The intermediate existence of HNO
in HNO2 reduction as well as NH3 or NH2OH (hydroxylamine) oxidation is well
established (Heckner 1977).

With the findings that NO (one of the smallest and simplest molecules) is an
important signaling molecule in biological chemistry and its inactivation is unique
with respect to other signaling molecules in that it depends solely on its non-enzy-
matic chemical reactivity with other molecules (Miranda et al. 2000), an explosion
in NO solution chemistry begun in the 1990s. Until recently, most of the biological
effects of nitric oxide have been attributed to its uncharged state (NO), yet NO can
also exist in a reduced state as nitroxyl (HNO, also called nitroso hydrogen and its
protolytic form, the nitroxyl anion NO−) and in an oxidized form as nitrosonium
ion (NO+; Hughes 1999, Fukuto et al. 2005):

NO+ [N^O]+ 4 NO [N]O] 4 NO− [N]O−] 4 HNO [HdN]O]

Thus, unlike NO, HNO (not NdOH) can target cardiac sarcoplasmic ryanodine
receptors to increase myocardial contractility, can interact directly with thiols and
is resistant to both scavenging by superoxide (O2

−) and tolerance development (Ir-
vine et al. 2008). Nitrosonium (sometimes also termed nitrosyl cation) is very short
lived in aqueous solution. Nitrosonium ions react with secondary amine to generate
nitrosamines, many of which are cancer-inducing agents at very low doses (5.219).
NO+ is formed in very small concentrations from nitrous acid in strong acid solu-
tion, when HNO2 reacts as a base:
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HNO2 + H+ % H2NO2
+ &)*

H+

NO+ + H3O+ (pKa Z −7)
or

HONO % OH− + NO+ (5.217)

If such a reaction is possible under atmospheric conditions (at highly concentrated
particle interfaces), the subsequent step would be the formation of nitrosyl chloride
NOCl, an important species in gas phase chemistry. The likely importance of this
pathway lies in the photolysis of NOCl gaining Cl radicals:

NO+ + Cl− % NOCl (5.218)

NO+ + R2dNH % R2dNdNO + H+ (5.219)

We cannot exclude that NO+ is produced from electron-holes:

NO + W+ (hυb
+ ) % NO+

(5.220)
Nitroxyl anion NO− is the base of nitroxyl HNO, which is a very weak acid; pKa Z
11.4, when both species are in their ground states, 1HNO and 3NO− (Shafirovich
and Lymar 2002):

HNO % NO− + H+
(5.221)

HNO quickly dimerizes to hyponitrous acid H2N2O2. It also adds NO and gener-
ates the anionic radical of the NO dimer (Lymar et al. 2005); k5.222 Z 5.8 $ 106 L
mol−1 s−1, which further reacts with NO (k5.223 Z 5.4 $ 109 L mol−1 s−1) to the
long-lived N3O3

−, which finally decomposes into N2O and nitrite (k5.224 Z 3 $ 102

s−1):

HNO + NO % O]NdN]O− (N2O2
−) + H+ (5.222)

N2O2
− + NO % O]NdN (O)dN]O− (N3O3

−) + H+ (5.223)

N3O3
− % N2O + NO2

− (5.224)

As for other electron receptors (such as NO2 and NO3), NO is easily reduced and
we assume that the electron source is the hydrated electron and/or the conduction
band electron (Lymar et al. 2005):

NO + e− % NO− (5.225)

NO− forms peroxonitrite (not to be confused with nitrate NO3
−); k5.226 Z 2.7 $ 109

L mol−1 s−1 (Shafirovich and Lymar 2002), which converts with CO2 via nitroper-
oxo carbonate (ONOOCOO−) to nitrate (Fukuto et al. 2000); k5.227 Z 3 $ 104 L
mol−1 s−1:

NO− + O2 % O]NdOO− (5.226)

ONdOO− + CO2 % O]NdOdOdCOO− dd%
H2O

HCO3
− + NO3

− + H+ (5.227)

Biochemical routes for the formation of nitroxyl ions are shown in Fig. 5.25 but
without considering inorganic or non-enzymatic solution chemistry. In cells, reac-
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Fig. 5.25 Biological NOx chemistry; adapted and simplified from Fukuto et al. (2000). Dot-
ted arrow: multistep process, Me transition metal ion, RSH organic sulfide (−SH thiol
group), RSSH disulfide, ONOO is an isomeric form of the nitrate radical NO3, ONOO−
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anion (not to confuse with Angeli salt N3O4
2−: [O2NdNdNO2]2−).

tions of NO with haems23, thiols (RdSH) and metals to form metal nitrosyl com-
plexes (MedNO) as carriers of NO+ at physiological pH and nitrosation (forma-
tion of S-nitrosothiols) is of large biological significance. NO can add onto iron
complexes and go into internal electron transfer, thereby forming electropositive
nitrosyl ligands:

Men + NO % [MedNO] 4 [Me−1dNO+]. (5.228)

The nitro(ly)sation of thiol compounds goes directly via N2O3 and indirectly
through metallic nitrosyl ligands:

RSH + N2O3 % RSdNO + HNO2 (5.229)

RSH + MendNO % RSdNO + Men−1 + H+ (5.230)

The nitrosothiol is quickly decomposed by cuprous, thereby transforming nitroxyl
back to nitric oxide (Nelli et al. 2000):

RSdNO + Cu+ % RSd + NO + Cu2+ (5.231)

An important role of NO lies in the interchange between oxyhemoglobin
Hb (FedO2) and deoxyhemoglobin Hb (FeIII), which is the primary mechanism by
which the movement and concentration of NO are controlled in vivo. Because of
NO lipid solubility, it can enrich high concentrations. The following reactions illus-
trate the conversion among NO, NO2 and nitrite and nitrate (Fukuto et al. 2000):

23 Compounds of iron complexed in a porphyrin (tetrapyrrole) ring differ in side chain composi-
tion. Haems are the prosthetic groups of cytochromes and are found in most oxygen carrier pro-
teins.
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Fig. 5.26 Scheme of multiphase NOxdNOy chemistry (main pathways); OX oxidants (OH,
H2O2); not included is the N2O3 chemistry, which might have importance during night for
nitrite formation in solution and at interfaces.

Hb (FeIIdO2) + NO % Hb (FeIII) + NO2
−; (5.232)

Hb (FeIIdO2) + NO2 dd%
H+

Hb (FeIIIdOOH) + NO2
−; (5.233)

Hb (FeIIIdOOH) + NO2 % Hb (FeIV]O) + HNO2; (5.234)

Hb (FeIV]O) + NO2
− ddd%

(K H2O)

2 H+

Hb (FeIII) + NO2; (5.235)

Hb (FeIV]O) + NO % Hb (FeIII) + NO2
−; (5.236)

Hb (FeIII) + H2O2 % Hb (FeIV]O) + H2O; and (5.237)

Hb (FeIIdO2) + NO % Hb (FeIII) + NO3
−. (5.238)

Fig. 5.26 summarizes the main routes in the multiphase NOxdNOx chemistry. In
air, odd oxygen tends to accumulate in NOx and NOy but is in a photo-steady state
between oxygen and nitrogen species. This condensed phase acts as a sink of oxygen
gas phase species, mainly in the form of NOz (HNO3, NO3, N2O5). It is obvious
that NOx can transfer either non-photochemical (via NO + NO2 reaction, not
shown in Fig. 5.24) or photosensitized to nitrite, which might return to the gas
phase as HNO2 and photolyzed to OH and NO. N(III) oxidation in solution to
nitrate is relatively slow and not important as an oxidant consumer. The nitrate
photolysis is too slow in bulk solution but can have significance under special
climatic condition (snow and ice surface) and at aerosol particle surfaces. Interest-
ingly, a new aspect has potential significance for nitrosyl anions NO+ that mainly
produce nitrosyl chloride (NOCl) but could also react with organics (nitrosation).



534 5 Substances and chemical reactions in the climate system

N2O(g) NO(g) NO2(g)

N2O(ads) NO(ads) NO2(ads)

O NO NO3NO2

OH

OH (-W)           H+ hν (+H+)       hν (+H+)

hν e (-N2)                           e hν (+H+)            e hν (+H+)          e e

2 NO

O2(g) O3(g)

O2(ads) O3(ads)

O2 O3

W

W+ + e

hν

transport and transfer
multistep conversion

Fig. 5.27 Scheme of solution and interfacial photosensitized electron transfer processes of
N2O, NOx and Ox giving OH radicals; not included are oxidant consuming processes. W −
any photosensitizer such as organic chromophoric substances and inorganic semiconductors.

The role of aqueous phase oxidant formation, namely OH radicals through pho-
tosensitized electron transfer processes onto different nitrogen oxides and oxygen
species, is shown in Fig. 5.27 (to avoid overloading the scheme, the OH-consuming
reactions and intermediates are not shown; Figs. 5.14, 5.15 and 5.17). Photosensi-
tizers (W) have a key role to provide surface electrons and/or hydrated electrons
after illumination for the reduction of the molecules transferred from the gas phase
onto the wetted surface (natural waters, hydrometeors and aerosol particles). N2O
provides a direct way for OH production (not yet included in atmospheric models).
Similarly, ozone reduction goes directly to OH. The O2 reduction is less efficient
and goes through peroxides. As shown in Chapter 5.3.5, all ROS (O2

−, HO2, H2O2,
OH) can be found in solution but dependent of pH and redox potentials. A new
pathway − adapted from biological chemistry − could be the NO-nitrite cycle with
the relevance of permanent OH production. Much experimental evidence for
HONO formation from NO2 condensed phase photoconversion is available but this
pathway is not a net source of OH because in the first step of NO to NO2 conver-
sion, ozone (or HO2) is consumed (note the budget equation in the gas phase: 2 O3

+ H2O % OH + HO2 + 2 O2):

NO C O3 (or HO2) ddddd%
(KO2 or OH)

NO2 ddd%
eKC H+

HONO dd%
hν

NO C OH

This widely discussed process only shifts (because of much faster photolysis of
HONO compared with that of O3) the photo-steady states and species reservoir
distribution.
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5.4.5 Organic nitrogen compounds

Nitrogen is an essential element in life and thereby in biogeochemical cycling (Figs.
2.23, 2.25 and 2.26 and Chapter 2.4.3.1). In the biomass, nitrogen in organic mole-
cules is almost in a reduced state, derived from ammonia NH3. The main building
block is the amine group NH2, occurring in its simplest organic compounds, amines
(Chapter 5.4.5.1 and Table 5.16). In the biomass, amino acids ]C(NH2)C(O)OH
are the building blocks of peptides (which are polymers of amino acids with the
]CdN(H)dC] central group) and next are proteins, which are polymers of more
than 50 amino acids and have enormous diversity in structure and functions. Addi-
tionally, nitrogen is found heterocyclically (mainly in nucleic acids) in biomolecules.
Oxidized nitrogen (such as organic nitrites and nitrates) should be excluded and
expected only as a result of reactions between organics and NOx / NOy (Chap-
ter 5.4.5.2). Because of the large N-containing biomolecules, almost non-volatile
and after degradation highly water soluble, direct emissions are less probable. Bio-
mass burning has been identified as the source of organic nitrogen but this is proba-
bly already in a decomposed form such as HCN or CH3CN (Table 2.46). The
simplest amine is methylamine CH3NH2, whose global emissions from animal hus-
bandry was estimated by Schade and Crutzen (1995) in 1988 to be 0.15 ± 0.06 TgN.
Almost three-quarters of these emissions consisted of trimethylamine-N. Other
sources were marine coastal waters and biomass burning.

Nothing is known on the natural emissions of amines. Several anthropogenic
sources (traffic, fertilizer production, paper mills, rayon manufacturing, the food
industry) have been identified. Possible amine emissions along with the scrubbed
flue gas from CO2 capture facilities (using amine washing solutions) were recently
studied. Other simple degradation products of amino acids and peptides are am-
ides, which consist of the building block RdC(]O)NH2. The simplest molecule
is formamide HC(]O)NH2. Amides are derivates of carbonyl acids where the
hydroxyl group (dOH) is replaced by the amino group (dNH2). Nitriles with
the cyano group dCN are potential biomass combustion products from degraded
biomolecules.

Table 5.16 Organic nitrogen species: Functional groups of environmental importance.

structure name formula symbol

dNH2 amino group (primary amine) RNH2

]NH secondary amine R2NH
^N tertiary amine R3N
dN]Nd azo group RNNR
dC^N cyano group (nitrile) RCN
dC(]O)NH2 amide RC(O)NH2

dN]O and +N]O nitroso group (nitrosyl) RNO
dOdN]O nitrite RONO
dN(]O)O or dNO2 nitro group (nitryl) RNO2

dO]NO2 nitrate RONO2

]NdN]O nitrosamin R2NNO
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5.4.5.1 Amines and nitriles

Amines have been detected in ambient air, namely close to industrial areas, live-
stock homes and animal waste and wastewater treatments. For example, mono-
methylamine, trimethylamine, isopropylamine, ethylamine, n-butylamine, amylam-
ine, dimethylamine and diethylamine have all been found (Schade and Crutzen 1995
and citations therein). Amines until C3 are gaseous and highly volatile. They are
Lewis bases (somewhat more basic than NH3) and water-soluble (without longer
carbon chains), thereby forming salts. Therefore, the acidity of individual particles
can greatly affect gas/particle partitioning, and the concentrations of amines, as
strong bases, should be included in estimations of aerosol pH (Pratt et al. 2009).

In water, tertiary amines form quaternary ammonium compounds, e. g. with
methyl halogenides. In aqueous solution, secondary (aliphatic and aromatic) ami-
nes react with nitrous acid HONO (namely the nitrosonium ion NO+) as already
mentioned (reaction 5.217) to generate nitrosamines:

(CH3)2NH + HONO % CH3NdNO + H2O (5.239)

As good electron donors, they are easily oxidable in solution, gaining derivates of
hydroxylamine (NH2OH):

(CH3)2N + H2O2 % CH3NdOH + H2O (5.240)

In water, it seems that amines undergo more decomposition than in the gas phase
and will be accumulated in the condensed phase. In southern Sweden, the major
amines in both air and rain were trimethylamine and methylamine, but dimethylam-
ine, diethylamine and triethylamine were also detected and individually quantified.
The total amine concentration was 0.16−2.8 nmol m−3 in air and 30−540 nM in
rain (Grönberg et al. 1990).

Amides (dimethyl formamide) were also detected in air (Howard 1990), whereas
other amides have been found to be emitted in industrial processes (acetamide,
acrylamide). The general fate of amines is similar to that of ammonia, i. e. reactions
with OH. They do not photolyze. Because the CdH bond energy is smaller than
the NdH bond, predominantly OH abstracts H from CdH (Chapter 5.7.2):

CH3NH2 + OH % CH3NH + H2O (5.241)

(CH3)2NH + OH % (CH3)2N + H2O (5.242)

The further fate is not explicitly known, but molecule rearrangements and/or the
addition of O2, NOx and NO3 is possible. From secondary amines, azo compounds
or organic hydrazines (derived from hydrazine N2H4) can be given:

2 (CH3)2N % (CH3)2NN (CH3)2 (5.243)

(CH3)2N + NOx % (CH3)2NdNOx (x Z 1, 2) (5.244)

In the aqueous phase, tertiary amines react with H2O2 to amine oxides (Singh et
al. 2006), which act as surfactants and can be of importance in cloud droplets:

R3N + H2O2 % R3N(+)dO(−) + H2O (5.245)



5.4 Nitrogen 537

Dimethyl formamide is expected to exist almost entirely in the vapor phase in
ambient air and react with photochemically produced hydroxyl radicals in the at-
mosphere (Howard 1990):

(CH3)2C(O)NH2 + OH % (CH3)2C(O)NH + H2O (5.246)

Hydrogen cyanide or hydrocyanic acid (HCN) is found in air, waters and soils
(Ghosh et al. 2006). It is emitted from several thousand plant species, including
many economically important food plants, which synthesize cyanogenic glycosides
and cyanolipids. Upon tissue disruption, these natural products are hydrolyzed,
liberating the respiratory poison hydrogen cyanide. This phenomenon of cyanogen-
esis accounts for numerous cases of acute and chronic cyanide poisoning of animals
including man (Poulton 1990). The dC^N group (as well as thiocyanate or, in
older terminology, rhodanide dSdC^N) is the simplest organic nitrogen bond,
and is already produced in interstellar chemistry (Chapter 2.1.1) and a building
block of biomolecules. In air, HCN is insignificantly destructed by OH (k Z
3 $ 10−14 cm−3 molecule−1 s−1) into the CN radical. HCN is cycled back to vegeta-
tion and soils through dry and wet deposition and biologically taken up. Organic
cyanides (nitriles) react with OH according to the general CdH abstraction, proba-
bly leading ultimately to the formation of CN radicals, which turn to HCN by
reaction with hydrocarbons (Goy et al. 1965):

CH3CN + OH % CH2CN + H2O (5.247)

CN + RH % HCN + R (5.248)

HCN is a highly soluble but weak acid (pKa Z 9.2), forming many salts (cyanides):

HCN % H+ + CN−
(5.249)

5.4.5.2 Organic NOx compounds

The direct natural emission of oxidized organic nitrogen compounds is unknown.
Therefore, organic nitrites and nitrates are produced in the decomposition process
of hydrocarbons (Chapter 5.7) where different oxo and carbon (alkyl) radicals can
add NO (leading to nitrites) and NO2 (leading to nitrates; Fig. 5.9):

CH3O + NO + M % CH3ONO + M (5.250)
k5.250 Z 3.3 $ 1011 cm3 molecule−1 s−1

CH3O + NO2 + M % CH3ONO2 + M (5.251)
k5.251 Z 2.1 $ 1011 cm3 molecule−1 s−1

Organic peroxo radicals also add NO, where the intermediate CH3OONO rearran-
ges to CH3ONO (O):

C2H5OO + NO + M % CH3ONO2 + M (5.252)
k5.252 % 1.3 $ 1013 cm3 molecule−1 s−1

The peroxonitrate (not to be confused with peroxoacyl nitrates) decomposes by col-
lision:
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C2H5OO + NO2 + M % CH3OONO2 + M (5.253)

CH3OONO2 + M % CH3O2 + NO2 + M k5.254 Z 4.5 s−1 (5.254)

NO reacts with the methyl radical to form formaldehyde and nitroxyl:

CH3 + NO % HCHO + HNO (5.255)
k5.255 2 $ 1013 cm3 molecule−1 s−1

The methoxy radical can in contrast to (5.251) react to generate nitrous acid; how-
ever, both reactions are very slow and therefore not interesting in air:

CH3O + NO2 % HCHO + HNO2 (5.256)
k5.256 Z 2.1 $ 1013 cm3 molecule−1 s−1

Alkyl nitrite is photolyzed to give the initial molecules in reaction (5.251); the
photolytic lifetime is only 10−15 min (Seinfeld and Pandis 1998). Organic nitrates
also photodissociate, where (5.258a) is the dominant pathway:

CH3ONO + hν % CH3O + NO (5.257)

RONO2 + hν % RO + NO2 (5.258a)

RONO2 + hν % RCHO + HONO (5.258b)

RONO2 + hν % RONO + O (5.258c)

Peroxoacylnitrates have been intensively studied as NOx reservoirs because they
form in photochemical processes but are relatively stable and decompose thermally,
thereby providing the long-range transport of nitrogen and regaining organic radi-
cals. They are yielded from the peroxoacyl radical RC(O)OO, which is produced
after the photolysis of aldehyde (reactions 5.63 and 5.64):

RC(O)OO + NO2 % RC(O)OONO2 (5.259)

Peroxoacyl nitrates also can decompose as follows:

RC(O)OONO2 % RC(O)O + NO3 (5.260a)

RC(O)OONO2 % RC(O) + O2 + NO2 (5.260b)

In the condensed phase (droplets and particles), many nitration reactions proceed
(Heal et al. 2007). The nitrating properties of N2O3 (NO + NO2) and N2O5 are
seen from the structure, transferring dNO2, dN]O and dOdN]O:

N2O3 O]NdOdN]O

N2O5 (O)O]NdOdN]O (O)

In clouds (Mt. Brocken monitoring station), we found nitro phenols (Lüttke et
al. 1997).

5.5 Sulfur

In the climate system, sulfur ranks concern total mass on the fourth site
(Table 5.17). After oxygen and nitrogen, sulfur (and later phosphorous) is an impor-
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Table 5.17 Reservoirs or pools of elements in the climate system (cf. Table 2.12).

element mass atmosphere ocean lithosphere
(in 1019 g element)

oxygen 12 620 O2 (1 %) H2O (99 %)
hydrogen 1 500 H2O (100 %)
nitrogen 442 N2 (100 %)
sulfur 128 sulfate (100 %)
carbon 4a carbonate (100 %)
phosphorous 15b phosphate (100 %)
a without consideration of the lithosphere
b based on O/P ratio for the lithosphere after Clarke (1920)

tant constituent of biomolecules with specific properties in the form of functional
groups. As for the other life-essential elements occurring dominantly in its most
stable chemical compound (Table 5.17), sulfur occurs as sulfate dissolved in oceans.
The ocean is also the deposit for oxygen and hydrogen (both in the form of H2O)
and carbon (as carbonate). All other reservoirs and chemical forms can be ne-
glected with regard to mass but not chemical relevance. Sulfur is the oldest known
element (cited in the bible but known long before) because it was found residing
close to volcanoes and the people quickly recognized its specific properties such as
burning with a penetrative odor. In Homer’s Odyssey, Ulysses said … “Bring my
sulphur, which cleanses all pollution, and fetch fire also that I might burn it, and
purify the cloisters” (translated by S. Butcher, Orange Street Press, 1998, p. 278).
However, despite sulfur being the main chemical (among mercury) of the alche-
mists, it was regarded until 1809 (by Humphrey Davy) as a composite body even
though Lavoisier in 1777 had already recognized it as an element (simple body).
Gay-Lussac and Thénard confuted still in 1809 this mistake (Kopp 1931, pp.
310−311) and from that time sulfur has been seen as an element.

As for nitrogen, biogenic redox processes are essential to convert sulfur from its
largest oxidation state +VI (sulfate) to its lowest −II (sulfide). Sulfate is the most
stable compound in the atmosphere; once it has been produced there is no abiotic
reduction possible in the climate system. Organisms need sulfur in the form of
thiols RSH (simple thiols are called mercaptanes) and sulfides R2S. Thiols are
(similar to alcohol ROH) weak acids (but much stronger). Thiols are easy oxidized
into sulfides (this reaction is the main function in biological chemistry; Fig. 5.25),
thereby thiols provide hydrogen for the reduction of other molecules (the dissoci-
ated form RS− acts as an electron donor):

2 RSH &)))*
reduction

oxidation
RSdSR + 2 H (5.261)

There are many organic sulfur compounds in nature but all probably exist in a
higher oxidation state than S(−II) such as sulfides (including disulfides) and thiols
because they are oxidized after their release from organisms (see Table 5.18 for
different functional sulfur groups). As mentioned in Chapter 2.4.3.2, carbonyl sul-
fide O]C]S (commonly written as COS) is the most abundant sulfur compound
naturally present in the atmosphere. Hydrogen sulfide H2S was believed before 1970
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Table 5.18 Organic sulfur compounds. Sulfenes and sulfenic acid are extreme instable and
converts into disulfides and sulfinic acids. The open bond − is connected with organic rest R.

structure formula name

to be the major emitted species but it is almost all oxidized before escaping from
anoxic environments into the atmosphere. In the natural climate system, dimethyl
sulfide (CH3)2S (DMS) is the most important sulfur species because of its large
emissions and contribution to climate-relevant atmospheric particulate sulfates.
With industrialization, sulfur dioxide SO2 became the key pollutant and the most
important sulfur species in air. Nowadays, after the introduction of flue gas desulfu-
rization, SO2 has been replaced in air chemical significance by NOx. However,
concerning the atmospheric background submicron aerosol, sulfates remain domi-
nant and important in climate control. It is a subtle irony of too much SO2 abate-
ment that cooling sulfate aerosol disappears, demasking the greenhouse effect.

The atmospheric chemistry of sulfur is simpler than that of nitrogen in two
aspects. First, the number of stable species in air is smaller24 and second, the variety
of interactions in the climate system is less − almost all effects come from sulfate,
such as acidity and radiation scattering. In the oxidation line to sulfate, oxidants
are consumed:

H2S dddd%
(K2 H2O)

3 O SO2 dd%
O

SO3 (dd%
H2O

H2SO4)

24 The number of possible intermediates (often hypothetical) is huge (Tables 5.18 and 5.19), espe-
cially in aquatic environments.
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Because SO2 is produced (and emitted) from fuel sulfides in combustion processes,
four O atoms are needed to produce one sulfate. This is one atom of oxygen more
than for nitrate (HNO3) formation from air nitrogen (N2). It has always been out
of consideration that SO2 plays a role in the ozone formation cycle in transferring
OH into HO2 (reactions 5.278 and 5.279); however, the rate of OH % HO2 conver-
sion through SO2 is small compared with the other O3 precursors of interest. There
is also another irony of fate: when SO2 concentration in urban areas has been so
significant in the past (Table 2.73) that it contributed to O3 formation, nothing was
known about the mechanism of tropospheric ozone formation.

5.5.1 Sulfides (H2S, CS2, COS and RSH): Reduced sulfur

In chemical textbooks, carbon disulfide and carbonyl sulfide are treated among
carbon compounds. In the climate system, the contribution of CS2 and COS to the
carbon budget is negligible and both species play no role in carbon chemistry.
Moreover, COS only decomposes in the stratosphere because of its chemical stabil-
ity. Most tropospheric COS is removed by dry deposition (plant assimilation and
uptake by microorganisms in soils). Crutzen (1976) suggested COS to be a contrib-
utor to the stratospheric sulfate layer (Junge layer). However, nowadays it is as-
sumed that it plays a minor role in the stratospheric sulfur budget. Stratospheric
chemistry is simple. Either it photodissociates into CO and S, which subsequently
form CO2 and SO2, or it reacts slowly with OH to CO + SO or CO2 + HS. All
sulfur species finally oxidize to H2SO4, which is important in the formation of PSCs
(see Chapter 5.3.7). SO and HS are short-lived intermediates, which also occur in
the oxidation of CS2 and H2S: k5.262 Z 7.6 $ 10−17 cm3 molecule−1 s−1, k5.263 <
4 $ 10−19 cm3 molecule−1 s−1 and k5.264 Z 3.7 $ 10−12 cm3 molecule−1 s−1.

SO + O2 % SO2 + O (5.262)

HS + O2 % products (HSO2, HO2 + S, H + SO2) (5.263)

HS + O3 % HSO + O2 (5.264)

The radicals HSO and HSO2 quickly decompose (with O3 and O2) into several other
radicals (HS, SO, HSO2 and OH; k Z 6 $ 10−14 cm3 molecule−1 s−1); finally, SO2 is
produced. Radical sulfur fast oxidizes; k5.265 Z 2.1 $ 10−12 cm3 molecule−1 s−1).

S + O2 % SO + O (5.265)

The only important (and very fast) reaction of CS2 goes via OH radicals; k5.266 Z
2.5 $ 10−11 cm3 molecule−1 s−1 and k5.267 Z 2.8 $ 10−14 cm3 molecule−1 s−1.

CS2 + OH + M % HOCS2 + M (5.266)

HOCS2 + O2 % products (CO, CS, SO, COS) (5.267)

The CS radical reacts in two channels; k5.268 Z 2.9 $ 10−19 cm3 molecule−1 s−1.

CS + O2 % CO + SO (5.268a)

CS+ O2 % COS + O (5.268b)
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It is self-evident that O reacts with O2 to give O3 and CO forms CO2 via OH
attack. Finally, the oxidation of H2S is also relatively fast (2−3-day lifetime):

H2S + OH % HS + H2O (5.269)

Analog OH reacts with methanethiol (methyl mercaptan) CH3SH (k Z 3.3 $ 10−11

cm3 molecule−1 s−1). We can summarize that H2S is 100 % converted into SO2 and
CS2 with each 50 % transformed into SO2 and COS.

The most important reduced sulfur species is DMS. Many studies have been
carried out to clear the oxidation mechanisms shown in Fig. 5.28. The fate of radi-
cal intermediates such as CH3O, SO and CH3 have been described above, but many
other radicals can only be grouped together within the term “product” on the right-
hand side of the equation. Many molecules found in the reaction scheme can be
identified from Table 5.18. Fig. 5.28 only shows the OH attack; in addition, NO3

(nitrate radical) has been described as a very effective oxidizer. OH initiates two
channels: the H abstraction and the addition: k5.270 Z 4.8 $ 10−12 cm3 molecule−1

s−1 and k5.271 Z 2.2 $ 10−11 cm3 molecule−1 s−1.

DMS + OH % CH2SCH3 + H2O (5.270)

DMS + OH % CH3S(OH)CH3 (5.271)

Two more channels that break down the DMS molecule are described into CH3 +
CH3OH and CH3 + CH3SOH. Because of the nocturnal NO3 attack on DMS (H
abstraction channel), its lifetime is short (only about one day). It is remarkable that
via the abstraction channel only sulfate is seen at the end, whereas in the OH
addition channel many stable organic sulfur species, such as methanesulfonic acid
or methanesulfonate (MSA) and dimethylsulfoxide (DMSO) as well as dimethylsul-
fone (DMSO2), can be identified.

The further fate of these compounds is transfer into the aqueous phase (clouds
and precipitation). It is known that organic sulfide (here DMS) can also be simply
oxidized to sulfoxide (here DMSO) and further to sulfone in solution:

CH3SCH3 (DMS) + H2O2 % CH3S(O)CH3 (DMSO) + H2O (5.272)

CH3S(O)CH3 dd%
O

CH3 (O)S(O)CH3 (DMSO2) (5.273)

Although DMSO is the major product of aqueous phase DMS oxidation (and is
ubiquitously found in all aquatic environments), minor amounts of methanethiol
CH3SH, dimethyldisulfide CH3SSCH3 (DMDS), MSA and DMSO2 have been ob-
served (Lee and de Mora 1999 and citations therein). DMSO was first detected in
the marine environment by Andreae (1980).

DMSO2 will oxidize in droplets like MSA, which is found (together with DMSO)
in clouds and precipitation water with a distinct seasonal variation (Munger et al.
1986, Ayers et al. 1986, Brimblecombe and Shooter 1987, Adewyui 1989, Sciare et
al. 1998). The rate of DMS oxidation has been observed to increase in the presence
of humic substances as well as model substances that could act as photosensitizers.
This again is a remarkable observation supporting that in aquatic environments
oxidizing agents (where OH plays the key role) are photoenhanced (reaction 5.96).
It has been found (see citation in Lee and de Mora 1999) that besides the formation
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Fig. 5.28 Scheme of DMS oxidation; simplified on the main routes; after Berresheim et al.
(1995), Berresheim (1998) and Finlayson-Pitts and Pitts (2000).

of DMSO2, DMSO also reacts in the following chain (CH3SO2H − methanesulfu-
ric acid):

DMSO dd%
OX

CH3SO2H dd%
OX

MSA

A number of studies on the oxidation of H2S with O2 in natural waters have been
conducted in the laboratory and the field (Chen and Morris 1972, Hoffman and
Lim 1979, Millero 1986, Millero et al. 1987, Zhang and Millero 1993, Brezonik
1994) but only one study is known to have an atmospheric relevance (Hoffmann
1977). With respect to the sediment chemistry of natural waters and the pollution
treatment of wastewater, H2S (aut)oxidation was of interest long before. It has been
found that the process is in the first order with respect to H2S. Trace metals (espe-
cially Fe and Mn) increase the rate of oxidation, and sulfate (SO4

2−), thiosulfate
(S2O3

2−) and elemental sulfur have been detected as products. From the water bot-
tom to the surface, the H2S oxidation rate increases, which is attributed to a larger
amount of dissolved oxygen concentration as well as additional oxidants such as
hydrogen peroxide (Hoffmann 1977, Millero 2006) and ozone closer to the inter-
face. The oxidation of intermediate sulfite (HSO3

−) is discussed in Chapter 5.5.2.2.
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Atmospheric H2S concentrations are significant only near their sources. Therefore,
considering the much larger significance of DMS and SO2 in the sulfur cycle, aque-
ous phase H2S oxidation has never been considered in cloud and precipitation
chemistry models. H2S is only slightly soluble (Table 5.11) and partly dissociates:
pKa Z 7 (the second dissociation with pKa z 13 can be neglected).

H2S % HS− + H+ (5.274)

In the studies cited above, only gross reaction equations are given. However, with
modern knowledge we can speculate about aqueous oxygen chemistry and photo-
catalytic-enhanced redox processes (Chapter 5.3.5) that reactive oxidants such as
OH, O3 and H2O2 will elementarily react with HS− (in the autoxidation process
all these species are slowly produced from O2), similar to the sulfite oxidation
(Chapter 5.5.2.2).

Table 5.19 Lower sulfuric acid and its isomeric forms (hypothetically); after Hollemann-
Wiberg (2007).

structure formula name

HdSdOH H2SO sulfenic acid sulfuric(0) acid

H

H    S    O H2SO sulfane oxidea

HOdSdOH H2SO2 or S(OH)2 hyposulfurous acid sulfuric(II) acid

H

HO    S    O H2SO2 sulfinic acid

H

O    S    O

H

H2SO2 sulfane dioxidea, b

HSdSdOH H2S2O thiosulfoxyl acid disulfuric(0) acid

H

HS    S    O H2S2O thiosulfine acid

HOdSdSdOH H2S2O2 or S2(OH)2 dihydroxy disulfane or disulfuric(II) acid

OH

S    S    OH

hypodithionic acid

H2S2O2 or SS(OH)2 thiothionyl hydroxide

O

HS    S    OH H2S2O2 thiosulfuric acid

a sulfane means hydrogen sulfide (the latter is recommended by IUPAC)
b from this form are organic sulfones R2SO2 derived (see Table 5.18)
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HS− + OH (O3, H2O2) % HS + OH− (O3
−, H2O2

−) (5.275)

The HS radical (in solution it dissociates to a very small extent into H+ + S−;
thereby instable S− could donate its electron and provide sulfur) can react in anal-
ogy to the gas phase reaction (5.264) with O3 gaining HSO but also with OH
forming S:

HS (S−) + OH % S + H2O (OH−) (5.276)

HS + O2
− % S + HO2

− (5.277)

The elemental sulfur becomes colloidally stable in S8 molecules but can also add
to sulfite and form thiosulfate: S + S (O)3 % S − S (O)3 (S2O3

2−), which also loses
the sulfur via disproportionation into H2S and SO4

2−. In hydrometeors and interfa-
cial waters, however, sulfur reacts with oxygen (reactions 5.265 and 5.262) via SO2

to form hydrogen sulfite HSO3
−. Thiosulfate is an important intermediate in biologi-

cal sulfur chemistry from both sulfate reduction and sulfide oxidation. Many hypo-
thetical so-called lower sulfuric acids (Table 5.19) might appear as intermediates or
in the form of radicals (such as SOH, HSO, HSO2, HSS and HS as seen from the
structure formulas) in the oxidation chain from sulfide to sulfate:

HSK % S % HSO3
K% SO4

2K

The role of such intermediates and organosulfur compounds as antioxidants (due
to radical scavenging) has been known for many years (Kulich and Shelton 1978,
1991).

5.5.2 Oxides and oxoacids: SO2, H2SO3, SO3, H2SO4

Out of biological chemistry, sulfur dioxide (and sulfurous acid) and sulfur trioxide
(and sulfuric acid) are the dominant species; remember that the only natural source
of SO2 is given by volcanic activities25. Apart from minor global (but locally it can
be a significant source) contributions from metallurgic processes, anthropogenic
SO2 is exclusively from the combustion of fossil fuels, mainly coal. In the air, we
have to consider gas phase SO2 oxidation and the following gas-to-particle conver-
sion to sulfuric acid and sulfate particulate matter (Chapter 4.3.4). However, the
main route of S(IV) oxidation goes via the aqueous phase (Chapter 5.5.3), where
cloud droplet evaporation provides sub-µ aerosol particles containing sulfate as
illustrated in the scheme below.

SO2 (&)*
H2O

H2SO3) dd%
OX

SO3 (&)*
H2O

H2SO4)% particulate sulfate
h Y h

aqueous-phase S(IV) dd%
OX

aqueous-phase S(VI)

25 Recent field measurements have provided evidence that acid sulfate soils, when drained, oxidize
sulfides and might emit SO2, globally contributing to about 3 Tg S yr−1 (Macdonald et al. 2004).
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5.5.2.1 Gas phase SO2 oxidation

From all gas phase reactions studied since the 1950s (see Möller 1980 and citations
therein), OH remains the sole component for SO2 oxidation: k5.278 Z 1.3 $ 10−12

cm3 molecule−1 s−1: k5.279 Z 4.3 $ 10−13 cm3 molecule−1 s−1 and k5.280 Z 5.7 $ 104

s−1 (50 % RH). Therefore, it is seen that (5.278) determines the overall rate of con-
version.

SO2 + OH + M % HOSO2 + M (5.278)

HOSO2 + O2 % HO2 + SO3 (5.279)

SO3 + H2O % products (sulfate clusters) (5.280)

Assuming a mean OH radical concentration of 106 molecule cm−3, the SO2 lifetime
is about 10 days. Therefore, dry deposition and uptake by clouds and precipitation
are important removal pathways (Chapter 5.5.3).

5.5.2.2 Aqueous sulfur chemistry

As seen from Fig. 4.5, the reservoir distribution of SO2 strongly depends on the
aqueous phase pH. The sulfurous acid H2SO3 is not known as a pure substance;
several isomeric forms have been spectroscopically detected. Therefore, the symbol
SO2 $ aq is often used; the equilibrium (5.281) lies full on the left-hand side (K5.281

/ 10−9). Sulfurous acid, however, is largely dissociated with pK5.282 Z 2.2 and
pK5.283 Z 7.0, k5.283 Z 3.1 $ 103 s−1.

SO2 + H2O % SO2 $ aq % H2SO3 (5.281)

H2SO3 % HSO3
− + H+ (5.282)

HSO3
− % SO3

2− + H+ (5.283)

Because of the complication with H2SO3, dissolved SO2 can be directly associated
with bisulfite: k5.284 Z 6.3 $ 104 s−1 (Graedel and Weschler 1981).

SO2 + H2O % HSO3
− + H+ (5.284)

SO2 directly reacts with hydroxyl ions: k5.285 Z 1.1 $ 1010 L mol−1 s−1 (Boniface et
al. 2000):

SO2 + OH− % HSO3
− (5.285)

It is useful to name with S(IV) all dissolved sulfur species in this oxidation state:
SO2 + H2SO3 + HSO3

− + SO3
2−, whereby [H2SO3] % 0. Sulfite forms adducts with

dissolved aldehydes, of which the most important is α-hydroxymethanesulfonate
(HMS), which is stable against oxidation: pK5.286 Z 3.4 (Warneck 1989).

HCHO + HSO3
− % HCH(OH)SO3

− (HMS) (5.286a)

HCHO + SO3
− % HCH(O)−SO3

− &)*
H+

HMS (5.286b)
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However, competitive formaldehyde gives a hydrate, which is unable to add onto
sulfite.

HCHO + H2O % CH2 (OH)2 (5.287)

HMS is the anion of the strong hydroxymethanesulfone acid (HMSA), full dissoci-
ated (Munger et al. 1984). The second dissociation step to HCH(O)−SO3

− corre-
sponds to a weak acid with pKa z 10 (Sörensen and Anderson 1970). HMS slowly
decomposes into the initial substances, thereby sometimes describing (5.286) and
(5.288) as equilibrium with K5.286/5.288 Z 6.6 $ 109, k5.288 Z 7.7 $ 10−3 s−1 (Möller
and Mauersberger 1995).

HCH(OH)SO3
− (HMS) % HCHO + HSO3

− (5.288)

Often the formaldehyde hydration is also included in the equilibrium (Deister et
al. 1986):

K Z [CH2 (OH)SO3
−] / [CH2 (OH)2] [HSO3] Z 3.6 $ 106 L mol−1 (5.289)

In alkaline solution, HMS decomposes: k5.289 Z 3.7 $ 10−3 L mol−1 s−1.

HCH(OH)SO3
− + OH− % CH2 (OH)2 + SO3

− (5.290)

The only oxidation of HMS goes via OH attack (Buxton et al. 1996):

HCH(OH)SO3
− + OH % CH2 (OH)2 + SO3

− (5.291)

From all three HMS sinks (oxidation, alkaline decomposition and decay), only
(5.288) is considered important (Möller and Mauersberger 1995). Sulfite also forms
adducts with other aldehydes such as benzaldehyde, methylglyoxal, acetaldehyde
and hydroxyacetaldehyde (Olson and Hoffmann 1988a, 1988b, 1989; Olson et al.
1988).

Because of the importance of SO2 and sulfate in the atmosphere, the oxidation
pathways in solution have been studied extensively and typically been subdivided
as follows:

− by peroxides (H2O2 and ROOH)
− by ozone O3

− by oxygen (autoxidation)
− by oxygen with participation of TMI
− by radicals (OH, NO3, Cl and others)
− by other oxidants (e. g. HNO4, HOCl)

The decades of SO2 research have given almost only gross reaction rates such as
those first studied by Mader (1958) and later recognized as being atmospherically
important by Hoffmann and Edwards (1975) and Penkett et al. (1979); k5.292 Z
(5.3 ± 2.7) $ 107 L2 mol−2 s−1 recommended by Möller and Mauersberger (1995),
see Table 5.20.

−(d [S(IV)] / dt Z (d [S(VI)] / dt Z RH2O2
Z k5.292 [H+] [HSO3

−] [H2O2] (5.292)
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Table 5.20 Reaction rate constants for HSO3
− + H2O2.

k in 107 L2 mol−2 s−1 author

35.0 Hoffmann and Edwards (1975)
2.6 Penkett et al. (1979)
4.7 Martin and Damschen (1981)
2.4 McArdle and Hoffmann (1983)
8.0 Kunen et al. (1983)
9.5 Lee at al. (1986)
9.1 ± 0.5 Maaß et al. (1999)

Thénard recognized that one O is only weakly bonded in H2O2 and that the mole-
cule easily decomposes26. Remarkably, soon after its discovery it was known that
H2O2 oxidizes sulfurous acid into sulfuric acid without the formation of free oxygen
(Gmelin 1827), a mechanism recognized to be important in air chemistry almost
150 years later (Möller 1980) as the most important pathway in the oxidation of
dissolved SO2 in hydrometeors. It is remarkable that the detailed mechanism of the
S(IV)dH2O2 reaction is not known; it was proposed as the formation of peroxomo-
nosulfite (HOdS(O)dOO−), an unknown substance (Möller 2003). The subse-
quent (slow) proton-catalyzed rearrangement into sulfate should explain the pH-
dependence (rate increase with H+). It is hard to understand in which way HOOH
(H2O2) might transfer a single O atom or the whole peroxo group (−OdO−).

S SS
O- O-

O O OO

HO HOHOH O2 2+
O

O

O-
H

H

(HSO ) + H O4 2
-

Drexler et al. (1991) and Lagrange et al. (1993) proposed the formation of peroxo-
monosulfite in an equilibrium (what is hard to assume because of the many struc-
tural intermolecular rearrangements) with an acid-catalyzed slow conversion of
peroxomonosulfite into sulfate. Möller (2009a) proposed that a single electron
transfer occurs in the sense of another Fenton-like reaction. The fate of H2O2

− is
well known (5.116). Note that the OH yield is stoichiometric to H2O2 and thereby
provides OH concentrations orders of magnitudes larger than by the phase transfer
of gaseous OH (the “radical” oxidation by OH has been described as slow; Möl-
ler 1980).

HSO3
− + H2O2 % HSO3 + H2O2

− (5.293)

Fig. 5.29 shows a generalized scheme of S(IV) oxidation, depending on pH. Er-
makov et al. (1997) considered that the radical chain mechanism is most likely in

26 This (wrong) statement is based on the often generally accepted reaction scheme A + H2O2 %
AO + H2O. However, H2O2 cannot transfer O (like O3); the only way is decomposing according
to H2O2 + e− + H+ % OH + H2O; in a subsequent reaction OH is the oxidizer.
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2
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Fig. 5.29 Scheme of general S(IV) oxidation in alkaline and acidic solution. Electron accept-
ors: H2O2, O3, O2, OH, NO3, Cl, Fe3+, Mn2+, Cu2+, electron donors: Fe2+, Mn+, Cu+,
HSO3

−, SO3
2−, OH−.

Table 5.21 Rate constants of reactions of sulfite with radicals.

reaction k in L mol−1 s−1

OH + HSO3
− % H2O + SO3

− 2.7 $ 109 Buxton et al. (1996)
OH + HSO3

− % OH− + SO3
− 4.6 $ 109 Buxton et al. (1996)

OH + SO3
2− % OH− + SO3

− 5.5 $ 109 Neta and Huie (1985)
SO4

− + HSO3
− % SO4

2− + SO3
− + H+ 6.8 $ 108 Buxton et al. (1996)

SO4
− + SO3

2− % SO4
2− + SO3

− 3.1 $ 108 Buxton et al. (1996)
SO5

− + HSO3
− % HSO5

− + SO3
− 8.6 $ 103 Buxton et al. (1996)

SO5
− + SO3

2− + H+ % HSO5
− + SO3

− 2.15 $ 105 Buxton et al. (1996)
SO5

− + HSO3
− % SO4

− + H+ + SO4
2− 3.6 $ 102 Buxton et al. (1996)

SO5
− + SO3

2− % SO4
− + SO4

2− 5.5 $ 105 Buxton et al. (1996)
NO3 + HSO3

− % NO3
− + SO3

− + H+ 5.6 $ 103 Exner et al. (1992)
NO3 + SO3

2− % NO3
− + SO3

− 3.0 $ 108 Exner et al. (1992)
Cl2

− + HSO3
− % 2 Cl− + SO3

− + H+ 1.7 $ 108 Jacobi (1996)
Cl2

− + SO3
2− % 2 Cl− + SO3

− 6.2 $ 107 Herrmann et al. (1996)

S(IV) oxidation. The existence of the sulfite radical and its role in biological dam-
age (whereby the subsequently produced peroxosulfate radical SO5

− is a much
stronger oxidant) has long been known (Neta and Huie 1985). Many molecules,
radicals and metal ions react with sulfite and bisulfite in a one-electron oxidation
(Table 5.21):
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HSO3
− (SO3

2−) + A % HSO3 (SO3
−) + A− (5.294)

The sulfite radical reacts quickly with oxygen to form the peroxosulfate radical;
k5.295 Z 2.7 $ 109 L mol−1 s−1 (Buxton et al. 1996):

HSO3
− (SO3

2−) + A % HSO3 (SO3
−) + A− (5.295)

The peroxosulfate radical can generate the sulfite radical in the reaction with sulfite
and further gives peroxomonosulfate (Caros’ acid), which decomposes with sulfite
to sulfate, see Fig. 5.29; k5.296a Z 8.6 $ 103 L mol−1 s−1 and k5.296b Z 2.15 $ 105 L
mol−1 s−1 (Buxton et al. 1996):

HSO3
− (SO3

2−) + A % HSO3 (SO3
−) + A− (5.296a)

HSO3
− (SO3

2−) + A % HSO3 (SO3
−) + A− (5.296b)

Another pathway of SO5
− goes to the sulfate radical: k5.297a Z 3.6 $ 102 L mol−1

s−1 and k5.297b Z 5.5 $ 105 L mol−1 s−1 (Buxton et al. 1996).

SO5
− + HSO3

− % SO4
− + H+ + SO4

2− (5.297a)

SO5
− + SO3

− % SO4
− + SO4

2− (5.297b)

Note the large differences in the reaction rate constants independent of whether
sulfite or bisulfite is the reagent. This makes the overall process strongly dependent
on pH. This pH dependence, however, is much more subtle because the sulfur
radicals (sulfite, sulfate and peroxomonosulfate) undergo acid-base equilibrium,
which likely is on the left-hand side because the hydrogenated species are strong
acids:

SO3
− &)*

H+

HSO3 (5.298)

SO4
− &)*

H+

HSO4 (5.299)

SO5
− &)*

H+

HSO5 (5.300)

Moreover, the reactive oxygen species undergo conversions and likely superoxide
O2

− (remember that pKHO2 / O2
− Z 4.5) and O3

− are important electron donors in the
following chains.

H2O2 dd%
eK

H2O2
K % OH + OHK

O3 dd%
eK

O3
K dd%

H+

HO3 % OH + O2

O2 dd%
eK

O2
K dd%

H+

HO2 dd%
(KO2)

O2
K

HO2
K dd%

H+

H2O2

Parallel to all possible starting reactions of the type (5.294), the direct nucleophilic
attack of oxygen species (O3, OH and HO2) might be possible:

O3 + SO3
2− % [OOOdSO3]2− % O2 + SO4

2− (5.301)

O3 + HSO3
− % [OOOdSO3H]2− % O2 + HSO4

− (5.302)
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Table 5.22 Reaction rate constants for S(IV) + O3 for the nucleophilic mechanism.

104 k0 105 k1 109 k2 author

0 3.1 2.2 Erickson et al. (1977)
2.2 3.2 1.0 Hoigné et al. (1985)
2.4 3.7 1.5 Hoffmann (1986)

Table 5.23 Reaction rate constants for S(IV) + O3 for the radical mechanism.

k in 10−4 L1/2 mol−1/2 s−1 author

1.45 Penkett et al. (1979)
1.4 … 3.5 Maahs (1983)
1.9 Martin (1984)
1.23 Nahir and Dawson (1987)
2.99 Lagrange et al. (1992)
1.27 Botha at al. (1994)

O3 + SO2 % [OOOdSO2] dd%
(KO2)

SO3 dd%
(KH+)

H2O
HSO4

− (5.303)

OH + SO3
2− % [HOdSO3]2− dd%

(KHO2)

O2
SO4

2− (5.304)

HO2 + SO3
2− % [HOOdSO3]2− dd%

(KOH)
SO4

2− (5.305)

The rate law (5.292) has been confirmed by many experimental studies. The reac-
tion of ozone with S(IV) is assumed as a nucleophilic attack with all S(IV) species
(with the exception of the study by Erickson et al. 1977; Table 5.22).

RO3
Z (ka [SO2] + kb [HSO3

−] + kc [SO3
2−]) [O3] (5.306)

Using the expressions for the protolysis equilibrium and simplification for pH > 3,
we get:

RO3
Z (kb + kc Kb [H+]−1) [S(IV)] [O3] (5.307)

where Kb is the equilibrium constant of the second dissociation (HSO3
− % SO3

2−).
This expression is identical to the rate law proposed by Maahs (1983) even though
he proposed the radical mechanism instead of the nucleophilic. A general rate law
can be derived from the studies suggesting the radical mechanism (Table 5.23):

RO3
Z k [H+]−1/2[S(IV)] [O3] (5.308)

Now comparing the pseudo-second-order rate constants for the nucleophilic
(5.307) and radical (5.308) mechanism RO3

(nuc) Z 1k [S(IV)] [O3] and RO3
(rad) Z

2k [S(IV)] [O3]:
1k Z kb + kc Kb [H+]−1

2k Z k [H+]−1 / 2,
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Table 5.24 Comparison of pseudo-second order rate constants of S(IV) + O3 reaction for
the nucleophilic (1k) and radical ( 2k) mechanisms in dependence from pH.

k in L mol−1 s−1 pH Z 3 pH Z 4 pH Z 5
1k 4.3 $ 105 1.3 $ 106 1.0 $ 107

2k 6.0 $ 105 1.9 $ 106 0.6 $ 106

pH

S(IV) + O3

S(IV) + H2O2

100

10 2

10 4

10 6

10 8

10 10

10 12

2.0         3.0         4.0          5.0        6.0          7.0 8.0         9.0
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Fig. 5.30 Dependence of S(IV) by H2O2 and O3 from pH.

we come to the noteworthy conclusion that the difference is numerically insignifi-
cant (Table 5.24) and that all experimental studies strongly agree with the kinetics,
although without clarifying the mechanism. Fig. 5.30 shows the strong influence of
pH on both the H2O2 (dominant in acidic solution) and O3 (dominant in alkaline
solution) pathways.

Accepting the radical mechanism theory, the reaction rate of the sulfite radical
formation (5.294) determines the overall rate. Amplifying the S(IV) oxidation is
given by the subsequent formation of radicals (OH, O2

−, SO4
−, SO5

−) that further
react with sulfite or bisulfite (Fig. 5.29). It is impossible to regard the S(IV) oxida-
tion under natural conditions (i. e. outside laboratory conditions) in the sense of a
definite mechanism because all reactive species (providing A to E in the following
scheme) are available, but in different concentrations and superposed, making sul-
fate formation very complex and depending on the redox state and the pH of the
solution as well as the radiation and photosensitizers.

SO (HSO )3 3
2- - SO3 SO5

SO4

SO4

HSO5

A O2- -

-

-

B C

D E

2-

All conversions through species A to E can proceed through sulfur radicals (sulfite,
peroxomonosulfate and sulfate) as well as via many other species, whereas some of
them are permanently abundant and others are produced via photochemical proc-
esses. Only coupled gas-aqueous phase models comprising the whole chemistry can
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Table 5.25 Higher oxidized sulfur species (instead of hydrogen- also bi- is used to term
prononized forms).

ion radical name acid name

HSO3
− HSO3 hydrogensulfite

H2SO3 sulfurous acid
SO3

2− SO3
− sulfite

HSO4
− HSO4 hydrogensulfate

H2SO4 sulfuric acid
SO4

2− SO4
− sulfate

HSO5
− HSO5 hydrogenperoxomonosulfate

H2SO5 peroxomonosulfuric acida

SO5
2− SO5

− peroxomonosulfate
S2O6

2− − dithionate H2S2O6 dithion acidb

S2O7
2− − disulfate H2S2O7 disulfuric acidc

S2O8
2− − peroxodisulfate H2S2O8 peroxodisulfuric acidd

a HO3SdOOH
b HO3SSO3H
c HO3SdOdSO3H
d HO3SdOOdSO3H

describe the very complex S(IV) oxidation in hydrometeors. The following list of
reactions only compiles the most important steps, for further reactions see for ex-
ample CAPRAM; citations for reactions rates, given in L mol−1 s−1, see Möller
and Mauersberger (1995) or Möller (2003).

SO4
− + Fe2+ (Mn2+, Cu+) % SO4

2− + Fe3+ (Mn3+, Cu2+)
k5.309 (Fe) Z 4.1 $ 109 (5.309)

SO4
− + Cl− % SO4

2− + Cl k5.310 Z 2.5 $ 108 (5.310)

SO4
− + O2

− % SO4
2− + O2 k5.311 Z 4 $ 109 (5.311)

SO4
− + HO2 % SO4

2− + H+ + O2 k5.312 Z 3.5 $ 109 (5.312)

SO4
− + H2O2 % SO4

2− + H+ + HO2 k5.313 Z 1.2 $ 107 (5.313)

SO4
− + Cl− % SO4

2− + Cl k5.314 Z 2.5 $ 108 (5.314)

SO4
− + OH− % SO4

2− + OH k5.315 Z 1.4 $ 107 (5.315)

SO4
− + OH % HSO5

− + OH- k5.316 Z 1 $ 1010 (5.316)

SO5
− + Fe2+ (Mn2+, Cu+) + H+ % HSO5

− + Fe3+ (Mn3+, Cu2+)
k5.317 (Fe) Z 4.3 $ 107 (5.317)

SO5
− + HO2 % HSO5

− + O2 k5.318 Z 1.7 $ 109 (5.318)

SO5
− + O2

− + H2O % HSO5
− + OH− k5.319 Z 2.3 $ 108 (5.319)

Dithionate (S2O6
2−) und peroxodisulfate (S2O8

2−) have never been detected in cloud
and rainwater. Dithionate slowly disproportionates (into SO4

2− + SO2) and peroxo-
disulfate hydrolyzes in acid solution (into HSO5

− + SO4
2−). Table 5.25 lists all higher

oxidized sulfur species of interest in the climate system.
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5.5.3 Multiphase sulfur chemistry

Because of the relatively slow gas phase of SO2 oxidation, aqueous phase oxidation
in clouds contributes to 80−90 % of sulfate formation in the northern mid-latitudes.
The in-droplet S(IV) oxidation rate is related to the volume of air by using the
general equation (4.278) in terms of:

(d [sulfate]

dt )
air

Z k [SO2]gas Z RT $ LWC $ kaq [S(IV)] (5.320)

In a cloud under normal daytime conditions of LWC and concentrations of H2O2

and O3, the SO2 lifetime is % 1 h and sulfate production can reach 8 ppb h−1.
This is by a factor of 100 higher than the maximum gas phase production (Ta-
ble 5.26). On a yearly basis, however, we need the statistical information on the
occupancy of the PBL by clouds and occurrence of clouds to calculate the mean
aqueous phase S(IV) oxidation. Any error in kaq is insignificant compared with the
uncertainty of cloud statistics. The atmospheric SO2 residence time strongly de-
pends on the event-related cloud and precipitation statistics. As shown in Fig. 4.5,
scavenging of no other gas than sulfur dioxide depends so strongly on changing
pH in the range 6 to 8; hydrometeors normally have pHs between 4 and 6 and
natural waters between 7 and 8. The key questions with respect to climate-relevant
sulfate formation are:

− What is the percentage of gas-to-particle sulfate formation in the very low sub-
micron range?

− What percentage do cloud processes contribute to sulfate formation in the upper
submicron range?

− How much non-oxidized sulfur is deposited (dry as SO2 and wet as S(IV))?
− How much sulfur is on average dissolved in clouds and thereby not climate rele-

vant?

The last question is important because not only does the percentage of atmospheric
SO2 oxidation (often global climate models assume a simple conversion factor in
percentage of SO2 emission) determine the “climate active” sulfate but so does the
particulate sulfate in air. Fig. 5.31 shows a scheme of the multiphase atmospheric
sulfur chemistry. The figures are derived from many field studies and modeling
attempts, and are representative of Europe. It is noteworthy that the number of

Table 5.26 SO2 oxidation (percentage of pathwaya) and sulfate formation rates (in % h−1)
for central European conditions; data from Möller (1995a), Möller and Mauersberger (1992).

pathway summer day summer night winter day winter day

liquid phase 75.8 8.1 11.3 4.4
gas phase 1.4 0.0013 0.22 0.0002
O3 0.3 2.2 65.5 24.1
H2O2 99.6 87.3 26.7 34.7
a the difference to 100 % is given by other not listed pathways such as radicals and TMI cata-
lytic
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Fig. 5.31 Scheme of SO2 multiphase chemistry (after Möller 1995a, 2003); % related to each
box as budget.

studies with in situ measurements of S(IV) in hydrometeors (rain, cloud and fog) is
very limited (because of the instability of S(IV) and a complicated measurement
technique; Möller 2003). Normally in rainwater only sulfate is detected because
much time is taken from sampling to analysis. In situ field measurements, however,
support the theoretical assumption that in fresh rainwater S(IV) contributes about
30 % to total sulfur. In other words, the percentage of wet deposited SO2 (in-cloud
and sub-cloud) is significant but might vary depending on the gas phase SO2 con-
centration and droplet pH. These findings support the conclusion that on average
less than 50 % of SO2 is converted into sulfate in air.

5.6 Phosphorus

In line with oxygen, nitrogen and sulfur, phosphorus is the next important life-
essential element but in contrast to the other listed elements, it does not naturally
occur in nature. Moreover, P only (according to textbook knowledge) occurs in
derivates of phosphorus acid in nature. Phosphorus (white) was first produced as
an element (but not recognized as an element) by the German alchemist Hennig
Brand (c. 1630−1692) in Hamburg in 1669 from the heating of distillated urine
remaining with sand. Bernhardt Siegfried Albinus (1697−1770) isolated phosphorus
from the charcoal of mustard plants and cress, confirmed by Marggraf in 1743 and
likely Scheele, in 1769 found it from bone (Kopp 1931). Lavoisier recognized P as
an element. It is believed that all original phosphates came from the weathering of
rocks. Phosphate ion enters into its organic combination largely unaltered. From
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phosphorus acid H3PO4 many esters are formed simply by the exchange of H
through organic residual.

It was thought that phosphorus can cycle in the atmosphere only as phosphate
bound to aerosol particles such as pollen, soil dust and sea spray. Similar to nitro-
gen, chemical forms of P have been found in an oxidation state −3 to +5. It is
generally accepted that in contrast to O, S, N and C, the phosphorus cycle does
not contain redox processes (i. e. remains on the state of phosphate) or volatile
compounds (i. e. the atmosphere is excluded from the P cycle). In continental rain-
water, Lewis et al. (1985) found phosphate in such concentrations that it could not
be explained by the scavenging of particulate phosphorus and concluded that it
was a terrestrial source of a volatile P compound. Recently, Glindemann et al.
(2005a and citations therein) detected monophosphane PH3 (formerly phosphine,
also termed hydrogen phosphide) in air in the range pg m−3 to ng m−3. Close to
identified emission sources (paddy fields, water reservoirs and animal slurry) re-
ported concentrations are significant higher. Glindemann et al. (2003) found for
the first time PH3 in remote air samples (low ng m−3 range) in the high troposphere
of the north Atlantic. In the lower troposphere, PH3 is observed at night in the
1 ng m−3 range, with peaks of 100 ng m−3 in populated areas. During the day, the
concentration is much lower (in the pg m−3 range).

Monophosphane27 has a low water solubility, H Z 8.1 $ 10−3 L mol−1 atm−1

(Williams et al. 1977), which is about three times less than the Henry coefficient
for NO2. PH3 cannot be photolyzed in the troposphere but reacts quickly with OH;
k5.321 Z 1.4 $ 10−11 cm3 molecule−1 s−1 (much faster than OH + NH3).

PH3 + OH % PH2 + H2O (5.321)

The literature is absent of studies on atmospheric PH3 oxidation in detail. In PH3

+ O2 explosions, the radicals PH2 and PO have been detected (Norrish and Older-
shaw 1961), and PO has also been found in interstellar clouds. According to Glinde-
mann et al. (2003, 2005a), the final product of PH3 oxidation in air is phosphate
ion but nothing is known about the reaction steps. We can only further speculate
that the oxidation proceeds in solution and/or interfacial, i. e. in the cloud and
aerosol layer and this might explain why PH3 is found in the upper troposphere.
As we have largely discussed, it is not the solubility that controls the “washout”
but the interfacial chemistry for low-soluble species.

PH3 is a very weak base (pKb z 27 compared with 4.5 for NH3) but the phos-
phonium ion is known in solid salts, for example with chloride (PH3 + HCl %
PH4Cl). Because the PH3 mixing ratio is 10−100 times lower than that of NH3, it
is likely that during inorganic gas-to-particle conversion in the late morning (SO2

% H2SO4) ammonium and phosphonium are taken up by the evolving particulate
phase. The equilibrium is generally on the left-hand side (PH3) but because of acid
excess and dynamic processes it might be shifted to salt formation. Moreover, in
the condensed phase a strong oxidation regime can stepwise oxidize PH3 / PH4

+ by
OH to phosphate. This process can better explain the observed daytime decrease

27 P forms many compounds with hydrogen according the general formula PnHn+m (n in whole
numbers, m Z 2, 0, −2, −4, …) but few compounds have been isolated, of which the most impor-
tant are PH3 and P2H4 , which are both volatile and self-igniting at high concentrations.
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of PH3 concentrations and the relatively high PH3 concentrations in the upper and
remote atmosphere.

However, to gain the PO4
3− ion a very complex P chemistry has to be assumed

including all oxidants of interest (O2
−, OH, O3, H2O2). We can speculate that alter-

nate OH attacks abstract H from P and subsequent O3 attacks add O onto P
according to the known chain of oxo acids:
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Fine particulate matter might be transported and release PH3, whereas particulate
acidity decreases and thereby explains why PH3 seems to be ubiquitous in air.
Moreover, PH2 probably returns to PH3 via H abstraction from hydrocarbons in
the gas phase:

PH2 + RH % PH3 + R (5.322)

In the biomass, phosphorus is as important as ATP and ADP for providing energy
transfers and in DNA and RNA where phosphate interlinks the nucleosides. In
bones and teeth, it is found as calcium phosphates (approximately 85 % of phospho-
rus in the body). In contrast to nitrogen, plants do not reduce phosphate. However,
PH3 (and likely P2H4) exist in air and are emitted from the decomposing biomass
under anaerobic conditions. Even exotic formation via lightning, shown by simu-
lated lightning in the presence of organic matter, which provides a reducing me-
dium, was suggested Glindemann et al. (2004) but this is hard to accept under
atmospheric conditions. Natural rock and mineral samples release trace amounts
of phosphine during dissolution in mineral acid. Strong circumstantial evidence
has been gathered on the reduction of phosphate in the rock via mechanochemical
or “tribochemical” weathering at quartz and calcite/marble inclusions (Glindemann
et al. 2005b). However, this can also be because of traces of phosphides in rocks,
which produce PH3 in acidic hydrolysis. Although phosphorus could be expected
to occur naturally as a phosphide, the only phosphide in the earth’s crust is found
in iron meteorites as the mineral schreibersite (Fe, Ni)3P, in which cobalt and cop-
per might also be found (WHO 1988).

Many papers have suggested that PH3 forms by microbial processes in soils and
sediments but no bacteria responsible or any chemical mechanism is known (Zhu
et al. 2007). This question rose 40 years ago but Burford and Bremner (1972) could
not confirm earlier evidence for the evolution of phosphine through the microbial
reduction of phosphate in waterlogged soils. They also showed that phosphine is
sorbed by soil constituents and might not escape to the atmosphere if produced in
soils. Recently, PH3 has been detected at surprisingly high concentrations in the
marine atmosphere (Zhu et al. 2007). The measurement technique to detect such
low PH3 concentrations became available around 1993; therefore, the absence of
evidence of PH3 before is no longer evidence of PH3 absence. It seems that only
yet unknown microbial processes where phosphate is used as an oxygen source
under anaerobic conditions (similar to the sulfate reduction) might explain PH3

formation. This is still an open field of research and needs more specific microbial
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studies. Organophosphanes PR3, where R Z alkyl or aryl (for example triphenyl-
phosphine oxide OPPh3 and trimethylphosphine oxide OP (CH3)3) are known to
form metal complexes and have been found in fungi (Holland et al. 1993). Organo-
phosphanes are easily oxidized to the corresponding phosphane oxide OPR3, which
are considered the most stable organophosphorus compounds. The identification
that organophosphines are responsible for the “typical smell” when touching metals
(Glindemann et al. 2006) might give evidence for such compounds in the human
body. For century’s ignis fatuus, a phosphorescent light seen over marshy ground
and around graveyards at night (ghostly lights) is now known to be caused by the
spontaneous combustion of gases emitted by decomposing organic matter where
phosphanes would act as a “chemical match”.

5.7 Carbon

Thousands of organic compounds used as chemicals by man are described in rela-
tion to properties and environmental fate in air, soil and water (Howard 1990, 1993,
Mackay et al. 2006, Verschueren et al. 2009). However, the detailed chemistry is
almost unknown and only studied for a few hundred of substances. We have already
presented chapters on carbon, its origin (2.1.2.2), cycling (2.2.2.5), emissions into
air (2.7.3) and the “carbon problem” (2.8.3). We have also discussed the unique
chemical properties of carbon and its compounds to create life (2.2.2.1, 2.2.2 and
2.4.4). It is the harmonic balanced affinity of carbon to electropositive and electro-
negative elements as well, which provides the largest quantity of different chemical
compounds, and the huge reservoir of CO2 (including water-dissolved bicarbonate)
supports the maintenance of life in the form of omnipresent plants and animals
and carbon cycling. By contrast, silicon as an element with similar properties, pro-
vides non-volatile SiO2 with the tendency to form polymers and cannot provide
global turnover rates compared with carbon but is the fundament of inorganic
“life”, the rocky world.

In Chapter 5.3.3, we introduced some extremely important reactive oxygen-car-
bon species in air. The separation between inorganic and organic carbon chemistry
(and compounds) is not strongly fixed. In nature, the synthesis of organic com-
pounds only occurs in living cells of plants and animals, where only plants are able,
through photosynthesis, to link the organic world with the inorganic, i. e. use CO2

as feedstock. Nature provides organic matter in a large variety for food, materials
and energy carriers. So far, the extraction of such compounds has been limited to
the carbon cycle (i. e. limited to renewable sources), and problems have only arisen
because of local limits of carbon supply and local waste loadings. Only because of
the exhaustion of fossil fuels do humans again meet the same general problems,
but now on a global scale. An idea for a solution the carbon resource limitation
and the pollution problem is proposed in Chapter 2.8.4.2 by creating the manmade
closed carbon cycle.

The general fate of organic carbon in the climate system is mineralization, i. e.
oxidation back to CO2 and/or carbonate and water. In Chapter 5.3.2.2, we pre-
sented the elementary steps in CH4 oxidation, finally to CO2:
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CH4 ddd%
(KH2O)

OH
CH3 dd%

O2

CH3O2 ddd%
(KNO2)

NO
CH3O ddd%

(KHO2)

O2
HCHO ddddd%

(KH2O or KH)

OH or hν

HCO ddd%
(KH2O)

OH
CO ddd%

(KH)

OH
CO2

Table 1.1 shows that CO2, CH4 and CO are the main carbon compounds in air,
roughly in a ratio of 1000 : 10 : 1. It is noteworthy that these ratios also express
roughly the ratios of the chemical lifetime of these species in the atmosphere (τCH4

z 10 years). In this reaction chain, there are two competitive pathways. At low
NO concentrations, CH3O2 will react (with HO2) to form methyl peroxide
CH3OOH, which mainly transfers into the aqueous phase but can also be photo-
lyzed (into CH3O + OH). Formaldehyde HCHO will also be scavenged; thereby
the hydrometeors (and finally natural waters) are an important sink for reactive
carbon intermediates. Organic acids probably only form in aqueous solutions. For
the CO2 budget these play no role on how much the percentage of CH4 and
NMVOC conversion to CO2 is. The natural atmospheric CO2 concentration is de-
termined by the difference between global photosynthesis and respiration whereby
the ocean plays the role of a controller (see Chapter 2.8.3.2). It was discussed in
Chapter 5.3.6 that both CO and CH4 (because of its OH % HO2 conversion, see
scheme above) determine the regional and global tropospheric net O3 production,
whereas NMVOC contributes to local and mesoscale additional O3 formation.
Within these photochemical conversions, organic oxidized nitrogen compounds are
formed (see Chapter 5.4.5), which (at high concentrations) have been attributed to
human health problems.

Without life there would be no carbon cycle on earth. But this is also true for
all other elements: as well as carbonate, nitrate, sulfate and phosphate all also
cannot be reduced by simple chemical processes in the climate system. Deep in the
earth, however, we cannot exclude − even hypothesizing the existence of elemental
carbon − reducing chemical regimes, turning elements on geological timescales.

In the following subchapters, we will summarize the basic principles of carbon
chemistry; the reader is recommended to refer textbooks on organic chemistry,
biogeochemistry and biochemistry.

5.7.1 Elemental carbon and soot

Elemental carbon exists naturally in nature as graphite (hexagonal C structure) and
diamond (tetrahedral C structure). In graphite, very small amounts of fullarenes,
where C60 molecules are most known, have been detected. Elemental carbon is
chemically extremely stable. Only at high temperatures does C react with other
elements and burns with O2 (well known for centuries as a coal dust explosion).
Another phenomenon is the self-ignition of coal, but locally the neccessary in-
creased temperature must rise and several processes have been suggested (for exam-
ple Stepanov and Andrushchenko 1990). This process of self-oxidation until self-
ignition needs time and is only possible in condensed coal stocks − when burning
in deposits can occur over centuries. However, this ignition was always initiated by
humans who interrupted the chemical regime of the deposit through contact with
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Table 5.27 Soot types.

soot origin characteristics

wood combustion soot large OC fraction, usually only 20 % BC; lignine-derived
substances with OC

biomass burning soot similar to wood soot but OC fraction larger up to 90 %
coal combustion soota different from biomass burning soot; large BC and EC

fraction, mainly in the coarse mode
diesel soot OC may approaches 50 %, the remainder is BC and EC;

smallest size fraction 3−20 nm consists of oil nanodroplets,
accumulation mode (50−250 nm) contains EC and OC and the
coarse mode is EC due to coagulation

aviation soot includes undefined OC fraction up to 300 nm
a This soot was important in past from household coal heating and steam locomotives; coal-
fired power plants with low efficiency such as largely still in use in India and China may also
produce large soot emissions.

oxygen. In the climate system, soot is a phenomenon that is as old as the culture
of fire. Remember that biomass burning is dominantly caused by men, and thereby
“natural” burning caused by lightning strikes has always been negligible. Therefore,
soot is largely an artefact to nature (Table 5.27).

In Table 2.34, the total BC emission was given between 11 and 17 Tg C yr−1

where about 50 % is contributed by biomass and fossil fuel burning. Other more
recent data suggest a lower emission of 5.8−8.0 Tg C yr−1 (Haywood and Boucher
2000, Bond et al. 2004). Bond et al. (2004) estimated 8.0 Tg for black carbon and
33.9 Tg for organic carbon where the contributions of fossil fuel, biofuel and open
burning are estimated as 38 %, 20 % and 42 %, respectively, for BC and 7 %, 19 %
and 74 %, respectively. The uncertainty ranges of 4.3−22 Tg yr−1 for BC and
17−77 Tg yr−1 for OC.

The answers on the question “what is soot” (Chapter 4.3.5) are as different as
different people will ask this question. A general definition was given by Popovich-
eva et al. (2006): “soot is a carbon-containing aerosol resulting from incomplete
combustion of hydrocarbon fuel of varying stoichiometry, defined by the ratio of
fuel to oxygen”. Soot not only addresses the properties of BC and EC fractions
commonly associated with soot, but also includes the organic fraction (OC). The
chosen combustion conditions control the soot properties to a large extent. Soot
aerosol consists of harmful substances, such as adsorbed PAHs as well as their
hydroxylated and nitro-substituted congeners, which have significant carcinogenic
and mutagenic potential.

A lot is known on the direct and indirect climate impact of atmospheric soot,
the absorption of gases, possible heterogeneous processes and water-soot interac-
tions, but nothing is known on the fate of soot, especially elemental carbon. Studies
on the chemistry of NOy, O3, SO2 and many other species on soot have been
carried out over recent decades, showing that soot might provide a reactive surface
in air. However, such surface chemistry has been assessed to be insignificant in the
budget of chemical species compared with gas phase and liquid phase processes;
mainly because of the limited PM surface-to-air volume ratio. Many studies suggest
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that direct ozone loss on soot aerosol is unlikely under ambient conditions in the
troposphere (Disselkamp et al. 1999, Nienow and Roberts 2006).

Without doubt, the large OC fraction in “soot” will undergo “aging” by oxida-
tion. Decesari et al. (2002) showed that the WSOC produced from the oxidation of
soot particles increased rapidly with ozone exposure and consisted primarily of
aromatic polyacids found widely in atmospheric aerosols and which are frequently
referred to as macromolecular humic-like substances (HULIS).

However, we only can speculate that reactive oxygen species such as O3 and OH
can react with carbon similar to CO:

C + OH % CO + H (5.323)

C + O3 % CO + O2 (5.324)

This process is extremely slow and can result in the chemical lifetime of hundreds
or more years under climate system conditions. It is known that surfaces covered
with photocatalytic active TiO2 obviously remain “clean” with respect to soot pol-
lution, whereas reference surfaces become black. As discussed in Chapter 5.3.5,
under such photocatalytic conditions large OH concentrations might locally pro-
duced.

The fate of the about 8 Tg BC yr−1 widely dispersed on the globe is deposited
into oceans and soils. It is known that coal can survive in soils for hundreds of
years and can improve soil structure and water budget. The survival of atmospheric
coal combustion soot from the Middle Ages can still be seen at old churches and
it is cultural question to regard it as patina with respect or unwanted pollution.

5.7.2 C1 chemistry: CO, CO2, CH4, CH3OH, HCHO, HCOOH

Most of the gas phase C1 chemistry is elsewhere presented (Chapters 5.3.2.2 and
5.3.3 concerns organic and 2.8.3.2 concerns CO2 and carbonate dissolution). Two
species from the heading above, methanol CH3OH and formic acid HCOOH we
met as emissions from biomass burning (Table 2.44). Because CdO and OdH
bonds are much stronger than the CdH bond, OH attack goes preferable onto
CdH (at higher carbon chains preferably at the α CdH); k5.325 Z 7.7 $ 10−13 cm3

molecule−1 s−1 and k5.326 Z 1.3 $ 10−13 cm3 molecule−1 s−1, i. e. about 85 % of
methanol goes via (5.311):

CH3OH + OH % CH2OH + H2O (5.325)

CH3OH + OH % CH3O + H2O (5.326)

The fate of the methoxy radical CH3O is known (5.45) and also CH2OH gives the
same products: k5.327 Z 9.7 $ 10−12 cm3 molecule−1 s−1:

CH2OH + O2 % HCHO + HO2 (5.327)

Hence, the methanol oxidation yields formaldehyde according to the budget:
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CH3OH ddddd%
(KH2O K HO2)

OH + O2
HCHO

Formaldehyde (IUPAC name methanal) quickly converts at daytime to CO
(5.46−5.47) but also transfers into the aqueous phase where it hydrates (5.287) or
reacts with S(IV) (reaction 5.286). In aqueous solution, methanol quickly oxidizes
similar to the gas phase mechanisms to formaldehyde, which (together with scav-
enged HCHO) further oxidizes to formic acid (methane acid), likely via an OH
adduct (the following reaction is speculative):

HCHO + OH % H2C(O)OH ddd%
(KHO2)

O2
HC(O)OH (5.328)

Numerous measurements show that in the gas phase [HCHO] > [HCOOH] and in
hydrometeors [HCHO] < [HCOO)]. Formic acid was first isolated in 1671 by the
English researcher John Ray (1627−1795) from red ants (its name comes from the
Latin word for ant, formica). Considering methane acid as a transient between
inorganic and organic carbon, the carbonyl group dC(O)OH provides the huge
class of organic acids RCOOH and the formate HCOO− gives the class of esters
HCOOR and RCOOR.

C CC CO OO O

OH

OH OH

NH2 NH2

NH2

Cl

Cl
carbonic acid carbamic acid urea phosgene

From carbonic acid (CO2 + H2O) important derivates are derived: carbamic acid
(or carbamates28, which also provides a class of organic carbamines substituting H
for organic R), urea and halogenated substitutes (such as phosgene). Urea is the
“symbol” linking inorganic with organic chemistry; thereby here are two IUPAC
names: diaminomethanal (as organic compound) and carbonyl diamide (as inor-
ganic compound).

In aqueous solution, especially in cellular environments, the carbonate radical
anion (CO3

−) is produced from the reaction between the ubiquitous carbon dioxide
and peroxonitrite (ONOO−), which is an instable intermediate (Fig. 5.25) in NO
reduction and first forms as an CO2 adduct nitrosoperoxocarboxylate, which then
decomposes:

CO2 + ONOO− % ONOOCO2
− % CO3

− + NO2 (5.329)

Carbonate radicals react with many organic compounds (Chen and Hoffmann
1973, Umschlag and Herrmann 1999) in the general H abstraction reaction (com-
peting with OH); k5.330 Z 104 … 107 L mol−1 s−1:

CO3
− + RH % HCO3

− + R (5.330)

It is a strong acid (i. e. the radical HCO3 fully dissociates) with pKa Z −4.1 and a
strong oxidizing agent with E °(CO3

− / CO3
2−) Z 1.23 ± 0.15 V (Czapski et al. 1999,

28 They are formed while CO2 capture from (flue) gases using aqueous amine solutions.
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Armstrong et al. 2006, Medinas et al. 2007), which likely exists as the dimer
H(CO3)2

− (Wu et al. 2002). The importance in natural waters is likely limited be-
cause it is produced in radical reactions such as (k5.331a Z 3.9 $ 108 L mol−1 s−1,
k5.331b Z 1.7 $ 107 L mol−1 s−1, k5.332 Z 4.1 $ 107 L mol−1 s−1, k5.333 Z 2.6 $ 106 L
mol−1 s−1; CAPRAM model) and reacts back to carbonate.

CO3
2− + OH % CO3

− + OH− (5.331a)

HCO3
− + OH % CO3

− + H2O (5.331b)

HCO3
− + NO3 % CO3

− + H+ + NO3
− (5.332)

CO3
2−(HCO3

−) + Cl2
− % CO3

− + 2 Cl− (+ H+) (5.333)

CO3
2−(HCO3

−) + Cl2
− % CO3

− + 2 Cl− (+ H+) (5.334)

It reacts with TMI (k5.335 Z 2 $ 107 L mol−1 s−1) and with peroxides (k5.336 Z
6.5 $ 108 L mol−1 s−1), which represents radical termination in one-electron trans-
fers. Reactions (5.336a) and (5.337) also represent H abstraction reactions: k5.337 Z
4.3 $ 105 L mol−1 s−1 (Draganic et al. 1991).

CO3
− + Fe2+ (Mn2+, Cu+) % CO3

2− + Fe3+ (Mn3+, Cu2+) (5.335)

CO3
− + HO2 % HCO3

− + O2 (5.336a)

CO3
− + O2

− % CO3
2− + O2 (5.336b)

CO3
− + H2O2 % HCO3

− + HO2 (5.337)

The following fast reaction obviously transfers O− (adequate reactions concerns
NO % NO2

− and O2 % O3
− are not described in literature): k5.338 Z 1 $ 109 L mol−1

s−1 (Lilie et al. 1978).

CO3
− + NO2 % CO2 + NO3

− (5.338)

A reaction with ozone is slow and implies the intermediate O4
− (!d%

H+

HO4):
k5.339 Z 1 $ 105 L mol−1 s−1 (Sehested et al. 1983).

CO3
− + O2 % CO2 + O2 + O2

− (5.339)

Another interesting species is given by the carbon dioxide anion radical CO2
−, pro-

duced from aquated electrons (Hart and Anbor 1970), which is an efficient reducing
agent in two ways, electron transfer and radical addition; k5.340 Z 4 $ 109 L mol−1

s−1 (CAPRAM):

CO2 + eaq
K % CO2

− (5.340)

CO2
− + H2O2 % CO2 + H2O2

− (5.341)

CO2
− + O2 % CO2 + O2

− (5.342)

The CO2
− radical is also given from the oxidation of formate ions (Todres 2008).

HCOO− + OH % CO2
− + H2O (5.343)

It adds onto organic radicals and double bonds (Morkovnik and Okhlobystin
1979).
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CO2
− + RCH(OH) % RCH(OH)COO− (5.344)

CO2
− + RdCH]CHdR % RCH(COO−)dCHdR (5.345)

It disproportionates and dimerizes to oxalate (Morkovnik and Okhlobystin 1979).

CO2
− + CO2

− % CO3
2− + CO (5.346)

CO2
− + CO2

− % −O (O)CdC(O)O− (5.347)

Basically, these processes represent a way of sustainable chemistry in the future for
CO2 air capture and CO2 reduction to fuels (Fujita 1999, Wu 2009). Two-electron
steps onto adsorbed CO2 are favored compared with (5.340), whose reduction po-
tential amounts −1.0 V:

CO2 dddd%
2 H+ + 2 e

K

HCOOH E Z −0.61 V

CO2 dddd%
2 H+ + 2 e

K

CO C H2O E Z −0.53 V

CO2 dddd%
6 H+ + 6 e

K

CH3OH C H2O E Z −0.38 V

In aqueous solution, some metal-ligand complexes form CO2 adducts, which inter-
nally undergo a two-electron step:

MIdL + CO2 % MIdL (CO2) %

MIIIdL (CO2
2−) dd%

H+

MIIIdL + CO, HCOOH, H2O (5.348)

Thus, one of the best routes to remedy the CO2 problem is to convert it to valuable
hydrocarbons using solar energy in “photocatalytic farms”.

Finally, another radical is given from CO, forming the carbon monoxide anion
CO− (Hart and Anbor 1970), which very quickly reacts with water to give the
formyl radical, which undergoes very rapid hydration to CH(OH)2 and further then
dimerizes to glyoxal (HCO)2.

CO + eaq
K % CO− (5.349)

CO− + H2O % HCO + OH− (5.350)

2 HC(OH)2 % (HCO)2 + 2 H2O (5.351)

The formyl radical in solution can be considered the conjugated acid of CO−. In
the next chapter, we will see that C2 species are produced in the aqueous phase by
carbonylation (reactions with HCO) and carboxylation (reactions with CO2

−). Raef
and Swallow (1966) showed that directly from (5.349) and (5.350) the hydrated
form is given:

CO + eaq
K + H2O % HC(OH)O− 2)5

H+

HC(OH)2 (5.352)

The hydrated formyl radical HC(OH)2 is a strong reducing species. It has been
shown as an intermediate in the reaction of hydrated formaldehyde with OH and
is oxidized by H2O2 to form formic acid (or the formate anion, respectively).

OH + H2C(OH)2 % HC(OH)2 + H2O (5.353)
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Fig. 5.32 Scheme of C1 gas-phase chemistry.
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Fig. 5.33 Scheme of C1 aqueous-phase chemistry. (HCO)2 − glyoxal, (COOH)2 − oxalic
acid; dotted line − multistep process.

H2O2 + HC(OH)2 % HCOOH + 2 H2O (5.354)

A possible propagation mechanism involves:

HC(OH)2 + OH− % HCOOH + eaq
K + H2O (5.355)

Figs. 5.32 and 5.33 summarize the C1 chemistry in the gas and aqueous phase.
Whereas CH4 is very slowly oxidized in air (but provides methyl peroxide as a
ubiquitous compound), methanol and particularly formaldehyde quickly oxidizes
(the latter also photodissociates) to inorganic CO and finally CO2. As shown in
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Chapter 5.3.3, HCHO provides a net source of radicals. The formation of formic
acid is likely to be negligible in the gas phase. But methanol, formaldehyde and
formic acid (all produced and/or emitted in huge quantities from biogenic sources)
will be scavenged and provide more efficient oxidation, finally with an accumula-
tion of formic acid, but partly until its mineralization to CO2 and, most interest-
ingly, a pathway in the formation of highly reactive bicarbonyls such as glyoxal and
oxalic acid.

5.7.3 C2 chemistry: C2H2, C2H4, C2H6, C2H5OH, CH3CHO, CH3COOH,
(COOH)2

From a single carbon, according to the scheme in Fig. 2.42, C2 (and higher) hydro-
carbons are built up using the building blocks CH3 and CO. Alkanes (also known
as paraffins), with the general formula CnH2n+2, represent CH2 chain blocks with
methyl ends. They generally produce first an aldehyde by the OH oxidation of the
terminal carbon atom and then a bicarbonyl at the other end of the chain (here C2).

H3CdCH3 dddddddd%
(KH2O K NO2K HO2)

OH + NO + O2
H3CdC(O)H dddddddd%

(KH2O K NO2K HO2)

OH + NO + O2
(C(O)H)2

(5.355)

Acetaldehyde CH3CHO (similar to formaldehyde) photolyzes and oxidizes through
the OH attack. Other photolysis pathways (to CH4 + CO or CH3CO + H) are
important above 300 nm in the troposphere.

CH3CHO + hν % CH3 + HCO (5.357)

CH3CHO + OH % CH3CO + H2O (5.358)

CH3CO (it is not RO but a carbon radical •CO) adds O2 (see 5.64) and produces
PAN (5.259) but also in a competitive reaction as RO2 radical it oxidizes NO and
afterwards decomposes (from the methylperoxo radical CH3O2 finally formalde-
hyde is given).

CH3C(O)O2 ddd%
(KNO2)

NO
CH3C(O)O (5.359)

CH3C(O)O2 ddd%
(KCO2)

O2
CH3O2 ddd%

(KNO2)

NO
CH3O ddd%

(KHO2)

O2
HCHO (5.360)

Alcohols give (acetic) acid; k5.361 Z 2.8 $ 10−12 cm3 molecule−1 s−1. Acetic acid is
likely stable in the gas phase and transferred into hydrometeors.

C2H5OH + OH ddd%
(KH2O)

CH3CHOH ddd%
(KHO2)

O2
CH3C(O)OH (90 %) (5.361a)

C2H5OH + OH ddd%
(KH2O)

CH2CH2OH (5 %) (5.361b)

C2H5OH + OH ddd%
(KH2O)

CH3CH2O ddd%
(KHO2)

O2
CH3CHO (5 %) (5.361c)
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Fig. 5.34 Scheme of C2 gas-phase chemistry. C2H5OOH − acethyl peroxide, HOCH2CHO
− glycolaldehyde, C2H6 − ethane, C2H4 − ethene; dotted line − multistep process. OH reac-
tions involve subsequent step with O2 (−HO2).

The radical adduct CH2CH2OH reacts the same as in the ethene + OH reaction
(see below) and forms glycolaldehyde (IUPAC name 2-hydroxyethanal):

CH2CH2OH ddddddddd%
(KH2O K NO2K HO2)

OH + NO + O2
HOCH2CHO (5.362)

The lifetime of glycolaldehyde in the atmosphere is about one day for reaction with
OH, and > 2.5 days for photolysis, although both wet and dry deposition are other
important removal pathways (Bacher et al. 2001). The primary products of OH
attack and photolysis are mainly HCO (for further fate, see 5.48) and CH2OH
(5.327). We later will see that glycolaldehyde is the main product of the OH + C2H2

(ethine) reaction. However, the hydroxoalkoxy intermediate might also decompose
(the oxidation of glycolaldehyde gives HCHO and CO as final products).

HOCH2CH2O % HCHO + CH2OH (5.363)

Finally, the CH2OH radicals react with O2 to give HCHO and HO2 (5.327). Thus,
C2 is broken down into C1 species. Fig. 5.34 shows schematically the C2 gas phase
chemistry. It is obvious that there is no ethanol formation and acetic acid decompo-
sition, whereas acetaldehyde provides many pathways back to C1 chemistry. Glycol-
aldehyde is a highly water-soluble product from several C2 species (ethene, acetalde-
hyde and ethanol); other bicarbonyls, however, are likely to be produced preferably
in solution. The aqueous phase produces other C2 species but also decomposes
them (Fig. 5.35). By contrast, in aqueous solution from C1, C2 species can be given
as shown by the formation of glyoxal from the formyl radicals (5.351); the latter is
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Fig. 5.35 Scheme of C2 aqueous-phase chemistry.

an often found species in solution. From methanol and formaldehyde dicarbonyls
are produced via carbonylation in the aqueous phase:

CH3OH ddd%
(KH2O)

OH
CH2OH dd%

HCO
OHCdCH2OH (glycolaldehyde) (5.364)

HCHO ddd%
(KH2O)

OH
HCO dd%

HCO
OHCdCHO (glyoxal) (5.365)

Furthermore, from methanol and formic acid the corresponding acids gained
through carboxylation (in reaction with the CO2

− radical) are:

CH3OH ddd%
(KH2O)

OH
CH2OH dd%

CO2
K

HOCH2dCO2
− (glycolic acid) (5.366)

HCOOH ddd%
(KH2O)

OH
COOH dd%

CO2
K

COOHdCO2
− (oxalic acid) (5.367)

Ethanol C2H5OH oxidizes in a multistep process in solution to acetaldehyde.

CH3CH2OH dddddd%
(KH2O K HO2)

OH C O2
CH3CHO (5.368)

Such starting H abstraction can also go with other H acceptors such as SO4
−, NO3,

Cl2
−, Br2

− and CO3
− (see, for example, the CAPRAM model). Further oxidation of

the aldehyde is similar in elementary steps to acetic acid.

CH3CHO dddddd%
(KH2O K HO2)

OH C O2
CH3COOH (5.369)

Acetic acid further oxidizes in a first step to give the CH2COOH radical; in the
absence of O2, it can dimerize to succinic acid COOH(CH2)2COOH (Garrison et
al. 1959).
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CH3COOH ddd%
(KH2O)

OH
CH2COOH dd%

O2 O2CH2COOH (5.370)

This peroxo radical can then give glycolic acid, glyoxylic acid, oxalic acid, HCHO
and CO2 (Garrison et al. 1959). The acetylperoxo radical (ACO3) − the precursor
of PAN − is given from the oxidation of acetaldehyde. It forms with HO2 peroxoa-
cetic acid, also detected in air in small concentrations.

CH3CHO ddd%
(KH2O)

OH
CH3C(O) dd%

O2 CH3C(O)O2 dd%
(KO2)

HO2 CH3C(O)OOH (5.371)

In aqueous solution, peroxo radicals can also react with bisulfite, gaining the sul-
fite radical:

RO2 ddd%
(KSO3

K
)

HSO3
K

ROOH (5.372)

As for other peroxo radicals, it can transfer O onto other dissolved species (NO %
NO2) and then decompose them (finally, the methylperoxo radical forms HCHO).

CH3C(O)O2 ddd%
(KNO2)

NO
CH3C(O)O dd%

O2 CH3O2 + CO2 (5.373)

Glyoxal (CHOCHO or (CHO)2) is one of the simplest multifunctional compounds
found in the atmosphere and is produced by a wide variety of biogenic- and anthro-
pogenic-emitted organic compounds (Ortiz et al. 2006). One current model esti-
mates global glyoxal production to be 45 Tg yr−1, with roughly 50 % due to iso-
prene photooxidation, whereas another estimates 56 Tg yr−1 with 70 % produced
from biogenic precursors (Galloway et al. 2009 and citations therein). CHOCHO
is destroyed in the troposphere primarily by reaction with OH radicals (23 %) and
photolysis (63 %), but it is also removed from the atmosphere through wet (8 %)
and dry deposition (6 %; Myriokefalitakis et al. 2008). Glyoxal sulfate has also been
detected in filter samples:

CHOdC(OH)dOSO3
− (glyoxal sulfate)

COOHdC(H)dSO3
− (glycolic acid sulfate)

In diluted aqueous solution, glyoxal exists as a dihydrate CH(OH)2CH(OH)2,
which is fast and reversibly formed (Schweitzer et al. 1998). The aqueous phase
photooxidation of a glyoxal is a potentially important global and regional source
of oxalic acid and secondary organic aerosol (SOA; Fu et al. 2009) and could
account for a missing SOA source in budgeting.

The gas phase photolysis of glyoxal produces two HCO radicals as the most
important pathway under atmospheric conditions. Tadić et al. (2006) estimated
jobs Z 1.0 $ 10−4 s−1. Although glyoxal has a very low effective quantum yield
(Φeff Z 0.035 ± 0.007), photolysis remains an important removal path in the atmos-
phere.

Oxalic acid is the most abundant dicarboxylic acid found in the troposphere, yet
there is still no scientific consensus concerning its origins or formation process.
Concentrations of oxalic acid gas at remote and rural sites range from about
0.2 ppb to 1.2 ppb with a very strong annual cycle with high concentrations during
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Fig. 5.36 The proposed reactions pathway for the formation of oxalic acid in cloud water;
after Warneck (2003)

the summer periods. Oxalate was observed in the clouds at air-equivalent concen-
trations of 0.21 ± 0.04 g m−3 to below-cloud concentrations of 0.14 g m−3, suggest-
ing an in-cloud production as well (Crahan et al. 2004). Oxalic acid is the dominant
dicarboxylic acid (DCA) and it constitutes up to 50 % of total atmospheric DCAs,
especially in non-urban and marine atmospheres. The large occurrence in the con-
densed phase led Warneck (2003) to suggest that oxalate does not solely originate
in the gas phase and condense into particles (Fig. 5.36). Hence, hydroxyl radicals
might be responsible for the aqueous phase formation of oxalic acid from alkenes.
Among different dicarboxylic acids (oxalic, adipic, succinic, phthalic and fumaric)
only the dihydrate of oxalic acid, enriched in particles in the upper troposphere,
acts as a heterogeneous ice nucleus (Zobrist et al. 2006). Ubiquitous organic aerosol
layers above clouds with enhanced organic acid levels have been observed and field
data suggest that aqueous phase reactions to produce organic acids, mainly oxalic
acid, followed by droplet evaporation are the source (Sorooshian et al. 2007).

Organic acids (Table 5.28) are ubiquitous components of the troposphere in ur-
ban and remote regions of the world. Organic acids contribute significantly to
rainwater acidity in urban areas (Pena et al. 2002) and account for as much as
80−90 % of the acidity in remote areas (Andreae et al. 1988). Keene and Galloway
(1986) were the first to demonstrate that formic and acetic acid concentrations are
highly correlated in rainwater. Organic acid concentrations in rainwater vary both
spatially and temporally. Concentration variations in the gas and aqueous phases
have been attributed to seasonal variations in biogenic emissions.

Besides alkanes, C2 carbon comprises two other classes: alkenes and alkynes. The
double bond C]C is stronger than the simple CdC but paradoxically is more
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Table 5.28 C1 and C2 carbon acids, after Holleman-Wiberg (2007).

formula structure name of acid name of salt

monocarbon acids
H4CO H3COH methanola methanolate
H2CO2 HC(O)OH formic acid formate
H2CO3 C(O)(OH)2 carbonic acid carbonate
H2CO4 C(O)(OH)OOHb peroxocarbonic acid peroxocarbonate

dicarbon acids
H4C2O2 CH3C(O)OH acetic acide acetate
H4C2O3 HOCH2C(O)OH glycolic acidf glycolate
H2C2O2 HOC^COHb, d dihydroxyacetylene dihydroxyacetylate
H2C2O3 HOCdC(O)OH glyoxylic acidg glyoxalate
H2C2O4 HO(O)CdC(O)OH oxalic acid oxalate
H2C2O5 HO(O)CdOdC(O)OHb dicarbonic acid dicarbonate
H2C2O6 HO(O)CdOdOdC(O)OHb peroxodicarbonic acid peroxodicarbonate
a very weak acid forming
b only as salts
d isomer with the non-acidic glyoxal O]CHdCH]O (ethandial)
e IUPAC name: ethanoic acid; other names: methanecarboxylic acid, acetyl hydroxide
f IUPAC name: 2-hydroxyethanoic acid, other name: hydroxoacetic acid
g IUPAC name: oxoethanoic acid; other names: oxoacetic acid, formylformic acid (ubiquitous
in nature in berries)

reactive. The most simple is ethylene (ethene) CH2]CH2. Alkenes are produced in
so-called elimination reactions, mainly by the dehydration (dH2O) of alcohols and
dehydrohalogenation (dHX) of alkyl halides:

H3CdCH2OH % H2C]CH2 + H2O (5.374)

Alkenes add OH and provide a radical adduct (which reacts further as shown in
reaction 5.359). More reaction principles of alkenes are described in Chapter 5.7.4.

H2C]CH2 + OH % CH2CH2OH (5.375)

In contrast to alkenes (also known as olefins), which are important compounds in
nature, alkynes (also termed alkines) dC^Cd are relatively rare in nature but
highly bioactive in some plants. The triple bond is very strong with a bond strength
of 839 kJ mol−1. Ethylene C2H2 (commonly known as acetylene) is generally con-
sidered to be produced only by human activities with an average tropospheric life-
time of the order of two months, allowing this compound to reach remote areas as
well as the upper troposphere. Thus, the presence of C2H2 in open oceanic atmos-
phere is commonly explained by its long-range transport from continental sources
together with CO originating from combustion. Both species are strongly correlated
in atmospheric observations, offering constraints on atmospheric dilution and
chemical aging. In effect, its mixing ratio is typically in the range 500−3000 ppt in
inhabited countries compared with 50−100 ppt in remote oceanic areas. Xiao et al.
(2007) estimated by modeling the global source of 6.6 Tg yr−1. However, Kanaki-
dou et al. (1988) do not exclude an oceanic source.
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The destruction of acetylene in the atmosphere occurs only by reaction with OH
radicals (Siese and Zetzsch 1995). Typical products are HO2, glyoxal
(CHOdCHO), but SOA formation (Volkamer et al. 2009) is also found under
laboratory conditions. The polymerization of C2H2 after radiolysis has long been
known.

5.7.4 Alkenes, ketones and aromatic compounds

In the previous chapter, we introduced the OH addition to alkenes. Alkenes are the
only class of organic compounds that react in the gas phase with ozone (the often
referred DOC decomposition by O3 is almost a result of secondary ROA formation
from O3 in solution). This occurs by the addition of ozone, a reaction called ozonol-
ysis and has been known for more than 100 years.

R1 R1

R2 R2

R3 R3

R4 R4

C CC C
O3

O O

O

O

O

R R3 4

R R C3 4

+

+

R R C1 2

R R1 2

COO

COO

(5.376)

The reaction rate increases with increasing carbon numbers, ranging between 10−18

and 10−14 cm3 molecule−1 s−1. Considering the O3 concentration is larger by a
factor of > 105 than that of OH, the absolute rate of ozonolysis, even for lower
alkenes (C1−C4), is about 10 % of the OH addition. Hence, at night the ozonolysis
is an important pathway. For higher alkenes such as isoprene and terpene, the
atmospheric lifetime is only in the range of minutes. Because of the steric considera-
tion, the probability of each pathway a) and b) amounts to 50 %. The ozonide
intermediate decomposes with the formation of ketone and biradicals, called Crie-
gee radicals, which then stabilize and decompose. For the example of propene, the
following products are given (Finlayson-Pitts and Pitts 2000, Neeb et al. 1998).

(C(H)HOO)* dd%
M

HCO + OH (37−50 %) (5.377a)

(C(H)HOO)* dd%
M

CO + OH (12−23 %) (5.377b)

(C(H)HOO)* dd%
M

CO2 + H2 (23−38 %) (5.377c)

(C(H)HOO)* dd%
M

CO2 + 2 H (0−23 %) (5.377d)

(C(H)HOO)* dd%
M

HCOOH (0−4 %) (5.377e)

The produced OH and HO2 (as a subsequent product from H) react additionally
with the alkenes and provide a huge spectrum of products. Most important is SOA
formation (known as a blue haze from biogenic emissions). The stabilized Criegee
radical reacts with major species (H2O, SO2, NO, NO2, CO, RCHO and ketones).
In the reaction with water vapor direct H2O2 can also be formed (Sauer et al. 1999).

RH•COO• + H2O % RC(O)OH + H2O (5.378a)
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OOCR H

H

+

+

+
M

RCHO

(5.378b)

(5.378c)

This is an important source of secondary organic acids. The hydroxyperoxide has
been identified as an intermediate. Competing are the following conversions to al-
dehyde.

RH•COO• + (NO, NO2, CO) % RCHO + (NO2, NO3, CO2) (5.379)

The reaction with SO2 goes via an adduct, which decays to sulfuric acid.

RH  COO   + SO         R(H)C2
H O2 RCHO + H  SOS O 2         4

O O

O
(5.380)

Nitrate radicals also react with alkenes by addition, which results in a variety of
different compounds such as hydroxynitrates, nitrohydroperoxides and hydrocar-
bonyls (Wayne et al. 1991).

Another class of atmospherically important compounds is ketones, which are
almost of biogenic origin. The most simple is acetone, which is ubiquitous in air.
With the exception of acetone, higher ketones react preferably with OH at any
carbon atom by H abstraction. With subsequent O2 addition the fate of RO2 is
known, either forming aldehyde (HCO) at terminal carbon or ketone (C]O) in
the middle of the chain. The photolysis of acetone (Emrich and Warneck 2000)
provides the known radicals, which finally convert into HCHO and form the acetyl-
peroxo radical (see 5.46 and 5.47).

CH3C(O)CH3 + hν % CH3C(O) + CH3 (5.381)

Finally, we can show the principal reactions of aromatic compounds. The most
simple aromatic (aryl) compound is benzene C6H6, which is similar to the simplest
alkane, methane CH4, namely it is very stable against OH attack. Substituted aryl
compounds react faster with OH, for example methylbenzenes such as toluene, p-
xylene and 1,3,5−trimethylbenzene. The degradation chemistry of aromatic VOC
remains an area of particular uncertainty. What is clear is the attack onto the
methyl group because it turns into the aldehyde (toluene % benzaldehyde). How-
ever, about 90 % of the OH attack goes to the ring, generating an adduct called the
hydroxycyclohexadienyl radical (Becker et al. 1999).

OH

H

This can further react in different channels; first is can give benzeneoxide C6H5O,
which is in equilibrium with oxepine − from which through photolysis phenols are
gained, for example α-cresol from toluene.
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O O

benzeneoxide oxepine

Because benzeneoxide has a conjugated but not localized radical carbon atom, O2

addition is another pathway; toluene gives the following peroxide, which is linked
within the ring:

CH3

O
O

OH

H

This intermediate peroxide decays while opening the ring into butendial and meth-
ylglyoxal. Methylglyoxal and glyoxalhave been identified to be the main compo-
nents (up to 3 % only).

HH

C

O O O O

O O O

HC HC HCCH CH CHCH

OH

C C CH2 CH3
O2

(-HO )2

+ C

(butendial) (methylglyoxal)

CH

(5.382)

The variety of products is large; often bi- and polycarbonyls are found, which have
been suggested to produce SOA and which also transfer to the aqueous phase.
However, it has also been found that during new particle formation in forested
areas OM mass fraction is significantly increasing but that the CCN efficiency is
reduced by the low hygroscopicity of the condensing material (Dusek et al. 2010).

5.7.5 Is the atmospheric fate of complex organic compounds
predictable?

In recent years, the availability of kinetic and mechanistic data relevant to the
oxidation of VOCs has increased significantly and various aspects of the tropo-
spheric chemistry of organic compounds have been reviewed extensively. We have
a good generic VOC mechanism for the OH-initiated oxidation of organics that
becomes progressively less accurate with increasing carbon number, functionaliza-
tion (with oxygen) and especially at low NOx. What we do know is summarized in
the master chemical mechanism29, which is a crucial link between laboratory kinet-
ics and the reduced mechanisms used in large-scale models.

29 The Master Chemical Mechanism (MCM − University of Leeds) is a near-explicit chemical
mechanism describing the degradation of 135 VOCs in the troposphere. The organic component
of the version MCMv3 contains in the region of 12 600 reactions and 4 500 chemical species.
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The simple enumeration of the possible branching pathways in the oxidation of
large (C5 and larger) organic compounds is bound to fail. One reason is simply the
number of possible reaction pathways open to a large molecule, including radical
attack at numerous sites as well as photolysis and isomerization. However, it is
often argued that we need these mechanisms to predict ambient radical budgets
and ratios, to predict ozone generation and removal and to predict organic aerosol
production as well as organic aerosol aging in both vapor and condensed phases.
Do we really need it? When 90 % of the radical budget and ozone formation is well
described by the available mechanisms and models from the past 10−15 years, what
will bring any improvement when considering the main uncertainty, the quantity of
the emission of organic species (which is within a factor of two or more)? Neverthe-
less, science is unlimited and new generations of atmospheric chemists will (proba-
bly) compile more and more insights into atmospheric organic chemistry. The ques-
tion of whether we need better mechanisms is therefore wrong. But the answer to
whether atmospheric organic chemistry is predictable is definitively no.

5.8 Halogens (Cl, Br, F and I)

There is a reservoir of chlorine (and other halogens) is the ocean and sea salt in
the form of NaCl from which HCl (and other halogens) can be released (Fig. 2.29).
However, the ocean has been identified as source of many organic halogen com-
pounds (Table 2.21) and newer insights provide evidence for halogenated com-
pounds in soils (Chapter 2.4.3.3). Most spectacular attention on halogens was given
by the implications on the stratospheric ozone layer (Chapter 5.3.7).

Table 5.29 lists the halogen compounds that have been detected in nature but not
all exist in all phases (natural waters, hydrometeors and the air-gas phase). In the
gas phase, acids such as HCl, HBr, HI, HClO, HBrO, HIO3, HClO4, HBrO4 and
HIO4 exist. In the aqueous phase, perhalogenic acid, where O is exchanged by the
peroxo group O2, also exist as an intermediate in redox processes. Several interhalo-
gens are known and might exist in air (such as iodine chloride). HF exists in air
only in the condensed phase (particulate matter) despite it being primarily emitted
as a gas. SF6 is exclusively from anthropogenic sources (it is used for air dispersion
tracer experiments). This is extremely stable with the longest known lifetime of
3200 years.

The ocean acts as both a source and a sink for methyl halides, where algae are
responsible for the production of halogenated organic compounds with surface
photochemical processes most likely breaking them down to simple species (similar
to the DMS production − thereby correlations have often been found). The natural
emission of volatile organic chlorine (CH3Cl is dominant) lies in the Tg range per
year (Table 2.21) and those of CH3Br only in the kt range (Yvon-Lewis et al. 2004)
but the net CH3I oceanic emission to the atmosphere is 0.2 Tg (Bell et al. 2002),
whereas rice paddies, wetlands and biomass burning only contribute small amounts
(Lee-Taylor et al. 2005). Unexpectedly, during Saharan dust events, methyl iodide
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Table 5.29 Important halogen compounds in the climate system.

formulaa namesb generic name

F−, Cl−, Br−, I− chloride halogenide
HCl, HBr, HI hydrogen chloridec hydrogen halogenideg

Cl, Br, I chlorine atom halogen radical or atom
Cl2, Br2, I2 chlorine halogen molecule
Cl2

−, Br2
−, I2

− dichlorine anion radical dihalogen anion radical
ClO, HOBr, IO chlorine monooxide halogen monoxide
HOCl, HOBr, HOI hypochlorous acid hypohalogenic acid
OCl−, OBr−, OI− hypochlorite hypohalogenite
ClO2, BrO2, IO2 chlorine dioxide halogen dioxide
HClO2, HBrO2 chlorous acid halogenic acidg

ClO2
−, BrO2

− chlorite halogenite
HClO3, HBrO3, HIO4 chloric acid halogen acidg

ClO3
−, BrO3

− chlorate halogenate
ClONO2, BrONO2 chlorine nitrate halogen nitrate
NOCl, NOBr nitrosyl chloride nitrosyl halogenide
NO2Cl, NO2Br nitryl chloride nitryl halogenide
CCl4, CF4 carbon tetrachloride carbon tetrahalogenide
CHCl3, CHBr3 trichloromethaned (TCM) trihalogen methane
CH2Cl2, CH2Br2 dichloromethanee (DCM) dihalogen methane
CH3Cl, CH3Br, CH3I chloromethanef methyl halide
SF6 sulfur hexafluoride d

a listed are only substances found to be significant in nature
b given as example for Cl compounds
c common name: hydrochloric acid (gas)
d common names: chloroform, bromoform
e common name: methylen chloride
f common name: methyl chloride
g in English (in contrast to German where generic specific meanings exist and here proposed
in English terms) halogen or halogenic acid is the general name for all acids (HCl, HOCl,
HClO2, HClO3)

mixing ratios have been observed to be high relative to other times, suggesting that
the dust-stimulated emission of methyl iodide has occurred (Williams et al. 2007)30.

5.8.1 Gas phase chemistry

The photolysis of organic halogenated compounds in the troposphere (i. e. at wave-
lengths > 300 nm) is insignificant. The only possible decomposition pathway goes
via OH attack, but at relatively slow rates leading to lifetimes of about two years
for CH3Cl. Nevertheless, according to Fabian et al. (1996), less than 10 % of the

30 Of course, experiments (Williams et al. 2007) with adding collected dust to seawater as well as
adding H2O2 rapidly produced CH3I; another example in line with photoenhanced radical aque-
ous chemistry.
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amount of methyl chloride emitted reaches the stratosphere. The OH pathway
(kCH3Cl Z 3.6 $ 10−14 cm−3 molecule−1 s−1 and kCH3F Z 2.1 $ 10−14 cm−3 mole-
cule−1 s−1) is as follows:

CH3Cl ddd%
(KH2O)

OH
CH2Cl dd%

O2 O2CH2Cl ddd%
(KH2O)

NO
HCHO + Cl (5.383)

Methyl halides with R 3 halogens react too slowly (k < 10−16 cm−3 molecule−1

s−1) to give measurable decomposition in the troposphere. As seen from this path-
way, the halogen atoms (F, Cl, Br and I) first appear in air. The Cl atom (and other
halogens with decreasing rates from F over Cl to Br; no reactions with I are de-
scribed) reacts similar to OH (e. g. in the oxidation of volatile organic compounds;
Cai and Griffin 2006).

CH4 + F % CH3 + HF k5.384 Z 6.3 $ 10−11 cm−3 molecule−1 s−1 (5.384)

CH4 + Cl % CH3 + HCl k5.385 Z 1.0 $ 10−13 cm−3 molecule−1 s−1 (5.385)

HCHO + Cl % HCO + HCl k5.386 Z 7.2 $ 10−11 cm−3 molecule−1 s−1 (5.386)

HCHO + Br % HCO + HBr k5.387 Z 1.1 $ 10−12 cm−3 molecule−1 s−1 (5.387)

Whereas the role of halogens in the depletion of stratospheric ozone has been
studied for several decades, the role of halogens in tropospheric O3 reactions in
marine and polar environments has only been studied in the past 15 years. The
competitive fate of halogen atoms (F, Cl, Br and I) is their reaction with ozone;
k5.388 Z 1.2 $ 10−11 cm−3 molecule−1 s−1.

Cl + O3 % ClO + O2 (5.388)

ClO can photodissociate (Table 5.30) and react with O3 (as BrO, IO); k5.389 <
1.5 $ 10−17 cm−3 molecule−1 s−1, k5.390 < 2 $ 10−17 cm−3 molecule−1 s−1, kIO < 10−15

cm−3 molecule−1 s−1.

ClO + O3 % ClO2 + O2 (5.389)

BrO + O3 % Br + 2 O2 (5.390a)

BrO + O3 % BrO2 + O2 (5.390b)

The atoms can also react with HO2 to give HX (X Z F, Cl, Br, I); k5.391 Z
3.5 $ 10−11 cm−3 molecule−1 s−1.

Cl + HO2 % HCl + O2 (5.391a)

Cl + HO2 % ClO + OH (5.391b)

Monoxides (ClO, BrO and IO) react with NOx:

ClO + NO % Cl + NO2 k5.392 Z 1.7 $ 10−11 cm−3 molecule−1 s−1 (5.392)

ClO + NO2 dd%
M

ClONO2 k5.393 Z 7 $ 10−11 cm−3 molecule−1 s−1 (5.393)

The reaction with HO2 gives hypohalogenic acids (HOCl, HOBr and HOI);
k5.394 Z 6.9 $ 10−12 cm−3 molecule−1 s−1.
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Table 5.30 Photodissociation of inorganic halogen compounds in the troposphere.

HOCl % OH + Cl
ClO Cl + O
OClO % ClO + O
Cl2O % Cl + ClO or Cl2 + O
Cl2O2 % 2 ClO also for Br and I
ClONO % Cl + NO
ClNO2 % Cl + NO2

ClONO2 % ClO + NO2

Cl2 % 2 Cl

HBr % H + Br
Br2 % 2 Br
HI % H +I

ClO + HO2 % HOCl + OH (5.394a)

ClO + HO2 % HCl + O3 (5.394b)

An interesting formation pathway of peroxohypochlorous acid in the gas phase has
been suggested and proposed that ClOOH might be relatively stable (Lee and Ren-
dell 1993). The reaction is too slow in the troposphere but could be of interest in
the stratosphere (in solution we will meet ClOOH below).

ClO + OH % ClOOH % Cl + OOH (5.395)

The chlorine chemistry is too slow for ozone depletion in the troposphere but
bromine and, in particular, iodine provide − combining with heterogeneous chemis-
try (see below) − lead to ozone depletion in marine environments by the following
catalytic cycles (Barrie and Platt 1995, Platt and Mortgaat 1999); k5.398 < 5 $ 10−12

cm−3 molecule−1 s−1.

BrO + BrO % 2 Br + O2 k5.396 Z 2.7 $ 10−12 cm−3 molecule−1 s−1 (5.396)

Br + O3 % BrO + O2 k5.397 Z 1.2 $ 10−12 cm−3 molecule−1 s−1 (5.397)

IO + IO % I2 + O2 (5.398a)

IO + IO % 2 I + O2 (5.398b)

IO + IO % I + IO2 k5.398c Z 3.8 $ 10−11 cm−3 molecule−1 s−1 (5.398c)

IO + IO % I2O2 k5.398d Z 9.9 $ 10−11 cm−3 molecule−1 s−1 (5.398d)

I2 + OH % HOI + I k5.399 Z 2.1 $ 10−10 cm−3 molecule−1 s−1 (5.399)

IO + ClO % ICI + O2 k5.400 Z 2.4 $ 10−12 cm−3 molecule−1 s−1 (5.400)

The hydrogen halogenides (HCl, HBr, HI) react with OH but relatively slowly (only
HI reacts quickly): k5.401 Z 7.8 $ 10−13 cm−3 molecule−1 s−1, kHI Z 7.0 $ 10−11

cm−3 molecule−1 s−1. Hence, the photolysis of HCl is too slow (even in the strato-
sphere) to provide atomic Cl. Thus, the only direct Cl source from HCl is because
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Fig. 5.37 Simplified scheme of gas-phase chlorine chemistry.

of its reaction with OH. Fig. 5.37 shows a simplified tropospheric chlorine chemis-
try (those of bromine and iodine are similar).

HCl + OH % H2O + Cl (5.401)

5.8.2 Aqueous and interfacial chemistry

A significant source of hydrogen and nitrosyl halogenides is the surface of sea
salt. Sea salt aerosol (SSA) has multiple impacts (besides other particulate matter
categories) on atmospheric properties: responding to climate by optical properties
(Mahowald et al. 2006), providing cloud condensation nuclei (McGovern et al.
1994; Clarke et al. 2006), being a heterogeneous surface for multiphase chemical
reactions, e. g. SO2 oxidation (Luria and Sievering 1991) and being a source for
reactive chlorine (Finlayson-Pitts et al. 2003).

NaCl (s) + H2SO4 % NaHSO4 + HCl (g) (5.402)

NaCl (s) + N2O5 % NaNO3 + NO2Cl (5.403)

Here, we present the following speculative scheme of multiphase chemical produc-
tion of atomic Cl from dissolved HCl (its oxidation by H2O2 is described in
Gmelin 1927):

[HCl dd%
H2O2 HOCl &))*

H2O

H++ Cl
K

Cl2)]
particulate

ddd%
degassing

Cl2 dd%
hν

Cl (+ Cl)

dd%
RH

HCl (+ R) (5.404)

Assuming photocatalytic H2O2 formation in liquid films, the above scheme would
represent another radical source via the aqueous phase without the consumption
of gas phase-produced oxidants and a recycling between HCl and atomic Cl. This



580 5 Substances and chemical reactions in the climate system

scheme would also support the findings of increasing chlorination together with
(we know: TiO2 containing) desert dust deposition onto oceans. O2

− as a precursor
of H2O2 has recently been measured directly in the ocean (Heller and Crott 2010).

Only in the past few years has evidence been found that SSA also occurs in the
very fine fraction below 250 nm (down to 10 nm) depending on the sea state (Nils-
son et al. 2001, Geever et al. 2005, Clarke et al. 2006). In Chapter 2.4.3.3, we
presented knowledge of HCl degassing from sea salt. Brimblecombe and Clegg
(1988) described the equilibrium:

HXg % HXaq % Haq
+ + Xaq

K (X Z HSO4
K, SO4

2K, NO3
K) (5.405)

Haq
+ + Claq

K % HClg (5.406)

and argued that only for strong acids with Heff > 10−3 mol L−1 atm−1 the reaction:

NaClp + Hp
+ % Nap

++ HClg (5.407)

takes place. Only in the past decade has HCl degassing been observed in continental
PM, mainly believed by gaseous HNO3 sticking onto the particles (Pakkanen 1996,
Keene and Savoie 1998, Zhuang et al. 1999, Yao et al. 2003, Xiu et al. 2004, Wai
and Tanner 2004). This acid displacement has been studied by Guimbaud et al.
(2002) in the laboratory to be diffusion limited in the gas phase. In other words,
after uptake all HNO3 chloride is readily displaced as HCl into the gas phase.
Because of recrystallization, nitrate can replace all chloride even in the deeper layers
of sea salt crystals (Finlayson-Pitts et al. 2003).

In aqueous solution, hypochlorous acid HOCl (and HOBr and HOI) is produced
by Cl2 hydrolysis: k5.408 Z 0.4 cm3 molecule−1 s−1.

Cl2 + H2O % HOCl + H+ + Cl− (5.408)

The acid and its salts are unstable; HOCl is a very weak acid (pKa Z 7.5; pKHOBr =
7.7 and pKHOI Z 10.6), thereby is almost protolyzed in hydrometeors. Because
dichloroxide is regarded as the anhydride, the following equilibrium is valid (K Z
3.55 $ 10−3 L mol−1; Holleman-Wiberg 2007):

2 HOCl % Cl2O + H2O (5.409)

HOCl is a strong oxidizing agent (EHOCl/Cl- Z 1.49 V, pH Z 0) in acid but not in
alkaline solution. Hence, oxidation goes only from HOCl or its protonized form
HOClH+ with the direct transfer of Cl (chlorination), similar to the reaction of
HOBr and HOI. It disproportionates into chloride and chlorate; singlet oxygen is
then partly formed, which can oxidize organic compounds (the biocide application
of hypochlorite is based on this):

2 HOCl % 2 Cl− + 2 H+ + O2 (5.410)

3 HOCl % 2 Cl− + 2 H+ + ClO3
− (5.411)

The formation reaction (5.408) goes reverse in acid solution:

HOCl + HCl % Cl2 + H2O (5.412)

The last three reactions are explained through first the homolytic dissociation
(which also occurs in surface water and clouds through photodissociation;
Table 5.30):
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HOCl % OH + Cl (5.413)

Chlorine radicals are also produced in solution from chloride by other radicals
such as nitrate (NO3), sulfate (SO4

−) and hydroxyl (OH) with k z 107 … 108 cm3

molecule−1 s−1.

Cl− + X % Cl + X− (5.414)

The process including OH is also described as equilibrium (CAPRAM): K5.412 Z
0.7 and K5.413 Z 1.6 $ 107.

Cl− + OH % ClOH− (5.415)

ClOH− + H+ % Cl + H2O (5.416)

This forms an adduct chlorine radical in equilibrium: K Z 1.9 $ 105 (CAPRAM).
Therefore, all reactions go from Cl2

−.

Cl + Cl− % Cl2
− (5.417)

The presence of peroxides leads to radical termination: k5.418 = 1.3 $ 1010 cm3 mole-
cule−1 s−1 (CAPRAM).

Cl2
− + HO2 % 2 Cl− + H+ + O2 (5.418)

This decays in water and gives the hydroxyl radical: k5.419 Z 6 cm3 molecule−1 s−1

(CAPRAM).

Cl2
− + H2O % 2 Cl− + H+ + OH (5.419)

Hypochlorous acid directly reacts with organic nucleophilic compounds (X Z O,
N, S) or via the intermediate formation of the chlorine cation Cl+ (HOCl % OH−

+ Cl+; Gallard and Gunten 2002, Hanna et al. 1991). Such reactions might also
explain the formation of halogenated organic compounds in soils from OM such
as humic material where the volatile fraction (for example chloroform) emits into
air. All olefinic hydrocarbons and aromatic compounds add Cl and OH from HOCl
(see for example reaction 5.422).

HOCl + RX− % OH− + RXCl (5.420)

Cl+ + RXH % RXCl + H+ (5.421)

HOCl + CH3CH]CHCH3 % CH3CH(Cl)dCH(OH)CH3 (5.422)

Recently, a reaction between hypochlorite and hydrogen peroxide was proposed in
alkaline solution (Castagna et al. 2008) as an electron transfer where the OCl radi-
cal can couple together with OH to form peroxohypochlorous acid HOOCl, which
decomposes with a yield of singlet oxygen.

ClO− + H2O2 % ClO (5.423)

ClO + OH % ClOOH (5.424)

ClOOH + OH− % 1O2 + H2O + Cl− (5.425)
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Fig. 5.38 Simplified scheme of aqueous-phase chlorine chemistry; dotted line − multistep
process.
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Fig. 5.39 Simplified scheme of multiphase iodine chemistry (no NOx chemistry included).

However, this pathway of chemical singlet oxygen formation from MO2 molecu-
les (such as in the reaction between hypochlorite and hydrogen peroxide) where O2

eliminates with the conservation of its total spin has long been known (Holleman-
Wiberg 2007; oxygen formation in this reaction has been known since 1847, see
Gmelin 1927). Fig. 5.38 summarizes the aqueous phase chlorine chemistry (that of
bromine is similar) and Fig. 5.39 shows the multiphase chemistry of iodine. In
contrast to the other halogens, iodine forms polymeric oxides that can provide
effective CCN in the marine environment (O’Dowd et al. 2005, O’Dowd and de
Leeuw 2007).



5.9 Other elements 583

5.9 Other elements

So far we have discussed chemistry of almost all volatile compounds from oxygen,
hydrogen, carbon, nitrogen, sulfur, phosphorus and halogens. We have also men-
tioned silicon, earth, earth-alkaline elements and others in composition of the
ocean, soils and rocks. In aqueous phase oxygen and sulfur chemistry, we have
emphasized the importance of redox and states of transition metal ions such as
iron, copper and manganese. We have mentioned the role of aqueous semicon-
ductor metal oxides (Ti, Zn, Fe, Cu, S n and others), which have been recognized
in photosensitized electron transfers onto important gas molecules such as O2, O3,
NO, NO2, CO and CO2. Elements with an impact on biogeochemical redox proc-
esses are (in line with increasing atom number) Se, Fe, Mn, Co, Cu, Cr, Hg, Tc,
As, Sb, U and Pu (Borch et al. 2010); some of them are only anthropogenic released
(Hg, Tc, U, Pu). The basic elements in soil dust and rainwater are Na, K, Ca and
Mg, but in minor and trace concentrations all stable elements can be detected such
as (in decreasing concentrations) Fe, Zn, Mn, Cu, Ti, Al, Pb, Ni, Sb, V, Cr, Sb, Hg
and Th (called crystal elements and thereby found in dust emissions from coal-
fired power plants, soil dust and sea salt). Vital elements occurring in some but not
all organisms are metals such as Li, Be, Na, Mg, K, Ca, V, Cr, Mn, Fe, Co, Ni,
Cu, Mo, Sb and W and non-metals such as O, H, C, N, S, P, halogens and B, Si,
As, Se and Te. Those likely without vital functions and thereby poisoning (unlike
each substance they can become toxic with concentration) are Be, Cd and Hg. The
interested reader is referred to Braids and Cai (2002), Turner and Hunter (2002),
Fasham (2003), Prasad et al. (2005), Huang and Gobran (2005) and Likes (2009).
Most literature is found on iron, the fourth most abundant element on earth. Many
metals form complexes, highly dependent on pH, soluble and insoluble minerals,
and thereby vary in their availability for life (essential or not) and redox processes.





6 Final remark

At this point, the reader might come to the conclusion that this book is in the long
line with other books on atmospheric chemistry (Table 6.1). A total of 90 % of this
book deals with air chemistry, and the atmosphere represents 90 % of the climate
system. However, it is certainly not my aim to add another book belonging to
Finlayson-Pitts and Pitts and Seinfeld and Pandis. Barbara Finlayson-Pitts is a great
experimentalist and John Seinfeld a great theoretic chemist.

Nonetheless, both combine theoria cum praxi. More than two columns, flanking
the entrance into the science of air chemistry, namely experiment (practice) and
model (theory), we do not need. If this book contributes something to atmospheric
chemistry, which legitimates its publication in line with those books listed in Ta-
ble 6.1, then it is the presentation of deeper insights into atmospheric aqueous and
interfacial chemistry. But why write 600 pages on climate chemistry? Tom Graedel
and Paul Crutzen, if they could rewrite those books (Graedel and Crutzen 1993,
1995) would possibly rename global chemistry and earth chemistry. In this line down
(global system % earth system % climate system) is climate chemistry. This is paral-
lel to climate physics and both are the fundamentals of the very observational
physical and chemical climatology. At the beginning of this book, we emphasized
that it makes no sense to draw strong borderlines between the disciplines and this
is valid too for the systems because they overlap and the most important processes
can happen at their interfaces. Therefore, chemistry of the climate system comprises
atmospheric with water, soil and biological chemistry. At the end, however, it is
chemistry solely.

Table 6.1 Books (monographs and textbooks) on air composition and chemistry (not listed
are book, written mainly on meteorological and physical aspects of air); note that all books
published before 1960 are either on selected gases only or air composition but little or not
on chemical processes in air. First edition given.

year author(s) biography

1774 Joseph Priestley Experiments and observations on different kinds of Air.
W. Bowyer and J. Nichols, London (Vol. 1)a

1777 Carl Wilhelm Chemische Abhandlung von der Luft und dem Feuer. Nebst
Scheele einem Vorbericht von Torbern Bergman. Upsala & Leipzig

Magn. Swederus, 155 pp.
1872 Robert Angus Air and rain – the beginning of chemical climatology. Long-

Smith mans, London, 600 pp.
1873 Cornelius B. Fox Ozone and Antozone. Churchill, London, 329 pp.
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Table 6.1 (continued)

year author(s) biography

1891 A. Petermann Recherches sur la composition de l’atmosphère. Acide carbon-
and J. Graftiau ique, combinaisons azotèes contenues dans l’air atmosphèri-

què. In: Mèmoires Courinnès et Autres Mèmoires publies
part L’Academie Royale des Sciences, des Lettres et des
Beaux-Arts de Belgique. Bd. XLVII, Brüssel. 77 pp.

1896 H. Henriet Les gaz de L’atmosphère. Encylopedie Scientifique des Aide-
Memoire, Guthier-Villars et Masson, Malicorne (France),
192 pp.

1896 William Ramsay The gases of the atmosphere. The history of their discovery.
London, Macmillian and Co., 240 pp.

1900 H. Blücher Die Luft. Ihre Zusammensetzung und Untersuchung, ihr Ein-
fluss und ihre Wirkung sowie ihre technische Ausnutzung.
Leipzig, Verlag Otto Wigand, 322 pp.

1912 Francis G. The composition of the atmosphere with special references to
Benedict its oxygen content. Carnegie Institution, Washington, 115 pp.

1913 A. J. Berry The atmosphere. Cambridge Univ. Press, 146 pp.
1915 William Ramsay The gases of the atmosphere. The history of their discovery.

Fourth edition. London, Macmillian and Co., 306 pp.
1961 Philipp A. Photochemistry of air pollution. Academic Press, New York,

Leighton 300 pp.
1963 Christian E. Junge Air chemistry and radioactivity. Academic Press, New York,

382 pp.
1972 Samuel S. Butcher An introduction to air chemistry. Academic Press, New York,

and 241 pp.
Robert J. Charlson

1976 Julian Heicklen Atmospheric chemistry. Academic Press, New York, 406 pp.
1979 J. D. Butler Air pollution chemistry. Academic Press, New York, 408 pp.
1981 Ernö Mészáros Atmospheric chemistry. Fundamental Aspects. Akadémiai

Kiadó, Budapest, 201 pp.
1986 John H. Seinfeld Atmospheric chemistry and physics of air pollution. John

Wiley & Sons, New York, 738 pp.
1986 Barbara J. Atmospheric chemistry: Fundamentals and experimental tech-

Finlayson-Pitts niques. John Wiley & Sons, New York, 1098 pp.
and James N. Pitts

1988 Peter Warneck Chemistry of the natural atmosphere. Academic Press, San
Diego, 753 pp.

1990 Valerii A. Isidorov Organic chemistry of the earth’s atmosphere. Springer-Verlag,
Berlin, 215 pp.

1995 Peter V. Hobbs Basic physical chemistry for the atmospheric sciences.
Cambridge University Press, 206 pp.

1996 Peter Brimble- Air composition and chemistry. Cambridge University Press,
combe 253 pp.

1996 Richard P. Wayne Chemistry of the atmospheres. Clarendon Press, Oxford,
447 pp.

1998 John H. Seinfeld Atmospheric chemistry and physics – from air pollution to
and Spyros N. climate change. John Wiley & Sons, New York, 1326 pp.
Pandis
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Table 6.1 (continued)

year author(s) biography

1999 Daniel J. Jacob Introduction to atmospheric chemistry. Princeton University
Press, 264 pp.

2000 Barbara J. Finlay- Chemistry of the upper and lower atmosphere. Academic
son-Pitts and Press, San Diego, 969 pp.
James N. Pitts

2000 Peter V. Hobbs Introduction to atmospheric chemistry. A companion text to
basic physical chemistry for the atmospheric sciences.
Cambridge University Press, 206 pp.

2003 Detlev Möller Luft: Chemie, Physik, Biologie, Reinhaltung, Recht.
DeGruyter, Berlin, 750 pp.

a It is a six-volume work (1774–1786) in different editions. First printing: Observations on
different kinds of air. In: Philosophical Transactions, Vol. 62, 1772, pp. 147−264





Appendix

A.1 List of acronyms and abbreviations found in literature1

ACPC aerosols, clouds, precipitation, climate program
AOD aerosol optical depth
AOT aerosol optical thickness
AOT accumulated dose over threshold
ANC acid neutralizing capacity
AP aerosol particle
BBOA biomass burning organic aerosol
BC black carbon (= soot)
B.C. (also BC) before Christ, from the Latin Ante Christum, an epoch

based on the traditionally reckoned year of the conception or birth
of Jesus

BECS bio-energy with carbon storage
BL boundary layer
BNC base neutralizing capacity
BOVOC biogenic oxygenated volatile organic carbon
BP before present (also B.P., e. g. kyr BP − thousand years before present)
Btu British thermal unit (sometimes also BTU)
BVOC biogenic volatile organic carbon
CAPRAM chemical aqueous phase radical mechanism
CCC carbon capture and cycling
CCM chemistry-climate model
CCN cloud condensation nuclei
CCS carbon capture and storage (or: sequestration)
CFC schlorofluorocarbons (contain carbon and some combination of

fluorine and chlorine atoms)
CLIVAR climate variability and predictability program
CN condensation nuclei
CORINAIR core inventory air (emission estimation program)
CSP concentrating solar thermal power (plant)
DALR dry adiabatic lapse rate
DIC dissolved inorganic carbon
DM dry mass or dry matter
DMDS dimethyldisulfide
DMS dimethylsulfide
DMSO dimethylsulfoxide

1 Often the plural is formed by adding „s“, for example: PSCs − polar stratospheric clouds.
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DNA deoxyribonucleic acid
DOC dissolved organic carbon
DU Dobson unit (total ozone column-concentration)
EC elemental carbon (Z soot), no difference to BC
EDGAR emission database for global atmospheric research
EF emission factor
EF enrichment factor
EM elemental matter (carbon related)
EMEP co-operative programme for monitoring and evaluation of the long

range transmission of air pollutants in Europe
ENSO el Niño southern oscillation
EOS earth observing system
EPA U.S. environmental protection agency
EU European Union
FAO food and agriculture organization of the United Nations
FGC flue gas cleaning
FGD flue-gas desulfurization (plant)
FT free troposphere
GAW global atmospheric watch (WMO monitoring program)
GCM general circulation model
GEIA global emission inventory activity (within IGAC)
GEP gross ecosystem production
GEWEX global energy and water cycle experiment
GHG greenhouse gases
GVM global vegetation monitoring
GPCP global precipitation climatology project
GPP gross primary production
GWP global warming potential
HALOE halogen occultation experiment
HCFCs hydrochlorofluorocarbons (contain hydrogen, chlorine, fluorine

and carbon atoms)
HVDC high voltage direct current
HFC hydrofluorocarbon (contain hydrogen, fluorine, and carbon (no

chlorine)
HMS hydroxymethanesulfonate
HMSA hydroxymethanesulfonic acid
HOA hydrocarbon-like organic aerosol
HULIS humic-like substances
IEA international energy agency
IGAC international global atmospheric chemistry (project within IGBP)
IGBP international geophere-biosphere program
IN ice nuclei
IPCC intergovernmental panel on climate change
IR infrared
ITCZ inter-tropical convergence zone
IWC cloud ice water content
LHB late heavy bombardment
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LIA little ice age
LNG liquefied natural gas (CH4)
LPG liquefied petroleum /propane gas, also low pressure gas (C3 / C4 hy-

drocarbons)
LRTAP convention on long-range transboundary air pollution
LS lower stratosphere
LWC liquid water content
MCE modified combustion efficiency
MCM master chemical mechanism
MCS mesoscale cloud system
MEGAN model of emissions of gases and aerosols from nature
MODIS moderate resolution imaging spectroradiometer
MOPITT measurement of pollution in the troposphere
MSA methansulfonic acid
Mt megaton (1012 g)
NASA national aeronautics and space administration (USA)
NCAR national center for atmospheric research
NDACC network for the detection of atmospheric composition change
NCEP national centers for environmental prediction
NEP net ecosystem production
NH northern Hemisphere
NMHC nonmethane hydrocarbons
NMVOC nonmethane volatile organic carbon (Z NMHC)
NOAA national oceanic and atmospheric administration
NOM natural organic matter
NPP net primary production
OA organic aerosol (total, see also HOA, BBOA)
OC organic carbon
ODP ozone depletion potential
ODS ozone depleting substances
OECD organisation for economic co-operation and development
OM organic matter
OOA oxygenated organic aerosol
OVOC oxygenated volatile organic carbon
PAH polycyclic aromatic hydrocarbons
PAN peroxyacetyl nitrate
PAR photosynthetic active radiation
PBL planetary boundary layer
Pg picogram (1015 g)
PFC perfluorocarbon
PM particulate matter
PM1 particulate matter with aerodynamic particle diameter ≤ 1 µm
PM10 particulate matter with aerodynamic particle diameter ≤ 10 µm
PM2.5 particulate matter with aerodynamic particle diameter ≤ 2.5 µm
POA primary organic aerosol
POCP photochemical ozone creation potential
POM particulate organic matter (part of PM)
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POP persistent organic pollutant
PSC polar stratospheric cloud
QBO quasi-biennal oscillation
R organic carbon radical
RDS rate-determining step
REE rare earth element
RH relative humidity
RCHO aldehyde
RCOOH organic acid
RNA ribonucleic acid
RO organic oxy radical (alkoxy or alkoxyl radical)
RO2 organic hydroperoxy radical
ROOH organic peroxide
ROS reactive oxygen species
RTE radiative transfer equation
SAGE stratospheric aerosol and gas experiment
SBUV solar backscatter ultra-violet
SCIAMACHY scanning imaging absorption spectrometer for atmospheric cartog-

raphy
SD standard deviation
SBL stable atmospheric boundary layer
SH Southern Hemisphere
SIC soil inorganic carbon
SOA secondary organic aerosol
SOC soil organic carbon
SOM soil organic matter
SPARC stratospheric processes and their role in climate
SPM suspended particulate matter (Z dust, atmospheric aerosol)
SSA sea-salt aerosol
SST sea surface temperature
STE stratosphere-troposphere exchange
stp standard temperature and pressure
SVOC secondary volatile organic carbon
TC total carbon (sum of organic and inorganic)
TCL tropospheric chlorine loading
Tg terragram (Z Mt)
TIC total ionic content
TMI transition metal ions
TOC total organic carbon
toe tonne of oil equivalent
TOMS total ozone mapping spectrometer
TPM total particulate matter
TSP total suspended matter (Z PM)
UT upper troposphere
UV ultraviolet
UNECE United Nations economic commission for Europe
UVOC unsaturated volatile organic compounds
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VFS vegetation fire smoke
VOC volatile organic carbon
WCRP world climate research program
WHO world health organization of the United Nations
WMO world meteorological organization of the United Nations
WSOC water soluble organic compounds
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A.2 Quantities, units and some useful numerical values

The SI (abbreviated from the French Le Système International d’Unités), the mod-
ern metric system of measurement was developed in 1960 from the old meter-
kilogram-second (mks) system, rather than the centimeter-gram-second (cgs) sys-
tem, which, in turn, had a few variants. Because the SI is not static, units are
created and definitions are modified through international agreement among many
nations as the technology of measurement progresses, and as the precision of meas-
urements improve.

Long the language universally used in science, the SI has become the dominant
language of international commerce and trade. The system is nearly universally
employed, and most countries do not even maintain official definitions of any other
units. A notable exception is the United States, which continues to use customary
units in addition to SI. In the United Kingdom, conversion to metric units is gov-
ernment policy, but the transition is not quite complete. Those countries that still
recognize non-SI units (e. g., the US and UK) have redefined their traditional non-
SI units in SI units.

It is important to distinguish between the definition of a unit and its realization.
The definition of each base unit of the SI is carefully drawn up so that it is unique
and provides a sound theoretical basis upon which the most accurate and reproduc-
ible measurements can be made. The realization of the definition of a unit is the
procedure by which the definition may be used to establish the value and associated
uncertainty of a quantity of the same kind as the unit.

Some useful definitions:

− A quantity in the general sense is a property ascribed to phenomena, bodies, or
substances that can be quantified for, or assigned to, a particular phenomenon,
body, or substance. Examples are mass and electric charge.

− A quantity in the particular sense is a quantifiable or assignable property ascribed
to a particular phenomenon, body, or substance. Examples are the mass of the
moon and the electric charge of the proton.

− A physical quantity is a quantity that can be used in the mathematical equations
of science and technology.

− A unit is a particular physical quantity, defined and adopted by convention, with
which other particular quantities of the same kind are compared to express
their value.

− The value of a physical quantity is the quantitative expression of a particular
physical quantity as the product of a number and a unit, the number being its
numerical value. Thus, the numerical value of a particular physical quantity
depends on the unit in which it is expressed.

Other quantities, called derived quantities, are defined in terms of the seven base
quantities via a system of quantity equations. The SI derived units for these derived
quantities are obtained from these equations and the seven SI base units. Exam-
ples of such SI derived units are given in the Table 2, where it should be noted
that the symbol 1 for quantities of dimension 1 such as mass fraction is generally
omitted.
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Table A.1 The seven basic units of SI.

quantity name of unit symbol

length meter m
mass kilogram kg
time second s
thermodynamic temperature kelvin K
amount of substance mole mol
electric current ampere A
luminous intensity candela cd

Table A.2 Derived units (examples only; the list can be continued, e. g. for electric and
magnetic quantities).

quantity name of unit symbol special definition
definition from SI

force newton N − kg m s−2

pressure pascal Pa N m−2 kg m−1 s−2

energy, work, quantity of heat joule J N m kg m2 s−2

power, radiant flux watt W J s−1 kg m2 s−3

mass density − − − kg m−3

dynamic viscosity − − Pa s kg m−1 s−1

moment of force − − N m kg m2 s−2

surface tension − − N m−1 kg s−2

heat flux density, irradiance − − W m−2 kg s−3

frequency hertz Hz − s−1

wave number − − − m−1

area − − − m2

volume − − − m3

speed, velocity − − − m s−1

acceleration − − − m s−2
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Table A.3 Units outside the SI that are accepted for use with the SI.

quantity symbol value in SI units

minute (time) min 1 min Z 60 s
hour h 1 h Z 60 min Z 3600 s
day d 1 d Z 24 h Z 86400 s
degree (angle) ° 1° Z (π / 180) rad
minute (angle) ′ 1′ Z (1 / 60)° Z (π / 10 800) rad
second (angle) ″ 1″ Z (1 / 60)′ Z (π / 648 000) rad
liter La 1 L Z 1 dm3 Z 10−3 m3

metric tonb t 1 t Z 103 kg
electronvoltc eV 1 eV Z 1.602 18 · 10−19 J, approximately
nautical mile − 1 nautical mile Z 1852 m knot
knots − nautical mile per hour Z (1852 / 3600) m s−1

hectare ha 1 ha Z 1 hm2 Z 104 m2

bar bar 1 bar Z 0.1 MPa Z 100 kPa Z 1000 hPa Z 105 Pa
ångström Å 1 Å Z 0.1 nm Z 10−10 m
curie Ci 1 Ci Z 3.7 · 1010 Bq
roentgen R 1 R Z 2.58 · 10−4 C kg−1

rad rad 1 rad Z 1 cGy Z 10−2 Gy
rem rem 1 rem Z 1 cSv Z 10−2 Sv
a This unit and its symbol l were adopted by the CIPM in 1879. The alternative symbol for the
liter, L, was adopted by the CGPM in 1979 in order to avoid the risk of confusion between the
letter l and the number 1. Thus, although both l and L are internationally accepted symbols for
the liter, to avoid this risk the preferred symbol for use in the United States is L.
b In many countries, this unit is called “tonne’’.
c The electron volt is the kinetic energy acquired by an electron passing through a potential difference
of 1 V in vacuum. The value must be obtained by experiment, and is therefore not known exactly.

Table A.4 Prefixes used to construct decimal multiples of units (SI).

Y yotta 1024

z zetta 1021

E eta 1018

P peta 1015

T tera 1012

G giga 109

M mega 106

k kilo 103

h hecto 102

da deca 10
d deci 10−1

c centi 10−2

m milli 10−3

µ micro 10−6

n nano 10−9

p pico 10−12

f femto 10−15

a atto 10−18

z zepto 10−21

y yocto 10−24
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Table A.5 Some useful numerical values.

name symbol value definition

Boltzmann constant k 1.3897 $ 10−23 J K−1 k Z R / NA

Avogadro constant NA 6.0221 $ 1023 mol−1
a

Loschmidt constant no 2.68678 $ 1025 m−3
b

Gas constant R 8.31451 J K−1 mol−1 R Z k NA

Planck constant h 6.62607 $ 10−34 J s−1
c

Stefan-Boltzmann constant σ 5.6705 $ 10−8 J m−2 K−4 s−1 σ Z 2π 5k4 / 15h3c2

Faraday constant F 96485 C mol−1 F Z e NA

elementary charge e 1.60217649 $ 10−19 C d

gravitational constant G 6.6726 $ 10−11 m3 kg−1 s−2 G Z f · r2 / m1m2
e

standard gravity g 9.8129 m s−1 g Z G · mearth / r2
earth

f

speed of light c 2.99792 $ 108 m s−1

a number of atoms in 0.012 kg 12C
b number of atoms/molecules of an ideal gas in 1 m−3 at 0 °C and 1 atm
c Planck-Einstein relation: E Z hν
d fundamental constant, equal to the charge of a proton and used as atomic unit of charge
e empirical constant (also called Newton’s constant) gravitational attraction (force f ) between
objects with mass m1 and m2 and distance r
f nominal acceleration due to gravity at the earth’s surface at sea level



598 Appendix

A.3 The geological timescale

eon era period epoch time ago (Myr)

Phanerozoic Cenozoic Neocene Holocene 0.0118
Pleistocene 1.81
Pliocene 5.33
Miocene 23.0

Paleocene Oligocene 33.9
Eocene 55.8
Paleocene 65.5

Mesozoic Cretaceous 145.5
Jurassic 200
Triassic 251

Paleozoic Permian 299
Carboniferous 359
Devonian 416
Silurian 444
Ordovician 488
Cambrian 542

Proterozoic Neoproterozoic Ediacaran 630
Cryogenian 850
Tonian 1000

Mesoproterozoic Stenian 1200
Ectasian 1400
Calymnian 1600

Paleoproterozoic Statherian 1800
Orocirian 2050
Rhyacian 2300
Siderian 2500

Archean Neoarchean 2800
Mesoarchean 3200
Paleoarchean 3600
Eoarchean 3800

Hadean 4560

The Geological Time-Scale is hierarchical, consisting of (from smallest to largest
units) ages, epochs, periods, eras and eons. Each era, lasting many tens or hundreds
of millions of years, is characterized by completely different conditions and
unique ecosystems.

It is followed the geological time scale as determined by the International Com-
mission on Stratigraphy (ICS). The ICS has not finished its job and gaps remain,
particularly in the Early Paleozoic. Where gaps occur, it is generally followed the
Russian system for the Cambrian and the British system for the Silurian. Epochs
are subdivided further into ages not listed here. The periods from Cretaceons and
older are subdivided into epochs and ages not shown here.
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A.4 Biography

Adhémar, Joseph-Alphonse (1797−1862): French mathematician; his theory on ice ages was
further developed and greatly modified, first by James Croll and later by Milutin Milan-
kovic.

Aitken, John (1839−1919): Scottish physicist and meteorologist in Edinburgh, one of the
founders of cloud physics and aerosol science.

al-Khazini, Abd al-Rahman (flourished 1115−1130): Greek Muslim scientist, astronomer,
physicist, biologist, alchemist, mathematician and philosopher from Merv, then in the
Khorasan province of Persia but now in Turkmenistan, who made important contributions
to physics and astronomy. Al-Khazini is better known for his contributions to physics in
his treatise The Book of the Balance of Wisdom, completed in 1121, which remained an
important part of Islamic physics.

al-Bīrūnī, Abū �r-Raihøān Muhøammad ibn Ahømad (937−1048): Persian polymath scholar,
one of the very greatest scientists of Islam. Biruni’s works number 146 in total.

Anaximander (c. 610 BC−c. 546 BC): Scholar of Thales. He is known to have conducted the
earliest recorded scientific experiment and can be considered the first true scientist.

Anaximenes of Miletus (about 585−528 BC): Greek Pre-Socratic philosopher, probably a
younger contemporary of Anaximander and together with Thales one of the three Milesian
philosophers.

Andrews, Thomas (1813−1885): Irish chemist and physicist in Belfast who did important
work on phase transitions between gases and liquids.

Archimedes of Syracuse (287−212 BC): Greek mathematician, physicist, engineer, inventor,
and astronomer on Sicily, at that time a colony of Magna Graecia; considered to be the
greatest mathematician of antiquity and one of the greatest of all time.

Aristotle (384−322 BC): Greek philosopher, a student of Plato and teacher of Alexander the
Great. Together with Plato and Socrates (Plato’s teacher), Aristotle is one of the most
important founding figures in Western philosophy.

Arrhenius, Svante August (1859−1927): Swedish scientist in Stockholm, originally a physicist,
but often referred to as a chemist, and one of the founders of the science of physical chem-
istry.

Avogadro, Lorenzo Romano Amedeo Carlo di Quaregna e di Cerreto (1776−1856): Italian
physicist in Turin; he is most noted for his contributions to molecular theory.

Baxendale, John H. (1916−1982): British chemist at the University of Manchester; pioneer
in radiation chemistry.

Barnes, Charles Reid (1858−1910): The first professor of plant biology at the University
of Chicago.

Becher, Johann Joachim (1635−1682): German physician, alchemist, precursor of chemistry,
scholar and adventurer, mainly in Mainz and Vienna; best known for his development of
the phlogiston theory.

Beer, August (1825−1863): German physicist and mathematician in Bonn; he published his
famous book Einleitung in die höhere Optik [Introduction in Higher Optics].

Benedict, Francis Gano (1870−1957): American nutritionist (director of the nutrition insti-
tute in Boston): who developed a calorimeter and a spirometer used to determine oxygen
consumption and measure metabolic rate; know for his precise CO2 and O2 measurements.

Bergmann, Torbern Olof (1735−1784): Swedish chemist and mineralogist in Uppsala; he
greatly contributed to the advancement of quantitative analysis, and he developed a min-
eral classification scheme based on chemical characteristics and appearance; finally he is
noted for his sponsorship of Carl Wilhelm Scheele.

Berthelot, Marcellin (or Marcelin) Pierre Eugène (1827−1907): French chemist and politician
noted for the Thomsen-Berthelot principle of thermochemistry; he synthesized many or-
ganic compounds from inorganic substances and disproved the theory of vitalism.
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Berthollet, Claude Louis (1748−1822): Savoyard-French chemist; he was one of the first
chemists to recognize the characteristics of a reverse reaction, and hence, chemical equilib-
rium; along with Antoine Lavoisier and others, he devised a chemical nomenclature.

Berzelius, Jöns Jacob (1779−1848): Swedish chemist in Uppsala and Stockholm; discovered
the elements Si, Se, Th and Ce; In discovering that atomic weights are not integer multiples
of the weight of hydrogen, Berzelius also disproved Prout’s hypothesis that elements are
built up from atoms of hydrogen.

Black, Joseph (1728−1799): Scottish chemist and physician (born in France). He was profes-
sor of chemistry at Glasgow (1756−66) and from 1766 at Edinburgh; he is best known for
his theories of latent heat and specific heat.

Blackman, Frederick Frost (1866−1947): British plant physiologist in Cambridge; he studied
plant photosynthesis and proposed the Law of Limiting Factors.

Blagden, Sir Charles Brian (1748−1820): British physician and scientist in Cambridge.
Bodenstein, Max Ernst August (1871−1942): German physical chemist in Göttingen, Leipzig,

Hannover and Berlin; he was first to postulate a chain reaction mechanism.
Bolin, Bert Rickard Johannes (1925−2007): Swedish meteorologist and professor at Stock-

holm University and involved in international climate research cooperation from the 1960s;
first chairman of the IPCC, from 1988 to 1998.

Boltzmann, Ludwig Eduard (1844−1906): Austrian physicist in Graz and Vienna; famous for
his founding contributions in the fields of statistical mechanics and statistical thermody-
namics.

Boussingault, Jean Baptiste Joseph Dieudonne (1802−1887): French agricultural chemist;
professor in Lyon and Paris who contributes much to understanding of nitrogen in nature.

Boyle, Robert (1627−1691): Irish-British natural philosopher, chemist, physicist, and inventor
in Oxford and London; despite he was an alchemist and believing the transmutation, for
him chemistry was the science of the composition of substances, not merely an adjunct to
the arts of the alchemist.

Brønsted, Johannes Nicolaus (1879−1947): Danish physical chemist; in 1923 he introduced
the protonic theory of acid-base reactions, simultaneously with the English chemist
Thomas Martin Lowry.

Bunsen, Robert Wilhelm Eberhard (1811−1899): German chemist, professor in Marburg,
Kassel, Breslau and Heidelberg; he investigated emission spectra of heated elements, and
with Gustav Kirchhoff he discovered the elements Cs and Ru; developed several gas-analyt-
ical methods and was pioneering in photochemistry.

Calvin, Melvin (1911−1997): Born of Russian emigrant parents in Minnesota. University of
California at Berkeley in 1937, Lawrence Radiation Laboratory since 1946 and full profes-
sor since 1947; Nobel Prize in Chemistry 1961.

Castelli, Benedetto, born Antonio Castelli (1578−1643): Italian mathematician in Pisa (re-
placing Galileo), and later in Rome; one of his students was Evangelista Torricelli.

Cauer, Hans (1899−1962): German chemist, who worked in the fields of balneology, indoor
pollution and precipitation chemistry and first introduced the term Atmosphärische
Chemie.

Cavendish, Henry (1731−1810): British chemist and physicist in London; he is considered to
be one of the so-called pneumatic chemists of the eighteenth and nineteenth centuries,
along with, for example, Joseph Priestley, Joseph Black, and Daniel Rutherford; by com-
bining metals with strong acids, Cavendish made hydrogen (H2) gas, which he isolated
and studied.

Callendar, Guy Stewart (1898−1964): English steam engineer and inventor; known for pro-
pounding the theory that linked rising carbon dioxide concentrations in the atmosphere to
global temperature, but he thought this warming would be beneficial.

Chamberlain, Thomas Chrowder (1843−1928): American geologist and educator in Wiscon-
sin and from 1892 professor in Chicago; founded the Journal of Geology.



A.4 Biography 601

Charles, Jacques Alexandre César (1746−1823): French inventor, scientist, mathematician
and balloonist.

Clapeyron, Benoît Paul Émile (1799−1864): French mathematician and engineer, graduated
from École Polytechnique; he presented the Carnot cycle in mathematical formulation
(Sadi Carnot was unknown before).

Clapham, Arthur Roy (1904−1990): Was a British botanist and worked at Rothamsted Exper-
imental Station as a crop physiologist (1928−30), professor of botany at Sheffield Univer-
sity 1944−1969.

Clarke, Frank Wigglesworth (1847−1931): American chemist; he is credited with having de-
termined composition of the earth’s crust.

Clausius, Rudolf Julius Emmanuel (1822−1888): German physicist and mathematician, grad-
uated from the university of Berlin, professor in Zürich, Würzburg and Bonn.

Cohen, Julius Berend (1859−1935): Professor for organic chemistry in Leeds.
Croll, James (1821−1890): Scottish natural philosopher; known for his several books on

climate, cosmology and evolution.
Crutzen, Paul Jozef (born 1933): Dutch Nobel prize winning atmospheric chemist; worked

at the Stockholm University, University of California, Georgia Institute of Technology
and 1980−2000 director of the Department of Atmospheric Chemistry (MPI) in Mainz
(successor of Christian Junge).

Dalton, John (1766−1844): British natural scientist and teacher (chemist, meteorologist and
physicist); best known for his pioneering work in the development of modern atomic
theory.

Dansgaard, Willi (born 1922): is a Danish paleoclimatologist; he is Professor Emeritus of
Geophysics at the University of Copenhagen.

Descartes, René, also known as Renatus Cartesius (1596−1650): French philosopher, mathe-
matician, physicist, and writer who spent most of his adult life in the Dutch Republic. He
has been dubbed the “Father of Modern Philosophy”.

Dobson, Gordon Miller Bourne (1889−1976): British physicist and meteorologist; He built
the first ozone spectrophotometer and studied the results over many years (now called
Dobson spectrometer or Dobsonmeter giving the Dobson unit).

Dorno, Carl Wilhelm Max (1865−1942): German physicist and founder (1906) of the Physi-
cal-Meteorological Observatory Davos (Switzerland); father of modern bioclimatology.

Drebbel, Cornelius Jacobszoon (1572−1633): Dutch inventor; since about 1604 in London;
he designed and built telescopes and microscopes and he also built the first navigable
submarine in 1620.

Emich, Friedrich (1860−1940): Austrian chemist at Technical University Graz; one of the
founders of microchemistry.

Empedocles (495−435 BC): Greek pre-Socratic philosopher and a citizen of Agrigentum, a
Greek city in Sicily; he is best known for being the origin of the cosmogenic theory of the
four classical elements.

Engelmann, Theodore Wilhelm (1843−1909): German botanist. 1897 succeeded Emil du
Bois-Reymond at University of Berlin (1818−1876); 1858 professor of physiology at the
Physiological Institute.

Engels, Friedrich (1820−1895): Founder, along with Karl Marx (1818−1883) of the dialectical
materialism, the philosophy which is not merely a philosophy of history, but a philosophy
which illuminates all events whatever, from the falling of a stone to a poet’s imaginings
(from the preface to Dialectics of Nature, written by J. B. S. Haldane in 1939).

Euler, Leonhard (1707−1783): Swiss mathematician, professor in St. Petersburg and Basel.
Evelyn, John (1620−1706): English educated writer and one of the founders of the Royal

Society in London (1660).
Faraday, Michael (1791−1867): English chemist and physicist; known for many discoveries

and being an excellent experimentalist.
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Fahrenheit, Gabriel Daniel (1686−1736): German physicist and engineer but lived most of
his life in the Dutch Republic; in 1717, he settled in The Hague with the trade of glassblow-
ing, making barometers, altimeters, and thermometers. From 1718 onwards, he lectured in
chemistry in Amsterdam.

Fenton, Henry John Horstman (1854−1929): British chemist at Cambridge in 1878 and was
University Lecturer in chemistry from 1904 to 1924.

Franklin, Benjamin (1706−1790): American scientist, inventor, writer and statesman; Found-
ing Father of the United States of America.

Fourier, Jean Baptiste Joseph (1768−1830): French mathematician and physicist in Paris
(1816−1822 in England), as Permanent Secretary of the French Academy of Sciences; he
is also credited with the discovery in 1824 that gases in the atmosphere might increase the
surface temperature of the earth.

Fourcroy, Antoine François, comte de (1755−1809): French chemist; he collaborated with
Lavoisier, Guyton de Morveau, and Claude Berthollet on the Méthode de nomenclature
chimique.

Fresenius, Carl Remigius (1818−1897): German chemist in Wiesbaden, known for his studies
in analytical chemistry.

Galilei, Galileo (1564−1642): Italian physicist, mathematician, astronomer, and philosopher;
his achievements include improvements to the telescope and consequent astronomical ob-
servations, and support for Copernicanism. Galileo has been called the “father of modern
observational astronomy”.

Gautier, Armand Émile Justin (1837−1920): Professor for Chemistry at the university in
Paris

Gay-Lussac, Joseph Louis (1778−1850): French chemist and physicist in Paris (from 1808 to
1832 at Sorbonne); he is known mostly for two laws related to gases.

Gehler, Johann Samuel Traugott (1751−1795): German physicist, known for his “Physicali-
sches Wörterbuch” (Physical Dictionary) in five volumes (1787−1795), enlarged by Heinrich
Wilhelm Brandes and others (Gmelin, Horner, Muncke, Pfaff) to 24 Vol. (1825−1845), the
world largest lexicon on natural sciences and comprising the whole knowledge in that time.

Gibbs, Josiah Willard (1839−1903): Professor for theoretical physics at Yale University, New
Haven (USA).

Gmelin, Leopold (1788−1853): German chemist in Heidelberg; wrote the Handbuch der
Chemie (first edition 1817−1819).

Gold, Thomas (1920−2004): Austrian-born astrophysicist, a professor of astronomy at Cor-
nell University: he was one of the most prominent exponents postulating a theory on the
abiogenic formation of fossil fuels.

Gorup-Besanez, Eugen Freiherr von (1817−1878): Austrian-German chemist at University
Erlangen.

Graham, Thomas (1805−1869): Scottish chemist in London who is best-remembered today
for his pioneering work in dialysis and the diffusion of gases.

Guericke, Otto von (1602−1686): German scientist, inventor, and politician; his major scien-
tific achievement was the establishment of the physics of vacuums; he served as the mayor
of Magdeburg from 1646 to 1676.

Haldane, John Burdon Sanderson (1892−1964): British geneticist and evolutionary biologist
in Cambridge and London; he was one of the founders (along with Ronald Fisher and
Sewall Wright) of population genetics.

Hales, Stephen (1677−1761): English physiologist, chemist and inventor in Cambridge; he
studied the role of air and water in the maintenance of both plant and animal life

Hammett, Louis Plack (1894−1987): American physical chemist, Columbia University New
York.

Hann, Julius Ferdinand von (1839−1921): Austrian meteorologist and climatologist;
1877−1897 director of the Zentralanstalt für Meteorologie (Central Institute for Meteorol-
ogy) in Vienna.
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Hasselbalch, Karl Albert (1874−1962): Danish physician and chemist.
Helmholtz, Hermann Ludwig Ferdinand von (1821−1894): German physician and physicist

in Königsberg, Bonn, Heidelberg and Berlin, who made significant contributions to several
widely varied areas of modern science.

Helmont, Johann Baptist (Jan) van (1577−1644): Flemish chemist, physiologist, and physi-
cian; he worked during the years just after Paracelsus and iatrochemistry, and is sometimes
considered to be “the founder of pneumatic chemistry”.

Hempel, Walther Matthias (1851−1916): German chemist; founder of the chemical institute
in Dresden Technical University and professor 1889−1912, scholar of Bunsen and pioneer
in gas analysis and electrolysis.

Henderson, Lawrence Joseph (1878−1942): American biochemist: leading biochemists of the
first decades of the 20th century.

Henry, William (1775−1836): English chemist in Manchester; founder and afterwards presi-
dent of the Manchester Literary and Philosophical Society.

Herodotus of Halicarnassus (ca. 484 BC−ca. 425 BC): Greek historian who lived in the 5th
century BC.

Hill, Robert (1899−1991): British biochemist at the Cambridge University.
Hippocrates of Cos or Hippokrates of Kos (ca. 460 BC−ca. 370 BC) Greek physician,

referred as “father of medicine”.
Högbom, Arvid Gustaf (1857−1940): Swedish professor of mineralogy at Uppsala University
Houzeau, Auguste (1829−1911): French agriculture chemist in Rouen who carried out the

first atmospheric O3 measurements in 1853.
Humboldt, Alexander von (1769−1859): German naturalist and explorer, Prussian minister,

philosopher, and linguist; founder of the University of Berlin (1810), which has strongly
influenced other European and Western universities.

Humphreys, William Jackson (1862−1949): American meteorological physicist of the U.S.
Weather Bureau from 1905 to 1935.

Huntington, Ellsworth (1876−1947): American geographer (at Yale University), known for
his studies on climatic determinism, economic growth and economic geography.

Ingenhousz (or Ingen-Housz as well Ingen Housz and IngenHousz) Jan (1730−1799): Dutch
physician and plant physiologist working in London since 1753, often travelling and staying
in Vienna.

Junge, Christian (1912−1996): German meteorologist and geophysicist in Frankfurt, 1953−1961
he worked at the Cambridge Air Force Research Center, Bedford, Mass. (USA); in 1962 he
returned to Germany, first as Professor of Meteorology and Director of the Meteorological
Institute at the University of Mainz (1962−1968), then as Director of the Air Chemistry
Department of the Max-Planck-Institut für Chemie (Otto-Hahn-Institut) from which he
retired in 1977; he is one of the founder of Atmospheric Chemistry.

Kamen, Martin David (1913−2002): American physical chemist and biochemist at Universi-
ties of Berkeley, Massachusetts and San Diego.

Keeling, Charles David (1928−2005): American chemist, most known for his CO2 measure-
ment at Mauna Loa, Hawaii; affiliated with Scripps Institution of Oceanography, Univer-
sity of California, San Diego, from 1956 until his death in 2005.

Kernbaum, Mirosław (1882−1911): Polish physicist in radiation chemistry, worked at the
Marie Curie laboratory in Paris

Kirchhoff, Gustav Robert (1824−1887): German physicist in Berlin, Breslau and Heidelberg,
who contributed to the fundamental understanding of electrical circuits, spectroscopy, and
the emission of black-body radiation by heated objects.

Köhler, Hilding (1888−1982): Swedish theoretical meteorologist at University Uppsala (also
written Koehler but Kohler is wrong)
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Krogh, August (1874−1949): Danish physiologist; discovered how capillaries regulate oxygen
and was awarded with the Nobel Prize in Physiology or Medicine in 1920.

Kudryavtsev, Nikolai Alexandrovich − Кудрявцев, Николай Александрович (1893−1971):
Russian geologist, the founder of the modern theories of abiogenic petroleum formation.
1941 professor in Leningrad.

Lagrange, Joseph-Louis (1735−1813): French mathematician in Torino and Paris.
Lakatos, Imre; birth name: Lipschitz (1922−1974): Hungarian mathematician, physicist and

philosopher at the University of Debrecen, Hungary. In 1953 he fled to Vienna and finally
to London to study at the University of Cambridge for a doctorate in philosophy. In 1960
Lakatos was appointed to the London School of Economics. Many works appeared after
his death in editions.

Lambert, Johann Heinrich (1728−1777): Swiss-born mathematician, physicist and astrono-
mer in Augsburg and Berlin; he studied light intensity and also developed a theory of the
generation of the universe that was similar to the nebular hypothesis that Thomas Wright
and Immanuel Kant had (independently) developed.

Lampadius, Wilhelm August Eberhard (1772−1842): German chemist and professor in Frei-
berg (Saxonia), founder of modern metallurgy; well-known with Humboldt and Goethe.

Langevin, Paul (1872−1946): French physicist in Paris; in 1926 he became director of the
École de Physique et Chimie.

Laplace, Pierre-Simon (Marquis) de (1749−1827): French mathematician and astronomer
whose work was pivotal to the development of mathematical astronomy and statistics.

Lavoisier, Antoine-Laurent de (1743−1794): French chemist (“father of modern chemistry”);
1764 onward at the Academy of Sciences, 1775 commissioner of the Royal Gunpowder
Administration and residence in the Paris Arsenal; opening of a laboratory in the Arsenal;
1785−1789 collaboration with Claude Berthollet, Antoine de Fourcroy and Guyton de
Morveau; 1789 co-editor of the newly founded Annales de chimie. Wrote 1789 the revolu-
tionary book „Traité élémentaire de chimie“. 8 May 1794 executed on the guillotine.

Lawes, John Bennet, Sir (1814−1900): English entrepreneur and agricultural scientist; he
founded an experimental farm at Rothamsted, where he developed a superphosphate that
would mark the beginnings of the chemical fertilizer industry.

Lémery, Nicolas (1645−1715): French chemist, who was one of the first to develop theories
on acid-base chemistry.

Le Roy, Édouard Louis Emmanuel Julien (1870−1954): French philosopher and mathemati-
cian; became in 1909 professor of mathematics at the Lycée Saint-Louis in Paris.

Leibniz, Wilhelm Leibniz (1646−1716): German philosopher, polymath and mathematician
who wrote primarily in Latin and French; belong Humboldt the greatest German poly-
math.

Lessing, Gotthold Ephraim (17291781): German writer, dramatist, publicist, and art critic;
one of the most prominent philosophers of the Enlightenment era.

Liebig, Justus von (1803−1873): German chemist, Professor in Gießen 1824−1852, founder
of the agricultural-chemical theory and together with Wöhler the radical theory.

Loewy, Adolf (1862−1937): German physiologist; in 1921 he was a professor and in charge
of the Schweizerisches Institut für Hochgebirgsphysiologie und Tuberkuloseforschung (Swiss
Institute for Altitude Physiology and Tuberculosis) at Davos.

Loschmidt, Johann Josef (1821−1895): Austrian professor of physical chemistry at the Uni-
versity of Vienna in 1868.

Lovelock, James Ephraim (born 1919): English chemist; He is known for proposing the Gaia
hypothesis, in which he postulates that the earth functions as a kind of superorganism.

Lyell, Sir Charles (1797−1875): Scottish geologist. He was the foremost geologist of his day,
and an influence on the young Charles Darwin. Professor of Geology at King’s College
London in the 1830s and President of the Geological Society of London 1835−1837.
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Marggraf, Andreas Sigismund (1709−1782): German chemist and pioneer of analytical chem-
istry from Berlin; in 1747 he announced his discovery of sugar in beets and devised a
method using alcohol to extract it.

Margulis, Lynn (born 1938): American biologist; she is best known for her theory on the
origin of eukaryotic organelles, and her contributions to the endosymbiotic theory.

Marum, Martinus van (1750−1837): Dutch chemist.
Marx, Karl (1818−1883): German philosopher and economist; fundamentally, he assumed

that human nature involves transforming nature. To this process of transformation he
applies the term “labour”, and to the capacity to transform nature the term “labour
power”.

Matthaei, Gabrielle Louise Caroline (1876−1930): British botanist, assistant of Blackman at
the Cambridge University.

Mayer, Julius Robert von (1814−1878): German physician and physicist in Heilbronn and
one of the founders of thermodynamics. He was the first person to develop the law of the
conservation of energy (first law of thermodynamics).

Mayow, John (1643−1679): English chemist, physician, and physiologist who is remembered
today for conducting early research into respiration and the nature of air.

Meissner, Georg (1829−1905): German anatomist and physiologist; university professor at
Basel (from 1855), Freiburg (from 1857) and Göttingen (from 1860 to 1901).

Mendeleev, Dimitri Ivanovich (1834−1907): Russian chemist in Saint Petersburg; develops
the modern periodic table.

Mie, Gustav Adolf Feodor Wilhelm Ludwig (1868−1957): German physicist. Studied in Ros-
tock and Göttingen; Professor in Greifswald (1902), Halle (1917) and Freiburg (1924)

Milanković, Milutin (1879−1958): Serbian civil engineer and geophysicist, best known for his
theory of ice ages, relating variations of the earth’s orbit and long-term climate change,
now known as Milankovitch cycles.

Miller, Stanley Lloyd (1930−2007): US biologist and chemist.
Morveau, Louis Bernard Guyton de (1737−1816): French chemist and politician; he is cred-

ited with producing the first systematic method of chemical nomenclature.
Muntz, Achille Charles (1846−1917): French agricultural chemist (student of Boussingault),

1876 professor and director of the “l’Institut National Agronomique” in Paris, 18976 mem-
ber of the Academy of Sciences.

Nägeli, Carl Wilhem von (1817−1891): German botanist in Munic.
Nernst, Walther Hermann (1864−1941): German physical chemist and physicist in Leipzig,

Göttingen and Berlin; Nobel Prize in 1920.
Newton, Isaac (1643−1727): English physicist, mathematician, astronomer, natural philoso-

pher, alchemist, and theologian who is perceived and considered by a substantial number
of scholars and the general public as one of the most influential men in history.

Odling, William (1829−1921): English chemist who contributed to the development of the
periodic table.

Oeschger, Hans (1927−1998): Swiss geologist; founder of the Division of Climate and Envi-
ronmental Physics at the Physics Institute of the University of Bern in 1963 and director
until his retirement in 1992; pioneer and leader in ice core research.

Osann, Gottfried Wilhelm (1797−1866): German chemist in Dorpat, Erlangen, Jena and
Würzburg.

Ostwald, Carl Wilhelm Wolfgang (1883−1943): Founder of colloid chemistry in Germany
and professor in Leipzig; sun of Wilhelm Ostwald.

Oparin, Aleksander Ivanovich (1894−1980): Soviet biochemist in Moscow; notable for his
contributions to the theory of the origin of life; he developed the foundations for industrial
biochemistry.
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Paracelsus; Philippus Aureolus Theophrastus Bombastus von Hohenheim (1493−1541):
Swiss-German Renaissance physician, botanist, alchemist, astrologer and general occultist.

Parmenides of Elea (about 540−480 BC): Greek philosopher; founder of the Eleatic school,
one of the most significant of the pre-Socratic philosophers.

Pascal, Blaise (1623−1662): French mathematician, physicist, and religious philosopher; he
studied fluids, and clarified the concepts of pressure and vacuum by generalizing the work
of Evangelista Torricelli.

Pasteur, Louis (1822−1895): French chemist and microbiologist; He is regarded as one of the
three main founders of microbiology, together with Ferdinand Cohn and Robert Koch.

Pauling, Linus Carl (1901−1994): American chemist and peace activist; was among the first
scientists to work in the fields of quantum chemistry, molecular biology, and orthomolecu-
lar medicine. He is one of only two people to have been awarded a Nobel Prize in two
different fields (the Chemistry and Peace prizes), the other being Marie Curie (the Chemis-
try and Physics prizes), and the only person to have been awarded each of his prizes
without sharing it with another recipient.

Pettenkofer, Max Joseph von (1818−1901): Bavarian chemist and hygienist; in 1865 he became
also professor of hygiene in Munic.

Planck, Max (1858−1947): German physicist; he is considered to be the founder of the quan-
tum theory, and thus one of the most important physicists of the twentieth century and
was awarded the Nobel Prize in Physics in 1918.

Plass, Gilbert Norman (1920−2004): Canadian physicist from Harvard and Princeton Univer-
sity, later professor at Texas A&M University.

Pflüger, Eduard Friedrich Wilhelm (1829−1910): German physiologist in Berlin (1851) and
Bonn (1859).

Priestley, Joseph (1733−1804): English scientist; due to his sympathy with the French revolu-
tion he moved to Philadelphia / USA in 1794; discovered oxygen and many gases in air
(parallel to Scheele).

Prout, William (1785−1850): English chemist, physician, and natural theologian; in 1815 he
hypothesized that the atomic weight of every element is an integer multiple of that of
hydrogen, suggesting that the hydrogen atom is the only truly fundamental particle.

Pythagoras of Samos (about 540−500 BC): Ionian Greek mathematician. He was the first
man to call himself a philosopher. Pythagoras and his students believed that everything
was related to mathematics and that numbers were the ultimate reality.

Ramsay, Sir William (1852−1916): Scottish chemist who discovered the noble gases and re-
ceived the Nobel Prize in Chemistry in 1904.

Raoult, François-Marie (1830−1901): French chemist in Grenoble who conducted research
into the behavior of solutions, especially their physical properties.

Rayleigh, Lord (John William Strutt, 1842−1919): British mathematician and physicist. Pro-
fessor in Cambridge (1879) and London, Nobel prize in 1904 (together with Ramsay).

Reslhuber, P. Augustin (1808−1875): Austrian, director of the observatory Kremsmünster
(Austria)

Ruben Samuel − born Charles Rubenstein (1913−1943): US chemist at the University of
California, Berkeley. Together with Kamen he discovered carbon-14.

Russell, Francis Albert Rollo (1849−1914): British meteorologist.
Rutherford, Daniel (1749−1819): Scottish chemist and physician who is most famous for the

isolation of nitrogen in 1772.
Sabatier, Paul (1854−1941): French chemist; he greatly facilitated the industrial use of hydro-

genation. Nobel Prize in 1912.
Sachs, Julius von (1832−1897): German botanist; 1856 Privatdozent for plant physiology in

Prague, assistant to the Agricultural Academy at Tharandt in Saxony, 1861 Professor of
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Botany in the University of Freiburg in Breisgau. 1868 he took over the chair in Botany
at the University of Würzburg [Wursburg].

Santorio, called Sanctorius of Padu (1561−1636): Italian physiologist, physician in Padua
where he performed experiments in temperature, respiration and weight.

Saussure, Horace-Bénédict de (1740−1799): Swiss aristocrat, physicist and Alpine traveller;
he directed his attention to the geology and physics of that region; he made experiments
with various forms of hygrometer in all climates and at all temperatures.

Saussure, Nicolas-Théodore de (1767−1845): Swiss botanist and naturalist from Geneve who
made seminal advances in phytochemistry; oldest son of Horace-Bénédict de Saussure.

Scheele, Carl Wilhelm (1742−1786): German chemist, born in Stralsund/Pomerania (Sweden
in that time), druggist in Gothenburg, Malmö and Stockholm, member of the Royal Acad-
emy of Sweden (1775), discovered oxygen in air.

Schloesing, Jean Jacques Théophile (1824−1919): French soil scientist who (with A. Muntz)
proved (1877) that nitrification is a biological process in the soil by using chloroform
vapors to inhibit the production of nitrate.

Schmaus, August (1877−1952): German meteorologist and Professor in Munich.
Schönbein, Christian Friedrich (1799−1868): Swiss chemist in Basel; best known for discov-

ery of ozone.
Schöne, Emil (ca. 1830−ca. 1910): German chemist who intensively studied ozone and hydro-

gen peroxide in air.
Schwabe, Samuel Heinrich (1789−1875): German astronomer, discovered the solar cycle

through extended observations of sunspots. Schwabe’s observations were afterwards util-
ized in 1851 by Alexander von Humboldt in the third volume of his Kosmos.

Scoutetten, Robert Joseph Henri (1799−1871): French professor and head of medicine at the
military hospital in Metz.

Senebier, Jean (1742−1809): Swiss botanist and naturalist, priest in Geneve.
Smith, Robert Angus (1817−1884): Scottish chemist, who investigated numerous environmen-

tal issues; he became in 1863 Queen Victoria’s first alkali inspector (Alkali Acts Administra-
tion, setting limits for HCl emission by alkali plants).

Snell, Willebrord van Roijen; also called Willebrord Snelius (1580−1626): Dutch astronomer
and mathematician in Leiden.

Sørensen, Søren Peter Lauritz (1868−1939): Danish biochemist in Copenhagen; suggested a
convenient way of expressing acidity − the negative logarithm of hydrogen ion concentra-
tion (pH).

Sprengel, Philipp Carl (1787−1859): German agricultural chemist, first in Göttingen, in 1831
he become a college professor of agronomy and forestry (at the Collegium Carolinum) in
Braunschweig, but in 1839 he moved and in 1842 in Regenwalde (Pommern) he founded
his private academy.

Stahl, Georg Ernst (1659−1734): German chemist and physician in Weimar, Halle and Berlin;
known for his obsolete phlogiston theory.

Stein, Gabriel (1920−1976): Radiation chemist, born in Budapest in 1920 and emigrated to
Palestine in 1938; Professor of Physical Chemistry at the Hebrew University

Stoklasa, Julius (1857−1936): Czech agricultural chemist in Leipzig, Vienna and Prague.
Stumm, Werner (1924−1999): Swiss water chemist; he directed the Swiss Federal Institute for

Water Resources and Water Pollution from 1970 to 1992.
Struve, Heinrich Wilhelm von, also Струве, Генрих Васильевич (1822−1908): German-

Russian chemist in Sankt Petersburg; son of Friedrich Georg Wilhelm von Struve (In
Russian, his name is often given as Vasilii Yakovlevich Struve (Василий Яковлевич
Струве); the Struve family were a dynasty of five generations of astronomers from the
18th to 20th centuries. Members of the family were also prominent in chemistry, government
and diplomacy.
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Suess, Eduard (1831−1914): Austrian professor of geology at the University of Vienna
since1857.

Tansley, Sir Arthur George (1851−1955): English botanist who was a pioneer in the science
of ecology.

Taylor, Hugh Stott (1890−1974): English chemist; worked with Arrhenius and Bodenstein,
chair of the Chemistry Department at Princeton (USA) in 1926

Teilhard de Chardin, Pierre (1881−1955): French philosopher and Jesuit priest. He teached
teleological views of evolution.

Thales of Milet (624−546 BC): First known Greek philosopher, scientist and mathematician
and is considered by Aristotle to be the founder of Ionic philosophy of nature. He is
credited with five theorems of elementary geometry.

Thénard, Louis Jacques (1777−1857): French chemist and professor at École Polytechnique
in Paris; he published a textbook, and his Traité de chimie élémentaire, théorique et pratique
(4 vols., Paris, 1813−16), which served as a standard for a quarter of a century.

Theophrastus (about 372−287 BC): Greek native of Eressos in Lesbos, was the successor of
Aristotle in the Peripatetic school. His interests were wide-ranging, extending from biology
and physics to ethics and metaphysics.

Thomson, Thomas (1773−1852): Scottish chemist whose writings contributed to the early
spread of Dalton’s atomic theory.

Thomson, William; Lord Kelvin of Lards (1824−1907): Belfast-born mathematical physicist
and engineer.

Tissandier, Gaston (1843−1899): French chemist, meteorologist, aviator (balloon rises) and
editor in Paris.

Torricelli, Evangilista (1608−1647): Italian physicist and mathematician in Pisa; best known
for his invention of the barometer.

Tyndall, John (1820−1893): Irish physicist known for his first explanation of atmospheric
heat in terms of the capacities of various gases to absorb or transmit radiative heat.

Urey, Harold Clayton (1893−1981): US chemist, Nobel Prize in 1934 for the discovery of
deuterium and known for the idea of “inorganic life formation” (Miller-Urey experiment)

van’t Hoff, Jacobus Hendricus (1852−1911): Dutch physico-chemist in Amsterdam and Ber-
lin; Nobel price in 1901.

Vernadsky, Vladimir Ivanovich / Вернадский, Владимир Иванович (1863−1945): Russian /
Ukrainian geologist. His research ranged from meteorites and cosmic dust to microbiology
and migration of microelements via living organisms in ecosystems.

Viviani, Vincenzo (1622−1703) Italian mathematician and scientist; he was a pupil of Torri-
celli and a disciple of Galileo.

Voeux, Harold (Henry) Antoine des (no birth / death data are available): French physician
living in London, honourable treasurer of the Coal Smoke Abatement Society (formed in
1882) and later President of the National Smoke Abatement Society (Marsh 1947).

Wallerius, Johann Gottschalk (1709−1785): Swedish physician and professor of chemistry,
mineralogy and pharmacy at the University of Uppsala, Sweden. He is regarded as the
founder of agricultural chemistry.

Warburg, Otto Heinrich (1883−1970): Son of physicist Emil Warburg, was a German physiol-
ogist, medical doctor and Nobel laureate. In 1918 he was appointed professor at the Kaiser
Wilhelm Institute for Biology in Berlin-Dahlem.

Wells, William Charles (1757−1817): born in South Carolina (USA) as son of Scottish immi-
grants, became physician, philosopher and printer.

Wöhler, Friedrich (1800−1882): German chemist in Göttingen; he is regarded as a pioneer
in organic chemistry as a result of him (accidentally) synthesizing urea but also the first
to isolate several chemical elements (Al, Yt, Be, Ti).

Weinschenk, Ernst (1865−1921): German pioneer of microscopy and petrography in Munich.
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Wien, Wilhelm Carl Werner Otto Fritz Franz (1864−1928): German physicist in Munic;
Nobel Prize in physics 1911

Wolf, Rudolf (1816−1893): Swiss astronomer, professor of astronomy in Bern (1844) and
Zürich (1855), director of the Bern Observatory in 1847.

Woodward, John (1665−1728): English naturalist and geologist at Gresham College in
London.

Xenophanes from Kolophon (about 570−480 BC): Greek philosopher, poet, and social and
religious critic.

Zel’dovich, Yakov Borisovich / Зельдович, Яков Борисович (1914−1987): Soviet physicist
at the Academy of Sciences and belong the Moscow State University.
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− secondary formation 198, 200
glyoxal sulfate 569
glyoxylic acid 571

good air 16
granite 47, 54
graphite 52, 427
grassland
− area and NPP 113
− area, global 210
− carbon pool 114
− NH3 emission 221
− N2O emission 223
gravitational attraction 33, 40, 328
gravitational coalescence 52
gravitational energy 110, 311
gravitational force 110, 165, 442
Great Dying 94
Great Oxidation Event 70
greenhouse effect 107
greenhouse gases 247
Greenland ice core 5, 47, 96, 256, 508
gross primary production 112

H2O2 see hydrogen peroxide
H2S see hydrogen sulfide
Haber-Weiss cycle 499
habitable 64, 121, 144
habitable system 28
Hadean 66
hailstone 164
half-life 374
halogen chemistry 575
halogens
− cycling 125, 137
− from rocks 54
− gas-phase chemistry 577
− inorganic compounds 39
− stratosphere 513, 514
− volcanic 189
Hammett acidity function 394
Hartley band 469
haze 162, 422
haze particle 429
HCHO see formaldehyde
HCl see hydrochloric acid
HCN see hydrocyanic acid
HCO see formyl radical
HCOOH see formic acid
heat capacity 363
helium
− atmospheric concentration 4
− discovery 20
− exhausting from earth 36, 89
− fusion to Be 85
− in meteorite 43
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− in natural gas 207, 207
− interstellar 29
− isotopes 35
Henderson-Hasselbalch equation 395
Henry coefficient 408, 491
Henry’s law 407
heterogeneous nucleation 428
heterogeneous rate constant 438
heterotrophic 75
Hill reaction 85
HMS see hydroxymethanesulfonate
HMSA see hydroxymethanesulfone acid
HNO see nitroxyl radical
HNO2 see nitrous acid
HO2 see hydroperoxo radical
hoar frost 165
HOC see HCO
HOCl see hypochlorous acid
hole-electron pair 487
homeostasis 121
homogeneous nucleation 418
homogeneous nucleation theory 417
homopause 61
HONO see nitrous acid
Huggins band 469
HULIS see humic-like substance
human evolution 28
humic acid 45, 168, 526
humic substance 45, 391, 542
humic-like substance 412, 413, 502, 561
humidity 4, 151, 156, 158
humidogram 429
humus 113
humus theory 81
hydrate 146
hydrated electron
− aqueous chemistry 389, 486, 488, 490,

490
− formation 78
− history 484
hydrazine 517, 518, 536
hydride 483
hydrobromic acid
− in volcanic gases 186
− uptake coefficient 432
− volcanic emission 187
hydrocarbon
− as solar fuel 318
− deep crust 56
− early atmosphere 62, 76, 87
− emission 235
− fossil fuel formation 117

− from biomass burning 193
− history 21, 24
− in fossil fuels 207
− in meteorite 41, 43
− in soot 427
− interstellar 32, 38
− lithosphere 56
− reaction with OH 478
hydrochloric acid
− acid constant 394
− in volcanic gases 186
− reaction with OH 579
− stratospheric chemistry 515
− uptake coefficient 432
− volcanic emission 59, 187, 188
hydrocyanic acid
− biomass burning emission 196
− interstellar occurrence 32
− ubiquitous occurrence 537
hydroelectricity 111
hydrofluoric acid
− in air 575
− in volcanic gases 186
− volcanic emission 187
hydrogen
− aqueous chemistry 489
− atmospheric concentration 4, 287
− biological chemistry 80
− concentration trend, Cape Grim 287
− early atmosphere 70
− Henry coefficient 491
− history 18, 19, 22
− in natural gas 207
− in rocks 54
− interstellar 29
− in volcanic gases 186
− lithosphere 44
− loss from earth 36, 57, 89
− reaction with OH 465
− residence time 464
− solar fusion 95
− standard reduction potentials 389
hydrogen bond 147, 147
hydrogen peroxide
− acid 392, 494
− acid constant 394
− aqueous chemistry 498, 502
− atmospheric concentration 282
− biological chemistry 81, 533
− dry deposition velocity 448
− forest damage 497
− from biomass burning 195
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− from Crigee radical 572
− from desert sand 527
− gas phase chemistry 472
− Henry coefficient 491
− historical studies 504
− history 21
− in autoxidation 496
− in ice core, Greenland 283
− in NH3 oxidation 519
− in oxyhydrogen reaction 482
− in plants 497
− in rainwater 505
− in thunderstorm 22, 505
− in water electrolysis 495
− in water photolysis 486
− in water radiolysis 485
− multiphase chemistry 507, 508
− oxidative stress 490
− photocatalytic formation 495, 496, 530
− photolysis 473
− reaction with amine 536
− reaction with carbonate radical 563
− reaction with DMS 542
− reaction with HCHO 564
− reaction with HCl 579
− reaction with H2S 545
− reaction with hypochlorite 468, 582
− reaction with sulfite 547, 552
− scavenging 450
− scavenging coefficient 451
− SO2 inverse correlation 283
− standard reduction potentials 389
− trend, Greenland ice core 283
− trend, Hohenpeissenberg 284
− trend, UK 284
− uptake coefficient 432
hydrogen sulfide
− acid constant 394
− aqueous chemistry 544
− early atmosphere 70
− global natural emission 228
− Henry coefficient 491
− in natural gas 207
− in volcanic gases 186
− oceanic emission 219
− reaction with OH 542
− soil emission 219
− volcanic emission 187, 219
hydrogenation 79
hydroiodic acid
− reaction with OH 578
− uptake coefficient 432

hydrological cycle 118, 153
hydrometeor 155
hydronium 148, 393
hydroperoxo radical 471
− acid constant 394
− aqueous chemistry 494, 501
− first detection 465
− from CH3O + O2 476
− from CH2OH + O2 561
− from CH4 oxidation 477
− from Criegee radical 572
− from H + O2 489
− from H oxidation 80, 464
− from HCO + O2 476
− from H2O2 photolysis 473
− from RO + O2 478
− Henry coefficient 491
− H2O2 as index 282
− H2O2 formation, aqueous 494
− H2O2 formation, gas phase 507
− in oxyhydrogen reaction 482
− multiphase chemistry 504
− OH recycling 474, 476, 546
− protolysis 492
− reaction with carbonate radical 563
− reaction with Cl 577
− reaction with Cl2− 581
− reaction with ClO 577
− reaction with H 465
− reaction with HO2 472
− reaction with NO 474
− reaction with NO2 522
− reaction with O3 472
− reaction with OH 474
− reaction with RO2 478
− reaction with sulfite 551
− scavenging in clouds 510
− standard reductions potentials 389
− stratospheric O3 chemistry 514
hydrosilicon 38
hydrosphere
− climate system 329
− evolution 72
− origin 55
− water cycle 145
hydrothermal alteration 42
hydrothermal circulation 108
hydroxyl radical
− aqueous chemistry 491, 499, 500
− aqueous dissociation 500
− atmospheric concentration 285
− atmospheric detergent 471



Subject Index 709

− atmospheric trend 286
− concentration trend, Hohenpeissen-

berg 285
− consuming in VOC oxidation 199
− correlation with CH4 267
− correlation with CO 271
− correlation with UV 286
− diurnal variation, Hohenpeissenberg 286
− early atmosphere 61
− formation from HONO photolysis 529
− formation rate 473
− from Criegee radical 572
− from Fenton reaction 498
− from H + HO2 465
− from H2O photolysis 482
− from H2O2 photolysis 473
− from H2O radiolysis 486
− from HOCl, aqueous phase 581
− from O(1D) + H2O 471
− from O2 + OH− 493
− from O2 photocatalysis 488, 530
− from O3 photocatalysis 529
− Henry coefficient 491
− HO2 recycling 472
− in aqueous O3 decay 501
− in oxohydrogen reaction 482
− in photosynthesis 80
− in water splitting process 78
− lifetime 369
− multiphase chemistry 504
− oxidizing capacity 389
− reaction types 475
− reaction with acetylene 571
− reaction with alkane 478
− reaction with amine 536
− reaction with carbonate 563
− reaction with CH4 378, 476
− reaction with CH3CHO, aqueous

phase 566
− reaction with CH3Cl 577
− reaction with CH3CN 537
− reaction with CH3OH, aqueous

phase 561
− reaction with chloride 500, 581
− reaction with ClO 578
− reaction with ClO, aqueous phase 581
− reaction with CO 474
− reaction with CS2 541
− reaction with dimethyl formamide 537
− reaction with DMS 542
− reaction with elemental carbon 561
− reaction with ethanol, aqueous

phase 567

− reaction with formate 493, 525, 563
− reaction with H2 465
− reaction with HCHO 476
− reaction with HCHO, aqueous

phase 562
− reaction with HCl 579
− reaction with HNO2 523
− reaction with HNO3 522
− reaction with HO2 472, 474
− reaction with H2O2 474
− reaction with H2S 542
− reaction with hydrated HCHO 564
− reaction with iodide 578
− reaction with NH3 518
− reaction with nitrite 525, 529
− reaction with NO 523
− reaction with NO2 522
− reaction with O3 472
− reaction with OH 474
− reaction with PH3 556
− reaction with RH, aqueous phase 502
− reaction with SO2 416, 546
− reaction with sulfate radical 553
− reaction with sulfite 551
− standard reduction potentials 389
− steady state 369
− stratospheric O3 chemistry 514
hydroxylamine 131, 530, 536
hydroxymethanesulfonate 546
hydroxymethanesulfone acid 547
hygrometer 15
hygroscopicity 428
hypobromite 500
hypochloric acid, Henry coefficient 491
hypochlorite
− aqueous chemistry 580
− reaction with H2O2 468
hypochlorous acid
− aqueous chemistry 580
− photodissociation 578
hypodithionic acid 544
hyponitrous acid 130, 130, 517, 527
hyposulfurous acid 544

ice age 73, 188, 239, 335, 338
ice core 256, 340
ice core record
− carbon dioxide 256, 257, 340
− dinitrogen monoxide 267
− hydrogen peroxide 283
− methane 256, 265
− temperature, Vostok 342
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ice fog 421
ice nucleation 415
ice nuclei 415
icy meteorite 46
impaction, particle 442
in-cloud scavenging 165, 450
Industrial Revolution 242
infiltration 167
inflammable air 18
inharmonic oscillator 381
intensive quantity 157
interception 165
interfacial chemistry 167, 460, 497, 503,
524, 527, 579
interfacial flux 440
interfacial layer 430, 437, 440
interfacial process 294, 402, 441
interfacial transfer 448
internal energy 361
interstellar chemistry 31, 32
interstellar cloud 31, 65
interstellar dust 31
interstellar gas 52
interstitial air 503
inverse-square law 95
iodine
− in dust 24
− multiphase chemistry 582
− reaction with OH 578, 578
iodine monoxide, chemistry 578
IR radiation 98
iron
− abundance 88
− biological chemistry 532
− catalytic S(IV) oxidation 553
− cosmic formation 27
− earth core 35, 52, 56, 108, 481
− in dust deposition 183
− in lithosphere 182
− in rivers 169
− in rock 183
− meteorite 35, 43, 557
− native 52
− NO complexes 532
− oxidation 69, 89
− rainwater 401
− reaction with CO3

− 563
− reaction with H2O2 499
− redox role 387, 498
− rusting 496
− sediment 67
− standard electrode potential 496

iron carbide 52
iron oxalate 493
iron oxide, photosensitizer 527
irradiance 97
irradiation, geometry 97
irreversible 364
isobaric 363
isoprene
− from plants 236
− global emission 175, 235, 236
− oceanic emission 179
− oxidation 200, 521
isopropylamine 536

j-NO2, diurnal variation 382
j-O(1D), diurnal variation 382
Junge layer 134, 541

Karman constant 446
Keeling curve 258
Kelvin equation 411
kerogen 44
Kilauea eruption 51
kinetic energy 350
Kirchhoff ’s law 103
Knudsen number 432
Köhler curve 414
Kola Superdeep Borehole 55
Krakatau eruption 189
krypton
− atmospheric concentration 4
− discovery 20
− evolution 34
− in mantle 40
Kyoto Protocol 270

Lagrangian 348
Laki eruption 94
Lambert-Beer law 103, 385
land use 212
lapse rate 362
late heavy bombardment 35, 40
latent heat flux 99
latent heat transport 107
law of conservation of mass 18
lead, standard electrode potential 496
life
− definition 62, 141
− origin 63, 66
lifetime 453
light velocity 98
lightning 190
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liquid water content
− cloud types 160
− cloud 6, 157
− concentration averaging 360
− concentration averaging, cloud 402
− definition 359
− fog 162
lithosphere
− carbon content 87
− chemical composition 182
− chlorine content 137
− climate system 329
− human resources 308
− iron content 181
− sulfur content 133
− temperature 109
litter 113, 114, 118, 214, 233, 446
long-lived isotope 29
Loschmidt constant 349, 351
luminous flux 98
LWC see liquid water content
Lyman-α line 469

magma
− ammonium content 47
− early earth 35
− O2 supplier 88
− seawater uptake 59, 170, 188
− SiO2 content 51
− volcanic eruption 188
magmatic gas 49
magnesium
− abundance 88
− in lithosphere 182
− in ocean 169
− in river 169
− in rock 183
− standard electrode potential 496
manganese
− catalytic S(IV) oxidation 553
− in lithosphere 182
− reaction with CO3

− 563
− reaction with H2O2 498
− standard electrode potential 496
mantle
− composition 88
− depth and mass 36
− hydrogen 54
− in climate system 329
− krypton 40
− minerals 54
− O2 production 56

− redox state 55
− seawater subduction 51
− temperature 109
Marenco curve 273
Mars
− atmospheric composition 58
− water 57
mass accommodation 431, 433
mass accommodation coefficient 434
mass extinction 93
mass transfer 429, 433, 438, 448
mass transfer coefficient 441
Master Chemical Mechanism 574
materia prima 16
matter cycle 22, 25
Mauna Loa record 258, 259
Maxwell distribution 353
mean-free path 352, 355
mephistic air 18
mercaptane 539
mercury
− alchemy 83
− global pollutant 426
− Henry coefficient 491
− in flue gas 203
− oxide, O2 formation 17
− poison 463
− volcanic emission 190
metabolization 75
metal smelting, SO2 source 226
meteorite see also carbonaceous
meteorite
− ammonia and methane 40
− carbonate 57, 87
− climate impact 93
− composition 35
− FeCl2 53
− icy 46
− organic compounds 43
− phosphide 557
− water 55
meteorological elements 11, 125, 324, 327,

332
meteorology 8
methane
− animal emission 177
− anthropogenic emission 233, 265
− atmospheric concentration 4, 256, 265
− biomass burning emission 196
− concentration increase 5
− concentration trend, Cape Grim 266
− concentration trend from ice core 265
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− early atmosphere 71
− from termites 176
− global emission 232
− in natural gas 207
− in volcanic gases 186
− lifetime 61
− natural emission 233
− oceanic emission 219
− oxidation 477
− photolysis 61
− reaction with OH 476
− stratospheric chemistry 514
− trend form ice core record 256
− wetland emission 219
methane clathrate 46
methanesulfuric acid 543
methanization 316
methanol
− biomass burning emission 196
− from carbon dioxide 319
− global emission 175
− natural emission 238
− reaction with OH 561
− secondary formation 198
− uptake coefficient 432
methoxy radical 538
methyl chloride
− biomass burning emission 196
− emission 138
− oceanic emission 180
− reaction with OH 577
methyl chloroform
− atmospheric concentration trend 269
− logarithmic trend 455
− Montreal Protocol 268
− OH concentration tracer 285
methyl cyanide, biomass burning emis-

sion 196
methyl iodide
− from wetlands 576
− oceanic emission 575
methyl peroxide 559
methyl radical 476
methylamine 535
methylglyoxal 547, 574
methylhydroperoxide 478
methylperoxo radical 476
miasma 24
micrometeorite 43
Middle Ages 13
Mie scattering 101
Milanković cycle 337, 342

Milky Way 30, 52
Miller-Urey experiment 40, 64
mineral
− anhydrous 54
− cycle 170
− formation, early earth 33
− dust 181
− formation, early earth 84
− hydrogen content 54
− iron 52
− mineralization 44, 73
− nutrition theory 82
− secondary 168
− water 150
mineralization
− biomass 89, 128
− carbon 558
− hydrocarbon 566
− nitrogen cycle 129
− plant 168
− soil chlorine 140
− sulfur cycle 133
mist 162
mixing ratio 358
molecular abundance 31
monochloramine, Henry coefficient 491
monomethylamine 536
monoterpene
− global emission 235, 236
− source of SOA 200
montane cloud forest 442
Montreal Protocol 144, 268
Montsouris Observatory 255
MSA see methanesulfonic acid
multiphase chemistry 10
multiphase process 402
multiphase system 5
Murchison meteorite 42, 42, 52
muscovite 48

nannobacteria 42
native iron 52
natural gas
− carbon content 209
− CH4 emission 234
− chemical composition 207
− combustion heat 207
− fossil fuel 202
neon
− atmospheric concentration 4
− discovery 20
Nernst equation 388
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net ecosystem production 113, 116, 292
net primary production 112, 113
neutron 29
new particle formation 419
Newton’s law 110, 346
NH2Cl see monochloramine
NH2OH see hydroxylamine
NH3 see ammonia
nickel
− abundance 88
− earth core 481
− meteorite 35
− oxide, photosensitizer 527
− standard electrode potential 496
− volcanic emission 190
nitrate
− agriculture 223
− aqueous chemistry 524
− cycling 125
− denitrification 223
− history 17, 25
− in dust 253
− in ice core 96
− in PM 426
− in rivers 169
− nitrification 85, 128
− photolysis 524, 533
− sea salt 138
− secondary production 200
nitrate radical
− aqueous chemistry 524
− Henry coefficient 491
− photolysis 521
− photolysis rate 385
nitration 538
nitrene 517
nitric acid
− acid constant 394
− acid rain 391
− aqueous chemistry 524
− dry deposition velocity 448
− from lightning 190
− gas phase chemistry 521
− Henry coefficient 491
− history 19, 21, 505
− in thunderstorm 517
− nitrogen cycle 129
− particle formation 416
− photolysis rate 385
− reaction with sea salt 138
− stratospheric chemistry 515
− surface resistance 447

− uptake coefficient 432
nitride 48, 60
nitrification 85, 128, 130
nitrile 535, 537
nitrite
− aqueous chemistry 524
− in rainwater 529
− organics 537
− reaction with H2O2 529
nitro group 517, 535
nitrogen
− and argon 20
− atmospheric concentration 4, 18
− discovery 16
− early atmosphere 48
− fertilizer fate 211
− fertilizer production 132
− global fixation 132
− global turn-over 132
− Henry coefficient 491
− history 18
− in air 18
− in natural gas 207
− in petroleum 206
− in rocks 53
− lithosphere 44
− plant nutrient 84
− residence time 46
− river-runoff 132
− thermolysis 517
− volcanic 48
nitrogen cycle 128−130
nitrogen dioxide
− air pollution 252
− aqueous chemistry 524
− biogenic emission 222
− biological chemistry 532
− dry deposition velocity 448
− from N2O 198
− gas phase chemistry 475, 520
− Henry coefficient 491
− historic concentration 246
− HONO formation 525
− in NH3 oxidation 518
− mean urban concentration 252
− photolysis 382, 470
− photolysis rate 385
− photosensitized conversion 527
− plant uptake 174
− radical 379
− reaction with carbonate radical 563
− reaction with halogens 577
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− reaction with OH 522
− reaction with organics 537
− reaction with seasalt 522
− soil emission 129
− soil uptake 222
− surface resistance 447
− volcanic 190
nitrogen monoxide
− biological chemistry 532
− biological cycle 129
− biomass burning emission 219
− dry deposition velocity 448
− from NH3 198
− gas phase chemistry 520
− global emission 223
− global lightning production 191
− Henry coefficient 491
− in flue gas 203
− lightning formation 128, 191
− lightning production 219
− photosensitized conversion 531
− plant emission 174
− radical 379
− reaction with halogens 577
− reaction with HO2 474
− reaction with NO2 525
− reaction with O3 475
− reaction with ROx 478
− role in H2O2 formation 507
− role in O3 formation 475
− secondary production 219
− soil emission 175, 219
− thermic formation 517
− Tunguska event 47
− upper atmosphere 96
− volcanic 189
nitrogen oxides
− biological chemistry 532
− gas phase chemistry 519
− multiphase chemistry 534
− reaction with organics 537
nitroperoxo carbonate 531
nitrosamine 530, 535
nitroso group 517, 535
nitrosonium 530
nitrosoperoxocarboxylate 562
nitrosothiol 532
nitrosyl 535
nitrosyl chloride 531, 576
nitrous acid
− acid constant 394
− aqueous chemistry 524

− as base 531
− biogenic emission 222
− biomass burning 195
− formation from alkyl nitrite 538
− from N2O4 526
− gas-liquid equilibrium 397
− gas phase chemistry 523
− heterogeneous formation 526
− history 21
− photolysis 534
− photolysis rate 385
− photosensitized formation 528
− reaction with amine 536
nitrous oxide see dinitrogen monoxide
nitroxyl radical 130, 527, 530
nitryl 535
nitryl chloride 576
NO see nitrogen monoxide
NO2 see nitrogen dioxide
NO3 see nitrate radical
N2O see dinitrogen monoxide
N2O3 see dinitrogen trioxide
N2O4 see dinitrogen tetroxide
N2O5 see dinitrogen pentoxide
noble gas 4, 40, 49, 51
NOH see HNO
noogenesis 120
noosphere 1, 28, 118, 120, 123, 321
NOx, NOy, NOz 520
NPP see net primary production
nucleation scavenging 164, 429
number size distribution 425

O− see oxygen anion radical
O2

− see superoxide anion
O3 see ozone
O3

− see ozonide anion radical
OC see carbon, organic
ocean
− area and volume 36
− carbon dioxide 294
− chemical composition 170
− dissolved inorganic carbon 298
− emissions 219
− global sulfur emission 228
− source of ammonia 221
ocean floor 64
oceanic acidification 300
odd oxygen 520, 533
odd oxygen cycle 477
OH see hydroxyl radical
olivine 54
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olivine bomb 48
Oparin-Haldane theory 65
organic acid
− acid rain 391
− rainwater 570
organic chemistry 38
organic matter
− and soil chlorine 140
− as electron donor 502
− burial 76, 305
− emission 182
− in fog 24
− in meteorite 42
− in rainwater 413
− in rock 45
− in soil 113
− interstellar 41
− life and carbon 38
− sedimentation 73
− self-organizing 67
organic peroxide 478, 478
organic radical chemistry scheme 480
organohalogen
− gas phase chemistry 575
− in soils 137
− stratospheric chemistry 514
organosulfate 417
origin of life 27
orthosilicic acid 54, 90
Ostwald ’s solubility 408
Ox 520
oxalic acid 565, 568, 570
oxidant 387
oxidation capacity 388, 389
oxidation potential 387
oxidation state 385, 386
oxidative stress 70, 80, 497, 498
− oxoacids 36
oxohydrogen reaction 482
oxygen
− abundance 88
− atmospheric concentration 4, 18, 68,

249, 249
− discovery 16
− early atmosphere 70, 72
− Henry coefficient 491
− in air 19
− in petroleum 206
− photolysis 469
− reservoir distribution 86
− residence time 88
− standard reduction potentials 389

oxygen anion radical 500
oxygenated water 21
oxygenic photosynthesis 69, 76
oxyhydrogen reaction 482
ozonation 499, 501
ozone
− aqueous chemistry 501
− atmospheric concentration 253, 272
− budget 274, 281
− concentration increase 5
− depletion in cloud 280
− dry deposition velocity 448
− global sinks 274
− global sources 274
− Henry coefficient 491
− historic concentration 246, 273
− historic profiles 279
− history 21
− in-cloud concentration 511
− lightning formation 190
− long-term trend, Europa 273
− measurement, SO2 interference 276
− Mt. Brocken statistics 511
− multiphase chemistry 510
− photolysis 468
− photolysis rate 385
− reaction with halogens 578
− reaction with S(IV) 551
− standard redcuction potentials 389
− stratospheric chemistry 512, 516
− surface resistance 447
− timely variation 280
− trend 1992−2010, Mt. Brocken 280
− trend, Antarctica 276
− trend, Hohenpeissenberg, 5, 20 and

40 km altitude 277
− vertical profile 278
ozone acid 502
ozone depletion 139
ozone formation cycle 475
ozone layer 513
ozone-depleting substance 268
ozonolysis 572
ozonometry 21

palaeoclimate 335
Paleocene 73
panspermia 63
partial volume 158
particulate matter see also dust and

aerosol
− acidity 398
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− air pollution 253
− air pollution policy 237
− carbon in 199
− chemical composition in Berlin 427
− Cl degassing 138
− classification 423
− climate impact 336, 461
− concentration expression 360
− concentration trend, Germany 254
− definition 423
− fluorine 575
− fractional composition 426
− from biomass burning 193
− HCl degassing 579
− in air mixture 157, 358
− in flue gas 203
− mean urban concentration 252
− phosphorous 557
− photocatalysis 492
− sampling characteristics 360
− size distribution, Stockholm 425
− soluble ions 401
− sulfate 545
− volcanic 185
peak oil 203
pentane
− global emission 175
− in natural gas 207
peridotite 55
permanent main gases in air 20
peroxo group 548
peroxoacetic acid 569
peroxoacyl radical 479, 538
peroxoacylnitrate 481, 538
peroxoalkyl radical 479
peroxocarbonic acid 571
peroxodicarbonic acid 571
peroxodisulfate 553, 553
peroxoformyl radical 479
peroxohypochlorous acid 578
peroxomonosulfate 550, 552, 553
peroxomonosulfite 548
peroxonitrate 537
peroxonitric acid
− acid constant 394
− from NO2 + HO2 522
peroxonitrous acid 517, 532
peroxosulfate radical 549
peroxy group see peroxo group
petroleum 45
− carbon content 209
− chemical composition 206

− fossil fuel 202
− fractions 206
Pettenkofer method 255
pH 394
pH averaging 401
PH3 see phosphine
phlogistigated air 18
phlogiston 17
phlogopite 48
phosphate 556
phosphine
− history 21
− in air 556
phosphorous
− bioelement 462
− in lithosphere 182
phosphorus
− cycling 556
− discovery 555
phosphurated hydrogen 21
photocatalysis 495, 528
photochemistry 380
photoinduced charge separation 77
photolysis rate constant 380
photon 383
photosensitization 495
photosensitizer 468, 488, 495
photosphere 95
photosynthesis 69, 71, 74, 85, 111, 174,

174
Pinatubo eruption 189
Planck curves 105
Planck’s law 104
planetary boundary layer 173
plant nutrition 82
PM see particulate matter
polar stratospheric cloud 512
pollutant 3
polywater 150
population 240, 243, 308
population growth 240, 307
postaccrecationary period 33
potassium
− abundance 88
− in lithosphere 182
− in ocean 60, 169
− in river 169
prebiotic soup 66
precipitation 163
precipitation chemical climatology 165
precipitation chemistry 25, 405
precipitation element 164, 404
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pressure 349
pressure-volume work 362
primitive atmosphere 48, 57
primordial atmosphere 48
prokaryote 518
propagating reaction 380
propane
− biomass burning emission 196
− global emission 175
− in natural gas 207
propene
− biomass burning emission 196
− global emission 175
Proterozoic 67
proton 79
protoplanet 34
protosun 33
PSC see polar stratospheric cloud

quarks 29
quenching 381, 468

R see alkyl radical
radiance 97
radiant flux 98
radiation budget 102
radiation transfer 100
radiative transfer equation 384
radical 379, 379
radioactive 29
radiometric quantities 96
rain 24
rain drop
− formation 164
− interception 165
− number concentration 163
− size 163
rain formation 164
rain statistics, Germany 450
rainfall interception 165
rainwater
− acidity 401
− CO2 equilibrium 399, 399
− deposition 449
− history 14, 25, 84, 391
− H2O2 506
− HULIS 412
− in early atmosphere 59
− in volcanoes 48
− in weathering 68
− metals 426

− organic acid acidity 570
− pH averaging 402
− phosphorous 556
− sulfite 555
Raoult term 415
Raoult’s law 413
rate law 373
rate-determining step 374
Rayleigh scattering 101
reaction quotient 373
reaction rate 375
reaction rate constant 372
reactive oxygen species 467
red giant star 31
redox cycle, global 124
redox process 385
redox state 36, 55, 62, 124
reduction potential 387
reflection 101
relative humidity 158
renewable energy 110
residence time 304, 369, 374, 451, 454
residual layer 280
residual particle 404, 424
resistance 444
resistance model 431, 445
respiration 16, 76
Revelle factor 291
reversible 366
RH see hydrocarbon
rhodanide 39
rime 165
riming 166
river
− chemical composition 169
− early earth 58
− global runoff 170
− in weathering 90
− water cycle 168
RO see alkoxy radical
RO2 see alkyl peroxo radical
rock
− antique element 13
− carbon content 86
− chemical composition 183
− degassing 44, 53, 55
− early earth 35
− silicate 54
− volatile gases 54
− volcanic 50
− water content 55
− weathering 90
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root mean square velocity 350, 353
ROS see reactive oxygen species
roughness length 446
Roza member 189
rust 496
rusting 496

S(IV) see sulfite and bisulfite
salmiac 48
salt ammonia 21
saturation pressure 158
saturation ratio 411
savanna, burning 193
scattering 101
Scheidekunst see separation craft 10
Schmidt number 446
schreibersite 557
Schumann-Runge band 470
sea salt
− as CCN 184
− dechlorination 216, 391, 575
− deposition 185
− emission 138, 184
− heterogeneous chemistry 522, 579
− in PM 426
− river-runoff 139, 185
seawater
− carbon capture 309, 315
− carbonate chemistry 294
− carbonate concentration 291
− carbonate, trend 302
− chemical composition 60
− CO2 dissolution 299
− CO2, trend 302
− DIC 298, 301
− DIC, trend 302
− early earth 59
− Na/Cl ratio 139
− pH 297, 301
− pH, trend 302
− SiO2 solubility 90
− subduction 51, 59, 170
secondary atmosphere 48, 57
secondary emissions 219
secondary organic aerosol 199, 200, 236,

406, 420
sedimentation 127, 165, 442
seeder-feeder mechanism 164
semiconductor 487, 534, 583
sensible heat flux 99
separation craft 10
sequestration 291, 312

serpentine 55
serpentinization 55, 70
SF5CF3 270
shear velocity 355
silicon
− abundance 88
− carbide 52
− earth 38, 558
− in lithosphere 182
− in meteorite 35
silicon dioxide
− in equilibrium with H2SiO4 54
− in magma 51
− in rivers 169
− in rocks 52, 54
− water solubility 90
− weathering 90
Silurian 68
singlet oxygen 468
smoke 23, 24, 161, 244, 251, 311, 337, 422
smoke plague 5, 244
SO3 see sulfur trioxide
sodium
− abundance 88
− in ocean 60, 169
− in river 169
− in rock 183
sodium carbonate 313
sodium oxide 483
soil dust
− alkaline 399
− emission 182
− from cropland 172
− oceanic deposition 183
− phosphorous 556
− PM contribution 183, 426
− sulfate 183
soil water 68, 176
solar absorption 107
solar cycle 95
solar fuel 309
solar irradiance, trend 99
solar nebula 33, 48
solar radiation 96, 114
solar spectrum 100
solar system 33, 34
solar wind 33, 48
solar zenith angle 97
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− reaction with H2O2 548
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− alchemy 83, 539
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− interference with O3 measurement 276
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− volcanic 49, 94, 133, 185, 187
− volcanic emission 185, 187, 219
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− water vapor 159, 164, 411, 415
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surface active substance 412
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sustainable chemistry 306
sustainable society 239
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Tambora eruption 189
temperature
− ice core record, Vostok 342
− increase 343
− potential 362
tephra 50
termite, emission source 176
terpene
− lifetime 572
− plant emission 219
− SOA precursor 162
terrestrial radiation 104, 107
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chloride
The Great Stink 246
Theia 34
thermometer 14
thio group 540
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threshold wavelength 384
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− in paints 495
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− photocatalysis 495, 495, 527
− semiconductor 487
toluene
− biomass emission 196
− reaction with OH 573
total column ozone 274
town fog 24
town gas 318
trace element 462
trace metal 583
transfer complex 373, 387, 468, 488
transition state 377
transmutation 81
transpiration 16
tremolite 33
trimethylamine 536
troilite 33
tundra, burning 193
Tunguska event 47
turbulence 348
turbulent transport 348
turnover time 452
two-layer model 440
Twomey effect 121

uptake coefficient 431, 434, 438
uranium 20
urban air chemistry 11
urban pollution see also air pollution,

urban
− alkene oxidation 508
− carbon dioxide 248, 263
− hydrogen peroxide 283
− London 244
− organic acid 570

− ozone 273, 280, 520, 541
− particulate matter 183, 421, 421
− singlet oxygen in smog 468
− sulfur dioxide 250, 252
UV radiation
− absorption through O3 512
− atmospheric penetration 512
− definition and ranges 98
− early atmosphere 40
− H2O2 formation 282, 495
− O3 depletion 461
− O2 increase early earth 72
− OH correlation 285
− plant stress 234
− role in life evolution 40, 62, 68
− water decomposition 485

van’t Hoff ’s reaction isobar 368
velocity
− and speed 346, 431
− dry deposition 314, 443
− gas transfer 178
− molecule 350, 353
− Newton’s law 346
− of photons 98
− vector quantity 111
− wet deposition 450
− wind 347, 347
Venus, atmospheric composition 58
verdorbene Luft 18
viscosity 355, 357
vital air 18
vital force 38
volatile organic compound
− air pollution 5, 287
− aqueous chemistry 568
− biomass burning 193
− contribution to O3 281
− emission database 216
− gas phase chemistry 566
− global emission 219, 234
− global emissions 235
− natural emission 113
− oceanic emission 179
− oxygenated 237
− secondary substances 199
− SOA formation 421
volcanic eruption 185
volcanic exhalation 48, 49
volcanic gas 53
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washout coefficient 450
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− antique element 12, 15
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− chemistry 482, 494, 501
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− condensation 428
− cryoscopic constant 415
− dissociation 393
− early atmosphere 57
− early earth 55
− electrolysis 495
− freezing 415
− from comets 46, 55, 60, 63
− from rock degassing 54
− history 18, 22, 25, 83, 156
− hydrosphere 145
− in clouds 6
− in coal 202
− in meteorite 43
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− interstellar 38, 46
− ion product 393
− Mars 57
− pH 397, 554
− photocatalysis 495
− photolysis 36, 61, 90, 481
− properties 146, 150
− radiation budget 107
− radiolysis 485
− reaction with Criegee-radical 572
− reaction with O(1D) 471
− reservoirs 86, 145, 153
− residence time 168
− role in climate system 145, 151
− saturation value 156
− stratospheric 512
− superheated 64
− surface tension 412
− UV protection 68, 72

− volcanic 49
− volcanic emission 187
water controversy 18
water culture experiment 83
water cycle 13, 118, 151, 153, 154
water cycle and climate impact 152
water energy 111
water soluble organic compound 199
water splitting 76, 78, 80, 118, 142, 529
water structure 147, 147, 148
water treatment 499
water vapor 4, 157
water-gas shift 318
weather elements 332
weather phenomena 12
weathering 90, 168
wet deposition 449
wetlands
− area and NPP 113
− area, global 210
− CH4 emission 176, 233
− CH3I emission 575
− global distribution 176
− global sulfur emission 228
Wien’s displacement law 105
Wien’s law 104
wild life emission’s 219
wind 110, 347
wind erosion 211
wind power 111
wood
− burning 192, 283
− chemical composition 194
− energy carrier 240, 311
− fuel 192, 195, 213, 292, 314
− fuel burning 193
− production 213
world population growth 243

xenon
− atmospheric concentration 4
− discovery 20

Zeldovich Mechanism 191
zero-order removal 305, 452
zinc
− oxide, photosensitizer 527
− standard electrode potential 496
− water decomposition 495
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