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Preface

When I was asked to be the editor for a book on Process Understanding, I was
delighted as it provided me with an opportunity to cover something that I have
found challenging throughout my career as an industrial process development
chemist. During my doctoral studies, I had specialized in one discipline and was
encouraged to work very much on my own. However, when I started working in
industry, I was suddenly being asked to work with a whole range of people and
disciplines, often with no detailed knowledge of what they did. Then, as I gained
experience, I learned that the other disciplines with whom I worked often have
information that can be really helpful to me in the work I did (occasionally, I even
had useful information for them!).

Even after 15+ years of working in active ingredients development and manu-
facture, T am still learning about what is important to other disciplines and how
aspects of their work can really help me in the work I do. This book is a continuation
of that learning and is intended to be relevant to both people who start new and
experienced process technologists.

This book is not designed to be a detailed technical treatise on each of the
subject areas, but to provide a valuable introduction to a range of subject areas
that are vital to the successful development and manufacture of active chemical
ingredients. The reader will be introduced to the areas that must be understood
throughout the active ingredients lifecycle right from the route selection through
to established manufacture. This book should help the reader understand what
is important to other/all disciplines involved in the lifecycle, leading to improved
interdisciplinary working, smoother technical transfer between disciplines, and
more efficient process development and manufacture.

Process understanding is the underpinning knowledge that allows the manufac-
ture of chemical entities to be carried out economically, sustainably, robustly, and
to the required quality. This area has risen in importance in the last few years,
particularly, with the recent impetus from the “Quality by Design” initiative from
the US Food and Drug Administration. This move to a more science- and risk-based
approach is already well entrenched in a number of fine chemicals companies and
it is heartening to see fundamental scientific understanding being placed back at
the core of process development and manufacture.

Many process development/scale-up books focus on specific products and tell
you the story of one chemical entity. There is relatively little written about the

XV



XVi

Preface

general principles and underlying philosophy of what information was required
to underpin the decisions made. This book will seek to provide a broad view
of what process understanding means to different disciplines and gives readers
the opportunity to think about what is important to other people/disciplines and
stages throughout the product life cycle. This book will seek to show how process
understanding is, not only necessary, but can also deliver a real competitive
advantage within the pharmaceuticals and fine chemicals industry.

Although the authors were chosen primarily for their technical expertise, they
have also been selected to provide a balanced view owing to their geographical
spread and with a mix of academic and industry, pharmaceuticals, and fine
chemicals backgrounds. It is hoped that the reader will benefit from such a
breadth of experience. I have tried to include both established areas for process
development such as safety and scale-up of equipment as well as examining some of
the more emerging topics such as Quality by Design, semi-quantitative modeling,
and outsourcing (contract manufacture).

And finally, I leave with you this thought.........

We know there are known knowns; there are things we know we know. We also
know there known unknowns; that is to say we know there are some things we do
not know. But there are also unknown unknowns — the ones we don’t know we
don’t know . ...

12 February, 2002 Donald Rumsfeld, The Pentagon

The latter are the ones we should worry about and are why I agreed to be the
editor of this book!
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I would like to thank both Elke Masse and Stefanie V6lk from Wiley WCH for their
invaluable project management and assistance throughout the book preparation
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and, ultimately, for the excellence of the chapters they have written. I would also like
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together!

October 2010 Ian Houson



List of Contributors

David J. Ager

DSM Pharmaceutical Chemicals
PMB 150 9650 Strickland

Road Suite 103

Raleigh, NC 27615

USA

John Atherton

University of Huddersfield
Department of Applied Sciences
Queensgate

Huddersfield HDI 3DH

UK

Colm Campbell
BioMarin Europe Ltd.
29-31 Earlscourt Terrace
Dublin 2

Ireland

Leroy Cronin
University of Glasgow
School of Chemistry
Joseph Black Building
University Avenue
Glasgow G12 8QQ
UK

Xvi

Mark J. Dickson

Morgan Sindall
Professional Services Ltd.
20 Timothys Bridge Road
Stratford Enterprise Park
Stratford-Upon-Avon
Warwickshire CV37 9NJ
UK

Wilfried Hoffmann

Pfizer Global Research &
Development

Sandwich Laboratories
B530, IPC 533

Ramsgate Road
Sandwich CT13 9N]J

UK

lan Houson

Giltech Limited

12 North Harbour Estate
Ayr KA8 8BN

UK

Dylan Jones

Genzyme Haverhill Operations
Technical Department

12 Rookwood Way

Haverhill

Suffolk CB9 8PB

UK



Xvii

List of Contributors

Brian Keaveny

Plant Director

Clarochem Ireland Limited
Damastown

Mulhuddart

Dublin 15

Ireland

Philip J. Kitson
University of Glasgow
School of Chemistry
Joseph Black Building
University Avenue
Glasgow G12 8QQ
UK

Vince McCurdy

Pfizer Inc.

558 Eastern Point Rd
Groton, CT 06340-5196
USA

Stephen Rowe

Chilworth Technology Ltd.
Beta House

Southampton Science Park
Southampton

Hampshire SO16 7NS

UK

Paul Sharratt

Institute of Chemical and
Engineering Sciences (ICES)
1 Pesek Road

Singapore, 627833
Singapore

Mark J. H. Simmons
University of Birmingham

School of Chemical Engineering

Edgbaston
Birmingham B15 2TT
UK

E. Hugh Stitt
Johnson Matthey
Technology Centre
PO Box 1

Billingham TS23 1LB
UK

Mark Talford

10 Fern Grove
Whitehaven
Cumbria CA28 6RB
UK

Chick C. Wilson
University of Glasgow
School of Chemistry
Joseph Black Building
University Avenue
Glasgow G12 8QQ
UK

Steve Woolley

Shasun Pharma

Solutions Limited

Dudley Lane

Dudley

Cramlington
Northumberland NE23 7QG
UK



1
Quality by Design
Vince McCurdy

1.1
History

The pharmaceutical industry has been a highly regulated industry in the past
for many good reasons [1]. While pharmaceuticals have greatly improved the
mortality and morbidity rates, there is still some element of risk to the patients.
These risks are greatly mitigated with the delivery of medicine at the appropriate
purity, potency, delivery rate, and so on. While pharmaceutical regulations have
clearly protected the population from much of the needless harm such as that
incurred early in the twentieth century, there has been a concern more recently
that overregulation may be associated with stifling innovation that can improve
pharmaceutical quality even further [2] — innovation that has the potential to greatly
improve the quality, cost, and time to market new and improved medicines. The
twenty-first century began with the pharmaceutical industry using manufacturing
technologies that have been employed since the 1940s and did not make significant
changes in manufacturing process unless significant compliance or costs saving
advantages could justify the high costs and long cycle time needed to gain approval.
This often resulted in inefficient, overly expensive processes that were ultimately
not in the best long-term interests of patients. As a result, the FDA (Food and
Drug Administration) and other agencies around the world have embraced a new
paradigm for regulation [3]. The “desired state” was to shift manufacturing from
being empirical to being more science, engineering, and risk based. Another
regulatory guidance that had major impact was the Process Analytical Technology
(PAT) Guidance [9]. The continuous, real-time monitoring of manufacturing
processes is a key enabler to achieve greater process control. Finally, the current
Good Manufacturing Practices (cGMPs) for the Twenty-First Century Guidance
acknowledged the undesired impact of good manufacturing practices (GMPs)
on understanding manufacturing science and sought to set the framework for
additional guidances that encouraged risk- and science-based understanding in
exchange for more freedom to introduce innovations and improvements that will
result in enhanced quality, cost, or timing.

Process Understanding: For Scale-Up and Manufacture of Active Ingredients, First Edition. Edited by Ian Houson.
© 2011 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2011 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Table 1.1

Comparison of the current state to the future desired QbD state.

Aspect

Current state

Desired QbD state

Pharmaceutical development

Manufacturing process

Process control

Product specification

Control strategy

Empirical; typically univari-
ate experiments

Locked down; validation on
three batches; focus on re-
producibility
In-process  testing  for
go/no-go; offline analysis
Primary means of quality
control; based on batch data

Mainly by intermediate and

Systematic; multivariate experi-
ments

Adjustable within design space;
continuous verification within
design space; focus on control
strategy

PAT utilized for feedback and
feed forward in real time

Part of overall quality control
strategy; based on product per-
formance

Risk-based; controls shifted up-

stream; real-time release
Continual improvement en-
abled within design space

end product testing

Reactive to problems and
0OO0S; postapproval changes
needed

Lifecycle management

Juran is often credited with introducing the concepts behind Quality by De-
sign (QbD) [4]. Pharmaceutical QbD is a systematic approach to development
that begins with pre-defined objectives and emphasizes product and process
understanding based on sound science and quality risk management (ICH
Q8R2). The holistic and systematic approach of QbD was relatively new to
the pharmaceutical industry at the beginning of the twenty-first century. How-
ever, elements of QbD were certainly being applied across the industry long
before then. QbD was put into practice in a big way with the advent of the
FDA CMC pilot program in 2005. Nine companies participated in the program
and eventually submitted regulatory filings based on a QbD framework [1, 2,
5-7]. Much was learned from these initial filings that help steer the industry
and regulators toward a common vision for QbD. A comparison of the “cur-
rent state” to the future “desired state” was succinctly summarized by Nasr in
Table 1.1 [8].

A process is well understood when

all the critical sources of variability are identified and explained;

variability is managed by the process, and;

product quality attributes can be accurately and reliably predicted over the design
space established for materials used, process parameters, manufacturing, envi-
ronmental, and other conditions [9].

Process understanding is the major goal of a QbD program. A complete list of
characteristics of a successful QbD program is summarized in Table 1.2.
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Table 1.2 The characteristics of a successful QbD program.

Involves product design and process development
Risk-based, science based

Primary focus is patient safety and product efficacy
Business benefits are also drivers

Results in improved process understanding
Results in improved process capability/robustness
Systematic development

Holistic — applies to all aspects of development
Multivariate — interactions are modeled

Provides PAR, design space, or suitable equivalent
Requires a significant reduction in regulatory oversight postapproval

1.2
Defining Product Design Requirements and Critical Quality Attributes

In order to design quality into a product, the requirements for the product design
and performance must be well understood in the early design phase. In pharma-
ceuticals, these product requirements can be found in a Quality Target Product
Profile (QTPP). The QTPP is derived from the desired labeling information for a
new product. Pharmaceutical companies will use the desired labeling information
to construct a target product profile that describes anticipated indications, con-
traindications, dosage form, dose, frequency, pharmacokinetics, and so on. The
target product profile is then used to design the clinical trials, safety and ADME
studies, as well as to design the drug product, that is, the QTPP.

In addition to defining the requirements to design the product, the QTPP will
help identify critical quality attributes such as potency, purity, bioavailability or
pharmacokinetic profile, shelf-life, and sensory properties as shown in Figure 1.1. In
some cases, these attributes are directly measurable, for example, potency. In other
cases, surrogate measurements are developed indirectly to measure the quality or
performance, for example, in vitro dissolution for a controlled release product.

There are numerous ways to represent a QTPP. Another example of a QTPP for
a lyophilized sterile vial is shown in Table 1.3.

A crucial element of QbD is to ensure that the measurement systems being
used are truly assessing the quality of the product or performance. Very often
it is the case that attributes that have little to do with quality are measured, for
example, dissolution test for an immediate release Biopharmaceutical Classification
System (BCS) class I drug (high aqueous solubility and high permeability). Drugs
of this type are rapidly and completely absorbed; therefore, a dissolution test
provides little value from a quality control perspective. Quality attributes can
sometimes be modeled on the basis of first principles or other multivariate
analysis. Predictive models are extremely important components of QbD [10]. In
the case of bioperformance, predictive statistical, mechanistic, and analytical tools
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Figure 1.1 Product requirements from QTPP help to iden-
tify potential critical quality attributes.

are being applied, which can guide Active Pharmaceutical Ingredient (API) particle
size selection, dissolution method design, and setting specifications [11].

While a QTPP is basic to QbD, additional product or process design requirements
may need to be considered while designing the manufacturing process for a new
API or drug product. In API route design, major decisions need to be made
regarding which chemistry will yield a synthetic route that delivers high purity atan
acceptable cost [12]. Likewise, a drug product formulation and process technology
decision needs to be made that also delivers a drug product that conforms to
the quality requirements at an acceptable cost. An understanding of the product
(formulation) design is critical to product performance. A clear rationale for
why excipient types, grades, and amounts are selected is part of the product
understanding. An understanding of which material attributes contribute most
to the excipient functionality is important to performance. Supplier specifications
may be a poor indicator of excipient functionality in a dosage form and hence
may not be critical material attributes. In some cases, it may be necessary to
introduce additional testing on incoming materials that are more relevant to
how the excipient impacts the dosage form performance [13]. Likewise, the solid
form of the API needs to be engineered for quality. The selection of the proper
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Table 1.3  Quality target product profile for a lyophilized sterile vial.

Quality target product profile for Requirement
a lyo vial for sterile injectable

Indication Chronic disease (treatment of nervous breakdown)
Dosage form Lyophilisate for solution for injection

Dosage strength Nominal dose 20 mg/vial

Administration route Subcutaneous (0.8 ml)

Reconstitution time Not more than 2 min

Solution for reconstitution 1ml 0.9% saline (provided by the pharmacy)

Packaging material drug product 2R glass vial, rubber stopper, meets pharmacopoeial re-
quirement for parenteral dosage form

Shelf life Two yr 2-8°C

Drug product quality requirement Meets pharmacopoeial requirement for parenteral dosage
form as well as product specific requirements

Stability during administration Reconstituted solution is stable for 24h at temperature
<30°C

salt, solid form (amorphous, polymorph), particle size and morphology, and
degree of aggregation will impact critical quality attributes such as solubility,
dissolution rate, chemical and physical stability as well as manufacturability
(bonding index, stickiness, flow, filterability). Advances in crystal engineering
enable better control and understanding of how to achieve targeted API particle
properties (Chapter 7).

Finally, the role of the packaging systems for the raw material, in-process ma-
terials, and final drug product needs to be understood. All packaging systems
should be demonstrated to protect the materials and not introduce contamination,
for example, leachables or extractables, during transport and handling. The QTPP
will set expectations for the final drug product packaging. True product under-
standing should translate into design spaces for the API properties, formulation,
manufacturing process, and the packaging systems.

One of the biggest challenges is to integrate the design and process development
at the key interfaces in the supply chain. Interfaces that present significant
challenges to process understanding and hence process control are highlighted in
Figure 1.2.

While QbD does target designing quality into processes, it can also be equally
effective in identifying methodologies directed at reducing the high costs of
development and manufacture of pharmaceuticals. Inclusion of attributes that
measure costs directly or indirectly is essential to optimize the quality, time, cost,
and risk relationships. Figure 1.3 shows the “cost of quality rework” relative to the
stages of the R&D and manufacturing lifecycle [14]. The greatest opportunity to
manage process costs and the product quality of a pharmaceutical is in the early
process and product design phase when decisions are made about technologies
and materials to be used. Although these are major decisions for pharmaceutical
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Figure 1.2 Key material-process interfaces in a pharmaceutical product.
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Figure 1.3 Cost of product quality or rework.

companies, they are often made implicitly rather than explicitly. Interestingly, few
companies actively manage this phase of design and assume that decisions made
in a vacuum were appropriate (Chapter 12).

13
The Role of Quality Risk Management in QbD

ICH Q9 discusses the role of risk management in pharmaceutical development as
follows:

To select the optimal product design (e.g., parenteral concentrates vs.
pre-mix) and process design (e.g., manufacturing technique, terminal ster-
ilization vs. aseptic process).
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To enhance knowledge of product performance over a wide range of material
attributes (e.g., particle size distribution, moisture content, flow properties),
processing options, and process parameters.

To assess the critical attributes of raw materials, solvents, Active Pharma-
ceutical Ingredient (API)-starting materials, API’s, excipients, or packaging
materials.

One role for management in QbD is to ensure that teams utilize risk assessment
tools that are capable of providing risk- and science-based reviews at critical
milestones in the R&D lifecycle. One such critical milestone is prior to finalization
of process technology, synthetic route, or a qualitative formulation. Decisions made
at these milestones will generally impact the quality and costs attributes to a much
greater extent than decisions made during process development and later in the
product lifecycle. As with any rigorous risk assessment, it is important to include
appropriate subject matter experts to obtain prior knowledge and apply feedback
learnings to these major decisions.

Process understanding is achieved when the relationship between critical quality
attributes (CQAs, y) and all the sources of variation (x) in the manufacturing
process are understood:

y=f(x)

The principle sources of quality variations (examples) or inputs to a process
include

material attributes (peroxides, water content, impurities);

+ process parameters (temperature, force, speed);

equipment design (baffles, agitator type, surface type);
 measurement system (sample prep, extraction time);
environment (relative humidity, temperature, oxygen content);
« person (operator, analyst).

It is important to note that the total process variation as measured by the variance
or standard deviation (o) of the average batch data is a function of all sources:

OTotal = f (U Material T OProcess + OEquipment + OMeasurement + OEnvironment + UPerson)

The goal of process understanding is to be able to predict how the sources of
variation (x) will impact the CQA performance (y) and be able to control these
parameters to control quality. One of the initial challenges to design and develop
a new API or drug product is to identify all the possible sources of variation for
a particular new manufacturing process. The list of possible sources of variation
will be very large, too large to study experimentally. The challenge presented to
a scientific team is to sort out which inputs are at highest risk for impacting
the process. Fortunately, QbD (e.g., ICH Q9) provides tools to systematically risk
assess all the possible inputs to a process to identify those relatively few that have
the greatest potential to impact the process. Table 1.4 provides an ISO 3100 list of

7



8| 1 Quality by Design

Table 1.4 Success factors in risk management.

Risk management should
Create value
Be an integral part of organizational processes
Be part of decision making
Explicitly address uncertainty
Be systematic and structured
Be based on the best available information
Be tailored
Take into account human factors
Be transparent and inclusive
Be dynamic, iterative, and responsive to change
Be capable of continual improvement and enhancement

success factors for successful risk management [15]. Any organization embarking
on QbD and or a QRM program could use this list as an internal quality check for
their QRM program.

Ishikawa (fishbone) diagram is a very effective tool to capture a brainstormed
list of potential process inputs impacting variation. Mapping the manufacturing
process using a process flow diagram (PFD) is helpful to define the scope of the
risk assessment and to identify possible process inputs. API mapping may include
unit operation, chemistry pathways, and an impurities cascade. An example of
mapping API and drug product processes is shown in Figure 1.4.

FMEA (failure modes and effects analysis) or use of a prioritization matrix (cause
and effect matrix, Figure 1.5) is helpful in identifying the process inputs that
impact on quality attributes. In some cases, a deeper dive into the driving forces at
critical control points in the manufacturing process can yield a more fundamental
understanding of sources of variation.

Once the CQAs and process performance attributes (PPAs) are associated with
inputs to the process, Y; = f(x1,%2,...,%,) through a risk assessment process,
experiments can be efficiently designed to develop predictive models and confirm
causal relationships.

Before embarking on extensive experimentation, a critical next step is to make
sure that critical measurements are made using “fit for purpose” methodology.
A comprehensive risk assessment should identify those measurements that are
suspect. A simple frequency plot of the data with specification limits will provide
an indication of when variation is a potential problem (Figure 1.6).

The time spent improving a nonrobust analytical method can provide significant
return on investment when experimental results yield true process understanding
and control [16]. In this author’s experience, sampling and sample preparation are
typically high-risk areas for product quality measurements, for example, chromatog-
raphy. Gage R&R studies are useful QbD tools to assess the relative contribution
of the measurement system to the total variation of a manufactured product [17].
If the measurement contributes more than 10% of the total variability, additional
method development is often warranted. However, some methods must contribute
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Figure 1.4 Process map of APl and drug product manufacturing processes.

Granulator speed

a much lower variance to the total. Measurement of trace levels of genotoxic
impurities is often a particularly challenging method development exercise since
safety limits are approaching the limits of quantitation [18]. The opportunity to
improve analytical methods or implement a totally new method may be more
rapidly achievable in the future if the concept of an “analytical target profile” is
adopted. The ATP defines the analytical criteria necessary to achieve equivalent or
better analytical performance [19]. Analytical method understanding is crucial to
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Figure 1.5 Cause and effect matrix related process parame-
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O

Figure 1.6 Frequency plot of data from tablet potency
measurements with specification limits. Note that this dis-
tribution of potency data is off-centered and relatively wide
compared to the specification range, leading to questions
about recovery and reproducibility of the method.

QbD. For example, how the materials are processed can impact the capability of
the method to accurately quantitate an analyte. Compaction pressure is known to
impact the near-infrared (NIR) spectra and may need to be included as a parameter
in an NIR calibration program [20].

Ideally, these relationships are modeled such that interactions among the input
parameters are known. Simple or complex models can then be used to create a
design space that defines an acceptable operating region for the process.

Combining formal risk ranking and a statistical design of experiments (DoEs)
is a powerful duo of tools in QbD, which is used extensively in the industry today
(Figure 1.7). One of the reasons for this combination to be so popular is that most
companies have access to the expertise required to utilize this combination; it is
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Risk assessment (ranking) -— Brainstorm risks, focus on higher risks

Create experimental plan PN Craft experiments needed to understand high risks
Screening DoE [N Reduce risk uncertainity, confirm high/low risks
Response surface DoE N Achieve process understanding

Design space — Integrate knowledge, establish boundaries for process
Control strategy [N Identify critical control points and apply appropriate

monitoring and control systems

Figure 1.7 Combination of risk assessment and statistical design of experiments (DoE).

also highly effective and efficient. A typical sequence of study is discussed in the
example below.

A risk assessment ranked the process parameters likely to impact charge het-
erogeneity of a monoclonal antibody (MAD) as measured by the ion-exchange
chromatography (IEC). The CQA of interest was charge heterogeneity. Multiple
screening and response surface DoEs were performed that included testing of
charge heterogeneity to confirm which process parameters impacted charge het-
erogeneity. The DoE analysis eventually enabled identification of process ranges
that would control charge heterogeneity to an acceptable value [21].

Additional knowledge can be extracted by applying multivariate analysis [LVM,
principal component analysis (PCA)] and data mining to integrated batch, process,
stability, and bioperformance datasets. These tools have the benefit of extracting
knowledge from a single product database or a portfolio of products with similar
processes and technologies.

Another application of risk management tools is deciding which attributes and
parameters are “critical” from a regulatory perspective. There has been much
discussion and debate within the industry on how criticality should be defined and
practiced. The ramifications of the critical designation are quite significant in the
pharmaceutical industry as it defines the composition of the design space and the
focus for the control strategy. The CQAs and critical process parameters (CPPs)
are the foundation from which regulatory commitments are made. Changes to the
design space or the control strategy would typically require a prior approval from
regulators. Process validation protocols typically stipulate what are the CQAs and
CPPs and monitor and control their performance.

mn
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The ISPE PQLI subcommittee on criticality has attempted to establish guidance
on deciding critical parameters and attributes. Criticality is viewed on a continuum
from low to high criticality. The realization that a parameter or attribute criticality
can vary over a wide range was viewed as a breakthrough. However, the reality
is that regulators expect pharmaceutical companies to draw a clear distinction
between noncritical and critical to assist with the application of regulations.

FMEA and FMECA (Failure Mode, Effects, and Criticality Analysis) are useful as
decision-making tools and also as risk mitigation tools. An example of how FMECA
can be employed as a criticality decision-making tool is shown in Table 1.5.

1.4
Design Space and Control Strategy

ICH Q8(R2) defines design space as:

the multidimensional combination and interaction of input vari-
ables (e.g., material attributes) and process parameters that have been
demonstrated to provide assurance of quality. Working within the design
space is not considered as a change. Movement out of the design space is
considered to be a change and would normally initiate a regulatory postap-
proval change process. Design space is proposed by the applicant and is
subject to regulatory assessment and approval (ICH Q8(R2).

In some cases, boundaries will be identified that are known to be an edge of
failure. In these situations, it may be important to set boundaries at acceptable
tolerance intervals around the edges of failure to better mitigate the risks near such
edges (Figure 1.8). Application of a tolerance interval is generally not necessary
when the edges of failure are not in play at design space boundaries.

To make matters more complicated, an understanding of how the CQAs inter-
relate is important. If multiple CQAs are impacted by one or more of the same
process parameters, the acceptable operating region can be greatly limited. A vari-
ety of multifactorial and multivariate modeling approaches should be considered.
Modeling based on first principles, for example, reaction rate kinetic model, is the
preferred approach; however, empirical methods can also be very effective. In order
to establish acceptable boundaries, that is, design space for multiple interrelated
CQAs, the response surfaces of these CQAs should be overlayed upon one another
using the same parameter axes. CQA trade-offs may be required. As an example, the
high cationic concentration of pDNA favored the biological activity of a vaccine but
was deleterious to the physical stability of the liquid product. Trading some stability
for biological activity was necessary to finalize the design space and optimize the
formulation [22]. Modeling approaches and examples will be discussed in more
detail in other chapters.

Once a sufficient level of process understanding is achieved, a control strategy
should be developed that assures that the process will remain in control within
the normal variation in material attributes and process operating ranges. The
process understanding will identify where the appropriate control points are in



Table 1.5 FMECA used to assess the criticality of a process parameter.

Parameter Potential Potential SEV Potential OCC  Current DET RPN Criticality Justification
name failure failure (1-10) causes (1-10) controls (1-10) (S*O*D) designation
mode effect (optional)
Reaction High Increased 10 3 3 90 CPP Impurity “x,” which
temperature  temperature levels of * Recipe error o Automated is a CQA, formed
impurity “x”  Temperature recipe control during APT step
sensor issue ¢ Sensor where purge is
« Pump calibration minimal. No rework
issue « Back-up pump procedure available
available presently to reduce
elevated levels.
Deemed a CPP as a
result, in spite of
good controls
described
Low Slow reaction 5 3 1 15 Non-critical Reaction completion;
temperature rates * Recipe error o Automated IPC in place, which

Temperature
sensor issue
Pump

issue

recipe control

» Sensor
calibration

e Back-up pump
available

will mitigate against
incomplete
reactions. Plant
controls in place
including demo run
prior to first batch
deemed sufficient to
minimize risk
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Figure 1.8 Design space with an edge of failure (EoF) and
use of tolerance interval to mitigate risk.

the manufacturing process. Typically, these control points would be located where
the variation is highest or where a CPP dominates control of the resultant product
quality. For example, critical raw material attributes may be critical inputs to a
process step. One mechanism to control the process is to control the quality of that
material such that it always delivers a consistent product. Impurity fate mapping
(IFM) is such an example in which the raw material and process impurity sources are
identified and their fate mapped throughout the process. The process capability to
remove these impurities at CCPs is an essential element of the control strategy [23].

Another control strategy could be to adjust the process parameters to accom-
modate the variation in the raw material attributes. This latter strategy would be
dependent on having measurements systems in place that could measure critical
material attributes, which then adjust other critical process parameters accordingly
to maintain process control. For example, the amount of water and granulation
mixing endpoint may vary batch to batch based on the granule size and count [24].
Control strategy is a cornerstone of a modern quality system. It can be a combi-
nation of parametric and attribute-based controls. Generally, real-time monitoring
and control of the process is preferred over relying on end product testing. For
example, the logical place to test for a major process impurity would be at the last
step at which the impurity is purged from the process. Spiking studies could be
performed to demonstrate the robustness of the process to purge high levels of the
impurity. Over time, it may also be possible to demonstrate high process capability
(Cpk > 2) and reduce or eliminate the test and rely more on parametric control. The
control strategy should allow adjustments in testing plans based on commercial
batch experience, that is, process capability and process understanding.

1.5
Quality Systems

While QbD is most effective when it is employed at a product/process design level,
it should also be accomplished in the manufacturing and quality assurance environ-
ments. The authors of ICH Q10 foresaw the need to provide guidance on a modern
quality system that would be critical to support QbD and continuous improvement
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of pharmaceutical products over their lifecycle. Continuous improvement of a
product and process should be employed throughout the lifecycle of a product.
Process capability (CpK) is an extremely valuable metric to indicate which CQAs or
other PPAs are least robust. CI efforts generally focus on the low CpK attributes.

A modern quality system may necessitate retooling the quality assurance work-
force to be capable of interpreting more complex technical reports that rely more on
predictive models, multivariate analysis, simulations, and advance process controls.
Some of the PAT and design space models may require periodic updating. Inter-
preting the risks associated with process changes may be more complicated, as the
risks change depending on how close the process is to an edge of failure.

As regulators entrust industry to make significant improvements in product and
process quality, quality systems become more important to manage the changes
that occur in pharmaceutical manufacturing. The FDA utilizes a postapproval
management plan (PMP) to clearly articulate under what conditions the FDA will
need to be informed or approve of such changes. Hudson has proposed a more
detailed structure on how to format a PMP [25].

Finally, as Janet Woodcock, MD, Deputy Commissioner for Operations/Chief
Medical Officer at FDA, stated at the 2008 PDA meeting, “QbD is an evolution and
not a revolution” — an evolution that is in response to the increasing cost pressures
on both the regulatory agencies and industry to control the escalation of drug prices
[26]. QbD will continue to evolve for years to come as new tools and technologies
advance to improve the way we mitigate risks and increase our understanding
and control of the manufacturing processes. In addition to increasing quality, the
pharmaceutical industry will reduce development and manufacturing cycle times
as well as costs in the process.
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2
Route and Process Selection
David ). Ager

2.1
Introduction

Process research and development for pharmaceutical products are often under
considerable time and cost constraints, especially if the material has to be made
for clinical and biological testing. With the pressure to use the final manufacturing
route for phase 3 materials, the synthesis of a drug candidate may not be optimal.
Yet, the drug innovator has to compete in later years with generic manufacturers
who have had the relative luxuries of time to develop better routes and technological
advances in the intervening years. This chapter outlines the factors that must be
weighed when a route to a drug candidate is selected. Safety, environmental, and
patent “freedom to operate (FTO)” factors have to be taken into account along
with more traditional aspects to synthesis, such as expediency in the number of
steps, high convergence, avoidance of protection, and redox sequences. For some
transformations, there may be equipment limitations. Route selection must take
all these factors into account while ensuring a high chance of success and, if more
than one approach is feasible, then working toward a common intermediate so
that options can be kept open without jeopardizing regulatory filings or time. The
exercise is one of risk management and determining which factors are important
to the success of the drug launch. Once the route has been selected, it then
needs to be turned into a viable process and this may deviate from the initial
thoughts as data is obtained. The route and process selection involves a wide variety
of disciplines, such as chemistry, chemical engineering, environmental, safety,
purchasing, regulatory, and legal, which must all work together to achieve success
within a short timeframe. These constraints mean that differences have to be drawn
between data that must be obtained, as with regulatory or safety procedures, to
ensure success and data that gives a larger comfort zone but its knowledge is not
critical.

The impact of route selection on the success of a drug cannot be understated.
Most of the costs for drug development occur in late phase 2 and phase 3. The
cost of the chemical is relatively less compared to the total developmental costs.

Process Understanding: For Scale-Up and Manufacture of Active Ingredients, First Edition. Edited by Ian Houson.
© 2011 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2011 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Table 21 Comparison viewpoints of parameters during scale-up [1].

Discovery Development Manufacturing
Amounts Grams Kilograms MTs
Cost Trivial Critical Consistent/minimal
Purity Fair Excellent Excellent
Purification Any Limited None/procedures available
Conditions Any Limited Standard
Raw materials Catalog Bulk Established suppliers
Waste Trivial Critical Known/measured
Reproducibility Moderate Critical Exact
Scalability Trivial Critical Established

This is illustrated by the different viewpoints of discovery, development, and
manufacturing (Table 2.1) [1, 2].

Over the years, the pressure of time-to-market has changed the dynamics of
the process, and companies have adopted different methods. The change from a
pharmaceutical company preparing a drug candidate knowing that it was going
to go in a plant owned by that company, and involving all transformations from
readily available starting materials to the final active pharmaceutical ingredient
(API) or even the final formulated drug form is becoming rare.

Thus, in the period from around 1960 to 1980, process development was kept
off the critical path, as companies did not want to invest in drugs that would fail
early. This led to intense activity to design a manufacturing process around phase
3, and, with time now as the enemy, development was often conservative and
relied upon an adaptation of the original process rather than looking at alternative
approaches. Cost reductions were achieved by running reactions on a larger scale
and going down the learning curve. If the commercial market grew, the addition
of more capacity, which does not require regulatory approval or interruption of
supply if problems are encountered, was the next phase. This led to an undesirable
state of generally inefficient and expensive routes being used to manufacture.
Only when generic competition was imminent were new chemistries looked
at [3].

This also led to major custom chemical manufacturers, who operated on a
large scale, essentially ignoring starting materials and intermediates until the drug
candidate was entering phase 3. This also allowed “‘technology”” companies to play
a significant role, especially as stereochemistry was becoming more important to
control, because they might have a unique methodology to provide a rapid solution
to a problem that had, to a large degree, been ignored.

How times have changed! Although large pharmaceutical houses may still have
production capacity, the emphasis is often on the last few steps. The emergence
of small biotech companies, and even some larger pharmaceutical ones, without
their own manufacturing plants, places the emphasis on working with outside
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manufacturing companies (see Chapter 11). The approaches to route and process
selection can, therefore, vary widely from company to company and even within a
single company from one drug candidate to another. The choice of a specific route
is the result of a compromise between opposing risk factors.

The variables that need to be considered when choosing a route and process are
outlined in this chapter. The interactions between the factors that can influence the
success of a route are highlighted so that a minimal number may be considered
when making a decision. Although this chapter focuses on route selection, this
is not the end of the story, as a process will have to be developed to take to
manufacturing. This is analogous to looking at a map and finding a route between
points, knowing that you have to move a large amount of material between these
places. A road may already exist and the best solution could be to hire a truck. If
the terrain is mountainous with no road, pack mules may be the answer. If a large
amount of material needs to be moved, building a road or railway may be a longer
term but overall cheaper solution. Finally, a helicopter may be the way to proceed
if speed is of essence, the price of the merchandise is high, and volumes are low.
The route is still the same; the process of accomplishing the goal, traversing the
route with material, can be different from what was originally envisioned. Other
chapters in this book will discuss the move from process research to development,
while this chapter concentrates on the initial factors to consider when developing
a feasible route.

It must be remembered that most compounds do not complete the drug
development process. Quantification of the number of compounds entering each
development phase varies by source, but, for phase 1 drugs, many (from 4 to
99) will not complete the phase 1 hurdle to become a successful candidate. The
number of compounds that succeed and have to be prepared a second time varies
from company to company. Smaller companies will have financial concerns if their
drug does not reach the appropriate goals and there are no backup compounds. By
contrast, large pharmaceutical companies usually have more stringent criteria for
a compound to enter the development pipeline and the success rate may be higher.
However, the uncertainty should be a risk factor that determines if work has to be
“front loaded” into process development [4].

The data in Figure 2.1 has been taken from various sources and includes
compounds in development phases for second indications. However, it can be
seen that the attrition rate for preclinical compounds to enter phase 1 is 60—80%.
Comparing annual numbers also does not take into account the time lag for
compounds to move down the development pipeline. This implies that one in three
to five compounds will not be considered for a second synthetic campaign. The
trends suggest that there is now a better chance of success than there was 10 years
ago. The time lag makes interpretation of the movement from phase 1 to 2 difficult.
The latest trend is that there is a high probability of moving to phase 2. However,
only about one-third of the compounds in phase 2 will go to phase 3. Although
there is attrition in phase 3, the manufacturing route for launch has been set, even
for companies where a cheaper route will be found and used postlaunch; so, the
number is not relevant in these discussions.
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Figure 2.1 Number of compounds in development phases over the past 10 years.

Although this chapter concentrates on route selection, this cannot be decoupled
from process selection. A one-step process to make the target molecule in a
high-temperature vapor-phase reaction might look fantastic on paper, but the risk
and capital equipment questions to implement it will be significant if the reaction is
to be implemented on a large scale, to say the least! However, for smaller volumes,
it might be possible to use microreactors or flow systems. Although the capital
investment may be reduced compared to a batch process, the company now has to
be willing to invest (and to them unproven) in technology.

The factors influencing process development and design are discussed in more
detail in Chapter 12.

2.2
Route Evaluation

The need to develop a low cost, simple process, and get it first-time right, can
be considered to be the panacea of process development. There are a number
of methods to perform route selection [5, 6]. New drug candidates are invariably
new chemical entities and, thus, even when analogy exists, the chemistry has not
been proved. Compared to other chemical industries, the control of impurities and
regulatory considerations mean that the initial route may be multistep to ensure
that the appropriate quality can be achieved. Refinements and improvements can
be introduced as the understanding of the chemistry is gained. The evolution of the
process from route selection to the final manufacturing process must take these
changes into account. The process is often shown in graphical form (Figure 2.2).
Once commercial material has been produced, looking for better methods and
improvements should not stop, even if only from a defensive position, once the
compound goes generic.
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Figure 2.2 Cycles within the development process.

Larger pharmaceutical companies can streamline the approach to a degree. Rather
than the more traditional approach to process development - find the optimal
route upfront and then be on the critical path for compound supply — it is now
accepted that cycles should be undertaken. Process research should “reach back”
into discovery and look at key reactions and intermediates. Process development
should then look at the molecule itself and come up with early route(s). Chemical
development should then put the process into the plant, tweaking as necessary
to fit the site and equipment. This is a three-cycle process. The first cycle looks
at a technically feasible method to produce enough material for early phase
testing and makes it available as soon as the candidate has been identified. With
provision of material as the primary goal, this first cycle can use an inefficient
method. The second cycle begins when the data from the early tests show enough
promise and is aimed at producing material for the next phases of testing and
pilot-scale manufacturing. In many ways, this cycle is a reality check that the
approach is feasible and can be scaled up for commercial production, although
more experimentation and data collection will probably be required. The final cycle
is to find a process that is commercially viable and can be used for phase 3 materials
and transfer to manufacturing [3].

Route selection is one of the most important decisions to be taken when a new
drug candidate moves into development. Many factors will determine whether the
route selected is ultimately good or not. In many cases, the decision will not be
called into question, as the drug candidate will fall out of the development pipeline
owing to some biological or other property of the compound, such as stability.
Little information is available; yet the route-selection decision will have long-term
consequences. A large number of factors have to be taken into account and these
are outlined in this chapter, while many of the other chapters in this book cover
these topics in more depth. As a consequence, the reader should refer to these
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chapters. Only the key points that will result in either a fast go/no-go decision or
will have an impact on the weighting of a particular route are discussed herein.

As there are many factors to consider in the route-selection process, the larger the
number of people who can provide expertise and opinions, the better the decision
will be. The group should contain, in addition to chemists, a chemical engineer,
manufacturing, quality, and safety, health, and environment (SHE) representatives,
with access to legal, business, and supply chain resources also being important.
At present, timing is considered to be the most important as making material for
clinical testing is invariably on the critical path. Company philosophy determines
the role of a project manager. Some companies assign this role to a single person
to carry the project from cradle to grave. Others use a different person during the
various development and commercialization stages.

Other factors are just as important and the major issues associated with each
are discussed below. Green chemistry is usually associated with environmental
concerns. However, many of the factors are interrelated and “green chemistry” also
has throughput and safety components. Outside of timing, the acronym SELECT
has been proposed for the important parameters that need to be considered
during the route-selection process. SELECT stands for safety, environment, legal,
economics, control, and throughput [7]. The criteria are summarized in Table 2.2.

Table 22 The SELECT criteria [7].

Criteria Subcriteria Examples of potential issues

Safety Process safety Explosions or exotherms

Threat to workers or plant

Exposure to substances harmful to Carcinogens or sensitizers
health Threat to workers

Environmental ~ Volume of wasted natural resources ~ Quantity and variety of solvents
Substances harmful to the Aquatic toxins and ozone-depleting
environment chemicals

Legal Infringement of intellectual Key intermediate patented by
property rights competitor
Regulations that control use of NONS (notification of new
reagents and intermediates substances, EU legislation)

Economics Meeting cost of goods target for Long synthesis using expensive
future market materials
Investment costs to support High cost of process cannot be
development quantities changed in near term

Control Control of quality parameters Meeting specification and GMP

requirements

Control of chemistry and physical Nonselective reactions, unstable
parameters intermediates

Throughput Time scale of manufacture in Long route with dilute stages

available plant
Availability of raw materials

Rare natural products

GMP, good manufacturing practice.
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As a pharmaceutical is being made, quality cannot be jeopardized. However,
safety, environment, and health (of plant workers) also cannot be compromised.

The final outcome of the route-selection exercise should be a cost-effective
manufacturing process that provides the desired material in high quality, at low
cost while fulfilling the criteria of being a green or sustainable process. As the route
is modified through the various scale-up stages, information has to be gathered and
decisions made. These are summarized in Table 2.3 [8]. Some of the early changes
are discussed in Section 2.5.

Table 2.3

Evolution of a process [8].

Target molecule

Factors considered

Outcome

Route selection

Initial optimization
phase (initial move from
route to process)

Process parameters
defined

Process refining and
scale-up

Commercial production

API manufacture

Overall strategy

Perform number of “killer
experiments” to determine
best options

Initial definition of step
parameters:

Solvents

Reagents

Catalysts

Conditions
Studies put limits on control
parameters
Step parameters defined
and possibly combined
including

Work-ups

Purification steps

Telescoping
Refine process and control
parameters

Learning curve and other
improvements

Robust process with limited
improvement potential

Most promising routes
Cost estimation

Health and environment
classification

Project plan

Process flow chart
Analytical methods
Basic process safety
Suppliers

Critical quality attributes
Critical process parameters
In-process controls

Impurity tracking

Solvent recovery

Complete process safety data
Materials for CT I/11

Physical parameters
Specifications
API/Registered starting
material(s)

Patent submission
Materials for CT II/III
Investments for large scale
Validated manufacturing
process

DMF submission and
approval

Stability data
Commercial material
Commercial material at
constant quality
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2.3
Factors to Consider

As already noted, there are conflicting factors that need to be considered during the
route-selection process. There is no easy answer nor is there a “magic formula”
to follow. Different companies and even different people could come to different
conclusions, as the underlying driving forces may not be the same.

2.3.1
Timing

Perhaps timing is the most difficult parameter to control and reach a satisfactory
conclusion. The outcome will depend on the complexity of the molecule, current
knowledge, scale, resources available, company philosophy, and stage in the
development pipeline as they all have major influences on route selection and the
likelihood of success at the next decision point.

For a compound that has just entered into the development phase, a medicinal
chemistry route is available, even if only as a description from another source.
Obviously, the clinical indication and potency will determine how much material
is needed for the next study. For very potent compounds, this may be in the gram
range and the current medicinal chemistry approach may just need tweaking. It
may not be cost effective to embark on a change to the route even if a new one is
more efficient. In other cases, bioavailability may be known to be an issue and large
amounts may be required. The medicinal chemistry route may not be capable of
delivering these quantities because of a number of reasons, such as low throughput,
a hazardous intermediate, or reagent, or a starting material not being available. In
many cases, the situation is between two extremes; with some modifications, the
current route can be adapted to meet the immediate requirements but future needs
will require a new route.

It is common for the delivery of the first batch of a drug entering the development
phase, as a new chemical entity (NCE), to be on the critical path. The material
from this first batch is needed for toxicological studies, for phase 1, and in
many cases for formulation studies. Medicinal chemistry may have provided large
laboratory amounts of the compound, but it is usually less than 1kg. Much of
the chemical and physical properties of the compound and intermediates are not
known, as the compounds are novel. This implies moving in a rapid manner
at this early stage taking huge risks owing to lack of knowledge of key process
parameters [4].

Different companies wrestle with these decisions and come up with different
approaches. As many compounds fail in phase 1, the use of the current route is
the most expeditious as little time and resources need to be spent doing process
research. There is often little time or resources to develop a completely new
route. Smaller companies tend to adopt this approach but there is a trap waiting
down the line (vide infra). However, a little forethought can pay dividends in the
future.
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The move from a medicinal chemistry route to kilogram batches is the time to
look at the final steps of the sequence. Is a simple transformation involved, such
as the hydrolysis of an ester? Are polymorphs a problem and does the crystalli-
zation have to be closely controlled? Is salt formation required for the API? If the
last step can be locked in at this stage, yet allow a wide range of approaches to
be used to the penultimate compound, then there may be some leeway to look at
variations in the current route, even as the first larger-scale material is being made.

With the first delivery out of the way, or if the original route just cannot be used
for the first delivery, route selection can begin in earnest. Many groups will also do
this even when a workable route is available, as some small modifications can pay
dividends, but this should not detract from the goal of developing a manufacturing
process.

The approach will depend on the company, its size, and management philosophy.
Some will do minimal amounts of process research to get the original synthesis
to a state where it can be used for commercial manufacture. The thinking here
is along the lines, “It doesn’t pay to delay product launch to get a better process.
We're better off launching with an acceptable process and then investing in process
development refinements to drive down costs.” In other words, “design it fast
now, design it right later” [9]. Real costs will be incurred by the use of a less
than optimal route. There is no guarantee that less process development will be
needed when compare to implementing a better alternative. In addition, vendors
may need to be found for a new starting material, while ones for the first route,
if this philosophy is known, will not look at process improvements themselves for
bespoke products. Smaller companies, as they do not have the cash or resources
to invest in significant process development, often take this approach. In addition,
smaller companies tend to partner or sell their products to larger companies who
then undertake the required development. This, however, is a double-edged sword,
as the purchasing company often reduces the reward if a significant amount of
work needs to be undertaken.

2.3.2
Costs

In addition to timing, cost is the other major variable that needs to be taken into
account. Here there may be a delicate interplay between these two factors. Some
companies are extremely conservative; while aiming to get the process right the first
time, an inordinate amount of time is spent in addressing all perceived and real
problems. This is also a costly exercise and, almost invariably, some unforeseen
factor or problem still arises. However, getting it right the first time can save
money; there are no failed batches, for example. This last method also reduces
the lead time for getting the candidate to market. However, the approach requires
intense effort early on to ensure that reactions are robust. The key is to have an
experienced team that can meet the challenges of problems that arise during the
scale-up process and adapt accordingly. This experience can manifest itself even at
the gram scale. As an example, a highly exothermic reaction may not be applied
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at 100 g even when successful at <10g owing to heat removal problems caused
by the lower contact surface areas between the reaction flask and cooling liquid.
The author saw this when performing alkyllithium reactions when larger-scale
reactions resulted in the hexane boiling even though the flask was immersed in a
dry ice/acetone bath.

Good risk assessments at this early stage also help with the development of
quality by design (QbD) criteria.

Another aspect associated with costs is resource availability. For a small group,
performing the first large-scale syntheses may take almost all of the available
resources and there may be none left to look at second-generation approaches.
Outsourcing these first campaigns may be a cost-effective long-term solution, but
this can be a difficult “sell” to the management. Outsourcing the route selection
and process research for a new approach should only be done with a company that
has had a successful track record of making materials at the projected commercial
scale. This mitigates the risk of working with a company that makes intermediate
scales and then having to repeat the whole exercise if the second-generation route
is found to have scale-up issues.

2.3.2.1 Removal of a Chromatography Step

One of the common steps process chemists have to “remove” from a sequence is
chromatography. Many companies do not have large-scale equipment to perform
this separation technique. In addition, large amounts of solvents and stationary
phase can be involved. In some cases, this technique may have been used as a
matter of course to purify an intermediate or target molecule. In other instances,
it may have been necessary to remove an impurity that was difficult to remove by
other means. Understanding why the impurity is formed may give the lead to solve
the problem and allow use of what initially looked like an unworkable route at scale
to become a contender for a manufacturing process.

Such an example is provided in the synthesis of TAK-779 (1), a nonpeptide CCR5
antagonist [10]. In the original route to the o, 8-unsaturated acid 3, the B-keto ester
prepared from 2 and dimethyl carbonate was reduced with NaBH, followed by
dehydration and hydrolysis. The S-keto ester reduction was performed in CH,Cl,
and involved a portion-wise addition of the reductant to minimize formation of
the diol, which was still formed as a by-product and required chromatography
for separation. A change of solvent to THF/H,0 (10 : 1) at —10 °C still gave
some of the diol, but dehydration followed by hydrolysis with NaOH allowed
the desired 3 to be separated by simple extraction followed by crystallization
(Scheme 2.1).

233
Safety, Health, and Environment (SHE)

None of these factors can be compromised. Reactions that involve hazardous
reagents, such as azide, or a nitration are simple to flag. Some companies have the
capabilities to run these reactions, while for other companies use of a reducing agent
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such as diborane or lithium aluminum hydride may be a nonstarter. Experience
within the company is usually the knowledge pool.

Other reactions may not be as obvious and this can be where an experienced team
reaps rewards. A laboratory run may show a temperature spike (and sometimes
not in all runs). More than one person running a reaction at laboratory scale can
have the advantage of negating an individual’s experimental “quirks,” as well as
providing more than one pair of eyes for observation. Any questionable reaction
should be run in a system where heat flow can be monitored, such as an RC-1,
so that engineers can determine whether it is safe to perform in the available
equipment. If the reaction has to be performed in a specific manner, slow addition
of a reagent, for example, safety must be built into the plant with engineering
safeguards to ensure that a runaway reaction does not ensue. This might involve
additional costs or an unacceptable lead time to install the equipment.

The health of the operators cannot be compromised. Not only do they have to be
aware of the hazardous materials they are handling but they also cannot be exposed
to them. In addition to solvents and reagents, this can include intermediates and
the API.

The SELECT parameters overlap with safety, environmental, and control to a
certain degree [7]. The main type of issues associated with process and worker
safety are as follows:

Scheme 2.1

+ Thermal runaway

+ Gas evolution

Potentially explosive or shock-sensitive materials
« Highly corrosive materials

* Acute or chronic toxicity

Gentoxicity

« Pyrophoric and highly flammable materials.

For a specific chemical, the COSHH (control of substances hazardous to health)
procedures can be used to minimize risks during handling. This three-tier approach
is as follows:
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» Where possible, substitute the chemical for a less hazardous one.

« If this is not possible, reduce the quantity of that chemical (e.g., catalytic rather
than stoichiometric).

« If neither is possible, then use engineering controls and personal protective
equipment.

In addition to the handling problems and costs, there will probably also be an
environmental price to pay through waste disposal and control of emissions unless
the material can be easily recycled.

As many compounds in a route are new, databases are available to determine
some degree of predictive safety or hazard assessment for that chemical [7].

Microreactors are beginning to be accepted in pharmaceutical processes and can
even be used under current Good Manufacturing Practice (¢cGMP) [11, 12]. The
technology is particularly beneficial for hazardous reactions, including exother-
mic and fast reactions, where additions may be extremely difficult to perform
in batch mode, and ones where a hazardous intermediate or reagent is used.
If the method of numbering up is used to make larger amounts, the advan-
tage of finding conditions in the laboratory can be quickly transferred to the
plant with confidence [13]. The need to move from the laboratory to pilot plant
to manufacturing is alleviated together with the somewhat unpredictable nature
of moving between scales, although this is getting better as the understand-
ing of the process is increasing. The number of industrial examples is now
increasing [13-15].

Waste disposal is often forgotten by the laboratory chemist, but heavy metals,
halogens, and aromatic by-products, to name but a few, can also present costly
problems. In other cases, a solvent, such as dichloromethane, may need to be used
to obtain a high yield. This substance will need to be captured and recycled; can
the plant where the process is to be run accommodate this? If it cannot, then an
alternative must be found.

2.3.3.1 Safer Processes
For a more in-depth discussion on the critical stages of safety assessment, see
Chapter 3.

As with other aspects of route selection, a formalized methodology has been
proposed with “‘expert rules” to alleviate some of the time pressures associated with
gathering experimental safety data. Although the approach covers reactions outside
of those used in pharmaceutical manufacture, such as vapor-phase reactions, many
of the parameters are relevant[16, 17]. The method also sets up a reaction “network”
where all possible reactions and by-product formations are considered. Each of
these reactions is considered with the criteria in Table 2.3. In addition, there are
factors to consider for the overall process and the development of flowsheets.

Table 2.4 incorporates all the factors and issues relevant to batch processing
and for pharmaceutical manufacture. Those relating to large-scale commodity and
petrochemical production have been omitted.
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Heuristics for inherent safety analysis during route selection.

Item

Condition

Safety issue

Alternative

Raw material
Intermediate
Catalyst
Solvent

Solvent
Reaction

Hazardous material

Flammable material

Corrosive material
Toxic, mutagenic,
carcinogenic, or
teratogenic material
Reactive, polymerizable,
pyrophoric, peroxide
forming, water reactive,
or thermally unstable
Hazardous solvent
Liquid phase catalyst

High-temperature
reaction

Reaction temperature >
auto-ignition
temperature of material
Heat of reaction

Use of hazardous
material in reaction
Increased inventory of
hazardous material

Possibility of fire or
explosion
Equipment corrosion
Possibility of worker
exposure

Possibility of
unintended reaction

Use of hazardous solvent
Increases exposure
potential

Use of extreme
operating conditions

Material under ignition
conditions

Release of large amounts
of energy and potential
for runaway

Look for a process that
uses safer material
Replace with a safer
alternative

Move to a safer
alternative by changing
the form of the material,
structure of the material,
or masking the material
Dilution

Couple reactions where
the hazardous
intermediate is made
with one that consumes
it to minimize buildup
Change reaction
conditions and catalyst
as necessary

Look for alternative

Look for alternative
Look for alternative

Look for alternative

Use safer solvent

Use solid or polymer
supported catalyst
Look for alternative with
safer operating
conditions

Change operating
conditions to safer
regime

Look for lower energy
alternative

Use smaller reaction
inventory

(continued overlea)
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Table 2.4

(continued)

Item

Condition

Safety issue

Alternative

Exothermic reaction
with liquid phase

Exothermic reaction and
vapor-phase reaction

High-pressure reaction

Low conversion

Process yield is low for
catalytic reaction
Process yield is low for
noncatalytic reaction

By-product formation
from a main (desired)
reaction

Reactants for side
reactions are raw
materials or
intermediates

Loss of temperature
control could lead to
uncontrolled boiling,
overpressure, and
rupture

Loss of temperature
control and could lead to
runaway reaction

Use of extreme
operating conditions
Reduced conversion of
raw materials resulting
in the need for recycle or
recovery unit and an
increase in in-process
inventory of materials

Low throughput with
large volumes

Low throughput with
large volumes
Stoichiometric reagents
often required
By-product formation
results in a need for
more separation units,
use of more raw
materials and waste of
energy in the process

Increase robustness of
reactor

Use solvent to remove
heat of reaction

Use smaller inventory
Add nonhazardous inert
material or diluent to
remove heat of reaction
Add excess nonhazardous
reactants to feed stream
to remove heat of reaction
Look for alternative with
safer operating conditions
Use excess nonhazardous
reactants to increase
conversion

Change reactor to
improve heat and mass
transfer

Improve contact between
reactants to ensure
proper distribution and
mixing of reactants and
by avoidance of stagnant
zones

Look for alternative
catalyst to get better yield
Look for catalytic process
to get better yield

Change reaction
conditions to minimize
by-product formation
Use nonhazardous or less
hazardous materials that
are easy to separate in
excess

Look for alternative
processes with higher
yield

Limit the use of excess
reactants
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Item

Condition

Safety issue

Alternative

Work-up and
separations

Heat
exchangers
and utilities

Large amounts of
materials in process

Boiling point of material
< operating temperature

Presence of
thermally/polymerizable
unstable materials

Use of mass-separating
agent

Use of a heat-transfer
medium other than
steam or cooling water
Presence of hazardous
chemicals

Large inventory of
chemicals

Possibility of flash in
case of leak

Possibility of thermal
decomposition and
polymerization

Use of mass-separating
agent leading to need for
an additional unit to
recover such agent and
increase in process
inventory

Use of a heat transfer
liquid or refrigerant

Inventory of hazardous
chemicals

Reduce residence time
in reactor

Change configuration or
size of equipment
without affecting
throughput

Reduce inventory of
flammable material in
separator

Keep operating
temperature away from
the decomposition
temperature

Conduct the separation
process under low
pressure

Add inhibition materials
to avoid unintended
reactions

Use a process that does
not use a
mass-separating agent
Replace mass-separating
agent in separation unit
with less hazardous
material

Replace mass-separating
agent in separation unit
with less hazardous
material and with a
material that is easy to
recover and has higher
selectivity

Replace the
mass-separating agent in
the separation unit with
an in-process material
Change the heat-transfer
medium

Use compact heat
exchangers

(continued overleaf)
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Table 2.4  (continued)
Item Condition Safety issue Alternative
Temperature > 150 °C  Use of extreme Decrease temperature in
or pressure > 25 bar operating conditions equipment
Decrease pressure in
equipment
Use of a hazardous Handling of hazardous ~ Use in-process materials
solvent solvent (raw materials, product,
by-products, intermediates)
as solvents in the process
Use water as the solvent
Use a less hazardous
solvent with desirable
properties
Storage Hazardous Inventory of hazardous  Reduce the inventory to the
intermediates/raw chemicals minimum required level by

material supply from
outside boundary
limits/tanker/
pipeline/shipment
Hazardous
intermediate /raw
material supply from
inside boundary limits
Hazardous
intermediate from
inside boundary limits

Inventory of hazardous
chemicals

Inventory of hazardous
chemicals

adopting a just-in-time
approach

In situ manufacture of
material

Reduce the inventory of the
material to the minimum
practicable level

Modify the reactor, which
allows the in-process
consumption of the
intermediate as soon as it
is produced

Reduce the inventory by
use of a close coupled
reactor arrangement
instead of an individual
reactor arrangement
Modify the process
configuration such that
downstream units draw
directly from the plant
Change the operation
philosophy such that
downstream would be shut
down or run at the lowest
possible throughput when
the upstream unit is shut
down and vice versa

Adapted from Refs. 16, 17.
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One aspect of route selection that is relatively simple to assess is when a reactive
intermediate or reagent is involved. If the proposed route contains a reactive
reagent, such as diazomethane, concentrated nitric acid, or phosgene, or if an
intermediate contains a reactive group, such as azide or diazo, then alternatives
should be looked at. Although there are ways of minimizing the safety problems,
for example, by the use of microreactors, this will still require significant time and
resources to develop a robust and safe method.

2.3.3.2 Green Chemistry

With a number of large-volume drugs becoming generic, environmental impact
and costissues are of current importance; this is also applicable for new compounds
entering the route-selection process. One measure to address this issue is to strive
toward a “green” or sustainable process [4, 18]. Chemists tend to focus on green
chemistry, which relates to the chemical aspects of a synthesis or manufacturing
process. The industry and other disciplines tend to adopt a broader approach
and look for sustainable processes. The two overlap in many ways and green
engineering also has its principles (vide infra).

The fundamentals of green chemistry are, to a degree, covered by the SELECT
process, but with emphasis on the environment, social impacts, and cost [19]. The
green chemistry concepts listed below can be interpreted and refined in various
ways, such as the atom economy approach, where the vast majority of atoms in the
starting materials should end up in the product.

1) Tt is better to prevent waste than to treat or clean up waste after it has been
formed.

2) Synthetic methods should be designed to maximize the incorporation of all
materials used in the process into the final product.

3) Wherever practicable, synthetic methodologies should be designed to use and
generate substances that possess little or no toxicity to human health and the
environment.

4)  Chemical products should be designed to preserve efficacy of function while
reducing toxicity.

5) The use of auxiliary substances (e.g., solvents separation agents, etc.) should
be made unnecessary wherever possible and innocuous when used.

6) Energy requirements should be recognized for their environmental and
economic impacts and should be minimized. Synthetic methods should be
conducted at ambient temperature and pressure.

7) A raw material of feedstock should be renewable rather than depleting,
wherever technically and economically practicable.

8) Unnecessary derivatization (blocking group, protection/deprotection, tempo-
rary modification of physical/chemical processes) should be avoided whenever
possible.

9) Catalytic reagents (as selective as possible) are superior to stoichiometric
reagents.
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10) Chemical products should be designed so that at the end of their function they
do not persist in the environment and break down into innocuous degradation
products.

11) Analytical methodologies need to be further developed to allow for real-time,
in-process monitoring and control prior to the formation of hazardous sub-
stances.

12) Substances and the form of the substance used in a chemical process should
be chosen so as to minimize the potential for chemical accidents, including
releases, explosions, and fires.

Twelve more principles have also been proposed that augment the original 12
[20].

1) Identify and quantify by-products.

2) Report conversions, selectivities, and productivities.
3) Establish full mass balance for process.
4) Measure catalyst and solvent losses in air and aqueous effluent.

U1

) Investigate basic thermochemistry.

=)

) Anticipate heat and mass transfer limitations.

~

) Consult a chemical or process engineer.

(]

) Consider the effect of the overall process on the choice of chemistry.
9) Help develop and apply sustainability measures.
1

=]

) Quantify and minimize the use of utilities.

—_

1) Recognize where safety and waste minimization are incompatible.
12) Monitor, report, and minimize laboratory waste emitted.

The 12 principles of green chemistry have also been summarized by the
mnemonic PRODUCTIVELY [21]:

» P — Prevent wastes

+ R — Renewable materials

¢+ O — Omit derivatization steps

+ D — Degradable chemical products

+ U - Use safe synthetic methods

 C— Catalytic reagents

« T - Temperature and pressure ambient
* I —In-process monitoring

+ V —Very few auxiliary substances

+ E — E-factor, minimize feed in product
+ L — Low toxicity of chemical products

* Y — Yes, it is safe.

The principles of green chemistry can be related to the potential liability or
benefits of a particular route. In addition to environmental impact, economic
factors can become apparent as summarized in Table 2.5 [22].
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Relationship between green and economic factors [22].

Environmental

Economic

Atom economy

Solvent reduction

Reagent optimization

Convergency

Energy reduction

In situ analysis

Safety

Minimal by-product formation
Reduced environmental burden

Less solvent waste
Reduced environmental burden

Use of catalytic reactions
Recycle possible

Reduced environmental burden
Improved process efficiency
Lower number of overall steps
Reduced environmental burden

Reduced environmental burden
due to improvements in power
generation, transportation, and
S0 on

Reduced risk of exposure or en-
vironmental releases

Use of nonhazardous materials
and processes reduces exposure,
release, explosion, and fire risks

Maximized use of starting mate-
rials, reagents, catalysts
Reduced costs

Reduced volumes

Higher throughput

Less energy requirements
Reduced costs

Higher efficiency

Higher selectivities

Reduced costs

Higher efficiency

Higher overall yield

Fewer operations

Reduced costs

Milder conditions

Shorter process times

Increased efficiency

Reduced costs

Increases throughput and effi-
ciency

Less materials wasted

Fewer reworks

Reduced costs

Worker safety improvements
Fewer engineering control mea-
sures required

Reduced downtime

Reduced costs

The 12 principles of green engineering look at the sustainability issues from a

different perspective [23]. These engineering principles complement and enhance

those of chemistry in many ways.

1) Designers need to strive to ensure that all materials and energy inputs and

outputs are as inherently nonhazardous as possible.

2) Itis better to prevent waste than to treat or clean up waste after it is formed.

3) Separation and purification operations should be designed to minimize

energy consumption and materials use.

4) Products, processes, and systems should be designed to maximize mass,

energy, space, and time efficiency.

5) Products, processes, and systems should be “output pulled” rather than

“input pushed” through the use of energy and materials.
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6) Embedded entropy and complexity must be viewed as an investment when
making design choices on recycle, reuse, or beneficial disposition.
7) Targeted durability, not immortality, should be a design goal.
8) Design for unnecessary capacity or capability (e.g., “one design fits all”)
solutions should be considered a design flaw.
9) Material diversity in multicomponent products should be minimized to
promote disassembly and value retention.
10) Design of products, processes, and systems must include integration and
interconnectivity with available energy and material flows.
11) Products, processes, and systems should be designed for performance in a
commercial “afterlife.”
12) Material and energy inputs should be renewable rather than depleting.

The “greenness” of a process has many aspects including the use of raw
materials, solvent usage (and recycle), and reagent amounts whether catalytic,
stoichiometric, or in excess. Among the metrics that have been put forward are
Trost’s atom economy [24, 25], Sheldon’s environmental impact factor (E) [26], and
reaction mass efficiency [27]. This last factor has been related to the other metrics,
and can be used to assess the “greenness” of alternative route options. A related
approach to the latter method is EATOS, the environmental assessment tool for
organic syntheses [28].

As an example, catalytic reactions should be performed rather than using
stoichiometric reagents [29]. A 1,4-reduction of an enone with hydrogen is greener
than the use of a hydride donor reagent. In addition, hydrogen is also cheaper. For
oxidations, hydrogen peroxide delivers more oxygen as a percentage of the oxidant
than any other [26]. Biocatalysis should always be considered, where possible, as
enzymes often force reactions to be run in aqueous media, and, of course, catalytic
reactions are usually cheaper and greener than stoichiometric counterparts [26].
Despite some long established enzymatic reactions, the area of “white” (industrial)
biotechnology is still seen as an emerging field and many process chemists and
engineers tend to avoid it. Again, this illustrates the importance of having a group
with diverse backgrounds participating in the route-selection process and having
the willingness to embrace new technologies that are commercially viable.

A list of reactions that could benefit from having “greener” alternatives has been
published. In route selection, additional thought should be given before one of
these reactions is incorporated into a sequence, as most result in an expensive
process or the need to have specialized equipment. The list of reactions where
better alternatives are preferred is as follows [30]:

* Mitsunobu reactions

+ Amide reductions with stoichiometric hydride reagents

» Bromination reactions

« Sulfonation reactions

+ Amide formation reactions with poor atom economy reagents
+ Nitration reactions

+ Demethylation reactions
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Friedel-Crafts reactions on unactivated substrates
Ester hydrolyses

« Hydroxy group activation for nucleophilic substitution
+ Epoxidation

 Wittig chemistry with Ph;P

Radical chemistry with tin reagents.

Some of these “problem” reactions are being addressed by the use of flow
reaction technologies, as this can reduce the environmental impact significantly,
such as by recycling unused nitrating reagents, accessing high temperatures or
pressures, and increasing reaction selectivities through improved heat and mass
transfer.

234
Legal

In some ways, intellectual property (IP) is linked to FTO. The latter considers what
competitors and others working in the field have protected and the ability to still
make the target molecule without infringing any of those patents. However, the
process and compound should still be protected. In most cases, a composition
of matter or use of the material in a specific application provides the first line
of defense. The process can provide a second line, which often extends past the
compound becoming generic. Although a new route may provide a process patent,
it tells competitors the process and helps them find ways to get round their patent.
FTO is more important. The pros and cons of patenting a process are still being
discussed [4]. The philosophy of developing a good process after a compound has
been launched extends this patent coverage period. However, a good company
does not stop looking at new methods and processes to commercial drugs as new
methodologies are developed. It may be cost effective to change a process long after
launch. With the rapid development of new synthetic methods and technologies,
the chances are high that a new approach will have been developed before the drug
becomes generic.

The chemistry precedence is a big driver in route selection. However, the
downside to this is that the reaction, reagents, intermediate, or even transformation
may be patented. In other cases, such as an asymmetric hydrogenation, it may not
be too difficult to find an alternative catalyst that is off-patent or is owned by the
company. In some cases, licensing may not be too expensive, but this must be
established before committing to the final process. There are waivers for using a
patented process under certain circumstances if it is for research purposes. In a
few cases, this may be acceptable if the patent will expire before the drug candidate
is likely to reach the market, but this can still be a risky venture.

The other legal issues that need to be addressed when considering a route are the
use of regulated substances. These could be controlled or banned substances. In
addition, hazardous materials can have legal constraints, such as not being able to
transport them by air. This can add significantamounts of time if transoceanic travel
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is involved. Customs clearance can also be a problem of time. In addition, some
chemicals, such as thionyl chloride, cyanogen chloride, and phosgene can have
severe restrictions outside of those imposed by their reactivity. In the European
Union, it may be a problem if a process were to use unacceptable amounts of
COMAH (control of major accidents and hazards) listed chemicals or the materials
had third-party restrictions, such as notification of new substance regulations
(NONS) data. Registration, evaluation and authorization of chemicals (REACH) is
being implemented in the EU to cover some legal aspects as well as safety, and
use of, or movement of, large amounts of materials may trigger the need for a
registration.

2.3.5
Other Considerations

There are other factors that still need to be considered at this stage where an
opinion can save time and cost if the proposed route has a step outside of standard
chemistry and where an experts may have insight into ways to perform a specific
step. As an example, if a catalytic step only gave a low conversion or selectivity
in the “killer experiment,” what are the chances of finding a catalytic system that
would fulfill the goals for the step? What cost and time would it take to perform a
screen? Could this screen be done in-house or does it have to be outsourced? If it is
the latter, are the paperwork and other details, such as confidentiality agreements,
in place so that it can be done quickly? This is also an area where FTO and IP
issues need to be recognized, and agreements, at least in principle, made before
embarking on the experimental pathway. In addition to chemical catalysts, there
are other scenarios to consider.

The implementation of a single biocatalyst may require some process develop-
ment. For bioprocesses where more than one transformation is enzyme catalyzed,
a number of approaches may be viable and these may need to be prioritized.
Although the development of screening, evolution, and genetic modifications has
led to many more biocatalysts being available or accessible [31, 32], engineering
aspects of the approach are as important for the successful development of a
scalable process [33]. Thus, while a biocatalyst may give a high yield, the kinetics of
the reaction, throughput, ease of implementation, and downstream processing also
need to be considered. A semi-quantitative method to screen potential biocatalytic
processes has been proposed to address the many variables and provide guidance
to the preferred routes [33].

Some classes of compounds have a limited number of methodologies that can
be used to prepare clinical and commercial supplies. Oligonucleotides, peptides,
and carbohydrates can fall under this heading. Although the methodologies are
expanding, pushed by the need to make larger amounts and the processes greener,
the chemistries are still dominated by the methods used to couple units [34-36].

As already discussed, route selection and moving a process forward in the early
stages of development are in a delicate balance with getting materials in time and
costs. In many cases, the “best” manufacturing route will not result because of
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these early constraints. The pharmaceutical company’s process group, therefore,
should always be looking at better routes and process improvements even if they
are not implemented. The learning alone could lead to a new cost-effective route
when the drug becomes generic.

One aspect of route selection that is often ignored is the time taken to perform
an individual step (chemical transformation). An exothermic reaction may demand
a slow addition time to control the heat output of the reaction. For example, a
reaction that takes 30 min in the laboratory because of slow addition to control
and exotherm may require 6 h in the plant because of poorer heat transfer at the
larger scale. In addition, the workup of the reaction may be problematic. Here,
experienced chemists can provide great insight: Is a solid difficult to filter? Is
separation of layers slow? Sometimes a simple change in solvent can alleviate the
bottleneck and it is quicker to do this in the laboratory to find the answer rather
than run into the problem magnified many fold in the pilot plant.

To perform a single chemical transformation requires a number of “tasks” or
“operations” to be carried out: The reactor must be charged with solvent, reactants,
and reagents; heating or cooling may be needed. The reaction workup and isolation
of the product involve additional tasks. For a single transformation, 60-80% of
the tasks may not be directly related to the reaction itself [37]. In route selection,
hindsight can be a wonderful thing. When embarking on a route scouting and
scale-up program, it is imperative to be safe and have an action plan. Before
performing experiments, the group should think about what useful data should be
collected and how it will be used in future experimental design and campaigns. One
aspect of early campaigns is the isolation of intermediates that may be redundant
when steps are telescoped and the process is better understood. This approach not
only allows for intermediate fixes in the process, by remedial purification of an
intermediate, but also allows for analytical data about impurities to be obtained.
This information can then be used to streamline the process in future campaigns
and to decide whether the conservative approach is necessary. This aspect of route
and process selection is not always appreciated as illustrated in an article where the
author asks the question “So why does the US pharmaceutical industry persist in
using complex manufacturing processes to make APIs? Consider... API process
chemistry: typically, each intermediate must be isolated, a cumbersome and costly
process” [38]. The answer lies in the approach and stage of development. Little is
known in the early stages and the information required for second-generation and
generic manufacture is not available. In addition, patents are often filed soon after
the route has been shown to be viable rather than give away the manufacturing
method. Perhaps pharmaceutical companies will learn from the current situation
with many large-volume drugs going generic, and will protect their processes, and
potential processes, better in the future.

With a medicinal chemistry route that needs significant work to make material,
little is known about the process chemistry, impurities, and control factors and
parameters. Analysis is needed to understand what is going on before the experi-
ments are performed. A process can be simplified later on and, perhaps, analyses
removed, as they do not contribute to quality control.
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Figure 2.3 Comparison of a shorter linear sequence and a convergent approach.

Some points are proposed that do offer guidance when looking at each process
step [38]:

« Can each step be performed in time? If not, can time and costs be reduced?

+ How will reaction kinetics affect the total reaction time?

+ Are the best solvents for the process being used? This includes using solvents
that offer maximal density differentials to aid phase separations and workup in
general.

+ Will the intermediate require isolation?

+ Can the same solvent be used throughout the process or through a number of
steps?

+ Are commercial conditions being replicated in the development process?

« Is the process such that it delivers quality product rather than quality being
achieved by product testing?

2.3.5.1 Throughput
If the medicinal chemistry route is taken as the initial starting point, then any
subsequent process routes should be cheaper and more efficient. A reduction in
the number of chemical steps can be achieved by short cuts, say by avoiding a
change in protecting group, or better by the use of a convergent synthesis. These
scenarios are summarized in Figure 2.3 where all chemical yields are an optimistic
95% for each step. The convergent sequence has the same number of steps as the
longer linear sequence. The overall goal is to rapidly build up molecular complexity
with a minimal number of steps [39].

Although many issues that affect throughput cannot be determined until ex-
perimentation has been performed, such as the need for a slow addition to avoid
by-product formation, or even when transferred to manufacturing, some concerns
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can be evident at the route selection stage [7]. The key variables that influence
throughput are as follows:

+ Chemical yield

« Availability and capacity of available vessels

+ Cycle time for a step (reaction time, work-up time including crystallization time,
distillations, drying, and cleaning)

« Concentrations and volumes

+ Number of unit operations

« Use of specialized equipment

+ Use of protection or salt formation where the formula weights are increased

significantly by material that does not end up in the product

Low availability of a starting material or reagent.

An example of a reaction that has low throughput but is currently popular in
academia and drug discovery is a ring-closing metathesis. Although formation of
larger rings is a very useful reaction, as with the HCV protease inhibitor BILN 2061
(Scheme 2.2), a large amount of work was required to alleviate dimer formation at
higher concentrations [40] — a problem arising from the reversible nature of the
metathesis reaction itself. Even with optimization work, the concentration is still
0.2 M.

AstraZeneca has established a relationship between the number of steps and
the amount of API that can be manufactured in a specific time. A simple model
has been generated that calculates the number of batches required in a particular
campaign [7].

n( RyMyyn 1 A
Np = _noowhn—
B Zl ( th,nYn ) VP,n

Ng
T = — is
P + misc

Ap
here P= —
s T,

c
The variables in these equations are

Y = chemical yield (%)
M, = molecular weight (g mol™1)
V = bottleneck operational volume (L)
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Vp = plant volume (L)
Ap = plant availability
T, = process cycle time (weeks)
P = productivity (batches per week)
n = number of isolated steps
Np = number of batches for required amount of material
R, = amount of material required (n = n for API, n = 1, for first stage isolation,
etc.)
Tn = length of manufacturing campaign (weeks)
misc = time for other activities such as interstage cleaning.

To improve throughput, a number of factors can be considered and this is useful
at the route selection stage, as it may prove prudent to adopt a different synthetic
strategy. For example, an intermediate may not be very soluble and avoiding
this particular compound may be the best solution. Factors to consider are as
follows:

¢ Chemical yield can often be improved through a better understanding of reaction
kinetics and mechanism. The screening of parameters such as solvent, reagents,
and catalysts can lead to improvements.

« If the capacity, number, and types of vessels are the limiting factors, consider
using an alternative plant.

+ Reduce the number of the most time-consuming unit operations through
“telescoping.” These operations include solvent replacement, extractions, crys-
tallization, filtrations, and drying.

« Poor solubility can lead to dilute reactions. A solvent change or derivatization of
material may help but avoiding the situation could be the best solution.

* Specialized techniques, such as chromatography, can be slow. Look for alterna-
tives or adapt to be continuous.

« High molecular weight protecting groups, salt forms, and reagents can decrease
throughput. Try and avoid these.

+ Raw material suppliers with long lead times can have a large impact. An efficient
supply chain must be implemented.

2.3.5.2 Solvents
For some processes, solvent usage can be a big issue. During the route-selection
process, the potential to use the same solvent for two or more steps should be
considered positive, as this could also result in telescoping. In most cases, solvent
recycle will reduce solvent usage and costs. Thus, steps that require mixed solvent
systems in either the reaction or workup, and where subsequent separation of these
solvents for recycle is not easy, should be investigated for alternatives. However,
looking for these problems at the planning stage may not be easy.

As noted under safety and green processes, nonhazardous and safer solvents
should be sought and their usage should be as low as possible. Water is often
forgotten as a useful solvent or cosolvent for organic reactions (see Chapter 12).
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2.3.5.3 Raw Materials
Raw materials play a key role in the assessment of initial routes and it is often
difficult to make comparisons with the limited amount of knowledge available.
Some raw materials are commodity chemicals and the amounts used, even for a
large volume and successful pharmaceutical, will have little impact on the current
market. If available, large-scale prices should be used, although attention should
be paid to the quality and stability of supply. On occasion, it may be necessary to
contact a company that makes a similar product to see if it can apply its technology
to the required raw material. Reputable companies usually give a price indication
for large volumes based on current knowledge and scale-up experience even though
the price for the initial small volumes may be several orders of magnitude higher
than this price. It is unrealistic to expect a few kilograms of a compound that has
not been made at scale to be only slightly higher than the projected cost for tons!
In the long term, with a successful drug, the raw material costs will reduce as
more competitors enter the market and new technologies, which may not have
been available when the original route was selected, are used.

2.3.5.4 Intermediates

Although processes often benefit from the telescoping of steps — performing two
or more steps in a sequence without isolation of an intermediate — purification
of the resultant material may be made more difficult as impurities may not be
purged. This is of particular concern when the sequence product is not a solid,
although alternative purification techniques might still be available to accomplish
the purification, such as acid/base extractions, distillations, and so on.

2.4
Route Selection

The variables to be considered have been discussed, to a degree, above. Whether it
is for a process that will replace a workable first generation method or to come up
with the first process, the time factor will still play an important role. The approach
is iterative and the potential for alternatives — chemical process selection rather
than route selection — will allow for contingencies and help succeed in doing it
right the first time at scale.

With any group of chemists, there will always be differences of opinion about the
best way to prepare a compound. There should be no shortage of ideas. If possible,
the medicinal chemists who have worked on the project should be included in the
ideation process. This group can usually give insight into the robustness of the
final step and whether this has the potential to be fixed.

With a number of feasible suggestions in hand, and thoughts about the pros
and cons of the different approaches under discussion, how are the permutations
prioritized? The project, company needs, and resources available will dictate the
method used, be it formal or not. A general flow scheme outlines some of the
selection processes (Figure 2.4).
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Figure 2.4 Flow scheme for route selection.

The key to success is to look at a reasonable number of alternatives while not
spending an inordinate amount of time finding the best route. The approaches can
be grouped in a number of ways: For example, is there a key reaction in a number
of approaches, such as an asymmetric reduction? Do a number of methods have
formation of the same bond as a pivotal step? This is a simple way to reduce the
number of ideas to workable groups.

Looking within these groups of reactions, a key transformation or transforma-
tions can usually be identified. If there is no close literature precedence, then
these should be the subjects of “killer experiments.” In other words, the trans-
formation needs to be tried with the real system or a close analogue to ensure
that there will be success. If the chemistry is problematic, then the approach is
dropped. It may be possible to return to this chemistry in a second-generation
process. Routes that converge on a common intermediate should also be grouped
especially if the downstream steps have a high chance of being performed suc-
cessfully. The focus for the preliminary screen should be that the chemistry
has a high probability of working. Of course, the medicinal chemistry and
any subsequent processes that have been used have already demonstrated this
attribute.

Once the general chemical strategies have been gathered, the next screening
criteria are cost and time. In reality, not all ideas can be run through in the



2.4 Route Selection

laboratory. Some companies have sophisticated spreadsheets to perform this part
of the process but some simple methods can also be employed. The following are
the questions to answer:

+ Does the chemistry work?

« Is there precedence for the reaction?

« If not, will a killer experiment be simple to run?
« Is there a showstopper?

If the answer to any of these questions is no, then that approach has to be
given a low priority. Here, a “showstopper” is one that involves SHE or legal
issues. Cost still has to be a key factor, and the key questions here are whether an
expensive starting material or reagent has to be used. Some idea of the relative
costs of the route ideas can be obtained by comparing the number of steps for
each approach; longer sequences will cost more. The final factor to consider at
this stage is whether specialized equipment is needed to perform a transformation
or to handle a hazardous reagent or intermediate. If the process will not fit into
already accessible plant equipment, there will be costs associated with obtaining
that equipment or tolling that step out to a third party.

After this step, the groups of reactions should now have some degree of priority
associated with them. It is worthwhile spending a little time at this stage to
consider some of the factors that can make or break a good route: Can the
final product and key intermediates be reworked? If all the intermediates in a
proposed route are thick oils, then this could cause purification problems and
it may be necessary to make a crystalline derivative so that purification can be
achieved even if this will add extra steps. Compared with a route that provides
solid intermediates, an approach that only involves liquid or oily intermediates will
drop in priority. As a general rule, however, protection and oxidation—reduction
sequences should be avoided, as these add two steps to a sequence. Although not
crucial at this stage, it is still a good idea to look at the potential of telescoping
steps. Just reversing the sequence of two steps in a sequence may provide this.
One way to do this is to consider the type of solvent needed for each reaction.
Put the reactions that need nonpolar solvents together, especially if the reactions
that require polar solvents are related to chemistry on a different part of the
molecule.

By now, the various ideas and groups will have found some sort of priority
listing. The top candidates should have a high degree of chemical success and
potentially be the lowest cost approaches. If insurmountable SELECT criteria have
been identified with a specific route, or a group of approaches, then these should
be dropped from consideration at this stage.

Now is the time to perform the killer experiments on the top priority ideas.

The final ranking process can now be undertaken. Again, a simple process will
often suffice, especially if ideas have been grouped. A representative member of a
group can be used to represent the whole group, and the best (shortest with the
best chance of success) is often chosen.

45



46

2 Route and Process Selection

Raw material costs will play a significant role in the overall cost of the process
and, if a low-yielding step is anticipated, this can be factored in at this stage. This is
different to a low chance of chemical success for a reaction far removed from any
precedence.

The baseline is the route that has already worked in making the material. This
has 100% probability of working; this is the medicinal chemistry route. From the
yields of the individual steps, the cost of each intermediate can be determined.
For simplicity, solvents and cheap reagents should be ignored. A weighting factor
can be used if an expensive reagent of procedure is used, so that the costs for this
step are multiplied by say 1.5. This approach also takes into account the length
of the sequence. The various routes can then be compared and the cost savings
compared to the route that works. The chance of chemical success then gives the
indication about which candidates should be followed. It is not uncommon for
a breakthrough idea with only a 10% chance of success providing only a 10%
reduction in costs under optimistic conditions. Note that the chemical yield in the
calculation for this breakthrough step might be used as 95% in the cost part of the
calculation, while realistically it has only a 10% chance of working. The interplay
between the chances of chemical success and potential cost savings is the decisive
factor.

The available resources will determine how many routes can then be taken
further. The assessment can also take into account groups of similar ideas; usually
these will have a higher chance of chemical success. In a few cases, a proposed
route may fall into two groups and, perhaps, has two breakthrough reactions.
Alternative scenarios will only have one of these breakthrough reactions. As
experimental results confirm the feasibility of one of these reactions, the “double
breakthrough” will move up in the rankings if it has significant cost-reduction
consequences.

Sufficient experiments should be run to determine the best route to follow. This
is also the stage where IP, safety, environmental, and health issues need to be
addressed. Unless these are simple to overcome, the route should be given a low
priority.

The method outlined above allows routes to be compared. It does not reflect the
overall cost of the final product. No allowance is made for going down the learning
curve and for reductions in costs of raw materials, while costs such as plant time
and utilities and waste treatment are also ignored.

A formalized method to rank possible routes has been used by AstraZeneca
and is based on a Kepner—Tregoe decision analysis [41, 42]. These are outlined in
Table 2.6 [43].

Whether a more formal process or a looser system is employed will depend
on a specific company’s circumstances. If the route-selection process involves
many experts from different backgrounds and disciplines from multiple sites,
then a more formalized approach is required. If the exercise involves a small
group at the same site, then a less formal approach will be quicker and just as
productive.
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Table 2.6  Route-selection criteria [43].

Criteria Explanation

Accommodation Are there any steps that would be difficult to accommo-
date?

Back-ups Is the route applicable to any backup compounds?

Chemical feasibility How likely are the proposed reactions to work?

Chiral integrity How well will any chirality survive transformations in the
route?

Chirality What is the enantiomeric excess of any introduced chiral
centers?

Convergence How convergent is the route?

Cost of goods What is the cost of goods for the route?

Effluent What is nature of the effluent cost of disposal?
Environment Do any of the steps on the route pose a significant envi-
ronmental hazard?

Flexibility Will the route allow delivery of different compounds if the
choice has not been narrowed down to one?

Health Do any of the steps on the route pose a significant health
hazard?

Intellectual property Are there any intellectual property issues or opportunities?

Meets existing API specification

Number of steps
Number of steps to key step

Potential genotoxic impurities

Potential yield
(overall/individual step)

Purification points

Raw material availability
Robustness

Safety

Solubility of intermediates

Throughput

Will the route afford material that meets the existing API
specification?

How many chemical steps does the route contain?

How much time/effort is required to investigate the key
step on a route?

Are there any issues with potential genotoxic impurities
on the route?

What is the potential yield of individual stages? What
is the potential overall yield? (Data can be updated as
experimental work is completed.)

How many, and where, are the purification points on the
route?

Can the required raw materials be sourced in bulk?

Are the chemical transformations robust?

Are all the transformations on the route safe to operate?
Are there any issues with the solubility of any intermedi-
ates?

What is the throughput of the route?

For a less formal process, factors such as cost, timing, and SELECT still need
to be considered. Chemical feasibility must still be at the top of the list. The key
questions to address are the following:

« Will the chemistry supply the appropriate amount of material within quality

criteria and at acceptable cost?

+ Are SHE and legal requirements met?
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2.4.1
Sildenafil

An excellent example of a change in route between medicinal chemistry and com-
mercial is provided by sildenafil (Viagra®) (4) [44]. The medicinal chemistry route
is linear (Scheme 2.3) but was good enough to provide early development quan-
tities. However, the use of the sulfonyl chloride 9 in the final bond-forming
reaction is problematic as it is a potentially toxic material; multiple crystal-
lizations were required to ensure purity. In addition, this sulfonyl chloride is
hydrolytically unstable and any losses due to this unwanted reaction are ex-
pensive at such a late stage in the synthesis. The formation of 9 at such a
late stage and with a relatively high molecular weight requires larger quench
volumes.

The overall yield from 5 to the product 4 was 7.5%. The key finding that allowed
for a route change was the cyclization to convert the amide 7 to the pyrimidinone
8. The use of an aqueous system resulted in the concurrent formation of the
acid. However, use of anhydrous conditions, such as KOBu-t in t-BuOH gave
a quantitative conversion with no impurities being detected. This observation
allowed for a reordering of the steps so that the potentially toxic material is
handled earlier in the synthesis, and the sequence becomes more convergent. The
commercial route is outlined in Scheme 2.4. The use of solvents was also greatly
reduced.
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Scheme 2.3
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The amine 10 is prepared by a palladium-catalyzed reduction of the nitro
compound 6 rather than the tin reduction. The sulfonamide 11 was prepared as
outlined in Scheme 2.5. The overall yield of 4 from 5 was increased to 75.8%.

2.5
Process Selection

So far, we have been concerned with route selection — how to get from available
starting materials to the final product. The details now need to be put onto the plan.
For example, if an aromatic coupling reaction is needed, which reaction should be
used, Heck, Suzuki, or Stille? This is where grouping of reactions can help as the
conversion of one intermediate to another may be similar. Some experimentation
may be necessary. Even the order of steps can play a role; is it better to do an enone
reduction before hydrolyzing an ester or vice versa? The problematic steps need to
be addressed at this time. A good process group will not ignore potential problems,
as these can grow to an insurmountable size later when it is expensive both in
terms of cost and time to fix.
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It is not uncommon for the unexpected to happen; Murphy’s Law will be obeyed.
The earlier these problems are addressed, the more options are open to achieve a
solution. The final chemical process needs to be understood (see Chapter 4).

The selection process is an iterative one. The initial preparation provides infor-
mation for a more informed route-scouting exercise. Experimentation leads to the
preferred route. Implementation both in the laboratory and to make material will
show up shortcomings and problems that then need to be addressed, perhaps by
changing the method of performing one step, such as changing a reduction to
a catalytic hydrogenation rather than using sodium borohydride. This is one of
the major reasons why the final step in the overall sequence should be fixed and
understood as soon as possible, as this allows some leeway to perform these earlier
step changes.

It is during this process stage that the groups of reactions can be ungrouped and
thought of as individual alternatives and put through the selection criteria once
more. In most cases, some experimental data will need to be obtained to determine
which is the lowest cost option available. For the example above concerning the
Heck, Suzuki, and Stille reactions for a coupling reaction, preparation of the
substrates for these reactions will be different and so will have cost and raw
material differentiators. The use of tin in the Stille method is a SHE flag. For
another example, consider putting the three components, A, B, and C together,
with A and B being joined by an amide bond and B and C by an ester bond to give the
final product A—B—C. If there are other functional groups present in the component
parts, the paper exercise may have already led to a single approach through reagent
and functional group compatibility issues. If not, then the experiments need to be
run.

The process selection exercise refines some of the variables already considered.
Solvent usage is examined in two consecutive steps to see if there is a potential
for telescoping, for example, at this stage, reagents are examined and the best
ones chosen. The aim is to define the process so that thermochemical, impurity,
solubility, and other important data can be collected. Compared with the route
scouting exercise, which can, for the most part, be considered a paper one, early
process selection depends on experimental results. In some cases, a potential
option may have to be dropped because there is not enough time or resources
available to evaluate it.

When a process is running, costs can be reduced by going down the learning
curve; operators are more familiar with the operations; scheduling limits downtimes
and maximizes use of equipment and raw material, and hence reagent prices can
decrease. If process improvement is not undertaken, then management may not
appreciate the potential cost benefits of the exercise and, if volumes increase and a
bottleneck is seen in the process, can concentrate on solving the wrong problem
[3]. Once a process has been selected, options still need to be kept open and
modifications made. In many companies, there is a reluctance to go back in the
process development sequence. However, as the process is run for a period of time,
problems that have not been noticed during the transfer and early runs will become
apparent. Small fixes may solve these problems, but again a wider vision should
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also be used. Why fix the current problem if an alternative and better method
circumvents it with better yield or throughput?

2.5.1
Pregabalin

The development of the anticonvulsant CI-1008 (12) illustrates some of the points
made above [45]. Route selection was primarily based on the low-cost manufacturing
process based on ““ideal process” cost projections. Four routes were evaluated in
the laboratory and, of these, two were scaled up in the pilot plant to result in the
selection of a resolution method.

The discovery method was based on the use of chiral auxiliary chemistry and
had issues with low temperature reactions, chromatography, side reactions, and a
low overall yield. However, this approach was modified to provide the initial few
kilograms of material. The methodology was modified again to use the tert-butyl
ester rather than benzyl; the reduction method was improved to avoid the smell
associated with the use of BH; - SMe;, and the final ester hydrolysis and reduction
was changed to help ease of isolation (Scheme 2.6).

Although there was potential for recycle of the chiral auxiliary, the improved route
of Scheme 2.6 still did not meet the cost goals. Other routes were investigated. One
started from the cheap chiral starting material, 1-leucine. However, the sequence
was long, nine steps, and was not developed past the proof of principle phase. A
similar approach with the same number of steps from isobutyraldehyde involved a
Stobbe condensation and a resolution.

Enzymatic resolution provided a much shorter sequence (Scheme 2.7). However,
the enzyme is animal derived and, thus, not allowed for use in pharmaceutical
applications owing to the potential of harmful by-products such as prions being
present. In addition, pig liver esterase (PLE) has ethnic implications. The last step
is from analogy with a route using a classical resolution approach of the racemic
amide acid (rac-13) with «-phenylethylamine.
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Scheme 2.6
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The knowledge gained from the previous studies prompted the use of malonate
chemistry and a screen to find a resolution agent (Scheme 2.8). The two chemicals
resolution approaches were almost comparable in cost, but the method of Scheme
2.8 was chosen, as it did not use chlorinated solvents.

The routes were compared with the assumptions of 100% yields, no labor
or overhead costs, no waste disposal costs, and bulk prices for raw materials.
The oxazolidinone route (Scheme 2.6) was 12.2 times more expensive than the
chemical resolution routes (cf- Scheme 2.8). Use of r-leucine was 6.1 times more
expensive, the Stobbe condensation 2.2 times, and the malonate route of Scheme 2.7
1.5 times, again compared to Scheme 2.8.
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This is an excellent example of adaptation to meet needs, as the compound
12, Pregabalin, is now on the market as Lyrica®. The process has not stood still
through the commercialization process. Two approaches were considered for the
manufacturing process: The first used an asymmetric hydrogenation as the key
step (Scheme 2.9). To avoid complications from the use of proprietary ligands,
Trichickenfootphos (TCFP) was developed [46]. Although catalyst usage is low
(substrate: catalyst = 27000 : 1), an enzymatic method is now employed (Scheme
2.10, ¢f. Scheme 2.7) [47]. The keys to the success of this approach are the use of
a low-cost enzyme and the ability to easily separate the product and racemize the
undesired isomer; there is also a simple, cheap entry to the cyano diester starting
material (¢f. Scheme 2.8) [47, 48].

2.5.2
NK1 Receptor Antagonist

The modification of a route from the one initially used to prepare a few grams
(Scheme 2.11) is provided by GW-597599 (14), an NK1 receptor antagonist. As with
many of these medicinal chemistry or small-scale approaches, there are a number of
issues. In the first step, use of low temperature is required to minimize overreaction
of the Grignard reagent to give a tertiary alcohol. For the imine reduction to give 15,
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high pressures and long reaction times are necessary. Safety concerns are present
with the use of borane and triphosgene. Finally, the resolution is performed at the
end of the sequence after the diastereoisomers have been separated [49].

The low yield for the isomer separation can be avoided by preparing the two
components 15 and 16 by asymmetric synthesis. The convergent approach (Scheme
2.12) is also enhanced if the amide reduction of 17 is performed prior to the coupling
of the components [49].

Optimization of the reaction steps, including telescoping, as well as a dynamic
kinetic resolution method provided an efficient method to the amide 17 as the
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mandelate salt (Scheme 2.13) [49]. The borane reduction was modified to generate
the reductant in situ [50].

2.5.3
Data

During the route scouting and the process selection experiments, a consider-
able amount of knowledge about individual steps and the overall process is
gathered. These data can be useful (see Chapter 4). There are a large number

of techniques available to collect data about various reaction parameters [51].
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Obviously, impurities coming from a step and how they go through subsequent
steps can have significant impact on the final steps, especially if they are difficult
to remove.

Outside of safety information, there is a tendency to gather too much data in
the early stages of process research and development. What question needs to be
answered? In many cases, the primary need is to understand the cause of a low
yield or why an impurity is forming. Design experiments to answer the specific
question. With the move to in-process analysis, such an approach should be high
on the solution list. It is easy to get bogged down collecting information about a
specific reaction while forgetting the overall picture or knowing why the data is
being collected. In some cases, a later step may be able to remove an impurity if it
is below 1%, so time need not be taken to get it below 0.1% in the reaction where
it is formed. The overall sequence has to be optimized, not a specific step.

A program should be designed so that experiments answer a specific question
associated with the immediate decision-making process. In other words, they
should be on or close to the critical path. If the data are useful later on for process
optimization, then the experiment is not in the “critical”” category and can be run as
the process development progresses. If additional data can, however, be collected
during these killer experiments, then its value should not be overlooked as long as
it is obtained for specific reasons.

2.6
Summary

Overall, safety has to be the overriding factor for route and process selection. This
not only includes the workers who are to be intimately involved in the execution
of the method in the pilot plant and manufacturing plants but also the end-users
and the patients who will see safety through the quality of the product. Thus,
although speed, cost, and quality interplay, quality has to be the most important
factor for drug process development. The end product ends up in humans and
cannot be compromised. As understanding of the process, the impurities formed,
and the properties of the molecule develops, specifications can be set and tightened
as necessary. The quality aspect can impact the process. For example, elegant
syntheses are short with a minimal number of steps, and telescoping can be useful
in reducing the overall number of unit operations. However, if a problematic
impurity cannot be removed during the sequence, or by-product formation is
outside of tolerable limits, a purification step may be needed to ensure quality
control of the API. Once again, a compromise may have to be used. However, in
the route-selection process, paying attention to low-yielding reactions, potentially
toxic by-product formation, or even just looking at a long sequence where oils are
the products can pay dividends in time and money by addressing these problems
early.

The key factors driving the route selection decision are timing, cost, SHE,
legal, and, above all, a chemistry fit. Risk management gives a large weighting to



References | 57

chemistries that work and provide precedence. Time and costs have to be traded,
and this can change as a candidate moves down the drug development pipeline.
SHE factors cannot be compromised, but compliance may involve significant costs.

Once a number of potential routes fulfill the necessary criteria, a few selective
experiments can then show the best option to follow. Process selection will refine
the approach and provide more specific parameters.

Route and process selection are iterative exercises and should be continued

throughout the life cycle of a product. If the candidate makes it to being a
blockbuster drug, you can be certain that others are doing the same exercise
anticipating when the compound would become generic.
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Critical Stages of Safety Assessment in Process Design
and Scale-Up

Stephen Rowe

3.1
Reaction Safety Concepts

Explosion hazards associated with processes are a major consideration when
seeking to scale-up. The criticality of assessing these risks during early development
cannot be understated. This chapter deals with the risks posed by runaway
exothermic or gas-generating reactions, decomposition of unstable substances and
gas, and vapor and dust explosion hazards, and how they are assessed. Occupational
safety and general health and safety hazards are not considered in this chapter.

A number of decisions have to be made during route selection and early
development, which have a huge bearing on the ultimate process risk. A number
of simple concepts are outlined to assist readers in selecting safer routes and
developing safer processes. The use of prediction techniques is introduced, followed
by laboratory tests used to quantify reaction hazards. Importantly, guidance is
provided on how to interpret the data and make decisions that will make the
process safer. For scale-up to larger scales, the process of hazard identification is
briefly introduced with prevention and protection strategies identified. The chapter
concludes with a summary of flammability issues including data requirements
associated with various methods for operating safely.

The critical element of safety evaluation is that it must be an integral part of the
development process and not regarded as an “add-on.” The examination of safety
concepts should begin right at the beginning of the development process during
route selection — this is where hazards with proposed routes can be identified and
avoided most easily and cost-effectively. At every subsequent step of development,
there are further decisions that will have a bearing on the residual risk of the
process on scale-up and production. Developing a process and then retrospectively
conducting a hazard assessment may be extremely expensive and highly undesir-
able. It would be madness to fully develop a process and only then check the quality
of the product after development is complete — it is the same with safety aspects.

We start by looking at reaction hazards and the hazards posed by unstable
substances.

Process Understanding: For Scale-Up and Manufacture of Active Ingredients, First Edition. Edited by Ian Houson.
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3.1.1
What Is the Hazard?

During my early years in safety, one of my learned colleagues had a mantra that still
rings true — “A little bit of heat never hurt anybody. Pressure’s the problem.” Much
of our work in assessing the hazard of a reaction involves quantifying heat effects
but it is pressure effects that will ultimately cause loss of containment — albeit,
often caused by heat generation.

During the course of a reaction, pressure can arise from two sources:

+ Gas generation (for example, a reaction that generates a permanent gas such as
carbon dioxide or nitrogen)

« Vapor pressure generation (for example, where the temperature of a reaction
mixture exceeds its atmospheric boiling point in a closed reactor).

Differentiating between these two effects becomes critically important in the sizing
of emergency relief systems. Vapor pressure reactions can be “tempered” by
the loss of solvent during the relief process where the vented vapor takes with
it the latent heat of vaporization. A balance of heat generation versus heat loss
prevents further escalation of temperature, and hence pressure. For gas-generating
reactions, there is no latent heat loss, only sensible heat loss, and hence no control
of reaction temperature during the venting process.

Chemical reaction hazard assessment should ensure that all potential causes of
overpressurization are known, the consequence understood (that is, to say, quan-
tified), and either prevented from occurring or protected against. Gas generation
or vapor pressure effects can result from the normal process, a deviation from
the normal process, side reactions, or thermal decomposition of unstable species
(starting materials, products, or intermediates).

Gas generation, from the normal process or foreseeable deviation, presents an im-
mediate and obvious potential for pressurization in an inadequately vented or sealed
reactor. If such behavior is present, it must be protected against either through ad-
equately designed containment or the presence of an adequately sized relief system.
Quantification of the amount and rate of gas generation will normally be required
in such circumstances, typically employing adiabatic calorimetric techniques.

3.1.2
The Critical Effects of Scale-Up on Thermal Behavior

When a reaction is scaled up from the laboratory scale to the industrial scale, there
are two important changes that must be considered in the assessment of thermal
data. Heat generated within a reactor is distributed in three ways (see Figure 3.1):

* Heat retained by the reaction mass, increasing the batch temperature.

+ Heat consumed in heating the reactor (to achieve equilibrium with the reaction
mass). The combination of heat distribution between the batch and the reactor is
often quantified in a term known as the phi factor.

+ Heat lost to the environment by radiation from the outer walls of the reactor.
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Figure 3.1 Heat distribution from an exothermic chemical reaction.

Typically, as the scale of reaction increases, the heat consumed in heating the
reactor and the heat losses to the environment will decrease in proportion to
that consumed in heating the reactor contents because of the relative lowering
of the surface area to volume ratio. Thus, at larger scales, a higher proportion of
the heat stays within the reaction mass, thereby causing the attainment of higher
temperatures. Further discussion and quantification of heat distribution can be
found in Barton and Rogers [1].

An exothermic reaction will be “out of control” or in a “thermal runaway”
situation when the rate of heat generation exceeds the rate of heat removal
(either through forced cooling or atmospheric heat losses). Since most exothermic
reactions will follow Arrhenius kinetics, increasing the temperature will cause
exponential acceleration of the reaction rate and hence of the heat-generation rate.
In contrast to this, cooling or atmospheric heat losses will usually only increase
linearly as a function of the global heat transfer coefficient (typically constant)
and the temperature difference between the reaction mass and surroundings.
Figure 3.2 demonstrates the balance between heat generation and heat losses for
an exothermic batch reaction.

Heat generation due to ,
- exothermic process \//

Heat removal due to

= cooling or atmospheric

2 heat loss .

3 \ .

“:; B ’ Thermal 2
o |- runaway 7
T region 7

Temperature (K) Critical
temperature

Figure 3.2 Heat removal and heat loss for a batch exothermic reaction.
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Effective simulation of runaway reactions can only be achieved on the basis of
data that mimics the industrial-scale failure case. That is to say, when attempting
to simulate a large-scale loss of cooling scenario in laboratory scale equipment, the
heat losses and thermal efficiency of the equipment used should mimic the large
scale. Typically, this requires the use of adiabatic (zero heat loss) calorimetry using
low thermal inertia (low phi factor) reactors. Apparatus that is not representative
of plant-scale heat loss and thermal inertia will require mathematical correction or
application of a safety margin.

3.1.3
Safety Features of a Reaction

The thermal safety of a reaction can be crudely, but very effectively, described by
knowledge of four key temperatures, and their relation to one another (described
in more detail in Stoessel [2]). These are as follows:

+ Normal process temperature (Tp)

« Maximum temperature of the synthesis reaction (MTSR)

« Maximum temperature for technical reasons (MTT)

+ The onset temperature of decomposition or secondary reaction (Tgec).

The MTSR is the maximum temperature that could be achieved if the exothermic
reaction occurs with no heat loss (for example, in the event of a complete loss
of cooling). This is the sum of the normal process temperature and the adiabatic
temperature rise of the reaction (AT,q). The adiabatic temperature rise is given by

AH,-N=mx Cp x ATy (3.1)

where
AH, = Overall heat of reaction (kJ mol ™" of limiting reactant)
N = Number of moles of the limiting reactant (mol)
m = Mass of the entire reaction mixture (kg)
Cp = Heat capacity of the reaction mixture (k] kg™' K1)
AT,q = Adiabatic temperature rise (K)

The AT,q assumes that there are no secondary reactions or side reactions at
elevated temperatures and that there is zero heat loss or removal from the reaction
mass.

The MTT is the temperature at which the vapor pressure of the mixture poses
a potential risk to the integrity of the vessel. For an open reactor (or low pressure
vessel), the MTT would be taken as the boiling point of the mixture. For a closed
pressure vessel, the MTT would typically be the temperature equivalent to either
the relief device set pressure or, less conservatively, the design pressure of the
reactor. It is conservative, and easier, to define the MTT as the boiling point of the
mixture at atmospheric pressure.

The Ty is the onset temperature of secondary or decomposition reactions.
This data can be determined through thermal stability screening tests or more
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sensitive adiabatic calorimetry. If thermal screening tests are used, then it would
be necessary to correct the measured onset temperature of a reaction using an
appropriate and conservative safety margin. This is necessary to account for the
nature of the test (ramped, heat—wait—search, or isothermal) and the sensitivity of
the test method. It is common, for example, to find safety margins of up to 100°C
applied to measured onset temperatures from differential scanning calorimetry
(DSC) tests. If more sensitive adiabatic techniques are used to determine the onset
temperature of decomposition, then smaller margins can be applied. In such cases,
it is possible to calculate the temperature from which it takes 24 h for the reaction
to reach its maximum rate (referred to as Tp,4), assuming that cooling is lost in a
large-scale reactor. This value can be used directly as Tyec.

Using these four conceptually simple temperatures, the relative thermal risk of
a process can be classified into one of five “Criticality Classes” (see Figure 3.3).

The Criticality Classes are based on thermal effects only and do not consider gas
generation directly. As previously noted, gas generation at any stage of the process
must be quantified and accounted for in the safe operation of the process.

In terms of thermal effects, Criticality Class 1 is an inherently safe position
whereby the exothermic reaction generates insufficient temperature rise to reach
conditions necessary for boiling or decomposition. In Class 1, even overheating of
the mixture by an external heat source will invoke boiling in an adequately vented
vessel before decomposition, thereby providing a thermal barrier to initiating
decomposition. In this case, only gas generation from the normal reaction could
pose a risk to reactor integrity. Class 2 is a slightly increased risk but only by
overheating, and, in this case, decomposition will occur prior to attaining boiling.

Criticality Classes 1 and 2 are inherently safe (in the absence of gas generation)
and require no technical safety systems under normal conditions. However, a
thorough hazard assessment of such processes should still be performed as a
single, foreseeable process deviation may be capable of causing a shift in the
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Figure 3.3 Risk ranking of reactions using Criticality Classes.
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Criticality Class. For example, omission of the solvent charge in a process could
cause a severe increase in the potential adiabatic temperature owing to a decrease
in the heat capacity of the vessel contents, decrease in the onset of thermal
decomposition, and elevation of the boiling simultaneously. This could conceivably
result in a normal Class 1 reaction shifting, in one step, to Class 5.

Reactions of Class 3 or 4 require provision of procedural or, more reliably,
technical safety measures. In these classes, the normal reaction combined with
cooling failure presents a pressurization risk. Protection or prevention systems are
required to either prevent these scenarios from manifesting or provide measures
to protect the reactor against the consequences. Reactions of Class 5 should be
avoided and modifications to the process considered if encountered.

The Criticality Class concept can be taken much further with mathematical crite-
ria applied to severity and probability (not all decompositions may be catastrophic
if the energy is low and there is no gas or volatile formation). The overall risk,
the product of severity and probability, will dictate the level of detail required in
the classification process. Nevertheless, the simple concept of ranking the four key
temperatures can be utilized at all levels of safety evaluation — including during
route selection and initial research and development.

Having noted the nature of the hazard, the normally adverse effects of scaling
up on heat removal, heat loss, and the critical reaction safety characteristics of a
process, it is necessary to have a rigorous assessment procedure in place. This
is necessary to ensure that all reactions are designed and operated with a robust
“Basis of Safety.” Basis of Safety is the collection of appropriate safety measures
(both organizational and technical) that has the ultimate objective of preventing
overpressurization in the first place. This is frequently impossible and so the Basis
of Safety may include protection methods, such as emergency relief venting, to
mitigate the consequences of loss of control of a process.

The remainder of this chapter deals with specific safety decisions that should be
made at each stage of R&D, process development, and operation. Fundamentally,
the emphasis should be placed on developing processes that are relatively robust
and fault tolerant (Criticality Classes 1 and 2). This is an inherently safer approach
than leaving safety decisions until the process is fixed and ready for scale-up.

3.14
Stages of Safety Assessment

The assessment of reaction safety should be an integral part of the process
lifecycle — commencing when process development commences. Once the process
is through development, the hazards are intrinsic — built-in. Good development
practices will result in a process that is more inherently safe by design. The
stages of safety assessment linked with the development lifecycle are schematically
represented in Figure 3.4.

The decisions that can be made, and the investigations conducted, at each stage
of development are discussed in the following sections. The safety of the plant
process will depend on each phase being performed competently and thoroughly.
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* Heat of reaction prediction
* Adiabatic temperature rise prediction * Unstable functional group analysis
* MTSR estimation

Y |

Chemical route
selection

Normal process Thermal stability
Process development/ » Reaction heat measurement * Explosivity hazard assessment
optimisation « Gas generation quantification * Preliminary thermal stability screening
* Adiabatic temperature rise calculation « Definition of safe process temperatures
[ I
¥

Basis of safety : pilot scale
« [dentification of hazardous deviations
* Adiabatic calorimetry on deviations
« Definition of the basis of safety

Pilot scale production
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« Definition of the basis of safety

Large scale production

Figure 3.4 Stages of safety assessment.

Deficiency in any area is likely to compromise the overall effectiveness of the study.
Many case histories of industrial incidents bear witness to this fact.

3.2
Pre-Laboratory Safety Studies

In the initial route identification and development phases, critical decisions are
made that dictate the risk of the resulting plant process. Safety is a critical
component of the decision-making processes in route, process method, and
condition selection. Most hazards can be identified prior to laboratory testing so
this is the stage where safety-related decisions define the level of intrinsic process
risk. Poor decision making — or lack of safety consideration at this stage — will mean
that intrinsic hazards remain a burden throughout the lifecycle of the process. A
high-risk process may require extensive safety features, which have a significant
adverse effect on process economics. The early identification of hazards requires a
relatively small amount of effort without time-consuming and expensive laboratory
work. It is therefore an economically sensible approach to pursue.

3.2.1
Predicting Reaction Safety Characteristics

The following safety characteristics of a reaction can be predicted on the basis of
a balanced chemical reaction equation for the desired reaction(s) and known side
reactions:

* Heat of reaction (A H,) — which permits determination of AT,q and MTSR
« Potential for permanent gas generation — obvious from identifying gaseous prod-
ucts in the balanced equations
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« Identification of any energetic (potentially explosive) molecules.

Reaction thermodynamics can normally be readily predicted. Fundamentally,
simple bond energy calculations (available in open literature) can be performed to
estimate the heat of reaction (Hess’s method). This can be refined by using the
heats of formation (A Hr) of the products and reactants.

Hess’s method AH, = Y (energy of bonds broken) — )" (energy of bonds made)
A Hf method AH; =Y (AHg products) — > (A Hy reactants)

Given that heats of formation are largely unavailable for novel molecules,
prediction methods may be used for estimation such as the CHETAH [3] computer
program developed by the ASTM International. The program utilizes Benson’s
method of group contributions and facilitates heat-of-reaction calculation from its
predicted heats of formation for products and reactants. Despite some limitations
(regarding predictions for salts, the absence of some functional groups, and the use
of only gas-phase data) CHETAH provides a useful preliminary tool in predicting
the heat of reaction based solely on chemical structures.

The relative accuracy of the various estimation methods, compared with reaction
calorimetry measurement, for the esterification reaction between methanol and
acetic anhydride can be gauged from Table 3.1. In this case, the CHETAH data is
based on gas-phase thermochemistry data, whereas the experimental and heat of
formation predictions are based on liquid-phase data.

Typical heats of reaction can range from —70kjmol "' for a typical mineral
acid/base reaction to —500 kJ mol ™" for an aromatic nitro-group reduction.

Once the heat of reaction has been estimated, it can be readily converted into
a theoretical adiabatic temperature rise (AT,q) — this is the temperature rise that
will occur if the reaction is performed without heat loss, assuming that there are

Table 3.1  Heat of reaction data for methanol/acetic anhydride esterification.

O
e, B

/§ + 2 H3C_OH —_—> 2 H3C o) + OH2
H3C o AN

Method AH, (kjmol™") References

Heat of formation data —75.8 AHr data from NIST [4] for
liquid-phase reactants and products

CHETAH prediction —83.0 13]

Reaction calorimetry —-67.0 Measured using Mettler Toledo

RCle reaction calorimeter
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no secondary or side reactions initiated at the elevated temperature. From this, the
theoretical MTSR is readily computed.

In addition to the hazards that may be posed by the desired chemical reaction
and potential side reactions, the possibility exists that one or more of the process
materials may contain inherently unstable functional groups. In extreme cases,
explosive properties can be associated with such groups, which can have major im-
plications for handling, processing, storage, and transport. If such unstable groups
are present, they will impart an instability hazard to the process and will require
maximum permissible handling temperatures (Tgec) to be defined and avoided.

Early identification of such substances is important for several reasons:

If identified early enough, consideration can be given to changing the route or
materials to exclude highly energetic functional groups.

« If they cannot be excluded, it is essential that small-scale hazard studies, possibly
including formal explosivity testing, be undertaken at an early stage to indicate
the magnitude of the hazard. In any case, precautions can be specified for
synthesis, which is designed to mitigate any such issues.

Potentially energetic functional groups can usually be readily identified. A
selection of the most commonly encountered energetic functional groups is
provided in Table 3.2 together with the typical range of decomposition energies
associated with the groups (using data from Ref. [5]).

Table 3.2 Commonly encountered energetic functional groups.

Name/structure Range of decomposition
energies (k| mol™")

Alkenes (R,C=CR,) 50-90
Alkynes/acetylenes (R-C=C-R) 120-170
Epoxides 70-100
Organic/inorganic peroxides/hydroperoxides (R-O-O-R/R-O-O-H) 230-360
Organic sulfoxides (R, S=0) 40-70
Organic sulfonyl chlorides (R-SO,Cl) 50-70
Hydrazines (R-NH-NH-R) 70-90
Diazo/diazonium (R-N=N-R/R-N=NT) 100-180
Azides (R-N3) 200-240
Oxime (R,C=NOH) 110-140
N-oxides (RyN:0) 100-130
Nitroso (R,C-N=0) 150-290
Isocyanate (R-N=C=0) 50-75
Nitro (R3C-NO,) 310-360
N-nitro (R;N-NO») 400-430
Acyl nitrates (-O-NO;) 400-480

R, in most cases, represents an organic fragment.
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The impact of the energetic group in a molecule depends on the size of the
molecule. For high molecular weight organic compounds, the presence of a single
energetic functional group is unlikely to present a significant hazard. It is therefore
of greater benefit if the decomposition energy of a substance is quoted in joules per
gram rather than kilojoules per mole (values of > 500 ] g~*, for example, indicate
potentially explosive behavior, while values of > 300 ] g~! may indicate potentially
dangerous self-heating). While it is possible to identify energetic functional groups,
it is rarely possible to predict the temperature under which such activity may
commence (Tgec) and hence experimental techniques are usually required to derive
this value. For materials that are more common, reference literature such as
Brethericks Handbook of Reactive Chemical Hazards [6] may provide valuable
information on thermal stability and reactivity.

At the chemical route selection stage, emphasis is placed on preliminary iden-
tification of hazardous reactions or materials. In selecting the most suitable route
to manufacture, each route will be assessed against a matrix of criteria (economic
and safety) as discussed in Chapter 1. For safety, the following situations must be
identified:

Potentially highly energetic materials must be identified and, if possible, avoided.

Where avoidance is not possible, substances should be highlighted for early test-

ing and classification and consideration should be given to processing methods

avoiding isolation (for example, processing as a solvent solution rather than an

isolated product).

« Any reactions that could cause overpressurization of a vessel including

— desired reactions, or side reactions that generate permanent gas;

— desired reactions where the predicted MTSR is above the MTT, thereby posing
a vapor pressure hazard;

— desired reactions where the predicted MTSR is above Ty (if known), thereby
presenting a risk of secondary decomposition.

The presence of any of the above criteria in a process does not necessarily suggest
that the process is not viable. It does, however, indicate that a more detailed study
and possible process changes will be necessary to significantly reduce the intrinsic
risk.

3.2.2
Selecting Inherently Safer Processing Conditions

For potentially hazardous reactions identified through prediction of AH, and AT,q,
it is critical, at the earliest stage possible, to consider elements of inherent safety.
These are decisions regarding process design, which can eradicate or mitigate
hazardous scenarios. There are a large number of choices that dictate the hazard
of the resulting process. Fundamentally, we should seek to develop reactions that,
under normal conditions, fall into Criticality Classes 1 or 2.

« If the MTSR is greater than MTT or Tge, consider
— always using semibatch instead of batch processing methods,



3.3 The Synergies of Safety and Optimization — Together | 69

dividing additions into portions to reduce the MTSR of each portion,
introduction of catalysts to reduce Tp and hence the MTSR,

using more solvent (or less reactants) or a solvent with a higher heat capacity
to reduce the MTSR, and

using a higher boiling solvent to increase MTT (while being mindful to avoid
transgressing Tgec!).

o If the MTT is above Tge, or even if energetic functional groups are present,

consider
— using a lower boiling solvent to “protect” hazardous decomposition reactions
from being initiated by overheating.

The consequence of most of these decisions can be readily assessed using a
small amount of predicted data. Ignorance is the only excuse for not doing this!
Following this simple guidance, and applying it at the route selection and early
research stage, is likely to result in the specification of an inherently much safer
process — and one that is more likely to be successful.

33
The Synergies of Safety and Optimization — Together

Once the process reaches the development and optimization stage, physical safety
testing can commence. The aim should be to collect adequate information during
this phase such that a complete safety dossier exists at the end of the phase. Itis cru-
cial that safety testing is not left until the end of development. In this case, process
changes may be required on the basis of hitherto unknown safety problems with
the original process. This leads to delays in scale-up and always results in additional
costs. Similarly, too much data should not be collected too early in development
when subsequent changes to the process may render the data irrelevant.

The phases of testing during development and optimization entail the following:

« Testing of potentially explosive compounds

+ Thermal stability assessment (to determine Tgec)

+ Definition (or confirmation) of reaction thermodynamics, kinetics, and gas-
generation potential.

Toward the end of development, and prior to pilot scale, an assessment of
foreseeable process deviations should be undertaken, the consequences assessed,
and a basis of safety specified for the scaled-up process.

3.3
Testing of Potentially Explosive Compounds

If energetic functional groups are identified in the initial screening procedure,
small-scale quantification of the risk is required. The starting point should be a
small-scale thermal stability assessment using DSC. This instrument measures
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energy changes from a material over time during a temperature ramped or isother-
mal test. Importantly, the test only requires a small sample quantity (5—-10 mg) and
thus can be performed at a very early stage of development.

DSC tests for safety purposes should be performed in high pressure, closed
test cells to prevent endothermic evaporative losses, which may mask underlying
exothermic reactions. It is generally accepted that, if a material exhibits a heat of
decomposition of less than 500 J g~!, then it will not possess explosive properties
(albeit, it may still present a serious decomposition risk). This threshold is used
in UN procedures for classification of dangerous goods for transport [7]. If the
decomposition energy is above 500 ] g~!, the effect of mechanical (impact and
friction) stimulation and thermal sensitivity should be fully evaluated employing
the tests and criteria as set out in Ref. [7].

Processing and handling of materials that are explosive and mechanically or
thermally sensitive to ignition may prove prohibitive for many companies. If
such behavior is exhibited, consideration should be given to methods not requiring
isolation of the energetic compound, redesign of the process to avoid such moieties,
or even contracting the process stage to a company who specializes in hazardous
chemistry and the processing of energetic compounds.

332
Thermal Stability Assessment

Once explosivity issues have been explored, it is necessary to determine the
thermal limits of the process at all stages. The thermal limits will typically be
dictated by the temperature at which decomposition or side reactions commence
(T4ec)- For starting materials and products, this data can be collected at an early
stage of development. For intermediate mixtures, testing should be conducted
when the process is nearing the end of development (to avoid wasting data through
subsequent process changes).

Preliminary (quick, small-scale, and low-cost) tests are often employed to screen
for thermal instability. Differential thermal analysis (DTA) such as the Carius Tube
test or RADEX, or smaller scale DSC are commonly employed. These tests are
designed to provide an indication of the thermal behavior but they are neither
adiabatic nor have a low phi factor.

The temperature at which a reaction is first observed in a test (the often
misquoted “onset temperature”) will vary for different techniques and is not a
constant. The apparent “onset” temperature cannot therefore be used directly and
requires provision of a conservative safety margin. The magnitude of the safety
margin should depend on the sensitivity of the method and the experimental
profile. For this, the temperature ramp rate, sample size, and air availability need
to be considered (especially for powders). The magnitude of safety margins
applicable to a range of thermal stability tests is discussed by Rowe [8]. Application
of the safety margin results in the definition of a crude value of Te..

At this stage, it is not economical or practical to conduct detailed thermal stability
studies using adiabatic calorimetry on all process streams and materials, although
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they provide the most sensitive process safety analytical technique. The aim of
using a screening test is to identify materials where the decomposition “onset” is
far in excess of MTSR and MTT — such materials do not normally require further
study using techniques that are more accurate. Should the Ty value (apparent
“onset” temperature with applied safety margin) be near or below the MTSR or
MTT, then more rigorous examination is warranted using adiabatic or higher
sensitivity methods to determine the Tp,4 value. Such methods will also provide
consequence data in terms of peak conditions achievable by the reaction (pressure
and temperature), together with kinetic data for potential design of protection
systems.

As mentioned above, adiabatic calorimeters are most commonly used for detailed
thermal stability assessment and Tpys evaluation. A number of commercially
available units exist for such studies, the most common being the accelerating
rate calorimeter (ARC [9]), VSP II [10], Phi Tec II [11], and the adiabatic Dewar
calorimeter IT (ADC) II [12].

In the special case of powders, molecular fragmentation (decomposition) or
self-reaction may not be the overriding thermal hazard. Owing to the large
surface area/weight ratio, powders may be more susceptible to oxidation. For
powder-drying operations in air (such as fluid bed dryers or tray dryers), a
range of thermal stability techniques are available that can be used to determine
oxidation onset temperatures [13]. The use of contained test methods (DSC or
DTA) for powder-drying applications can lead to specification of erroneous and
nonconsetvative safe temperature limits and must therefore be avoided.

333
Reaction Thermodynamic, Kinetic, and Gas-Generation Quantification

Unless predictive methods, coupled with process observation, suggest no or a
low exothermic potential, reaction calorimetry should always be performed [14].
The technique seeks to verify the heat of reaction and provides critical kinetic
information on the reaction. When combined with ancillary equipment, the test
can also be used to quantify rates and quantities of gas formation from the normal
reaction.

There is a range of reaction calorimeters commercially available including the
Mettler Toledo RC1e, HEL Simular, ChemiSens CPA 202, and others. Although
the systems differ in their measurement method, they all seek to generate the
same information. Most systems work under isothermal (constant reaction mass
temperature) or isoperibolic (constant jacket temperature) conditions and are
suitable for mobile, low-to-medium-viscosity reaction systems. Tests are usually
performed by semibatch addition of the final reactant or catalyst and should seek
to directly replicate the proposed plant process. For batch chemical reactions,
particularly those where the plant process allows the batch temperature to rise, it is
more normal to conduct adiabatic calorimetry.

Reaction calorimetry can be conducted in the early stages of development,
for example, when seeking to compare synthetic routes, but is more normally
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conducted when the process is nearing the end of development. At whatever
stage the investigation is conducted, the critical kinetic data obtained as part
of the method can provide significant process improvement opportunities. For
this reason, reaction calorimetry can be viewed as a very useful tool for process
optimization as well as for safety assessment.

The data generated from reaction calorimetry can be used in the generation of
complex mathematical models for process simulation assuming that all reactions
occurring can be detailed in balanced chemical reaction equations. However, it is
more normal for the following empirical data to be derived and evaluated:

* Heat of reaction (A Hy)

« Heat capacity of the reaction mass after reaction (Cp)
« Adiabatic temperature rise (AT,q)

* Reactant accumulation (%)

— The percentage of the heat released from the system as a function of the
quantity of reagent added, compared to the overall heat evolution from the
process is termed accumulated heat or reactant accumulation.

+ Changes in physical properties

— Information on the physical properties of the reaction mixture can be crucial
in ensuring safe and robust scale-up. If a mixture becomes more viscous, the
measured heat transfer coefficient (U) will decrease. While the absolute value
of Uin the reaction calorimeter is almost irrelevant for scale-up, changes may
require modification to the plant process to enable effective heat removal. In
the case of decreasing U value, the addition rate may need to be decreased in
the latter stages of addition to match the process heat release to the diminishing
heat removal capability of the reactor.

+ Rate and quantity of permanent gas generation

— Normally evaluated using ancillary equipment such as automated gas burette
or thermal mass flow meter or by inference from pressure measurement in
contained reaction systems.

The adiabatic temperature rise, based on reaction calorimetry data, provides
an accurate value for MTSR in the thermal safety evaluation, refining any initial
predictions. It should be noted, however, that this is only true if there are
no secondary or side reactions that may be initiated at an elevated reaction
temperature. This permits a more robust assessment of the true Criticality Class and
facilitates process changes to modify the risk. However, the reactant accumulation
data provides a key opportunity to enhance the safety and productivity of the
process — together.

For an ideal semibatch process, the added reagent should react as soon as it enters
the reaction mass. If the material reacts instantaneously, when a process deviation
occurs during the feeding, then stopping the addition will cause immediate
cessation of the reaction and the deviation will be nonhazardous. However, for a
variety of reasons, some of the added material may not react instantaneously and
may accumulate. In this case, if a process deviation occurs, there will be continued
reaction even after the addition is halted. In extreme cases, this accumulated
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reactant may introduce a significant hazard if the MTSR of the accumulated
reaction is above MTT or Tgec. The extra time in the reactor required to stir the
reaction mass after the end of the addition to achieve 100% conversion makes the
process less economical as well as potentially less safe.

Development work for semibatch processes should focus on establishing condi-
tions with minimal accumulation. Accumulation can be caused by

« the temperature being too low (kinetics too slow to match the feed rate);

+ addition time being too short;

« incorrect initiation, presence of inhibiting species, or absence of catalyzing
species;

inadequate agitation causing mass-transfer-induced accumulation.

Accordingly, accumulation can be reduced by using higher process temperatures,
longer feed durations, better agitation, or inclusion of catalysts.

The area of accumulation is one where safety and optimization work
synergistically —a safer process is generally a more productive process. The
methanol/acetic anhydride esterification reaction exemplifies reactant accumu-
lation and process modifications, which can make the process safer and faster.
Using stoichiometric quantities of the two reagents, the process is conducted
by adding acetic anhydride to methanol over 20 min. Figure 3.5 illustrates the
reaction profile under two different conditions:

« At 55°C without catalyst and
+ At 20°C with 1% w/w sulfuric acid catalyst.
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Figure 3.5 Comparison of reaction calorimetry data for the
methanol/acetic anhydride esterification.
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Table 3.3  Comparison of methanol/acetic anhydride reaction data.

Reaction temperature (°C) 50 20
Catalyst No Yes
AH; (k] mol ™) —64.6 —64.3
Accumulation (%) 85 33
AT,gq (full reaction; K) 169.0 173.4
AT,q (accumulation only; K) 143.7 57.2
MTSR (full reaction; °C) 219.0 193.4
MTSR (accumulation only; °C) 197.7 77.2
MTT (boiling point; °C) 80 80
Time to reach 95% thermal conversion after addition ends (min) 115 26

Although the heat of reaction is consistent between the two methods as would
be expected, the extent of accumulation is markedly different. The time required to
reach 95% conversion after completion of the addition, together with other derived
data, is demonstrated in Table 3.3.

The process at 50 °C without catalyst is highly inefficient (taking 115 min to reach
95% conversion from the end of the addition period) and unsafe (Criticality Class 3).
Despite being intended as a semibatch reaction, there is so much accumulation
that it is, in practice, a batch reaction with 85% of the heat being evolved after
the addition is completed. By increasing the reaction rate through use of higher
temperature or, better still, using a catalyst as in the data shown, the heat flow
becomes more feed rate controlled with less accumulation. Any process deviation
after the end of dosing is non-safety critical.

Such an intimate link between safety and efficiency suggests that reaction
calorimetry should start as early as possible in development and be used as a
development tool. Conducting such calorimetry after development and just prior to
scale-up is not good practice and may result in an inherently unsafe or inefficient
process, or increased costs in repeating development work.

334
Developing Fault-Tolerant Processes — by Design

Once the thermal stability of process materials and the kinetics and thermody-
namics of the process have been evaluated, the Criticality Class of the desired
reaction will be established. At this point, it is essential to consider methods
and modifications for making the process more inherently safe and robust.
While doing this, common failure situations should be assessed to determine
if changes can make the process more fault tolerant. Section 3.2.2 proposes
methods for reducing the Criticality Class of a process based on the four critical
process parameters. This assessment, originally considered during process de-
sign, should be repeated during development to ensure that the residual process
risk is low.
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Armed with the data generated during design and development, it will be possible
to evaluate the effect of common process deviations. The potential for a specific
process deviation to occur varies considerably between different scales and different
plants. However, some deviations are likely to remain common and foreseeable for
most plants. These include, but are not limited to, issues relating to the following:

* Reactant, solvent, and catalyst additions — for example, too much/little, too
fast/slow, omission, or wrong sequence

+ Equipment failure — agitation failure/fault, cooling failure, and overheating

+ Temperature — too low/high.

The aim is to develop a process that is sufficiently well designed to contend
with such foreseeable deviations. The key principles of inherent safety should be
considered during process development. It is unlikely that the residual process risk
can be reduced to zero (inherently safe) but it is possible to reduce the process risk
considerably (making it inherently safer). The guiding principles of inherent safety
are as follows:

+ Substitution — changing a hazardous material for a less hazardous one
— for example, using toluene/tetrahydrofuran as a solvent for a Grignard process
instead of the more flammable diethyl ether
« Intensification — reducing the quantity of hazardous materials processed
— for example, using microreactor systems for highly hazardous chemistry
instead of traditional stirred tank reactors
« Attenuation — changing to less hazardous conditions
— for example, including a catalyst to reduce the required process temperature
and/or pressure for an exothermic reaction or to change a batch reaction into
a semibatch one
« Control — providing instruments of a suitable integrity level, or procedures, to
eliminate potential deviations
— for example, using a low-temperature interlock to stop an addition if the
process temperature is too low to reduce the risk of accumulation.

Armed with these tools, it is possible to develop robust, fault-tolerant, and efficient
chemical processes. For scale-up, however, confirmation and quantification of
residual risks is imperative so that a reliable basis of safety can be implemented.

34
Establishing a Reliable Basis of Safety for Scale-Up

The safety work performed during design and development is wasted if this is
not translated into a reliable safety system for industrial operations. The usual
first stage of scale-up is to pilot scale (typically between 50 and 10001) followed
to production scale (>10001). Pilot-scale facilities are generally characterized by
highly trained operators (usually qualified scientists), a high level of parameter
variability, predominantly manual operation, and minimal presence of hardwired

75



76

3 Critical Stages of Safety Assessment in Process Design and Scale-Up

safety systems. This combination of conditions implies that deviation scenarios
(the occurrence of a deviation from the planned processing instructions) would
not be uncommon — although close supervision by highly trained operators may
reduce the frequency of such scenarios.

Many incidents at pilot scale highlight the need to treat the pilot scale as
“small-scale production” rather than “large-scale laboratory.” Making minor mod-
ifications to the process at pilot scale, without thorough prior safety evaluation,
must be strictly prohibited.

The critical stages of prepilot plant assessment are as follows:

Examining the existing thermochemical data for “obvious” hazards inherent in

the process

+ Conducting a thorough hazard-identification exercise to identify foreseeable, and
realistic scenarios that may present an overpressurization hazard

 Determining the consequences of foreseeable deviations and defining the

worst-case overpressurization scenario.

Specifying and implementing safety measures to protect the vessel(s) from all

foreseeable conditions that may present a risk of overpressurization.

For mildly exothermic processes operated at high dilution in the absence of
any energetic functional groups, there is clearly a case for a more superficial
assessment, but this should never be interpreted as ‘“no assessment.” A single
deviation for a reaction of Criticality Class 1, for example, omission of the solvent,
could result in a shift to Criticality Class 5.

34.1
Hazardous Scenario ldentification

In order to derive a list of potentially hazardous scenarios for the pilot plant, it
is necessary to combine the thermochemical data relating to the process with an
intimate knowledge of the pilot plant configuration and control strategy. That is,
gaining an understanding of what can realistically go wrong with the operation
of the vessel resulting in a potentially hazardous event. Methods for hazard
identification [15] include the following:

+ Hazard and operability (HAZOP) studies

+ Checklist assessments

+ Informal “what if ?” assessments

+ Failure modes and effects analysis (FMEA)
« Fault tree analysis.

The assessment procedure selected will be dictated by the magnitude of scale-up
and/or the intrinsic risk of the process. Less formal analysis such as “checklist” or
“what if ?” analysis may be applied to scale-up to pilot, whereas it is more common
for the more formal “HAZOP” technique to be applied for production scale-up.
Whichever method is used, the outcome should be a list of potential scenarios that
are feasible, credible, and may give rise to a hazardous consequence.
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3.4.2
Determining the Consequences of Hazardous Scenarios

Once a shortlist of hazardous scenarios is available, it is necessary to conclusively
ascertain whether the consequences of the scenarios are hazardous or benign. This
can be achieved through computational simulation, estimation based on existing
process safety data, or experimental simulation. Computational simulation is
feasible, but requires substantial information on physicochemical and kinetic
properties. A fundamental understanding of the mechanism of the reaction — and
all conceivable side/secondary reactions — along with formal kinetic parameters for
each reaction would be required. For a small-volume product, the complexity of
collecting the necessary data would prove prohibitive. In some cases, for example,
the scale-up to a high-throughput continuous reactor, this rigorous approach may
be warranted.

Estimation of scenario consequences may be possible using existing data. Heat of
reaction and heat capacity data can be manipulated to evaluate the consequences of
certain deviations. A good example here would be a change in quantities of solvents
or reactants. As a screening exercise, this may be sufficient to rank deviations
in terms of their likely severity. Combined with adequate thermal stability data,
the potential of scenarios to initiate undesirable secondary reactions can also be
assessed and any change in Criticality Class quantified. Any such calculations
are likely to yield thermodynamic information regarding the overall magnitude of
thermal change and the probability of initiating other events. This approach is likely
to have merit for qualitative assessment but is unlikely to provide enough kinetic
data for safety system design. Thus, it is an option for highlighting a scenario that
“is likely to have significant consequences” but is unlikely to adequately quantify
the kinetics of the resulting event. Typically, this approach would be reserved for
ranking deviation potential.

In some cases, this approach may not be appropriate. For example, where loss
of agitation has been identified as safety critical, a decision is required regarding
the potential of a reaction system to stratify. Simple thermodynamic evaluation
will not answer this question. In this instance, the failure should be examined
under appropriate experimental, that is, adiabatic conditions. This will provide
a full understanding, both thermodynamic and kinetic, of the consequences of
stratification.

3.43
Experimental Simulation — Adiabatic Calorimetry

The importance of the impact of heat loss and thermal inertia on plant behavior
has already been highlighted. To simulate a runaway reaction under plant-scale
conditions, adiabatic and low thermal inertia test methods are required using
adiabatic calorimeters as discussed in Section 3.3.2. In addition to having effectively
zero heatloss and low thermal inertia (phi factor), these calorimeters are designed to
resist high pressures, simulate plant-scale agitation systems as closely as possible,
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Figure 3.6 Adiabatic Dewar calorimetry data for the
methanol/acetic anhydride reaction from 25°C.

and permit heating and material additions. The test procedure employed must
closely mimic the process deviation under investigation including, where possible,
the use of plant-grade materials.

The data obtained from testing should provide a direct measurement of the
consequences of a failure case (kinetics as well as thermodynamics), which can be
used directly in the design of safety systems. For reactions and their associated
credible deviations falling within Criticality Classes 3, 4, or 5, procedural or
engineered safety systems are required. These will either prevent the scenario
from occurring or protect against the consequences. Figure 3.6 illustrates adiabatic
Dewar calorimetry data for the methanol/acetic anhydride reaction discussed in
Section 3.3.3. The test simulates the effect of loss of process vessel cooling on the
uncatalyzed reaction following completion of the addition.

The MTSR measured for the reaction (178°C) is considerably above the MTT
(conservatively considered the system boiling point of 65 °C). The starting materials
and products of the reaction are thermally stable to well in excess of 200°C (that
is, to say, Tgec > 200 °C). This would place this scenario in Criticality Class 3 and
would suggest the need for engineering safety measures to protect the reactor from
this deviation. The time to maximum rate (TMR) for the reaction is 100 min (this is
the time taken from initiation to reaching maximum rate of temperature rise). The
pressure generated in this case is purely due to vapor pressure of the products — no
permanent gas is formed by the reaction.
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3.44
Specify and Implement Safety Measures

Once the consequences of all the worst-case candidates have been quantified, the
final task is to specify which safety measures are required to protect the reactor
from the consequences or to validate if existing protection measures and protocols
are acceptable. There are numerous options available including the following:

+ Process control

+ Design for containment

* Reaction dumping/passive quenching
+ Reaction inhibition/active quenching
« Emergency pressure relief (venting).

In the process industries, pressure relief systems via bursting discs or relief valves
are the normal ultimate basis of safety. However, with increasing environmental
pressures and legislation, it is no longer sufficient to size an orifice large enough
to prevent the vessel exceeding its design pressure. The design must consider
treatment of the discharged stream. For this and other protection systems, accurate
kinetic information on the runaway reaction is required, and validation of the
design is essential to confirm that it is sufficiently reliable.

In some cases, process control can be employed as the ultimate basis of
safety — that is, reliance on instrumentation and control systems to prevent a sce-
nario from materializing. Any such systems should be developed to the principles
of best practice laid down by engineering standards. For example, if the functional
safety relies on safety instrumented systems, then the level of protection afforded by
the instrumented system should conform to the methods set out in IEC 61508/IEC
61511. For some scenarios, the outcome of the deviation may be sufficiently severe
that it cannot be permitted to happen. In this case, control systems would be the
only basis of safety available and the criticality of having a reliable system would be
evident.

It is common for a combination of layers of protection to be employed rather
than rely solely on one basis of safety. Layers of protection analysis (LOPA
[16]) has recently found prominence in extending the hazard identification and
risk-assessment process to demonstrate that a systematic assessment of multiple
independent safety features achieves an acceptable level of safety. If a safeguard
is effective in preventing a scenario from reaching its consequence and it is
independent of the initiating event including other layers of protection, then it
is considered an independent protection layer (IPL). The combination of IPLs,
general design features, and procedural and other such layers are assessed to
yield an overall credit. The frequency of the initiating event, the assessed risk
reduction or probability of failure on demand (PFD), and the severity of the
undesired consequence are used to judge the acceptability of an identified risk
against tolerable safety, environment, and commercial criteria.

At the point of scale-up, the adequacy of the protection or prevention mea-
sures will be directly proportional to the adequacy of the underpinning stages of
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specification. If any phase of the procedure is deficient, this will have a detri-
mental impact on the adequacy of the final design [17]. A written safety dossier
must exist, which demonstrates that the assessment procedure has been followed
completely. The basis of safety for the pilot-scale operation to protect against all
the credible failures should be clear and unambiguous — as should the important
procedural/engineering control measures be in place as part of this basis of safety.

3.45
Large-Scale Production

The procedure for safety evaluation of large-scale production should be similar
to that for pilot scale but would generally be more rigorous. The most important
differences between pilot and production scale-up include the following:

« The consequences of a deviation will be more dramatic owing to the

larger inventory. This implies the need for a more rigorous and exhaustive

hazard-identification exercise.

The variability of the production plant is likely to be less than that for the pilot

plant.

+ The need for instrumented safety systems to comply with best practice will
require assessment of safety systems with respect to international best practice
methods such as [EC 61508/61511.

A critical element of any safety system is that its suitability must be reconfirmed
following any process change. A review of the impact of any change to the process
or plant should be accompanied by a review of the potential consequences of
that change and the adequacy of the corresponding safety systems in light of the
modification.

3.5
Flammability Hazards

Along with reactivity hazards, flammability and fire properties of the process
materials also present a potential process risk. In a laboratory environment, control
of ignition sources is the generally accepted basis of safety. However, at pilot and
production scale, the potential risk posed by flammability increases substantially,
including the significant risk posed by flammable dusts clouds. The most common
flammability parameters associated with gases, vapors, and dusts are highlighted
in Table 3.4.

Flammability data for gases and vapors is, in many cases, available from reliable
literature sources; however, for dusts and powders their considerable variability is
such that this is invariably not the case. This means that measurement of properties
specific to a material will normally be required.

Almost all organic or metal powders, when finely divided and dispersed, are
capable of igniting and propagating an explosion. Whether this will pose a risk in
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Table 3.4  Important parameters for characterizing flammability hazards.

Parameter group Dusts/powders Gases/vapors

Ignition sensitivity Minimum ignition energy Minimum ignition energy (MIE)
(MIE)
Minimum (cloud) ignition Autoignition temperature (AIT)

temperature (MIT)
Layer (5 mm) ignition tem-
perature (LIT)

Ignition severity Maximum explosion pres- Maximum explosion pressure
sure (Pmax) (Pmax)
Explosion severity constant Explosion severity constant (K)
(Kst)

Flammable range Minimum explosible con- Upper explosive limits (UELs) and
centration (MEC) lower explosive limits (LELs)
Limiting oxygen concentra- Minimum oxygen concentration
tion for combustion (LOC) for combustion (MOC)

Flash point

the production facility will depend on many factors. The ignition sensitivity and
explosion severity of a particular substance can be highly variable and is influenced
greatly by parameters such as the moisture content, its particle size, and even
particle geometry. As a consequence of this, when a decision is made as to whether
a flammable powder poses a significant risk when processed, it must be based on
flammability data relating to the powder concerned and not on generic data. Only
the tests needed to specify and confirm the acceptability of the basis of safety are
required, not necessarily all parameters indicated in Table 3.4.

Powders can be much less sensitive to ignition than gases or vapors. In the
latter case, the high sensitivity to ignition normally eliminates avoidance of ignition
sources as a robust or reliable basis of safety. For powders, avoidance of ignition
sources can be reliably employed — especially for ignition-insensitive powders.

The consequence of an undesirable event will dictate the level of expense and time
allocated to addressing it. The consequence may be trivial (e.g., small, localized flash
fire) or catastrophic (e.g., reactor explosion resulting in fatalities, environmental
contamination, and commercial loss). For gas, vapor, or dust explosion hazards,
the consequences of an event may be evaluated using prediction software (such
as PHAST [18]). Such software is well developed, readily available, and provides a
rapid overview of the impact of an event.

The data requirements associated with bases of safety for flammability hazards
are highlighted in Figure 3.7 along with test parameters required for assessment.
Different stages of a process (for example, powder charging to a vessel, powder
blending, micronizing, and drying) may require different bases of safety, so a range
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Figure 3.7 Data requirements for the Basis of Safety for flammability hazards.

of parameters may be required to validate each of the bases of safety for a given
substance.

The same approach is applied to flammability hazards as applied to exothermic
and gas-generating reaction hazards. That is,

« material/process characterization,
+ hazard identification and determination of hazardous scenarios, and
« provision of a basis of safety.

While some early development decisions will affect the final process flammability
risk, the majority of material flammability data will require collection when
sufficient quantities of material are available — typically late development or early
pilot production. If this data is only available after the commencement of pilot scale
operation, how do we set a robust basis of safety for avoidance of flammability
hazards at pilot scale?

3.5.1
Assessing Pilot-Scale Flammability Hazards

In essence, the operations performed at pilot scale are generic. Each process
involves a collection of a relatively limited number of discrete unit operations
including (but not limited to) vessel inerting, vessel charging (liquids, solids, and
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gases), reactions, sampling, distillation/reflux, vessel discharging (liquids, slurries),
centrifugation/filtration, drying, and vessel/equipment cleaning and maintenance.

The following procedure is recommended for establishing a pilot-scale basis of
safety that readily facilitates the implementation of new processes:

+ Compile standard operating procedures (SOPs) for all foreseeable unit operations
on the pilot plant.

+ Conduct a detailed hazard and risk assessment for each unit operation with
regard to flammability and ignition source identification.

— Base the risk assessment on demanding (worst case) material properties (for
example, for a liquid, assume the material is flammable and has a subambient
temperature flash point). Document the material properties that have been
considered in the assessment.

— Undertake a hazardous area classification for vapors, gases, and powder for
both normal and expected abnormal scenarios.

— Conduct a full and detailed audit of intrinsic ignition sources associated with
the plant and those not particular to the equipment but which may occur in
the pilot plant (including electrical/mechanical equipment and electrostatic
ignition sources).

+ Determine an acceptable Basis of Safety for each unit operation.
« Implement any recommendations or actions required to support the selected

Basis of Safety.

Once this overall pilot plant assessment is in place, the introduction of each new
process becomes relatively straightforward:

« Confirm that standard unit operations are proposed.

+ Confirm that the (lammability and reactivity) properties of materials used in the
process are within the limits of those used in the generic assessment.

— Collect necessary material data for all chemicals used. For dust explosion
testing, sufficient quantities for full testing (>500g) may only be available
after a pilot-scale batch has been produced. Limit tests, at the limits assumed
in the generic assessment, may be possible with smaller samples available at
laboratory scale, hence facilitating confirmation of the basis of safety for each
generic unit operation.

« For each new unit operation, conduct a hazard and risk assessment, identify any
variant that may introduce new ignition sources and, if so, take remedial action
to eliminate them and specify a Basis of Safety.

+ Confirm whether any new ignition sources are introduced by the process (for
example, pyrophoric materials or new packaging materials with different electro-
static properties).

+ Confirm thatthe Basis of Safety specified in the generic unit operation assessment
remains valid and robust.

 Implement special measures where the generic unit operation Basis of Safety
is invalidated or requires supplementary measures.
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+ Ensure that the final operating instructions contain the necessary safety measures
(procedural or engineering) to meet the requirements of the generic basis of
safety and any special (process-specific) measures identified.

Following this procedure, the explosive atmosphere assessment can be condensed
considerably. While there is likely to be some effort required in setting up the SOPs,
generic risk assessments, and ignition source audits, the process for introduction
of new processes should be streamlined considerably and may be condensed to
within a matter of days.

3.6
Summary

Protecting against overpressure hazards arising from gas, vapor, or dust explo-
sion, and thermal stability and reaction hazards is a prerequisite for the process
industries. The critical phases in the process are as follows:

+ Process/material characterization

+ Hazard and risk identification

« Consequence analysis

« Safety system specification, design, and implementation.

At the end of this process, a robust basis of safety should be specified and
implemented, which protects against all foreseeable overpressure hazards. A
rigorous exercise will dictate the extent to which overpressure hazards are identified.
Consequence analysis will identify the magnitude of the manifested hazard and
will dictate the effort and measures imposed to mitigate the risk. The criticality of
having the appropriate experimental data on the process and/or material cannot
be understated. Deficiency in safety data can lead to underdesign of the safety
system — rendering it potentially unsafe — or can lead to overdesign of the safety
system — adding unnecessary expense and potentially complexity.

For reaction hazard and thermal stability assessment, emphasis should be
placed on developing inherently safer processes at the route selection and R&D
stages. Prediction techniques to provide an early indication of reaction and
thermal stability hazard are available and should be employed. The use of such
techniques, with the conceptual understanding of classification of reactions using
the Criticality Class concept should facilitate development of more inherently
robust chemical processes.

One of the key aspects in developing safer chemical processes involves education.
Undergraduate chemistry courses do not typically contain significant content in
assessing and understanding the hazards of chemical reactions. This makes it
fundamentally important for the industry to educate and train graduate recruits
at the earliest opportunity possible. Chemical engineering courses do tend to
focus more on hazard awareness. However, it is common for chemical engineers
only to become involved in scale-up once the process is fixed —and after the
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important safety-related decisions in development have already been, sometimes
unknowingly, made.
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4
Understanding the Reaction
John Atherton, lan Houson, and Mark Talford

4.1
Introduction

What constitutes the understanding of a chemical process? Although the exact
definition will change as one moves through the process lifecycle, for the purposes
of this chapter, a definition is as follows:

Process understanding is

a conceptual model of the process of sufficient complexity to
understand the factors that control the process outcome and to
be able to predict successfully what happens when process
changes are made.

There are four main reasons why we need to “understand” a process: to make
sure that it is

1) safe to operate;

2) optimized within the technocommercial constraints externally imposed, for
example, capital availability, time, and resources;

3) scaleable from laboratory to the required manufacturing scale; and

4) robustwith respect to the expected variation in input materials and the expected
variation in operating parameters.

Best practice in process development is moving away from a phenomenological
approach, based on cause and effect, to a methodological approach based on
achieving an appropriate level of scientific understanding of the physics and
chemistry that determines process performance. (ICH Q8 and Q9 guidelines
http:/ fwww.ich.org/cache/compo/363-272-1.html and Chapter 1.) With the excep-
tion of slow homogeneous chemical reactions, the performance of chemical
processes depends on how the reactive materials are contacted. Even at the
laboratory scale, process performance can be critically dependent on the chosen
equipment or on the physical state of a solid reactant. Definition of “critical

Process Understanding: For Scale-Up and Manufacture of Active Ingredients, First Edition. Edited by Ian Houson.
© 2011 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2011 by Wiley-VCH Verlag GmbH & Co. KGaA.
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process parameters” or “‘design space” cannot be meaningful without specification
of relevant hydrodynamic, mass transfer, or heat transfer characteristics of the
equipment used for the process. Some understanding of process kinetics, including
that of reactions leading to ““specification critical” impurities, is needed in order to
ensure selection of appropriate equipment and process conditions such as pH (for
aqueous systems) and reactant contacting method (batch, fed batch, continuous).

The first part of this chapter discusses the chemical aspects that need to be
understood while the second half introduces the physical aspects that require
consideration.

At a fundamental level, this chapter focuses on two questions

« What do we need to control at the molecular level?
— Or “How do we get the molecules to react in the way that we want them to: to
maximize yield and purity?”
« How can we deliver the required conditions at the meso and macro levels
(equipment scale)?

In order to do this, we first look at the underlying chemical and physical rate
processes and use our understanding of these to determine how we can best deliver
the conditions from the resources at our disposal.

This chapter is divided into four sections:

1) Concepts of chemical complexity and ordering of data requirements
2) Discussion of the impact of chemical rate processes

3) Discussion of the impact of physical rate processes

4) Concepts of scale and structure to aid in equipment selection.

4.2

Process Complexity

In order to better comprehend the information requirements to provide adequate
process understanding, it is helpful to consider the factors that lead to process
complexity. Figure 4.1 illustrates one way of approaching this.

We deal briefly with the three axes in this diagram.

4.2.1
Number of Phases

The majority of processes in the pharmaceutical, agrochemical, and fine chemical
industries are multiphase. A recent survey has shown that two-thirds of pharma
processes have at least two phases and one-third have three or more phases present
at the reaction stage [1]. System complexity increases rapidly as the number of
phases increases. Interphase mass transfer is always an issue, and can be rate and
selectivity controlling when the solubility of a reactant in the reacting phase is low.
Gas/liquid and solid/liquid systems are the most problematic.
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Figure 4.1 Some elements of process complexity.

4.2.2
Physical and Dynamic Complexity

Some of the fundamental physical parameters that interact in chemistry are shown
on the right-hand side of this axis. They are independent of the equipment used, but
interact with the equipment to produce equipment-dependent variables (expressed
in engineering terms) shown on the left of the axis.

4.2.2.1 Length Scales

The length scale can affect processing characteristics in a number of ways, and
therefore great care has to be taken in extrapolating process performance data
from one item of equipment to another. For example, the volume : surface area ratio
influences the heat transfer performance, as shown in Table 4.1.

Table 4.1  Change in volume : surface area ratio with scale.

Volume 101 100 | 1md 10 m?

Change in volume/surface area ratio

11 2.15 4.64 10.00 21.5
101 - 2.15 4.64 10.0
100 1 - - 2.15 4.64

1 m3 - - - 2.15
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The solution depth will influence the phase separation times in a two-phase
system. This is because the linear movement of the interfaces is approxi-
mately constant, whereas the distance the interfaces must move increases with
scale.

4222 Time

Residence times, including unplanned hold times, are key in determining process
performance. The overall reaction time in a batch or semibatch process usually
increases on increasing the scale. Material-handling issues and heat-removal
requirements contribute significantly to this.

4.2.2.3 Solubility
Low solubility of a reaction component can limit the overall reaction rate, even
under conditions where the mass transfer coefficient is high.

4.2.2.4 Density

The density difference between two phases is important for determining the
settling or phase separation rates in two-phase systems. The likelihood of emulsion
formation is greatly enhanced if the densities of two liquid phases are similar.
Densities of liquid phases can change during reactions, as reagents are used up
and products formed.

4.2.2.5 Rheology

Materials with difficult rheological properties, for example, a yield stress (as in
a Bingham plastic), can cause serious problems with heat transfer, mixing, and
flow in pipes, particularly after a shutdown. Rheological properties can change
throughout a process.

4.2.2.6 Heat Transfer

This is probably the most difficult aspect to deal with at the early stage of process
design and equipment selection, as the required heat transfer rate will depend on
reaction rate, which itself may be concentration dependent, and dependent on the
feed rate (or on the flow rate in a continuous process). The heat of reaction should
be measured or calculated at an early stage of development (Chapters 3 and 5).

4.2.2.7 Mass Transfer/Interfacial Area

In multiphase systems, there will be a minimum requirement for mass transfer
to achieve an acceptable reaction rate. High ka values may be needed when one
reagent has low solubility (discussed in more detail later in the chapter). This is
common in catalytic hydrogenation processes, where “hydrogen starvation” can
lead to undesirable side reactions. This may also have an effect on selectivity if
there are competing reactions where (say) the desired reaction requires good mass
transfer but the side reaction is a single-phase reaction.
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4.2.2.8 Mixing Time

A small but significant proportion (possibly 10-15%) of reactions are sensitive to
how the reactants are mixed. Depending on the kinetics of competing reactions, the
required mixing time may vary from milliseconds to minutes. Particular attention
needs to be paid to this if the intrinsic chemical rates are similar to, or faster than,
the mixing times.

423
Chemical Complexity

The components of chemical complexity are generally well understood, and iden-
tification of by-products and understanding of reaction pathways and mechanisms
of catalysis are meat and drink to development chemists. Less well understood are
situations where very fast reactions occur on the timescale of mixing, or where the
product formation rate is driven by physical interactions, for example, a solubility
equilibrium.

4.3
Topics for Data Acquisition

Therefore, our recommended list of topics to consider for data acquisition, not all
of which may be relevant for a particular process, is as follows:

1) Literature survey for physicochemical and physical property data: pK,, solubil-
ities, kinetics

2) Reaction monitoring to get time/composition profiles in order to determine
the rates of formation of product and by-products, and the rate of consumption
of the reactant

3) Identification and characterization of pre- and postreaction equilibria and their
likely influence on overall reaction rates

4) Identification of factors influencing main and side reactions

5) If necessary, investigation of the kinetics of specific aspects of the process to
deconvolute complex features

6) Heats of reaction, from literaure, calculation or experiment

7) Consideration/investigation of the possibility of mixing effects degrading
selectivity

8) For multiphase processes, acquisition of solubility or partition data, identifi-
cation of the reacting phase, and identification of the relationship between
performance and mass transfer conditions. Measurement of the reaction rate
in the reacting phase

9) Generation of a picture, incorporating relevant chemical and physical charac-
teristics of the process, in order to display and better understand the various
interacting factors contributing to process performance.

A summary of the data acquisition strategy is shown in Figure 4.2, and this
provides the plan for this chapter.
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Overview of data collection for process design
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Figure 4.2 Outline of data requirements for process understanding.

4.4
Reaction Profiles

It is now widely recognized that the acquisition of composition/time profiles
during a batch or fed-batch reaction is essential to gain adequate process
understanding. (Based on the author’s consultancy experience with >30 fine
chemical and pharmaceutical companies over the past five years.) This involves
acquiring the batch composition for the starting material, product, significant
by-product and intermediates during the reaction. Chromatographic methods are
usually required to give the level of information necessary for understanding the
chemical complexity involved. Once this understanding is gained, much useful
information can be acquired from thermochemical and in situ spectroscopic
methods [2]. For fed-batch reactions, useful information can be gleaned by tracking
the disappearance rate of a small portion of the starting material added quickly to
the reaction mass. A rapid rise in temperature, even of a few degrees, shows that an
exothermic process is taking place, but does not by itself discriminate between one
that is caused simply by heat of dilution and one that is due to an exothermic reac-
tion. Any rapid heat rise suggests that the temperature is nonisotropic, and further
investigation of the possibility of mixing effects on selectivity should be made.

It is common practice to track the disappearance of the starting material, and
there is a natural tendency to assume that a good time to stop the reaction is when
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Figure 4.3 Example reaction profile for consecutive first-order reactions.

the concentration of the key raw material has fallen to a predetermined low level.
This is not necessarily the case. At the simplest level, the yield