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Preface

Environmental problems are becoming an important aspect of our lives as
industries grow apace with populations throughout the world. Solubility is
one of the most basic and important of thermodynamic properties, and a prop-
erty that underlies most environmental issues. This book is a collection of
twenty-five chapters of fundamental principles and recent research work,
coming from disparate disciplines but all related to solubility and environmen-
tal pollution. Links between these chapters, we believe, could lead to new ways
of solving new and also old environmental issues. Underlying this philosophy
is our inherent belief that a book is an important vehicle for the dissemination
of knowledge.

Our book “Thermodynamics, Solubility and Environmental Issues” had
its origins in committee meetings of the International Association of Chemical
Thermodynamics and in discussions with members of the International Union
of Pure and Applied Chemistry (IUPAC) subcommittee on Solubility, in par-
ticular Professor Glenn Hefter of the University of Monash, Perth, Dr Justin
Salminen of the University of California, Berkeley and Professor Heinz
Gamsjideger of the University of Leoben, Austria. It is a project produced under
the auspices of the IUPAC. In true IUPAC style, the authors, important names
in their respective fields, come from many countries around the world, includ-
ing: Australia, Austria, Canada, Brazil, Finland, France, Greece, Italy, Japan,
Poland, Portugal, South Africa, Spain, United Kingdom and the United States
of America.

The book highlights environmental issues in areas such as mining,
polymer manufacture and applications, radioactive wastes, industries in
general, agro-chemicals, soil pollution and biology, together with the
basic theory and recent developments in the modelling of environmental
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pollutants — all of which are linked to the basic property of solubility. It
includes chapters on:

* Environmental remediation

» CO, in natural systems and in polymer synthesis

* Supercritical fluids in reducing pollution

* Corrosion problems

* Plasticizers and environmental pollution

 Surfactants

» Radioactive waste disposal problems

* lonic liquids in separation processes

* Biodegradable polymers

* Pesticide contamination in humans and in the environment

* Pollution in a mining context

* Green chemistry

* Environmental pollution in soils

* Heavy metal and groundwater issues

* Biological uptake of aluminium

» Environmental problems related to gasoline and its additives

* Jonic liquids in the environment

* Body fluids and solubility

* Biosurfactants and the environment

» Problems related to polymer production

* Basic theory and modelling, linking thermodynamics and environ-
mental pollution

I wish to record my special thanks to Professor Glenn Hefter, Professor
Heinz Gamsjédeger and Dr Justin Salminen, who were part of the task team,
to the 49 authors and to Joan Anuels of Elsevier, our publishers. They have
all helped in producing, what we believe will be a useful and informative
book on the importance and applications of solubility and thermodynamics,
in understanding and in reducing chemical pollution in our environment.

Trevor M. Letcher

Stratton-on-the-Fosse, Somerset
2 September 2006
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Foreword

Thermodynamics, Solubility and Environmental Issues — this book project was
started in 2003; it consists of 25 chapters which highlight the importance of
solubility and thermodynamic properties to environmental issues.

The opening chapter “An introduction to modelling of pollutants in the
environment” by Trevor M. Letcher demonstrates convincingly that equilib-
rium concepts and simple models lead to realistic predictions of, for example,
the concentration of a polychlorinated biphenyl in the fishes of the St. Lawrence
River. Relative solubilities expressed by octanol-water and air—water partition
coefficients play a crucial role for estimating the distribution of chemicals
in the environment. This is pointed out in the introductory chapter as well as
in others such as “Estimation of volatilization of organic chemicals from soil”
by Epaminondas Voutsas.

Solubility phenomena between solid and aqueous phases are treated in
the chapters “Leaching from cementitious materials used in radioactive waste
disposal sites” by Kosuke Yokozeki, “An evaluation of solubility limits on
maximum uranium concentrations in groundwater” by Teruki Iwatsuki and
Randolf C. Arthur, and “The solubility of hydroxyaluminosilicates and the
biological availability of aluminium” by Christopher Exley.

Supercritical fluids can be applied to remove polluting materials from
the environment. Theory and practice of this technology is of increasing inter-
est at the present time. In “Supercritical fluids and reductions in environmen-
tal pollution” by Koji Yamanaka and Hitoshi Ohtaki focus their attention to
start with the thermodynamics and structure of supercritical fluids and then
describe the supercritical water oxidation process, the extraction of pollutant
from soils with supercritical carbon dioxide and other supercritical fluids,
and recycle of used plastic bottles with supercritical methanol. Andrew
I. Cooper et al. report on “Supercritical carbon dioxide as a green solvent for
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polymer synthesis”. Carbon dioxide is an attractive solvent alternative for the
synthesis of polymers; it is non-toxic, non-flammable, inexpensive, and readily
available in high purity. These authors have also developed methods for pro-
ducing CO,-soluble hydrocarbon polymers or “CO,-philes” for solubilization,
emulsification, and related applications.

Prashant Reddy and Trevor M. Letcher outline the possibilities to use
ionic liquids for industrial separation processes in their chapter “Phase equi-
librium studies on ionic liquid systems for industrial separation processes of
complex organic mixtures”. Ionic liquids are a very promising class of solvents
which, after extensive research and development, will eventually be applied for
the separation of industrially relevant organic mixtures.

Regarding the chapters not yet mentioned suffice it to say that this book
altogether elucidates the interplay of solubility phenomena, thermodynamic
concepts, and environmental problems. I congratulate the editor and the
authors on this remarkable achievement in such a comparatively short time.

Heinz Gamsjiger

Chairman of the IUPAC Analytical Chemistry Division (V),
Subcommittee on Solubility and Equilibrium Data
Professor Emeritus, Montanuniversitidt, Leoben, Austria
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Chapter 1

An Introduction to Modelling of Pollutants in the
Environment

Trevor M. Letcher

School of Chemistry, University of KwaZulu-Natal, Durban, 4041,
South Africa

1. INTRODUCTION

This chapter serves as an introduction to our book. We will consider where
a pollutant (for example, a fertilizer or herbicide), once introduced into the
environment, will end up. When any chemical is released into the air or water,
or sprayed on the ground, it will ultimately appear in all parts of the envi-
ronment which includes the upper and lower atmosphere, lakes and oceans
and the soil, and in all animal and vegetable matter, including our bodies.
We will use simple models [1] for estimating the amount of a chemical dis-
tributed in various parts of the environment, commonly called environmental
compartments, and throughout the food chain. We will show the importance
of solubility data in these calculations and predictions. Furthermore, our
approach will be underpinned by basic thermodynamic principles.

Even at equilibrium, a chemical will be present in quite different con-
centrations in the different environmental compartments. For example, if a
volatile chemical is dissolved in water, its molar concentration in the air above
the water, at equilibrium, is generally quite different from its concentration
in the water [1, 2].

2. PARTITION COEFFICIENTS

The modelling of the partitioning of a chemical (pollutant) between water
and lipid material (body fat) is usually done through a knowledge of the
octanol-water partition coefficient, defined as:
0
C.
Koy, =—— (1)
oW, C-W

1
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where ¢? and ¢ are the equilibrium concentrations of species 7 in the octanol
rich and the water layers, respectively, of a mixture of octanol and water
(partially miscible at 298.15 K), as depicted in Fig. 1.

n-Octanol, a simple compound, has been chosen as the chemical solvent
because it behaves in a similar way to lipid material (a complex material),
which includes the fat in our bodies and waxes in plants. In many cases it is
not the best model for lipids but it has now been widely accepted. There are
so much K, data available in the literature that it is almost impossible to
change now. Correction factors are often applied to Ky, when the properties
of a particular lipid material are known.

Hydrophobic compounds have large K,y, values. The insecticide DDT
has a Ky, value of ~10° and phenol, a hydrophilic compound, has a Ky, of
29 at 298.15 K. Thus, under chemical equilibrium conditions, the concentra-
tion of DDT in lipid material will be 10° greater than it is in water. This lipid
material could indeed be the fat in fish.

Another partition coefficient that is useful in understanding the large
difference in concentration of a chemical species i in air (A) and water (W) is
the air—water partition coefficient, K

ch
Kyw, = ;w (2)

1

o

The air—water partition coefficient is related to the Henry’s law constant for
sparingly soluble species. Let us consider a species i at equilibrium in a sys-
tem of air and water. Equating partial pressures of i, p,, in the air and the water

[

octanol-rich phase

. — (79 mol % octanol and 21 mol % water)

water-rich (essentially pure water
- — ( yp )

—

0,.W
Kow,i = ci/ci

Fig. 1. n-Octanol-water partitioning at 298.15 K.
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(or equating fugacities or chemical potentials) and using the ideal gas law
equation and Henry’s law (see Fig. 2):

pV =nRT (3)

where n, is the amount (moles) of i in the air. Applying Raoult’s law at low
solute concentrations (Henry’s law) with one correction factor (the activity
coefficient, y;"):

pi=x"y p® (4)

where x is the mole fraction of i in the water. Rearranging and equating we
obtain:

pi= %RT = RT 5)
pi=x"y P =x"H = c"H] ©6)

where H, and H/ are the Henry’s law constants related to mole fractions and
concentrations, respectively. Hence, K ,; = ¢*/c)Y = H!/RT.
At saturation or the solubility limit, ¢ is the solubility in water, ¢S, and
e
' RT

p; = X¥p;*P

Raoult’s law

(y=1

Fig. 2. Ideal behaviour, Raoult’s law and Henry’s law.
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thus

Pt
AW, i CZ-WS RT
This only applies if the solubility is low, which is the case for many pollu-
tants. By way of example [1, 2], the Ky, for n-hexane is 74 and for DDT it
is ~1X 1073, Thus, if a species i is in chemical equilibrium in different
phases there can be orders of magnitude difference in the concentration of i
in the different phases (see Fig. 3).

The Henry’s law constant, K .y, and the activity coefficient, vy, can be
estimated for a specific chemical from its measured solubility in water. This
represents saturation conditions. At saturation, for a very sparingly soluble
compound, a pure chemical phase can exist in equilibrium with the satu-
rated solution; thus, Eq. (4) becomes:

vap __

pi=p" =x"y p® (7)

and thus, x¥Vy” = 1.0 and xVy” = 1/y?.

The mole fraction solubility is thus the reciprocal of the activity coefficient.
Substances that are sparingly soluble in water have large activity coefficients.
They also tend to have large Henry’s law constants and air—water partition
coefficients, because, as Eq. (6) shows:

H; =y p*

The very low vapour pressure of DDT is largely offset by its large activity
coefficient. Solubility thus plays a key role in determining the partitioning
of chemicals from water to air, lipids and other phases such as soil and
sediments.

< i
¢Bpr=10"——> o
C%DT: 100 —T» <4 octanol/water
chT: 1 —1» <+ water

Fig. 3. The partitioning of DDT between water in octanol-water—air mixture based on
Egs. (1 and 2).
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3. MODEL ENVIRONMENTS

In order to predict the concentrations of a chemical species in the various
regions of a given environment, it is necessary to know the size of each region.
These regions or compartments can include the atmosphere (air), water
(rivers and lakes), soil (usually to a depth of ~15 cm), river and lake sedi-
ments, fish (aquatic biota) and plant material (terrestrial biota). In this chapter
we will focus on air, water, soil and aquatic biota. Other compartments such
as aerosols, concrete surfaces, etc., can also be considered. The size of each
depends on the particular circumstance. By way of example, the sizes of four
compartments, including a lake and fish, are given in Table 1 together with
relevant properties, needed for the modelling process [1, 2]. These values will
be used throughout this chapter.

4. EQUILIBRIUM PARTITION

The criterion for phase equilibrium of a chemical, i, between two phases is
equal chemical potential or fugacity, i.e.

wi=p and f'=f" )
or in the case of ideal vapours:
pi=p/ ©)

The equilibrium condition for a species i, partitioning between two liquid
phases, e.g. water (W) and chemical (c), is:

Xy it =Xy pi (10)

Table 1

Properties of a model environment

Environmental region Volume, V (m?) f Density, d (kg m ™)
Air 1X10° 1.2

Water 1X10° 1000

Soil 15x10* 0.02 1500

Biota 10 0.05 1000

Note: Here f is the mass fraction of organic material in the particular region, soil or biota.
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This would apply to the octanol-water phases and

X P =Xy p" (11)
For very hydrophobic species, x" is very small, yY = y*, x?~1 and y° = 1,
so x¥ = 1/y”. As a result, the insecticide, DDT, has a vy value of ~1060.
Substituting these values and assuming thermodynamic equilibrium, we see
that there can be a difference of many orders of magnitude between the con-
centration of a particular chemical species in one phase and the concentration
of the same species in another phase (see Fig. 3).

We can use these concepts to calculate the relative concentrations of a
chemical in equilibrium with air and water. For example, let us consider
1,1,1-trichloroethylene (T) — a common industrial pollutant in the environ-
ment defined in Table 1 [1, 2].

At 25°C, its vapour pressure, p{*®, is 12800 Pa and its solubility in
water, ¢y, is 730 gm 3. Because it melts at —32°C we know that it is a liquid
at 25°C. Its molar mass (MW) is equal to 133.4 gmol !, so x; = (¢c}/MW)/
(10/18) = 0.99 X 10~*, where the molar volume of water is 18/10° mol m 3,
and hence, from Eq. (11), v5= 10100, Hyys py®=1.29 X 10® Pa (mole
fraction) ™! and Hy = (Hy X 18)/10° = 2322 Pam’mol!; hence, Ky, = Hy/
RT=94X10""

The concentration of trichloroethylene in air thus will be 0.94 times its
concentration in water, if equilibrium conditions are met.

The value of Ky, for 1,1,1-trichloroethylene is 295. Using this value
we can quantify the concentration of the pollutant in the fish (biota) from a
knowledge of Ky, for the pollutant, as the two terms are related by:

B
C

KBW,iC;W = fBKOW,i (12)

1

where f; 1s the mass fraction of lipid material (assumed to be equivalent in
solvent properties to octanol) in the biota and ¢? the equilibrium concentra-
tion of 7 in the biota. Table 1 indicates that in fish, the f; value is 0.05. If the
concentration in water, ¢V, for 1,1,1-trichloroethylene, is 1 ppm (I mgL™!
or 1 gm™3), then ¢B is ~15ppm. Hence, we can say that a fish, swimming
in water contaminated with this particular trichloroethylene at a concentration
of 1 ppm, will be contaminated with the pollutant at a concentration of 15 ppm.
The group, fgKow,» i usually known as the bioconcentration factor.
Following on from Eq. (12) the more hydrophobic the polluting
species, the greater will be ¢P. Let us consider the concentration of one type
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of hydrophobic pollutant — a polychlorinated biphenyl (one of the infamous
PCBs), namely 2,2’ 4,4'-tetrachlorobiphenyl in a river such as the St. Lawrence
River, and estimate its concentration in the fish in the river [1, 2]. An average
value given for PCBs in this river has been reported as 0.3 ppb (0.003 gm™3).
Let us assume that the only PCB in the river is 2,2',4,4'-tetrachlorobipheny].
For this PCB, log K, = 5.90.

Hence,

¢! = foKowic;' =(0.05X7.9X10°X0.3)ppb=11.9X10" ppb or gm™".
The predicted equilibrium concentration of PCB in fish is thus ~40000
times the concentration of the PCB in the water, an amazing magnification!

The experimental value of ¢? for PCBs in the St. Lawrence River is
7 X 10° ppb which is within an order of magnitude of our prediction based
on a very simple model.

A similar treatment can be made for soil contamination. Taking into
account that soil contamination (c¢) is measured in mgkg™! and water is
usually mgL~! we have for soil (S):

(Cis)’ _ Kew _ fsKow
Y ds dg

Kéw = (13)

i

where dg refers to the soil density.

We conclude that the substances of low solubility and high activity
coefficients in water will tend to bioconcentrate into fish and any other ani-
mal and reach concentrations that are many orders of magnitude higher than
the concentrations in water. These are usually referred to as hydrophobic or
“water hating”.

5. ENVIRONMENTAL DISTRIBUTION

With the above information we can describe the partitioning of a species
between the different regions of the environment as described in Table 1.
The total mass M, of a pollutant is:

M;=mass i in air + mass 7 in water
+ mass i in aquatic biota + mass i in soil

M, =PV, + NV + BV + 5V
= KuwicVVa + Vi + KV Vi + Koy e Vs

1) 11l 1
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and hence

w Mi
eV = (14)
KAW,iVA + VW + KBW,iVB + KSW,iVS

Let us consider the distribution, in an environment defined in Table 1, of
1.00 kg of each of the three polluting chemicals: trichloroethylene (T), hexane
(H) and DDT (D). The necessary data are [1]:

Pollutant Kw log Ko
Trichloroethylene (T) 0.048 2.29
Hexane (H) 74 4.11
DDT (D) 1x1073 6.19

The density of air at 25°C and 1 atm is 1185 g m 3. Using the above
data, together with the data of Table 1 and Eq. (14), we calculate that ¢ =
0.020mgm~>. This is well below the solubility in water of trichloroethylene,
which is 1100 gm 3.

cp =K wey =0.96X107° mgm ™
Mass of T in air = ¢V, = 0.96kg
c% = KSW,TC”}V = szow,TC})v = O.O4mgm_3

clT3 =KBW’TC~}V :fBKOW’Tc}N = 0.195mgm_3

The results given in Table 2 require careful analysis. Most of the trichloroeth-
ylene and the hexane are to be found in the air but the highest concentrations
are found in the biota, i.e. fish. For the DDT, however, most reside in the soil
but again, the highest concentrations are to be found in the fish. The calcu-
lations performed here suggest that the biota or the soil (which have the
highest chemical concentrations) would be the best to sample if one wished
to monitor chemicals in the environment.

We have shown that given only K, and K, (or the Henry’s law con-
stant) for a pollutant, its concentration in various environmental regions can
be predicted. This model is a simple one and assumes that equilibrium takes
place at every compartment interface. It ignores flows in and out of the envi-
ronment, the rate of diffusional processes and other time dependant effects.
In the next section we will consider these effects.
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Table 2
Results of analysis
Region Concentration (cy) ppb (by mass) (T) Percentage of
(mg m~%) total (T)
Trichloroethylene
Air 0.96 X 1073 0.810 97.0
Water 0.020 0.020 3.0
Soil 0.040 0.026 0.0
Biota 0.195 0.195 0.0
Hexane (cy) (H) (H)
Air 1Xx1073 0.843 100.0
Water 13.5X107° 13.5X107° 0.001
Soil 1.74 X 1073 1.16 X 1073 0.003
Biota 8.40 %1073 8.40 %1073 0.000
DDT (cp) (D) (D)
Air 425X 107 3.586 X 1073 0.005
Water 4.25x%1073 4.25x%1073 0.005
Soil 65 43 99.8
Biota 329 329 0.003

Note: The concentrations, ¢,¥, were calculated from Eq. (14).

6. ENVIRONMENTAL DISTRIBUTION USING A FLOW
MODEL [1]

This model takes into account both the flow of a chemical into and out of
the environmental region and the degradation, and formation of the chemi-
cal within the region. The model like the previous one assumes that there is
phase equilibrium between the environmental regions. The model is based
on the mass balance:

Rate of change of  Rate at which  Rate at which
i in the = i enters the  — i leaves the
environment environment environment

%(CZ-AVA +cV Vi + Vs +cPVy)
dm, d d d d
dr dr dr dr dr
- (kAciAVA —chiWVW - chtBiVB — (kg )§ Vs)

A
G
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The dQ,/dt term is the air flow rate and the dQ,,/dt term the water flow

velocity. These terms would have units of m? s™!. The k terms are degrada-

tion first order values (dc/dt = —kc) [3] specific to each environment region.
The differential equation can be simplified as:

a% =B- yciw (16)
where

a=KywVa + Vi + Kpw,; Vs + Kgw,i Vs (17)
B= d(%* Cin Tt dftw iy (18)
and

y= (dQA +VAkA)KAWJ +(d§—tw+ VWkW)Jr Viks K gw

dt (19)
+ Voks Ky
The solution of the equation is:
—yt
V()= E[l - exp(l)] (20)
Y a

One way of simplifying this equation is to assume a steady state condition
(t = ) which gives:

ciw(t)zﬁ (21)

Y

Using the above theory, let us apply it to the real case of DDT pollution.
Although DDT has been out of production for almost two decades,
its concentration in water in a particular fresh water lake was found to be 1.00
mgm 3. That is 1 part per 10°, i.e. 1 ppb. This is below its solubility in water
value which is 3.1 mg m™3. In this problem we will use the data below: (a) to
calculate the DDT concentrations in the air, biota and soil; (b) assuming that
the surrounding environment has the same DDT (no flow in or out), to calcu-
late the time that will be required for the DDT concentration to fall by 50%.
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For DDT, K iy = 1 X 1073 and log Ky, = 6.19 (i.e. Koy, = 1.549 X 10°).
In our answer we will assume the model environment given in Table 1 and
the first order rate constant for DDT degradation:

by photolysis in water is 5.3 X 1077 h™};
by hydrolysis in water is 3.6 X 107 h™!;
by biodegradation in soil is 5.42 X 107 h~!.

Assuming that the DDT has reached chemical equilibrium (after all, the time
scale is about two decades!) then as

_
Kywp = W
%))

then

ch = CgKAw,D =1.00X1x107° =1.00X10"> mgm >
and similarly,

cp = cp Kswp =1.00x0.01x1.549x10° =15.49x10° mgm ™
cp = ¢p Kgwp =1.00x0.05x1.549x10° = 77.4 x10° mgm ™

Again, the highest concentrations of DDT are found in the fish and the soil
is also contaminated. Note that the DDT in the fish is 77000 times the con-
centration of the DDT in the water.

Of interest, the total mass of DDT in this environment (1km X
1 km X 1km) (see Table 1) is:

M =c) Vi + bV, + eV +cpVy

M(mg )= (1.00x10°)+(1.00X10* X 10)+(15.5X10* X1.5X10%)
+(77.4%10° X 10)

M (kg ')=1.00+1.00+232+0.8

M =234.8kg

As we found before, most of the DDT resides in the soil — in this case it is
232 kg out of a total of 234.8 kg.
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Since there is no net inflow of DDT and there is no production of
DDT, the terms involving dQ/dt and dM/dt are zero and we have:

W
Ich _ r W
=Y
dr

where

a' = KAW,DVA +Vy +KBW,DVB +SSW,DVS
=(1X107 x10%)+10° +(0.05X1.549 X 10° X 10)
+(0.01X1.549x10° X 1.5x10%)
=234.8%10° m*

Y = Vv K +VSKSW,DKS
=1X10%(5.3X1077 +3.6 X107 %)+15X10*(0.01 X 1.549x10°)
X5.42%107°
=(4.13+1259.3)m’ h ' =1263.4m> h™!

Getting back to our differential equation

w ’
Ao _ Y W _5365%10 0 (h el
dr a

This first order equation [3]:

% =—kc
dr

has
k=5.365%X10"°h"

and hence the half life can be calculated:

2

n————==1.29X 10° h = 14.7 years
k 5.365X10

Thus, starting with a concentration of 1.00 mg m ™3, the concentration will drop
to half this level, i.e. 0.50 mg m~3, in 14.7 years. This shows how persistent
DDT is in the environment.
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7. ACCUMULATION OF CHEMICALS IN THE FOOD CHAIN

Experimental analysis of chemicals in animals has shown that in some cases
the concentration increases with increasing position of the animal in the food
chain. Fish eating eagles, for example, have been found to have a much greater
concentration of some pesticides than do the fish that the eagles feed upon.
This process is known as biomagnification and appears to be a function of the
magnitude of the K, of the chemical species involved. It is found that bio-
magnification occurs for chemical species with log K, values greater than 5.0.

Values of log K, for various insecticides are given in Table 3 [1].

The answer lies in mass transfer effects. A fish loses much of its pollu-
tant in the respired water passing through the gills. If K, is very large, the
concentration in that water will be very low; hence, the flux of chemical is
constrained to a low level. Elimination is slow; thus, there is a build up or
biomagnification of the chemical that is adsorbed from the food. There may
also be increased resistance to transfer through membranes if Ky, is very
large, i.e. 103. This biomagnification effect is much smaller (reported values
range from 3 to 30) than the enormous effects (40000 and 77000 times) found
under equilibrium conditions of the partitioning of a pesticide between water
and fish (see Sections 4 and 6).

Many of the concepts and terms introduced in this chapter will be used in
chapters in this book, and especially in Chapters 3, 13, 14 and 24.
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Table 3
Values of log K, for some insecticides

log Ky
Malathion 2.9
Lindane 3.85
Dieldrin 5.5
DDT 6.19

Mirex 6.9
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1. INTRODUCTION

Solubility in water is one of the most important physico-chemical proper-
ties of a substance and a knowledge of solubility plays an important part in
the environmental fate and transport of xenobiotics (man-made chemicals)
in the environment. Substances, which are readily soluble in water, will dis-
solve freely in water if accidentally spilled and will tend to remain in aque-
ous solution until degraded. On the other hand, sparingly soluble substances
dissolve more slowly and, when in solution, have stronger tendency to par-
tition out of aqueous solution into other phases. They tend to have large air—
water partition coefficients or Henry’s law constants, and they tend to partition
more into soils, sediments and biota. As a result, it is common to correlate
partition coefficients from water to these media with solubility in water.
From a qualitative point of view, solubility can be viewed as the maximum
concentration that an aqueous solution will tolerate just before the onset of
the phase separation. From a thermodynamic point of view, solubility is the
concentration of solute A required to reach the following equilibrium:

A(p) <> A(aq.)
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where p refers to a specific aggregation state of the solute, namely, solid,
liquid or gas state. The condition of thermodynamic equilibrium at 7" and
P constants requires the equality of the chemical potential of the solute A in
both phases, namely: w,(T, P, x,) = w, (T, P), where x, is the solute molar
fraction in the saturated solution, in other words it is the solubility of the
solute in the molar fraction scale.

Although, the experimental determination of solubility is not difficult,
there are some justifications to develop models that allow predicting it. This
is especially important in environmental studies where the compounds of
interest are toxic, carcinogenic or undesirable for other reasons. In addition,
the ability to predict this property is important for designing novel pharma-
ceutical products and agrochemicals whose solubility can be predicted before
carrying out the synthesis. Design of novel compounds may, in this way, be
guided by the results of calculations.

Accordingly, very extensive studies have been carried out on solubility
resulting in diverse theories of solute—solvent interactions that form the basis
of the knowledge for the understanding of solubility. These theories are based
on concepts ranging from quantitative analysis to statistical and quantum
mechanics.

Molecular sciences look for explanations of macroscopic properties,
e.g., solubility, from the microscopic properties of matter. Statistical mechan-
ics is one of such disciplines, which links those two pictures through the
probabilistic treatment of particle ensembles. The application of Kirkwood’s
continuum solvent approach to nondissociating fluids resulted in a variety
of simulation techniques. Applications of such techniques to study phase
equilibria have been reported widely in literature [1-10]. Although some
simple hydrocarbons can nowadays be reasonably well described by molec-
ular modeling (molecular dynamics and Monte Carlo simulations), water and
especially water mixtures, still represent challenges for such simulations
techniques despite 30 years of active parameterization of appropriate force-
fields. This is due to the extremely strong and complicated electrostatic and
hydrogen-bond interactions.

Quantum-chemical methods, with the explicit inclusion of solvation free
energy into the framework of the MO SCF method, have been developed
to the point that they are useful tools for predicting thermodynamic proper-
ties and phase behavior of some substances to an accuracy useful in engi-
neering calculations [11-20]. Among these methods, the SM, solvation
models of Cramer and Truhlar, and the Conductor-like Screening Model for
Real Solvents, COSMO-RS, of Klamt, are presumably the most widely used
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methods to study phase equilibria. For instance, the aqueous solubility of 150
drug-like compounds and 107 pesticides were calculated using COSMO-RS
method [21].

The above-mentioned methods based on either statistical mechanics
or quantum mechanics allow the prediction of rather accurate values of sol-
ubility, but these methods are time-consuming and can hardly be applied to
the solubility modeling of large biomolecules or to the large-scale modeling
of many hundreds of small molecules [22]. Several less sophisticated, but also
much less time-consuming methods based on quantitative structure—property
relationships (QSPR) methodology have been developed recently for the
prediction of solubility. This family of methods is divided into two groups:
methods based on experimentally determined descriptors and methods based
solely on molecular structure.

2. QUANTUM CHEMISTRY METHODS

Despite the huge progress in calculating free energies of solvation with
dielectric continuum models (DCMs) [17, 23-25], such as COSMO [17] and
SMS5.42R [25], there has been little work to predict solubilities using them. In
DCMs, the solute is considered to be located in a cavity of a dielectric con-
tinuum. The solvent polarization is included in the calculation as a boundary
condition. Then, the Schrodinger equation is solved self-consistently.

COSMO-RS [21] is a two-step methodology for the prediction of equi-
librium properties such as vapor pressure, heat of vaporization, activity and
solvent partition coefficients, phase diagrams and solubility. In the first step,
COSMO is used to simulate a virtual conductor environment for the molecule
and evaluate the screening charge density, o, on the surface of the molecule.
In a second step, the statistical thermodynamics of the molecular interactions
is used to quantify the interaction energy of the pair-wise interacting surface
segments (0,0"). Three major interactions between surface segments are taken
into account using appropriate functional forms. The Coulomb interaction
between the screening charges o and o’ on surface pairs, so-called the misfit
term, the hydrogen bonding interaction and the van der Waals interactions
[20, 26-28].

COSMO-RS is able to calculate the chemical potential (the partial
Gibbs free energy) of a compound, either pure or in a mixture from the prob-
ability distribution of . The solubility of a compound, X, can be calculated
from the differences between the chemical potentials of X in solution and
pure [21, 26]. COSMOS-RS not only predicts reasonable solubility values
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but also the correct temperature dependence of solubility, with deviations from
experiment below 0.3log(x) [26]. However, some “lack of thermodynamic
consistency” has been reported [27].

Truhlar et al. [28] predict the aqueous solubilities of 75 liquid solutes
and 15 solid solutes by utilizing a relation between solubility, free energy
of solvation and solute vapor pressure. The method is based on SM5.42R
solvation model and the classical thermodynamic theory of solutions. In
the SMS5.42R solvation model the free energy of solvation is written as,
AGY= AE, + G, + Gps, where AE, is the change of electronic energy due
to the embedding of the solute into the dielectric environment, G, the elec-
tronic polarization energy, i.e., the mutual polarization of the solute and the
solvent, Gy a semiempirical term that takes into account the nonbulk contri-
butions, i.e., inner solvation-shell effects. It is a parametric function of several
solvent descriptors.

Based on the theory of solutions of classical thermodynamics, the
standard-state free energy for the solvation processes A(p)<«>A(aq.), at
temperature 7, can be expressed as:

AG(sol)=RTIn Ps — RT In M

o ()
where M:°! is the solubility of A (in molarity units), P, and P, are respectively
the equilibrium vapor pressure of A over pure A and the pressure of an ideal
gas at 1 molar concentration and temperature of 298 K. This equation is
obtained under the assumption of infinite dilution, i.e., the activity coefficients
are equal to 1. Truhlar et al. used a training set of 75 liquid solutes and 15
solid solutes. This set can be considered relatively small for comparison with
other solubility models, however their results are very promising with a mean-
unsigned error in the logarithm of 0.33-0.88.

In general, the quantum methods need relatively few parameters, are able
to handle exotic molecules, transition states and do not make assumptions such
as group transferability or additive properties. However, at the present time,
they are not very accurate and need at least one time-consuming quantum
calculation which limits their use for extremely large pools of molecules.

3. EXPERIMENT-BASED QSPR MODELING

Hansch et al. [29] showed that solubility and octanol-water partition coef-
ficient, Ky, are well correlated for liquid solvents. Numerous further
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studies have explored and refined this relationship for different classes of
compounds, e.g., halogenated hydrocarbons [30, 31], polycyclic aromatics
hydrocarbons [32].

The General Solubility Equation of Yalkowsky includes two experimen-
tal parameters: the melting point of the solute and its octanol-water partition
coefficient. The aqueous solubility of 150 physiologically active compounds
has been estimated using this equation [33].

In the solvatochromic or linear solvation energy method, developed by
Kamlet et al. [34] and Taft et al. [35], the solubility is predicted from molar
volume, melting point and two parameters which express dipolarity/polar-
izability and hydrogen bond basicity. It has been applied to predict the
solubility of very diverse type of compounds.

The mobile order theory (MOT) approach, developed by Huyskens [36],
has been widely used by Ruelle et al. to predict the solubility of a diverse set
of chemicals of environmental relevance [37, 38]. Paasivirta et al. [39] using
this approach estimated the solubility of 73 persistent organic pollutants as
a function of temperature.

4. STRUCTURE-BASED QSPR MODELING

These models exploit two different paradigms [22]. One relies on the concept
of the structural additivity of properties. According to this hypothesis, any
property in the form of a continuous smooth function can be expanded into
a linear function in some predefined structural features such as atoms, bonds
and chemical functional groups. This approach — also known as fragment-
based or group contribution scheme — has been actively pursued by the
groups of Klopman and Zhu [40] and Wendoloski et al. [41]. Klopman et al.
derived contribution coefficients for many groups and successfully corre-
lated them with the aqueous solubilities of 1168 organic compounds. The
UNIFAC (universal quasi chemical method (UNIQUAC) functional group
activity coefficient) method, an extension of the UNIQUAC, has been tested
by different authors [42—44] to ascertain its applicability to water solubility.

The other approach involves the derivation of various molecular char-
acteristics (descriptors) solely from molecular structure. Depending on the
level of consideration, one can use constitutional, topological, geometric,
electrostatic or quantum-chemical descriptors.

Jurs et al. have published several articles on the correlation of aqueous
solubility with molecular structure using both multilinear regression (MLR)
and artificial neural networks (ANN). Successful nine-parameter regression
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models are reported for three sets of compounds (hydrocarbons, halogenated
hydrocarbons and ethers) and a fourth model is also reported for the com-
bined set of all compounds [45]. Later the same authors reported MLR and
ANN models for the prediction of aqueous solubility for a diverse set of het-
eroatom-containing organic compounds [46]. A set of nine descriptors was
found that effectively linked the aqueous solubility to each structure. It is
also reported that PCBs have larger errors associated with them than any
other class of compounds in the dataset. In an attempt to improve the over-
all error of the model, the set of nine descriptors was used to build ANN
model. The root of mean squared (rms) error of the PCBs alone was 0.51
log units, which was significantly higher than the overall errors in the model.
Later, Jurs and Mitchell [47] also reported an ANN model for the prediction
of solubility of 332 organic compounds. The model involving nine descrip-
tors has an rms error of 0.395 log units, and the squared correlation coeffi-
cient between the experimental and calculated values is 0.97. A large dataset
of diverse organic compounds was used by Huuskonen [48] who reported
a QSPR model for predicting aqueous solubility of 1297 organic compounds
using topological and electrotopological indices.

Delgado reports a QSPR model [49] for the prediction of log(1/S) for
a set of 50 chlorinated hydrocarbons including chlorinated benzenes,
dibenzo-p-dioxins and PCBs. The model involves only two molecular
descriptors, one geometry-dependent descriptor and one charged partial
surface area (CPSA) descriptor. The geometric descriptor is the area of the
shadow of the molecule projected on a plane defined by the X and Y axes
(XY shadow); the CPSA descriptor is the surface weighted atomic partial
negative surface area (WNSA-3). The model has a squared correlation coef-
ficient of 0.97 and standard deviation of 0.45 log units.

On the other hand, Gao et al. [50], using principal component regres-
sion analysis, derived a QSPR model for the prediction of solubility of a set
of 930 diverse compounds, including pharmaceuticals, pollutants, nutrients,
herbicides and pesticides. The model, which involves 24 molecular descrip-
tors, predicts the log(S) with a squared correlation coefficient of 0.92 and
rms error of 0.53 log units.

Delgado et al. [51] reported QSPR models for the solubility of herbi-
cides stressing the importance of considering the aggregation state of the
solute. It is found that the phase of the solutes plays a fundamental role in
the development of QSPR model from both a statistical and a physical point
of view. From a statistical point of view, it is observed that the predictive
performance of the models drops drastically when the QSPR model, obtained
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for a given phase, is used to predict the solubility of the same set of com-
pounds in another phase. From a physical point of view, when the compounds
considered in the training set are in different phases, the physical interpre-
tation of the descriptors involved in the model is obscured because the
descriptors which appear in the correlation equation are a sort of average
encoding the different physical mechanisms existing for the different phases
in the solubility phenomenon.

The above-mentioned models use different types of molecular descrip-
tors to quantitatively predict solubility using multiple linear regression and
artificial neural network. These molecular descriptors encode topological,
geometric, electronic and quantum-chemical molecular features responsible
for the observed solubility. Even though these models predict solubility rel-
atively well, the number of descriptors involved in the models is rather high.
It is highly desirable to have models with fewer descriptors which allow
their application in a more straight forward way, and, on the other hand, to
preserve the principle of parsimony. In this direction Estrada [52-55] have
defined the quantum-connectivity indices by using a combination of topo-
logical invariants, such as interatomic connectivity, and quantum-chemical
information, such as atomic charges and bond orders. These indices also con-
tain important three-dimensional information, incorporated by the quantum-
chemical parameters used in their definition. Therefore, these indices are
richer in chemical information than traditional molecular descriptors since
they encode, at the same time, both topological and quantum-chemical fea-
tures of molecules. They have been successfully applied to the prediction of
aqueous solubility of environmentally important compounds [56].

S. THE QUANTUM-CONNECTIVITY INDICES

“Classical” connectivity indices are based on the concept of vertex degree,
which is the number of edges incident to a vertex [57, 58]. The degree of a
vertex designated by k is represented by §,. In the simple graph representa-
tion of acetone, 2-methylpropene and 2-methylpropane there is one vertex
with degree 3 and three vertices with degree 1. However, when pseudo-graphs
are considered it is necessary to use the concept of valence degree 8} intro-
duced by Kier and Hall [58]. In this case the valence degree for a vertex k
is defined as a count of electrons o, 7 and n orbitals (excluding hydrogen
atoms). It is equivalent to consider the number of multiple edges and loops
incident to a vertex in the pseudo-graph (loops are doubly incident to a
vertex). In this case the oxygen atoms of the acetone has &) = 6, which
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differentiates it from the CH, group in 2-methylpropene, d] =2 and from
CH; of 2-methylpropane, 6] = 1. However, with this molecular representa-
tion the C_, atom of the carbonyl group of acetone is not differentiated from

the Csz of the ethylenic group, i.e., they have 6] = 4. In addition to this pseudo-
graph representation, there is no differentiation of geometric isomers as it
does not take into consideration the three-dimensional molecular structure.

We have overcome these difficulties by considering weighted pseudo-
graphs in the context of quantum-chemical molecular orbital approaches
[52-55]. Instead of using simple entire numbers for counting the number of
multiple bonds and loops in the pseudo-graph we employ quantum-chemical
parameters for weighting the edges and vertices of the graph, respectively.
As a measure of the bond multiplicity we use the bond order, which is defined
as the sum of the products of the corresponding atomic orbital coefficients
over all the occupied molecular spin-orbitals. On the other hand, we weight
a vertex of the graph by means of the charge density of the corresponding
atoms in the molecule, Q,, which is defined as the number of valence electrons,
Z, minus the atomic charge, ¢;: Q;=Z;, — q..

Then, we introduce several new definitions of vertex degree in the con-
text of quantum-connectivity. The first is defined as the sum of bond orders
of all bonds that are incident with the corresponding vertex [52]:

8 (p)= Z,Pij (2)

A second vertex degree is defined as the number of edges (including loops)
which are incident with the corresponding vertex minus the atomic charge
assigned to it. In other words, it is the charge density minus the number of
hydrogen atoms bonded to the corresponding vertex [53]:

Bi(Q) =0, — I (3)

A correction for hydrogen atoms is introduced in this scheme according to
the following formula [53]:

5 (@)=0,~ 2.0y (4)
J

where Q) is the atomic charge density of the jth hydrogen atom bonded to the
atom i. For elements beyond the second row of the periodic table of elements
the values of 0,(¢q) and 6¢(q) are calculated in a similar way as for the
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valence connectivity [57] index by dividing the right part of expressions (3)
and (4) by (Z, — Z' — 1), where Z, and Z! are the total number of electrons and
the number of valence electrons in the ith atom.

In a similar way that vertex degree is defined, an edge degree is also
known in graph theory. It corresponds to the number of edges that are adja-
cent to the corresponding edge. The following relationship exists between
vertex and edge degrees:

8(e,)=8+6,—2 )

where 8(e,) is the degree of the edge k in G, which is incident with vertices
i and j. Thus, using this expression we have extended the vertex degrees
previously defined to edge degrees.

Quantum-connectivity indices are finally calculated by an expression
analogous to that of the connectivity indices but using weighted vertex degrees
instead of simple vertex degrees [52, 53]:

0,00 = Y [8,00)8,0w) 8y, 0]

s=1

(6)

where w represents the weighting scheme used, e.g., bond orders, charge
density or charge density corrected for hydrogen atoms. The product is over
the 2 + 1 vertex degrees in the subgraph having 4 edges, and the summation
is carried out over all subgraphs of type ¢ in the molecule. The different types
of subgraphs studied in the molecular connectivity scheme are: path, clusters,
path-clusters and rings, which are designed as p, C, pC and Rg, respectively
according to their original definitions [58].

The bond quantum-connectivity indices based on weighted molecular
graphs, are calculated in a similar way to that of their topological analogues
[59, 60]. They are defined as follows [54]:

"e, (W)=Y [ 8(e,)(w)8(e,)(w)--8(e, )W) |

-0.5
p=1 b

(7)

6. MODELING SOLUBILITY WITH
QUANTUM-CONNECTIVITY

We have used quantum-connectivity indices to model the solubility of a set
of organic compounds of environmental relevance. This dataset is formed
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by 53 compounds, including 30 pesticides chemicals and other chemicals
which can be found as contaminants in the environment, such as polycyclic
aromatic compounds (PAHs) and chlorobiphenyls. The solubility of these
compounds is expressed as In(S) and covers a wide range of solubility val-
ues, from the very low solubility of Benzo[a]pyrene In(S) = —11.96 to the
very soluble pesticide Amitrole, In(S) = 8.11. Using quantum-connectivity
indices we have developed the following quantitative model to predict the
solubility of these compounds [56]:

In(S) =10.487 — 2.575[* Q) (¢)] — 112.61[° &, (p)]

N =53,R*=0.9257,5=1.007, F =311.26 ®)
where R is the correlation coefficient, s is the standard deviation and F is the
Fisher ratio of the regression model.

The first index is the quantum-connectivity index of path order two,
based on charge density weighted graphs. The second is a bond quantum-
connectivity index for rings of order six, based on bond order weighted
graphs. We tested the predictability of this model using an external predic-
tion series of 30 compounds. In Fig. 1, it can be seen that the model obtained
by using quantum-connectivity indices show good predictability for the
external prediction dataset of compounds, which are not directly related to
those in the training set. This is, of course, an important characteristic of
quantitative models toward their usability in practical problems of predict-
ing properties for new chemicals.

The mean effects, i.e., the coefficient of the variable in the QSAR/QSPR
model multiplied by the mean value of the variable in the dataset, for 2Q§(q)
and 6s:Rg(p) in the model are 8.817 and 2.810, respectively. This indicates
that the first descriptor plays the most important role in predicting water sol-
ubility for this dataset of compounds. This descriptor, 2Q§(q), is defined on the
basis of paths of order two, i.e., a sequence of three consecutive atoms:
A-B-C. The number of this fragment increases rapidly with the number of
substituents on a specific site. Thus, the quantum-connectivity index *(25(¢)
controls the influence of the number of substitutions at different sites in a
molecule. For instance, 1,1,2-trichloroethane is more soluble in water,
In(S) = 3.54, than 1,1,2,2-tetrachloroethane, In(S) = 2.82. It could be though
that this is due to the increase in the number of chlorine atoms in the second
molecule with respect to the first one. However, if we consider 1,1,1-
trichloroethane we can see that it is the least soluble of the three compounds,
In(S) = 2.27, despite it has a chlorine atom less than 1,1,2,2-tetrachloroethane.
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Fig. 1. Plot of the experimental versus predicted values of aqueous solubility of environ-
mentally relevant organic compounds according to the model developed using quantum-
connectivity indices.

The differences arise, however, because 1,1,1-trichloroethane has more
A-B-C fragments due to the fact that the three substitutions are at the same
carbon atom. Consequently, it has the largest value of 2QS(q) = 3.560, while
1,1,2,2-tetrachloroethane has 2Qg(q) =3.054 and 1,1,2-trichloroethane has
*(7(q) = 2.068.

The other quantum-connectivity index 6ng(p) accounts for the influence
of bond order weighted cyclic fragments of six bonds, i.e., six-atoms rings.
The higher the number of such rings in the molecule, the higher the value
of this descriptor. The bond order weighting scheme used, also ensures a
differentiation among six-membered rings in different chemical environ-
ments. The compound in our dataset with the higher value of "’ng(p) is
benzo[a]pyrene followed by benz[a]anthracene. The first has five condensed
benzene rings and the second has four. They have the lowest solubilities of
all the compounds studied here. All these rings are clearly hydrophobic units,
which will decrease water solubility in any molecular framework in which
they are present. In Fig. 2 it can be observed that the general trend is that
the rings with more propensity to be in contact with the solvent have higher
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Fig. 2. Contribution of the aromatic rings of two polycylic aromatic hydrocarbons (PAHs)
to the quantum-connectivity index 68Rg (p) (left) and to aqueous solubility expressed as
In(S) (right). The compound at the top is benzo[a]pyrene and the one at the bottom is
benz[a]anthracene.

contribution to 6ng(p) compared to those having less propensity to be in con-
tact with water. In consequence the first contributes more significantly to
decrease water solubility of these compounds. In other words, those rings which
are more exposed to solvent, such as terminal rings in benz[a]anthracene,
have more chance to be in contact with water, having more influence in water
solubility than those with less contacts, such as internal rings.

On the left side of Fig. 2 we give the contribution of each aromatic ring
to the quantum-connectivity index 6ng(p). The sum of the values of these
contributions gives the value of the index 6ng(p) for the respective com-
pound. On the right side of this figure we give the contribution of each aro-
matic ring to the water solubility expressed as In(S). The sum of these values
plus the contribution of the other quantum-connectivity index and the inter-
cept of the model gives the solubility predicted for the respective compound.
For instance, for benzo[a]pyrene, the sum of these contributions is —9.21,
which after summing the contributions of the other index and intercept gives
—12.00, in agreement with the experimental value for this compound which
is —11.96.

7. CONCLUDING REMARKS

Today there is a large arsenal of methods and tools for predicting the aque-
ous solubility of organic compounds which can impact the environment in



Modeling the Solubility in Water of Environmentally Important Organic Compounds 29

different ways. These methods range from empirical and semiempirical QSPR
approaches to more sophisticated quantum-chemical approaches. The election
of one or another method depends very much on the characteristics of the
problem we are trying to solve. In making this election we have to consider
that “models are to be used, not believed” [61] in such a way that the elected
method solves our problem in the best possible way using the minimum
amount of resources. In this sense we have illustrated here the use of the
quantum-connectivity indices in modeling aqueous solubility of a series of
environmentally important organic compounds. These molecular descriptors
condense quantum-chemical, geometrical and topological information into
single indices. Thus, they are appropriated for describing quantitatively the
aqueous solubility of organic compounds using QSPRs methodologies.
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1. OVERVIEW OF SIGNIFICANCE

An understanding of leaching of contaminants from waste matrices has tradi-
tionally been important for managing landfills and contaminated soils. More
recently, leaching of contaminants has also become important for proper man-
agement of byproduct materials (e.g. coal ashes, foundary sand, steel slag)
that can be reused in various applications (e.g. road construction). Leaching
and transport of pollutants in the subsurface are often studied in the context
of the hydrogeology and geochemistry of the system, associated modeling of
the release and transport of pollutants, the risk posed by the pollutants to the
human health and the interpretation of these scientific results in the context
of environmental regulations [1]. To accurately estimate the risk an accurate
characterization of the source term is necessary since if leaching of contam-
inants is not properly assessed the remainder of the analysis is also flawed.

The extent and rate of leaching of contaminants depends on two major
phenomena: (1) the hydrology and therefore the hydraulic properties (e.g. soil
moisture retention curve, both saturated and unsaturated hydraulic conduc-
tivity) of the matrix, and (2) the geochemistry of the matrix. To model trans-
port, the advective—dispersion equation is used which is based on Darcy’s law.
In unsaturated conditions, the advective velocity necessary for the advective—
dispersion equation is estimated from Richards equation. Appropriate equa-
tions necessary for modeling the geochemistry of leaching are various but they
are often based on equilibrium mass action laws. There are various degrees
of sophistication in contaminant leaching modeling. While more detailed mod-
els translate into more accurate predictions, they also require a deeper under-
standing of the system and more computational effort, resulting in higher costs.
A compromise needs to be reached between accuracy, practicality and cost.
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In this chapter, we present various equilibrium-based geochemical mod-
eling approaches that can be used for the analysis of leaching of various
species from contaminated media. We focus on two important processes that
can chemically limit the concentration of the contaminant released or leached:
dissolution/precipitation and adsorption. We progress from a simpler approach
based on aqueous speciation of chemicals to more complicated approaches that
in addition require dissolution/precipitation and/or adsorption calculations.
Examples for applications of the geochemical modeling approaches discussed
in this chapter are provided in Table 1.

2. GEOCHEMICAL MODELING

Geochemical modeling is usually approached in two different ways: time
dependent or equilibrium way. Therefore, we can find chemical kinetic mod-
els where reaction rates data are needed and time is a primary factor, or
chemical equilibrium models, where reactions are assumed to take place in
a very short period of time and the system is in equilibrium. Chemical equi-
librium is the most common approach to geochemical modeling and it is the
focus of this chapter. Within equilibrium modeling, forward models refer to
the case where the starting water chemistry is defined and an attempt is made
to model water evolution by dissolution and precipitation of mineral phases
and gases. The output of such a program has the following form [13]:

Initial water + Reacting phases = Predicted water + Product phases

2.1. Dissolution/Precipitation

The first step in forward modeling is the calculation of the equilibrium
distribution of mass among complexes and redox couples. The goal in this
step is to analyze the presence of possible minerals in the system that may
control the release and concentration of certain contaminants. In this step,
solid precipitation is suppressed, allowing the calculation of saturation
indices (SI) of the water sample with respect to different mineral phases.

ST =log(IAP)—logkK,, (D

where log(IAP) is the logarithm of the ion activity product calculated accord-
ing to the stoichiometry of each mineral and K, the solubility product con-
stant of that mineral. The activity is defined as a surrogate of concentration



Table 1

Examples of geochemical modeling applications

Approach

Data

Program

Application

Reference

Geochemical speciation

Geochemical speciation

Geochemical speciation

Dissolution/precipitation

Modeling geochemical
speciation and
dissolution/precipitation

Dissolution/precipitation
and adsorption

Geochemical speciation
combined with ion
exchange

Leaching experiments at
various pH values

SEM/EDX and XRD
mineralogical
composition of the
unleached material

Batch experiments

Leaching experiments
pH-stat leaching
experiments

Column experiments

Sorption edges and
sorption isotherms

MINTEQA2

SOLTEQ-B (a modified
version of MINTEQA2
that includes Berner’s
model of CSH dissolution)

ORCHESTRA

EQ3/6 Rel.7.2a package

MINTEQA2

PHREEQC, HGC and
MINTEQA2
MINTEQ

Study of the weathering
mechanisms of municipal
solid waste incinerator
bottom ash

Prediction of leaching
from cement-stabilized
waste

Leaching of Cr(VI) from
chromite ore processing
residue

Leaching from cemented
waste forms

Identification of controlling
processes for pH-stat
leaching behavior of
contaminants

Study of contaminant
movement in alluvium

Study of sorption of
divalent metals in calcite

(2]

[4]

(5]
(6]

(8]
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Table 1 (Continued)

Approach

Data

Program

Application

Reference

Surface complexation
modeling

Multi-surface adsorption
modeling

Multi-surface
geochemical modeling

Multi-surface
geochemical modeling

Potentiometric titration

Selective extractions for
site concentration and
total metal concentration

Selective extractions for
site concentration and
total metal concentration

FITEQL, MICROQL

ORCHESTRA

ECOSAT

WHAM and SCAMP

Heavy metal adsorption on
natural sediment
Prediction of leachate
concentration from
contaminated soils
Prediction of leaching
from sandy soil and
evaluation of the
contribution of different
surfaces to metal binding
Solid—solution partitioning
of metals in different
environmental systems

[9]
[10]

[11]

[12]
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to take into account the interaction of ions with other ions that can mask
them. The activity can be expressed as:

A=9[C] 2)

where vy is the activity coefficient (usually less than 1) and C the molar con-
centration of the substance (mol/L). The activity coefficient is a function of
the ionic strength. For dilute solutions (/ = 0.1) the theoretical Debye—Hiickel
equation can be used to estimate the activity coefficient [14]:

BZ*\T

logy=———
&Y 1+Da\/7

where Z is the charge, « the effective hydrated radius of the ion for which y
is being calculated and / the ionic strength. B and D are functions of the den-
sity of water, temperature and dielectric constant; at 25°C, B = 0.5092 and
D =0.3283. For intermediate ionic strengths (0.1 =7=0.7) positive terms
can be added to the Debye—Hiickel equation to generate an extended version
such as the empirical Davies equation [14]:
logy = —BZ> (1i — 0.31)

+1

Suppressing solid precipitation will allow the identification of potential
solubility controlling minerals. When SI = 0 the water is at thermodynamic
equilibrium with respect to the mineral. When SI > 0, water is supersatu-
rated with respect to the mineral and this mineral should precipitate. On the
other hand, if SI <0, water is under-saturated with respect to the mineral
and this mineral should dissolve. Minerals with an SI value close to O (usually
—1=SI=1) are considered to be present in the system. Once the possible
minerals present have been identified the leachate composition in equilib-
rium with the selected minerals is calculated.

The main assumption in this step is that equilibrium has been reached;
however, there is no way to determine the certainty of this assumption. The time
to reach equilibrium depends on the system matrix and on each element. The
system boundary, which will determine the residence time, will also affect the
validity of the equilibrium assumption. Also, an important limitation of this step
is the uncertainty about the values of thermodynamic constants for the mineral
phase because pure minerals are more of the exception than the rule [13].

3)

“4)
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The geochemical modeling of mineral dissolution/precipitation has been
widely used in applications of diverse nature. Meima and Comans [2] used
forward modeling to study the leaching process from municipal incinerator
bottom ash. They used the speciation code MINTEQA?2 with a few modifi-
cations to the stability constant database. They were able to identify the
mineral phases that controlled the leaching of elements such as Al. In a dif-
ferent work from Meima et al. [15] the same modeling approach was used
to study the effect of carbonation processes in municipal solid waste bottom
ash in the leaching of copper and molybdenum. They found that concentra-
tions of Mo were very close to equilibrium concentrations with powellite
(CaMoQO,) while for Cu they could not identify a specific mineral that
would control the leaching process suggesting that other processes may be
having an effect. Van Herreweghe et al. [6] used the geochemical modeling
approach to identify chemical associations of heavy metals in contaminated
soils and controlling factors of the leaching process. Geelhoed et al. [4] tried
to identify the process controlling the leaching of Cr(VI) from chromite ore
processing residue (COPR). Chemical speciation calculations were per-
formed within the ORCHESTRA modeling framework resulting in an accu-
rate prediction of Cr(VI) concentration and other elements present in solution
in the pH range 10-12. Ettler et al. [16] also included speciation calcula-
tions in their study of heavy metal liberation from metallurgical slags. They
used the models PHREEQC and EQ3NR to calculate the speciation of Pb,
Zn and As from Pb—Zn metallurgical slags under different leaching condi-
tions. Li et al. [17] used geochemical modeling to study heavy metal speci-
ation and leaching behavior in cement based solidified/stabilized waste
materials. They used MINTEQA?2 model; their results showed that Cu and
Zn oxides were very important during the leaching process. Mijno et al. [3]
also studied compositional changes in cement-stabilized waste during
leaching tests. They used the geochemical equilibrium model SOLTEQ-B (a
modification of MINTEQAZ2) to incorporate the solubility behavior of cal-
cium silicate hydrate. They successfully predicted leachate concentrations
of Ca, Si, S and to a certain extent Al, Pb and Zn. Carlsson et al. [18] used
speciation calculations to study infiltrating water composition in the vadose
zone of a remediated tailings’ impoundment.

2.2. Adsorption/Desorption Processes

At low concentrations, a substance can be unsaturated with respect to its
minerals in which case the dissolution/precipitation of minerals would not
be the mechanism that controls the concentration of the substance. In such
cases, adsorption/desorption processes may be more relevant. Adsorption/
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desorption processes refer to conditions where matter accumulates in the
interface between a solid and an aqueous phase. According to the EPA [19]
these are most likely the processes controlling contaminant movement when
chemical equilibrium exists. In order to characterize these processes adsorp-
tion isotherm models have been proposed. Adsorption isotherms can be
classified into high affinity, Langmuir, constant partition and sigmoidal-
shape isotherm classes ([20] and references therein).

2.2.1. Adsorption Isotherm Models
2.2.1.1. Freundlich isotherms This isotherm provides a relationship between
sorbed concentration and dissolved concentration as follows:

C =K C* ()

where C is the sorbed concentration (M/M), C the dissolved concentration
(M/L3), and K; and a must be determined for each chemical in each porous
medium (M%L3).

Moradi et al. [21] used nonlinear Freundlich isotherm to account for
the sorption of cadmium in a sewage-amended soil. Kohne et al. [22] used
the nonlinear Freundlich isotherm to incorporate sorption in their multi-
process herbicide transport analysis in structured soils. At low concentration
the constant @ becomes unity and a linear relation is obtained:

C=K,C (6)

In this case the slope of the isotherm (K) is called the distribution coefficient.
K, values are determined for specific materials under specific conditions, so
the extent of their applicability is very limited. This approach describes the
sorption process as if there was no limit on the amount of sorbing sites
available although this might not be a problem if working at low concentra-
tions. Also, this approach neglects the competitive effect from other dis-
solved species [23, 24].

Steefel et al. ([23] and references therein) noted that the K approach
does not account for pH, competitive ion effects or oxidation—reduction
reactions. As a consequence, K, values may vary by orders of magnitude from
one set of conditions to another. Chen [25] also highlighted these limitations
by comparing numerical modeling results of contaminant transport using a
multi-component coupled reactive mass transport model and a K based trans-
port model. The conclusion from this work was that K, values vary with loca-
tion and time and this variation could not be accounted for in the model.
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Table 2
Descriptive statistics and distribution coefficients (K;) data set for soils [19]
Cadmium K| Cesium K Strontium K, Thorium K

(mL/g) (mL/g) (mL/g) (mL/g)
Mean 226.7 651 355 54000
Standard deviation 586.6 1423 1458 123465
Minimum 0.50 7.1 1.6 100
Maximum 4360 7610 10200 500000
No. of samples 174 57 63 17

Several attempts have been made in order to correlate the K, values to
physico-chemical properties of soils; however, not much success has been
accomplished. Carlon et al. [26] reported a correlation between pH and
soil-water distribution coefficient (K;) for Pb: logK; = 1.99 + 0.42pH. The
EPA [19] collected K, values for cadmium, cesium, chromium, lead, pluto-
nium, radon, strontium, thorium, tritium and uranium in soils. The variabil-
ity in K, values can be many orders of magnitude as shown in Table 2.

Many organic contaminants show high affinity for solid organic mat-
ter. For the sorption of organic compounds into organic matter the distribu-
tion coefficient can be written as:

Kd = Kocfoc (7)

where K. is the partition coefficient of the solute in an organic carbon
medium and f;; the mass fraction of organic carbon. The K value is often
estimated through empirical relationships with the octanol-water partition
coefficient or the solubility for that compound; for example, for chlorinated
hydrocarbons K. can be estimated through logK .= —0.557log S+ 4.277,
where S is the solubility in pwmol/L ([27] and references therein).

The K, approach is very commonly used in transport models because
mathematically it is relatively easy to incorporate. Goyette and Lewis [28]
highlighted the utility of K, values in screening level ground water contam-
inant transport models of inorganic ions with the caution that experimental
conditions such as pH, electrolyte composition and soil type are similar to
those being modeled. Viotti et al. [29] used K; values to model phenol trans-
port in an unsaturated soil. Schroeder and Aziz [30] used this approach to
account for PCBs sorption into dredged materials. Buczko et al. [31] used
the Freundlich approach to model chromium transport in unsaturated zone.
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Seuntjens et al. [32] also used Freundlich isotherms cadmium sorption onto
soil in their study of the aging effect on Cd transport in sandy soils. Huang
et al. [33] used K, approach in their transport model of fly ash landfills.
Casey et al. [34] used K values to model transport of hormones in agricul-
tural soils. Berkvist and Jarvis [35] used K, values to model cadmium trans-
port in sludge-amended soils. Bahaminyakamwe et al. [36] used K values
to account for sorption in their study of copper mobility in sewage sludge-
amended soils. Piggott and Cawlfield [37] used K, values to incorporate
sorption in their one dimensional transport model. They used a probabilis-
tic approach to study the sensitivity of the model to the different parameters.
The probabilistic approach allows accounting for the limitations of the K
approach discussed earlier. Bou-Zeid and El-Fadel [38] also included parti-
tioning coefficient in order to account for the sorption process in a landfill
facility. A sensitivity analysis of their model suggested that the partitioning
coefficient was among the most important parameters of the model and
should be selected carefully.

2.2.1.2. Langmuir isotherms This isotherm has the following form:

(8)

where K| is the Langmuir constant (M~!/L?3), C the sorbed concentration
(M/M), C the dissolved concentration (M/L?) and S the maximum sorption
capacity (M/M).

Manderscheid et al. [39] determined Langmuir parameters for SO~
sorption in soils from two forested catchments in Germany. These parameters
were included in the chemical equilibrium model, Model of Acidification of
Groundwater in Catchments (MAGIC), in order to study the effect of isotherm
variability on the prediction of SO?~ fluxes with seepage. Langmuir isotherms
are not commonly used in transport models because of the computational
burden they introduce due to their nonlinearity and also because many
researchers, perhaps unjustifiably, often report just the K.

2.2.2. Ion Exchange

The previous sorption models are based on experimental data and come
in very handy when the system is very complex and not a lot of knowledge
on the chemistry is available. However, chemical principles provide means
for calculating sorption isotherms and a variety of ion exchange models are
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available. An example of one kind of ion exchange process is described by
the following equation:

mC|' +nC, <> mC, +nCy'

where n is the valence for ion 1, m the valence for ion 2, C; the concentra-
tion of the ionic species i in solution phase (M/L?) and C;, the concentration
of the ionic species i in solid phase (M/M).

The equilibrium constant for that reaction can be written as:

__larer ©

[G 171G, ]
Zachara et al. [8] described sorption of divalent metals (Ba, Sr, Cd, Mn, Zn,
Co and Mo) on calcite with a model that included aqueous speciation and
Me?* — Ca?" exchange on cation specific surface sites. Engesgaard and
Traberg [40] included ion exchange in the modeling of contaminant trans-
port at a waste residue deposit. They found that ion exchange was the dom-
inant process, with Na*, K* and NH, from the leachate exchanging with an
initial soil population of Ca?* and Mg>*.

2.2.3. Surface Complexation Models (SCMs)

As the system becomes more complex the applicability of adsorption
isotherms and ion exchange models becomes inadequate. Surface complex-
ation models offer a more universal description of the sorption process by
taking into account important variables affecting sorption processes such as
pH, ionic strength and aqueous speciation. This chapter provides an overview
of the SCMs; more detailed explanations of the derivations of these models
can be found in geochemistry and environmental geochemistry textbooks
such as those by Langmuir [14] and Benjamin [41]. Assumptions made in
these models are:

— Sorption takes place at sites having specific coordinative proper-
ties which will react with sorbing solutes to form surface com-
plexes similar to aqueous complex formation.

— Mass law equations can be applied to reactions at these sites.

— Electric double layer (EDL) theory can account for the effect of sur-
face charge on sorption. Surface charge (o) and electric potential
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(i) are consequences of chemical reactions involving the surface
functional groups.

— The apparent binding constants determined for the mass law
adsorption equations are empirical parameters related to thermo-
dynamic constants via activity coefficients of the surface species.

— Three frequently used SCMs can be found based on the EDL
structure used: constant capacitance model (CCM), double layer
model (DLM) and triple layer model (TLM). For all three models
the electrostatic variables are fitting parameters and the available
complexation reaction constants are model dependent.

2.2.3.1. Modeling single sorbent systems SCMs have originally been devel-
oped for specific minerals but have been applied to complicated matrices
(i.e., soils, sediments). Martin-Garin et al. [42] used a CCM SCM and a cation
exchange model in order to reproduce cadmium uptake by calcite in a stirred
flow through reactor. They were able to account for the effect of variable solu-
tion composition on Cd>* adsorption on the calcite—aqueous solution inter-
face. Both models were able to predict the experimental results for the most
part. However, the CCM was able to account for the effect of pH and pcq, on
Cd** binding to calcite surfaces. Pokrovsky and Schott [43] incorporated a
CCM to describe brucite’s dissolution kinetics. Dzombak and Morrel [44]
conducted extensive studies in order to describe the DLM for specific binding
of metal cations and oxy-anions at the hydrous ferric oxide/aqueous interface
(DMDLM). Dzombak and Morrel’s model has been widely used in applica-
tions of diverse nature. Brown et al. [7] used DMDLM to incorporate adsorp-
tion into a reactive transport model of a creek basin. Dijkstra et al. [45]
included the DMDLM to account for sorption onto iron hydrous oxides in
municipal solid waste incinerator bottom ash. Karthikeyan and Elliot [46]
combined the DMDLM for hydrous oxides of iron and aluminum in order to
simulate the adsorption of Cu over a range of pH and surface loading condi-
tions. Csoban and Joo [47] selected the DMDLM to model sorption of Cr(III)
onto silica and aluminum oxide.

The TLM offers a more comprehensive description of the solid—solution
interface ([48] and references therein). For this reason Smith [48] determined
TLM parameters to describe Pb, Cd and Zn adsorption in a recycled iron
bearing material that is treated as a hydrous oxide in aqueous solution. Sarkar
et al. [49] applied the TLM to represent the adsorption of Hg by quartz and
gibbsite. Villalobos et al. [50] also used the TLM to model carbonate sorption
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onto goethite in order to study variability in goethite surface site density.
Lumsdon and Evans [51] determined surface complexation parameters for
goethite for the three models.

2.2.3.2. Modeling multiple sorbent systems Two different approaches can
be used when modeling complicated matrices or matrices where more than one
sorbent is present. The first approach consists of defining the matrix as an
ensemble of different mineral phases. It describes the entire process as the
sum of the contribution of the process on each surface. Dijkstra et al. [10] used
this multi-surface approach to model the leaching process in contaminated
soils. They defined three different surfaces: organic matter, iron/aluminum
(hydr)oxides and clay. The iron/aluminum (hydr)oxides were modeled using
DMDLM [44] mentioned in Section 2.2.3.1. Weng et al. [11] also used a
multi-surface approach to study Cu?*, Cd>*, Zn>*, Ni** and Pb>* activity in
sandy soils. They defined organic matter, clay silicate and iron hydroxides as
the available surface sites. They were able to predict measured activities over
a wide pH range for all metals except Pb>*. They found that organic matter was
the most relevant sorptive surface for Cu?*, Cd**, Zn?* and Ni*" in this soil.
The second approach is to consider the material as a whole and determine
model parameters for it. Wen et al. [9] used the three SCMs to describe the
sorption process of Cu and Cd on natural aquatic sediment. They concluded
that all three models were able to simulate the experimental results very well.
Davis et al. [52] used both approaches to model Zn>* adsorption by sediment
describing them as the general composite and the component additivity
approach. They were able to determine model parameters for the general com-
posite model and successfully predict Zn>* adsorption onto the sediment over
a range of chemical conditions. They concluded that the component additivity
approach requires a deep characterization of the sorbents present in the matrix.
Wersin ([53] and references therein) used PHREEQC to include a com-
bination of ion exchange and surface complexation processes to describe a
bentonite backfill pore water. Vico [54] also used the ion exchange—surface
complexation combination to model the sorption process of Cu on sepiolite.

2.2.4. Organic Matter Complexation

Organic matter plays an important role in the binding of pollutants in nat-
ural environments. Several models are available to replicate the interaction of
contaminants with natural organic matter. Nonideal competitive adsorption
(NICA)-Donnan (ND) model is among the most popular ones. This model
describes the interaction between cations and humic substances. ND is a
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combination of the NICA model, which accounts for the adsorption onto a
heterogeneous material and the electrostatic interactions between ions and
the humic material, and the Donnan model which considers the humic mate-
rial as an electrically neutral phase having a particular volume throughout
which there is a uniform electrostatic potential known as the Donnan poten-
tial [55-58]. ND model is described by the following set of equations:

- 2 o
_ 0 _ (K[CD,i)ni ) I:ZJ(KJCD’j)I] (10)

O zj(k-fCD’j " 1+[2j(k,~caj)nj]l)

i,T

where Q; is the total amount of component i bound to the humic acid
(mol/kg), Q,,.« the number of sites (mol/kg), I? the median affinity constant
for component j, Cp, ; the local concentratlon of j near the binding sites
(mol/L), n; the ion spec1flc nonideality and p the width of the affinity distri-
bution, Wthh is common to all components.

Electrostatic interactions are taken into account by relating the local
and bulk concentrations through a Boltzmann factor which is linked to the
Donnan potential as shown in Eq. (11):

Cp; =C; exp( kiD) (11)

where C; is the concentration (or activity) of species j in solution (mol/L),
e the charge of the electron, i, the uniform Donnan potential, k the
Boltzmann’s constant and 7 the absolute temperature.

The electroneutrality condition is given by:

V4
V—+sz(CD,j—cj)=o (12)
J

D

where Z is the net charge of the humic substance (equiv/kg), V,, the volume
of water in the Donnan phase (L/kg) and Z; the charge of j including its sign.

The volume of the Donnan phase is related to the ionic strength by
Eq. (13):

logVp, = b(1—logl)—1 (13)
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where b is the coefficient dependent on the type of humic substance and /
the ionic strength.

Milne et al. [59, 60] compiled an extensive data set for proton and ion
binding by humic and fulvic acids. This work led to the NICA-Donnan
generic parameters that can be used in the absence of specific data. Generic
parameters are reported for 23 metal ions: Al, Am, Ba, Ca, Cd, Cm, Co,
Cr'"l, Cu, Dy, Eu, Fe'l, Fe''', Hg, Mg, Mn, Ni, Pb, Sr, Th!Y, UV'0,, VIO and
Zn. Weng et al. [11] incorporated the NICA-Donnan model with generic
parameters to model organic matter from a sandy soil. Dijkstra et al. [10]
also used NICA-Donnan with generic parameters to model organic matter
from different soils.

3. SUMMARY

Modeling of contaminant leaching is a complex and diverse discipline.
From simplified to more complicated models there are several options avail-
able. The selection of the appropriate model is based on the needs and most
importantly on the resources available such as data, sorbent and sorbate
characteristics, and reaction constants, among others. The literature review
presented in this chapter includes a wide range of applications for contam-
inant leaching: from natural systems that have been contaminated to engi-
neered systems where a byproduct needs to be evaluated for potential reuse
as opposed to disposal.
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1. INTRODUCTION

The development of high temperature—high pressure techniques in recent
years has meant that supercritical fluids (SCFs) can now be used in industry.
SCFs are currently being used to decompose organic wastes, used in super-
critical extraction of materials, preparation of extra-small particles and in
high temperature-high pressure steam in power stations and nuclear reactors.

The density, p, of a SCF is intermediate between the density of its liquid
and gas phases and varies drastically around the critical points of z, and p..
Fluids with this wide range of density can be used successfully as solvents.

In supercritical water (SCW), the solubility of inorganic electrolytes
decreases enormously, and this change can be applied to the preparation of
nano-size particles of inorganic substances.

SCFs have extremely high diffusibility, due to the large thermal mobil-
ities of the molecules, and thus can penetrate into micropores of substances
to extract target compounds and can clean surfaces with complicated shapes.

In this chapter, we focus our attention on the thermodynamics and
structure of SCFs and the application to the treatment of removing pollut-
ing materials from our environment.

2. SUPERCRITICAL FLUIDS

An SCF is defined as a fluid in the state where both the temperature and
pressure are higher than the critical points. The critical temperature, 7, the

"Deceased on 5 November 2006.
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Table 1

Critical temperature #_, critical pressure, p, and critical density, p_, of some substances
Substance t. (°C) p. (MPa) p. (gem™3)
CoO, 31 7.38 0.47
C,H, 32 4.88 0.20
N,O 36 7.24 0.45
C,Hq 97 4.25 0.22
NH, 132 11.28 0.24
C¢H,, 234 2.97 0.23
CH,OH 239 8.09 0.27
C,H,OH 243 6.38 0.28
C¢H;CH, 318 4.11 0.29
H,0 274 22.06 0.32

(a) (b) (c) (d) (e) (£

at 366 'C at3n'C Supereritical Water

Photograph 1. The phase change of water (¢, = 374°C, p, = 22.06 MPa) [2] and methanol
(t,=239.4°C, p.=8.09MPa) [3] from liquid to supercritical states. (I) Water: (a) at
366°C; (b)—(c) 366°C <t<<374°C; (d) at 374°C; (e)—(f) 374°C <t (supercritical state).
(II) Methanol: (a) at ambient temperature; (b) at 238°C (subcritical just below t.); (c) at
239.4°C (t.); (d) at 245°C (supercritical state).

critical pressure, p, and the critical density, p_, of several fluids are listed in
Table 1 [1]. The change of the phase of water [2] and methanol [3] are shown
in Photograph 1. The values of 7, and p, are: ¢, = 374°C and p, = 22.06 MPa
for water and 7, = 239.4°C and p, = 8.09 MPa for methanol. Under ambient
conditions (Photograph 1, Ia and IIa), two phases, i.e., liquid and gas, and
their interface are clearly observed. With elevating temperature, the inter-
face diffuses because the densities of the liquid and gas phases approach
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Fig. 1. Phase diagram of water [4, 50, 51].

each other. Under a subcritical condition, fluids become reddish opaque,
due to the scattering of light with short wavelengths caused by density fluc-
tuations resulting from the formation of microscopic agglomerates. At the
critical point the density of the two phases become identical and the inter-
face disappears (Photograph 1, Ie and Ilc), and the fluids turn into one trans-
parent phase (Photograph 1, If and IId) as the agglomerates decompose to
much smaller clusters as a result of increased thermal motions.

The phase diagram of water [4, 50, 51] is shown in Fig. 1. SCW is clas-
sified into three categories, low-, medium- and high-density regions because
of the parameter’s importance in relation to thermodynamic and dynamic
properties. In the supercritical region many physicochemical properties of
water can be represented by the single parameter, density, rather than the
parameters, temperature and pressure [50, 51].

In the low-density region, the density of water, p, is less than the crit-
ical density (p <p,_). The density in the medium density region is an inter-
mediate between p, and 1 gem™ (p, =p=1gcem™?), while for SCW in the
high-density region, it is larger than 1 gcm ™3 (1 gecm ™3 < p).

The phase diagram of carbon dioxide is represented in Fig. 2 [5], in
which the supercritical region is depicted by the gray area. Above the criti-
cal temperature, fluids are usually not liquefied under pressure except for
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Fig. 2. Phase diagram of carbon dioxide [5].

some substances which are solid under extremely high pressures. Carbon
dioxide is one example, which solidifies at a pressure above 570 MPa at 7.

Under the supercritical conditions the solubility of electrolytes in
water dramatically decreases, while solubility of non-electrolytes in water
steeply increases. Therefore, SCW can be a good solvent for making inor-
ganic microparticles and also for oxidizing organic wastes by dissolving
organic oxidizing substances in water containing the waste. This charac-
teristic property of water can play a key role in the supercritical water
oxidation (SCWO) process for removal of hazardous organic wastes and
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chlorinated hydrocarbons by decomposing them to carbon dioxide, water
and inorganic acids [6].

Among various physicochemical properties of SCW, the dielectric
constant, &, and the autoprolysis constant, K, play significant roles in the
intermolecular interactions of water and ionic solutes.

Various SCFs, other than SCW, have been examined for the treatment
of organic wastes and chlorinated hydrocarbons, and some of them have
been commercially used. Supercritical methanol is often used, instead of
SCW, under the conditions of ¢ =240-300°C and p = 8-15 MPa for selec-
tive decomposition or methylation of organic materials. One example is the
recycle of polyethylene terephthalate (PET) bottles decomposing to its
monomers by supercritical methanol [7].

Supercritical carbon dioxide (SCCO,) is another useful solvent in
industry. The critical temperature and pressure of carbon dioxide are
t.=30.9°C and p, = 7.4 MPa, which can easily be achieved by using rela-
tively simple and inexpensive equipment. From the 1960s, SCCO, has been
used to extract flavors and other compounds. It is also used as the mobile
phase in chromatographic separation of various substances. Coffee decat-
feinating and hop extraction by SCCO, (developed in Germany in 1970s)
are successful examples of the application of SCFs in industry. A hop
extraction industry reached a capacity of 50000 ton per year in 1990 in
Germany [5]. SCCO, is used as an extracting solvent for organic com-
pounds from wastes as a pretreatment, before decomposition or chemical
analysis [8]. Further details of the use of SCFs in the reduction of pollutants
in our environment will be discussed later.

3. REFERENCES FOR THERMODYNAMIC PROPERTIES OF
SUPERCRITICAL FLUIDS

3.1. References for Thermodynamic Properties of
Supercritical Water

The largest industrial SCW application is in thermal power stations. Here
the temperature and pressure of the SCW are 538-560°C and 24.3-31.0 MPa,
respectively. The SCW is used as an energy transmission medium to turbines.
Because of the large heat capacity of water, it has been used as an energy
carrier since the development of steam engines by James Watt in 1769.
Chemical thermodynamics was largely developed for the improvement of
the energy efficiency of engines, and thus the thermodynamic properties of
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water and its vapor have been extensively investigated over a wide range of
temperature and pressure.

Numerical values of the thermodynamic properties of water, vapor and
SCW were compiled in the International Skeleton Steam Table (IST) pub-
lished by the International Conference on the Properties of Water and Steam
(ICPWS), which was hosted by the International Association for the
Properties of Water and Steam (IAPWS) [9]. The latest version of IST was
released in 1985 (IST-1985), which covered specific volumes and enthalpies
of water, vapor and SCW over the temperature and pressure ranges of
273.15-1073.15K and 0.1-1,000 MPa, respectively. Data for surface ten-
sion [10], dielectric constants (permittivities) [11], ionic products of sol-
vents [12], critical points [13], viscosities [14—16], heat capacities [14, 15]
and refractive indices [17] of light and heavy water have been published.
IAPWS provides equations by which necessary data can be evaluated over
a wide range of temperature and pressure. The most recent publication of
formulae appeared in 1995 [18], and the software implementing the formu-
lae is available from National Institute of Standards and Technology (NIST)
[19]. Thermodynamic data for industrial use of SCW are also provided by
IAPWS-IF97 [20, 21] and the software is distributed through the American
Society of Mechanical Engineers (ASME) [22, 23].

Three-dimensional diagrams of #-p-p [6, 24] and t-p-1 (n: viscosity)
[4, 25, 26] of water are shown in Fig. 3a (also in Fig. 1) and b, respectively.

In Fig. 3a, it is seen that the density of SCW is sensitive to both
temperature and pressure around the critical point. As a result, the sol-
ubility of substances in water can easily be controlled by changing the
density.

The variation of the viscosity, 1, of water with temperature and den-
sity is shown in Fig. 3b. The viscosity of water decreases sharply with tem-
perature from 0 to ~200°C, and then, gradually decreases further. However,
the density dependence of viscosity is, by contrast, rather simple.

The behavior of the relative dielectric constant of water (g, = /g,
where g, denotes the dielectric constant of vacuum) is more or less similar
to that of viscosity (Fig. 4) [4, 11, 27]. Due to the breaking of hydrogen
bonds of water, the dielectric constant rapidly decreases with temperature.
For comparison, the relative dielectric constants of acetonitrile (CH,CN),
methanol (CH;OH) and liquid ammonia (NH;) at room temperature are
indicated in Fig. 4.

The autoprotolysis constant of water, K, changes with temperature,
pressure and density. The #-p-K, and t-p-p-K|, diagrams of water are shown in
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Fig. 3. Three-dimensional diagrams of physicochemical properties of water. (a) t-p-p [6,
24]. (b) t-p-m [4, 26, 27].

Fig. 5a and b, respectively [4, 12]. From the figures, one could expect that one
mole of water might dissociate into 10~ moldm— H* and 10~ "> mol dm 3
OH ions under 10° atmospheric pressure (10*MPa or 10 GPa) at 1000°C. This
would mean that under these conditions, the water was both highly acidic and
basic at the same time. This condition might be achieved deep underground,

57



58 K. Yamanaka and H. Ohtaki

- 80

0 0.2 0.4 0.6 0.8 1.0
p/gem?

Fig. 4. The three-dimensional #-p-g, diagram of water [4, 11, 25].

where rocks and stones might be dissolved. However, no evidence has been
found for this even under such ultra-supercritical conditions with a very
high density of p ~ 1.5 gcm™3. Fig. 5¢ shows another plot of the autoprotol-
ysis constant, log K, and relative dielectric constant, €, of water against
temperature at 25 MPa [11, 12]. With the increase in temperature, the value
of log K, increases slightly, and then sharply decreases at ~400°C. The rel-
ative dielectric constant of water also decreases with temperature and a
sharp drop in &, occurs around 400°C.

3.2. References for Thermodynamic Properties of
Supercritical Carbon Dioxide and Other Fluids

The thermodynamic data of carbon dioxide and other fluids are com-
piled in “International Thermodynamic Tables of the Fluid State” published
by the International Union of Pure and Applied Chemistry (IUPAC) [28] in the
form of tables and equations of state. Thermodynamic data and equations
of state are also provided by “Journal of Physical and Chemical Reference
Data” for argon [29], nitrogen [29], oxygen [29], carbon dioxide [30], methane
[31], ethane [31], propane [31], butane [31, 32], isobutene [31, 32], ethylene
[29] and methanol [33]. “Fluid Phase Equilibria”, “Journal of Supercritical
Fluids” and “Chemical Engineering Science” are also good sources of ther-
modynamic and thermochemical data of SCFs. Data for phase diagrams,
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diffusion coefficients of molecules in pure and mixed fluids are available
[34-39]. One can access various thermodynamic databases of pure fluids
through the websites of NIST database [19] and “Chemical Web Book™
[40]. Data for mixed fluids for engineering purposes can be found in the
“Dortmund Data Bank™ [41].

4. SOLUBILITY OF ELECTROLYTES AND
NON-ELECTROLYTES IN SUPERCRITICAL FLUIDS

4.1. Solubility of Organic and Inorganic Substances in
Supercritical Water

Around the critical point, the dissolving power of water for solutes
changes dramatically. In SCW, the solubility of inorganic electrolytes
decreases sharply, while non-polar hydrophobic organic substances exhibit
a high solubility and sometimes become completely miscible. The charac-
teristic change in the dissolving ability of SCW plays a key role in the
SCWO technology, where waste organics and oxidants (oxidizing reagent
or air) are well mixed with SCW. The changes in €, and K, with temperature
and density (Fig. 5) essentially contribute to the SCWO method. Although
the autoprotolysis constant, K, behaves as if SCW is a mixture of a strong
acid and a strong base at extremely high temperatures, pressures and den-
sity, the value of K, is ~1072* mol?> dm~% around the critical point, where
the density becomes one-third of that of normal water [12].

An example is the solubility of benzene in water at high temperature
and pressure [43, 44]. The solubility of benzene in water is ~0.07 wt% at
ambient conditions, but is 7-8 wt% at 260°C, and the solubility is practi-
cally independent of pressure at any particular temperature. The solubility
increases to 18 and 35 wt% at 287 and 295°C, respectively, and at 20-25 MPa,
benzene becomes totally miscible at 300°C. Fig. 6 shows the critical solu-
bility curves of binary mixtures of water with H,, N, CO,, Ar, Xe, CH,
and benzene [45]. On the left-hand side of the curves the mixtures are sep-
arated into two phases and on the right-hand side they exist as one-phase
fluids.

In contrast to the case of non-polar organic substances, the solubility
of inorganic compounds decreases exponentially in SCW as seen in Fig. 7.
Sodium chloride dissolves in water up to 37 wt% at 300°C, but the solubility
decreases to only 120ppm in SCW at 550°C and 25 MPa. The maximum
solubility of calcium chloride is 70 wt% in subcritical water, but the solubil-
ity goes down to 3 ppm at 500°C and 25 MPa. Most inorganic salts are spar-



Supercritical Fluids and Reductions in Environmental Pollution 61

T T 1
250 | CO2-H20 L -
H2-H20
200 -
| Ar-H20
£
= 150 -
2
1
2
3 L N2-H20
[-¥
100 -
50 -
CP
0 pm====""" ! 1
100 200 300 400

Temperature, #/°C

Fig. 6. Critical solubility curves for binary system of water and non-polar substances. CP:
critical point of pure water [45].

ingly soluble in water under sub- and supercritical conditions due to insuf-
ficient formation of hydration shells around ions because of the low density
of the water and high mobility of water molecules.

4.2. Solubility of Organic and Inorganic Substances in
Supercritical Carbon Dioxide

The solubility of solid ionic solutes is low in non-polar solvents, while
non-polar solutes show higher solubilities than ionic salts. The solubility of
non-polar solutes is affected by intermolecular interactions in the solid
and solute—solvent interactions and the number density of molecules in the
solvents. The vapor pressure of the solid solute can be a good indicator of
intermolecular interactions in the solid state. Carbon dioxide is non-polar
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(dipole moment, . = 0), but has a quadrupole moment. The solubility of a
solute in SCCO, depends on the molecular weight and the polarity of the
solute.

Fig. 8 shows the variation of the mole fraction, y,, of naphthalene in
saturated SCCO, solutions with temperature and pressure [46]. Subscript 2
denotes the solute, i.e., naphthalene, and the component 1 is of course CO.,.
The solubility of naphthalene in CO, is strongly affected by pressure around
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the critical point, pe= 7.38 MPa, but at higher pressures the effect is small.
The steep increase in the solubility of naphthalene in SCCO, with pressure
around p_ is convenient for extracting naphthalene from a mixture. The tar-
get solute is dissolved in SCCO, from a solid mixture by pressurizing the
solution and is precipitated by releasing the pressure.

Fatty acids and alcohols dissolve in SCCO, and the concentration of
fatty acids at saturation increase steeply with pressure around p, of CO,
(Fig. 9) [47, 48]. The general trend is that the larger the polarity and molec-
ular size of the solute molecules, the smaller the solute solubility.

SCCO, is not a good solvent for polar substances when compared
with the usual organic liquids. In order to improve the dissolving ability
of substances in SCCO,, an entrainer or a co-solvent is added to SCCO,
[49]. In Fig. 10 the effect of ethanol and octane as the entrainer (co-solvent)
is shown for the maximum solubility of stearic acid in SCCO,. The mole
fraction of stearic acid, y,, at saturation in SCCO, increases with the con-
centration of the entrainers. Ethanol has a larger effect than octane, because
polar ethanol can better interact with polar stearic acid than non-polar
octane.
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5. STRUCTURE OF SUPERCRITICAL WATER

Structural information on SCFs is essentially important not only for the under-
standing of thermodynamic and thermochemical properties, and the unique
reactions of substances in the SCFs, but also for the improvement and exten-
sion of industrial applications of SCFs. However, due to technical problems,
few studies have been done on the structure of SCFs. The recent progress in
analytical methods and equipment has improved the situation. High-speed
computers are now widely used to simulate the behavior of molecules in SCFs
at high temperatures and pressures, which is sometimes difficult to realize by
experiments. Since water is the most attractive substance for chemists, struc-
tural investigations of SCW have been carried out by various workers using
methods such as X-ray and neutron diffraction techniques, NMR, Raman and
infrared spectroscopies. Computer simulations provide useful information for
the molecular arrangements and dynamics in SCW [50, 51].

Interatomic spatial correlations are represented by the radial distribu-
tion function, D(r), which can be obtained by the X-ray and neutron diffrac-
tion methods. From the peak position, the peak area, and the peak width, the
interatomic distance, r, the number of atoms within the atom pair, n and the
mean-square amplitude of the distance of the atom-pair, o, respectively, can
be estimated.

The X-ray diffraction method at high temperatures and high pressures
has been applied to the study on the structure of SCW since the 1980s [52,
53], but the early results were not reliable due to technical difficulties. In
1993 Yamanaka and his coworkers reported X-ray diffraction results for the
structure of high temperature and high pressure water at 7= 300-649 K and
p = 0.1-98.1 MPa by using an imaging plate detector [54]. The radial distri-
bution curves in the form of D(r)—4mr’p, at various temperatures and pres-
sures are represented in Fig. 11, where p, denotes the average electron
density in the system. The peaks appearing at r = 290, 450 and 670 pm indi-
cate the tetrahedral ice-like hydrogen-bonded structure of liquid water [55].

The peaks at higher r values gradually disappeared with an increase in
temperature and pressure, indicating the breaking of the ice-like hydrogen-
bonded tetrahedral structure of water. The peak analysis was performed for
the first peak around 200—400 pm of the radial distribution function in the
form of D(r)/4mr?p,, and the peak was de-convoluted into two peaks, I and
II, as seen in Fig. 12. The structure parameters, r, n and half-width at the
half-height of the peak, o, which corresponds to the mean-square amplitude
of bonds, are summarized in Table 2.
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Fig. 12. The peak analysis of radial distribution functions of water, D(r)/4mr’p, at vari-
ous temperatures and pressures given in Fig. 10. The experimental values are given by
solid lines and the calculated peaks I and II with the structural parameters given in Table
2 are indicated by dots [54].

The water—water distance at the nearest neighbor, 7y, increased and the
number of water molecules at the nearest neighbor, n,, decreased with the
increase in temperature and pressure. The results indicated that the hydro-
gen bonds between water molecules were elongated and the hydrogen-
bonded water structure was going to be decomposed at elevated temperature
and pressure. The o value also increases with ¢ and p, and the result showed
that the water—water interaction was weakened when ¢ and p were elevated.
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Table 2

The structural data of water molecules at the nearest (peak 1) and the second nearest
(peak II) neighbors determined by the analysis of radial distribution functions at various
temperatures and pressures including the supercritical region

t (°C) p p Peak I Peak II
(MPa)  (gem™)

G r(pm) oy (pm) iy ry (pm) oy (pm)
300 0.1 1.0 3.1 287 28 1.3 341 37
416 52.9 0.95 2.8 291 27 1.8 341 34
441 98.1 0.95 2.8 290 27 1.9 340 32
469 47.8 0.9 2.5 287 26 2.4 342 36
498 98.1 0.9 2.4 290 27 2.4 342 36
532 5.0 0.8 2.1 287 26 2.2 339 34
557 51.6 0.8 2.1 289 25 2.1 344 35
592 98.1 0.8 2.0 287 30 2.4 343 34
610 36.5 0.7 1.8 293 31 1.9 348 42
637 67.7 0.7 1.7 293 33 2.0 343 42
649 80.4 0.7 1.6 292 35 2.3 342 44

n: the number of water molecules, r: the intermolecular distance, o the half-width at the
half-height of the peak [54]. Estimated errors in n, r and o are L0.1, 1, 1 pm, respectively.

In contrast to the change in n;, n;; increased with the increase in ¢ and p, and
ry and sy also increased with ¢ and p.

The values of n, r and o obtained from peaks I and II are plotted against
temperature and density in Fig. 13. In the figure, the sum of n; + ny; is also
plotted, which is practically unchanged in spite of the change in the density.

The n,; value was 1.6-1.8 in the SCW at p = 0.7 gcm ™3, and the result
indicated that ~40% of hydrogen-bonds in the ice-like water structure
(n = 4) still remain in the SCW. The o value increased, which suggested that
the H,O-H,O bonds in the SCW were largely fluctuating.

An interesting result is given in Fig. 14 for the H,0-H,O distance (r)
in water collected from the literature plotted against p~ '3 [50, 51, 56]. Since
p~ '3 corresponds to the statistically averaged intermolecular distance in
liquids, the plot represents the comparison of the experimentally obtained
water—water distance (r) with the statistically averaged intermolecular dis-
tance. In high and medium density water with p =1.04-0.9 gcm™* under
ambient and subcritical conditions, the water—water distance was pro-
portional to the average distance, and the fact suggested that the thermal
expansion of water was mainly caused by the elongation of the water—
water hydrogen bond distance. However, in SCW of low density where
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Fig. 13. The structural parameters of water with density and temperature. (a) The
number of water molecules at the nearest neighbors n, (b) interatomic distance r, (c) half-
width at half-height o of the peaks I (O) and II (A) and their sum ((J) [54].

p #>1.02¢g "*cm, the intermolecular distance, r, was practically
unchanged, although the data were scattered to some extent. The result indi-
cated that water molecules were still hydrogen-bonded even in the SCW
with a distance of ~293 = 3 pm.

In the low density SCW, small clusters should be formed in which the
H,0-H,0 hydrogen-bonded distance is kept ~293 pm. The clusters may be
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ent water) [56].

dispersed in the SCW, although the co-existence of monomerly dispersed
gas-like water molecules together with clusters cannot be denied.

The average number of the nearest water molecules in water, n (n; in
Fig. 13) is plotted against the density of water, p in Fig. 15. The plot monot-
onously decreases with a decrease in density from normal water (n =4.4
under an ambient condition) to SCW (n = 1.6-1.8). From the two plots in
Figs. 14 and 15, it can be concluded that the clusters formed in SCW are not
so large that many of water molecules in the clusters locate around the sur-
face of the clusters, but have smaller numbers of adjacent molecules than
those in the bulk. Therefore, water molecules are heterogeneously dispersed
in SCW by forming small clusters, in which water molecules are bound by
hydrogen-bonds with the intermolecular distance of r ~293 pm, probably
together with monomer dispersed molecules.

The position of hydrogen atoms can be estimated experimentally by
means of neutron diffraction and theoretically by computer simulations, and
on the basis of these data, the orientation of water molecules in SCW can
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be discussed. Molecular dynamic simulations of SCW were performed by
employing TIP4P [57, 58], SPC [59] and SPCE [60] potentials. A neutron
diffraction measurement was examined for SCW [61]. The pair correlation
functions, go(r) of the O—O atom pair found by molecular dynamics sim-
ulations and neutron diffraction experiment, together with the g (r) func-
tion derived from the X-ray diffraction data [54], are compared in Fig. 16.

The shape of the go4(r) functions obtained from MD simulations and
X-ray diffraction data are similar, but that from the neutron diffraction
measurement is very different from the others. The result from the neutron
diffraction study is today considered to be less reliable.

High temperature—high pressure NMR techniques provide useful
information on the intermolecular interactions of SCW. The 'H NMR signal
of water observed at 30°C was sharp and shifted toward the low field side
with temperature at constant density (p =0.4gcm™? at high temperatures
and pressures; the pressure was changed in an NMR tube with a constant
volume) [62, 63]. The signal was broadened with the increase in the tem-
perature as seen in Fig. 17a. The chemical shift o of water is plotted against
temperature in the liquid and gas phases in Fig. 17b.
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Fig. 16. Comparison of pair correlation functions g,(r) of supercritical water obtained
by various methods.

Method Potential function TIK p (gem™3) Reference
(a) MD TIP4P 725 0.75 57
(b) MC TIP4P 673 0.7 58
(c) MD SPC 647 0.48 59
(d) MD SPCE 652 0.33 60
(e) ND - 673 0.66 61
) XD - 649 0.7 54

MD: molecular dynamics, MC: Monte Carlo, ND: neutron diffraction, XD: X-ray
diffraction.
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Fig. 17. "H NMR signals of water. (a) The shape and position of "H NMR signals at var-
ious temperatures. (b) "H NMR chemical shift § as a function of temperature and density.
The filling factor of water is 0.4, which makes density of supercritical water to be
p=0.4gcm™3 [62, 63].

The plot of chemical shift depicted in Fig. 17b shows that the NMR
chemical shifts of liquid water move to the high field side on the equilib-
rium curve with an increase in temperature, while reverse is true for water
in the gas phase. A plot of the number of hydrogen-bonded water molecules,
nyg. estimated from the NMR chemical shifts at various temperatures and
densities is given in Fig. 18. The result shows that hydrogen bonds still exist
in SCW even at 400°C and p =0.2gcm 3.

Studies by IR and Raman spectrometry provide important information
on the nature of water—water bonds. The O-D stretching vibration band in
HDO solution containing 8.5 mol% D,0O in H,O was measured at 303—673 K
and 5-400 MPa and the result is depicted in Fig. 19 [64]. The O-D band was
observed at 2520 cm ™! under ambient condition. A sharp band appearing at
2719cm™! in the solution of p=0.0165gcm ™3 and T= 673 K was ascribed
to free HOD molecules. The band disappeared in SCW with p = 0.095 gcm 3.
On the other hand, a new band was observed around 2650 cm ™! in water with
p=0.036 gcm? and the intensity of the band increased and shifted toward
the low frequency side with increasing density. In water with p=0.9 gcm™!
the band appeared at 2600cm™!. The band was ascribed to the O-D fre-
quency of hydrogen-bonded water in SCW.
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2800 2600 R 2400

10* cm? mol™!

2800 2600 2400
vicm™!

Fig. 19. The frequency of the O-D stretching vibration, v, in the IR spectra of water
observed at 673 K at various densities. k denotes the molar extinction coefficient in the
cm? mol ! unit [64].
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Fig. 20. Isotropic Raman spectra for the D-O stretching frequency, v, in 9.7 mol% HDO
in H,O at various temperatures and densities [65].

The O-D stretching vibration band was observed by the Raman
spectroscopy over the temperature range of 298—-673 K within a relatively
narrow density range of 0.8-1.0gcm™ and a wide density range from
0.04 to 0.8 gcm™3 at 673K (Fig. 20) [65]. The band around 2500 cm™!
was attributed to the hydrogen bonded O-D stretching vibration, and
the band around 2700 cm™! was assigned to the O—D bond in non-hydrogen-
bonded water. The band assignment is consistent with the IR meas-
urement [64]. Although the two state model (hydrogen-bonded and free
water molecules) may be too simple to explain the IR and Raman spec-
tra, these results showed the existence of hydrogen bonds in relatively
dense SCW.

Since SCW consists of heterogeneously dispersed small clusters,
oligomers and probably gas-like monomer water molecules, non-polar
organic substances can easily be mixed with it. On the other hand, due to
the lack of the number density of water molecules, insufficient hydration
shells are formed around the inorganic ions and the dissociation of inor-
ganic salts is suppressed.
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6. APPLICATION OF SUPERCRITICAL FLUIDS FOR
REDUCING POLLUTANTS

6.1. Supercritical Water Oxidation Process

One of the major problems we have today is the disposal of various
organic wastes and hazardous compounds. The ideal solution would be to
decompose them into innocuous substances. Chemical oxidation processes
by ozone and hydrogen peroxide, photo oxidation processes by ultraviolet
irradiation, wet oxidation processes by applying high temperature and high
pressure (200-300°C and 1.5-10 MPa) and incineration processes at 800—
2000°C have been examined at a laboratory scale and some of them have
already been scaled up. However for most of these techniques, the effi-
ciency of decomposition of the wastes and polluting materials are not high
enough. Although the incineration process could achieve the effective decom-
position, the process produces hazardous and toxic by-products such as
dioxanes, NO, and SO,, which are often discharged into the atmosphere.

In 1982 it was reported that the oxidation process by using SCW is
effective in the decomposition of persistent organic wastes, and the decom-
position could be greater than 99.99% for most wastes. The SCWO process
for the treatment of pollutants, wastes and hazardous compounds attracted
much attention in recent years [6, 66—74]. Efficiencies for decomposition of
chlorinated organic compounds are listed in Table 3 [72, 73]. The SCWO
processes are usually operated at ~600-650°C, which is lower than the
temperature of incineration processes.

Organic wastes including chlorine, sulfur and nitrogen atoms are oxi-
dized and decomposed into water, CO,, N,, HCI, H,SO, and HNO,. The
acids formed are usually neutralized by a sodium hydroxide solution
injected into a reactor. The neutralized acids are precipitated as salts. For the
treatment of aqueous solutions containing organic wastes of 1-20 wt%, the
SCWO process is more effective in energy and cost than the incineration
process. Slurries containing organic wastes such as human metabolic wastes
[74], biomass and organic polluted soils are pumped into a reactor. The
SCWO process is performed in a fully closed system, and no additional
abatement facilities for exhaust gases and discharged water are required.

Major problems of the SCWO process are (1) the removal of precipi-
tates formed in the reactor and scales accumulated in the equipment [75, 76].
They reduce heat efficiencies of the reactor and prevent the stable operation
of the process. Metals included in the wastes are often oxidized to metal
oxides, which are also precipitated in the reactor. (2) Corrosion of reactors is
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Table 3
Destruction efficiencies of chlorinated organic compounds by
SCWO [71-73]

Compound Destruction rate (%)
Carbon tetrachloride >96.53
Chlorinated dibenzo-1,4-dioxanes® >99.9999
Chloroform >98.83
2-Chlorophenol >99.997
2-Chlorotoluence >99.998
DDT? >99.997
4,4'-Dichlorobiphenyl 99.993
1,2-Dichloroethane 99.99
PCBs¢ >99.995
1,1,2,2-Tetrachloroethylene 99.99
Trichlorobenzenes? 99.99
1,1,1,-Trichloroethane >99.99997
1,1,2-Trichloroethane >99.981

“Mixtures of chloro-substituted dibenzo-1,4-dioxane.
®Dichlorodiphenytrichloroethane.

“Polychlorinated biphenyl (or polychlorobiphenyl).
4Mixtures of 1,2,3-, 1,2,4- and 1,3,5-trichlorobenzene.

(O

o

Chloro-substituted dibenzo-1,4-dioxane

-

o

oO—O—0O—I

another serious matter in the SCWO process. Oxidation of materials used for
reactors is accelerated by the acids produced. As a result, corrosion resistive
materials have to be used for the equipment, and this is usually costly.

In order to solve the problem caused by precipitates in reactors, a two-
zone technique involving supercritical and subcritical chambers was
exploited. A flow-chart of an SCWO process (MODAR process) featuring
a two-zone reactor is shown in Fig. 21 [66]. In the upper zone, which is for
SCW at ~600°C, the wastes are decomposed and the products are neutral-
ized. In the lower zone (subcritical), in which the temperature of water is
~200°C, the precipitates which formed in the upper zone are dissolved.
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Effluent
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Fig. 22. Schematic presentation of dual shell pressure-balanced vessel for SCWO [77].

Organic wastes, an alkaline solution (used for the neutralization of the
acids produced), air as an oxidant and supercritical water, are mixed and
preheated, and then injected into the supercritical zone of the reactor. The
wastes are oxidized and neutralized in this area. The SCF flows downwards
during the reaction, and precipitates formed during the reaction fall down
into the subcritical zone and are dissolved in subcritical water. The high
temperature fluid turns back and upward due to convection, and then goes
out from a vent.

The two-zone type reactor has been improved with the introduction
of a dual shell pressure type reactor (Fig. 22) [67, 77]. In the dual shell reac-
tor, pressurized air is introduced between the wall of the pressure vessel
and a reaction cartridge. A pilot plant of the dual shell type reactor can treat
two tons of aqueous solutions containing 10% organic wastes per day
(Photograph 2).

The corrosion problem could be avoided by using highly corrosion
resistive material. Nickel alloys like Inconel 625 or Hastelloy C-276 are
examples. Even some noble metals are used for the cartridge. Since the
thickness of the wall of the cartridge can be reduced in dual shell type
reactors, the cost for constructing the SCWO reactor can be drastically
reduced.

6.2. Extraction of Pollutant from Soils with Supercritical Carbon
Dioxide and Other Supercritical Fluids

The dissolving capacity of SCCO, depends on the temperature and pres-
sure. When a target material is dissolved in SCCO, at a high pressure, the
material is precipitated when the pressure is released. As a result, SCCO,
can be used for extraction of various materials. Usually no distillation and
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Photograph 2. Supercritical water oxidation reactor situated at Organo Corporation,
Saitama, Japan. (Partly funded by New Energy and Industrial Technology Development
Organization (NEDO), which is an auxiliary organization of the Ministry of Economy,
Trade and Industry of Japan).

other additional processes are required. Extraction of caffeine and hop are
examples. SCCO, can also be employed for extracting polluting materials
from soil. By extracting contaminants, together with a preconcentration
step, it is possible to analyze minute amounts of contaminants by conven-
tional analytical methods. The use of SCCO, together with an entrainer at the
pretreatment step for the contamination analysis in soils, a high recovery rate
of contaminants was realized compared with the standard analytical process
of SW846 Method 8330 in USA [78]. The recovery of dioxanes from soil
was improved from 40 to 90% by adding 2% of methanol to SCCO, [79].
The addition of 2% methanol to supercritical N,O could extract dioxanes
from soil with the extraction efficiency of greater than 98% [79]. It is possi-
ble with a combination of gas chromatography and SCCO, extraction, to
analyze volatile contaminants in soils within 10 min [80, 81]. Successful
removals of dichlorodiphenyltrichloroethane (DDT) [82] and chlorinated
aromatic compounds such as trichlorophenyl and polychlorinated biphenyls
(PCBs) [83] have been reported. Since the 1990s, SCF extraction processes
for soil remedy have been scaled up for commercial use.
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Supercritical propane has been applied to the treatment of sludge from
wastewater treatment facilities in petroleum refineries with a treatment
capacity of 300 barrels per day [84].

6.3. Recycle of Used Plastic Bottles with Supercritical Methanol

Supercritical methanol can be used under milder conditions than those
used in SCW. Supercritical methanol is used for recycling processes of waste
plastics to monomers. PET is decomposed by supercritical methanol to
dimethylterephthalate and ethylene glycol. Supercritical methanol can per-
form the process within 1/10 reaction time with 100% recovery of recycling
without the use of catalysts. The method is more advantageous than other
methods using liquid methanol and liquid ethylene glycol with catalysts.
The decomposition of PET can be made at 330°C and 8.1 MPa [7, 85].
Another advantage of this process is that the evolution of gaseous products
is negligible, because the decomposition reactions stop at the formation of
monomers and do not proceed to CO,. The monomers can be used again for
producing PET, and the “bottle-to-bottle” recycle is realized.

7. CONCLUDING REMARKS

The application of SCFs to the treatment of wastes and pollutants and to the
extraction of contaminants from soil will be extended to other fields in
the near future. The cost for the construction of plants will be reduced by the
improvement of equipment and materials. The kind of fluids to be used will
also be improved and many other technologies will be developed according
to world needs. On the other hand, reactivities of SCFs, the nature of
intramolecular bonds and intermolecular interactions, which are closely
related to the reactivities, are not well elucidated yet. Studies on thermody-
namics and thermochemistry and intra- and intermolecular interactions from
microscopic points of view of SCFs will help solve some of these problems.
Furthermore structural studies of SCFs have rarely been made for com-
pounds other than water. Structural investigations of liquids at high temper-
ature and high pressure are also very attractive and important in relation to
life sciences. Further investigations into this area should be encouraged.
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1. INTRODUCTION

The emergence of room temperature ionic liquids (RTILs) or low temperature
molten salts as “green designer solvents” [1] with highly unusual, yet desir-
able, physico-chemical properties has challenged the inherent limitations of
conventional molecular solvents and subsequently culminated in a plethora of
potential applications [2]. Although the first report of a “useful” ionic liquid'
dates back to 1914 [3], the synthesis of the first air-stable ionic liquid in 1992
[4] and the commercial availability of ionic liquids as research chemicals in
1999 [5] provided impetus for stimulating research activities. Consequently,
investigations on ionic liquids related to their potential applications have
become an active hub of research efforts in recent years, as apparent in the
marked increase in journal publications [6] and workshops [7] devoted to
ionic liquids.

The concentration of research efforts on ionic liquid research is attrib-
uted to increasing concerns over the deleterious impact of inefficient and
unsafe chemical process technologies on the integrity of the environment

'The terms ionic liquid and room temperature ionic liquid will be used interchangeably from this
point, unless otherwise stated, where the former would ordinarily refer to an ionic liquid that is in
a liquid state under ambient conditions and the latter to an ionic liquid that has a melting point
lower than 373.15K.
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and human health [2]. The greatest costs, coupled with solvent and energy
usage and effluent generation, are most frequently incurred in separation unit
operations [8]. This trend is most evident in the chemical and petrochemical
industries, where complex mixtures of paraffins, cyclo-paraftins, olefins, aro-
matics and oxygenates must be subjected to sufficient number of separation
processes or stages to obtain the required product streams. The methods of
choice for industrial separation processes have been solvent-intensive or
solvent-enhanced separation processes involving extractive distillation,
azeotropic distillation [8] and liquid-liquid extraction [9].

It has been estimated that despite the significantly high energy con-
sumption, distillation processes account for 90% of all separation operations
in the chemical industry [8]. Common to the above processes is the addition
of a selective solvent (usually polar) to alter the distribution of the components
between the two respective phases to allow for a more efficient separation
process. Traditionally, solvent-intensive industrial separation processes have
been plagued by toxicity, flammability, corrosiveness and flammability in the
use of solvents such as N-methyl-2-pyrrolidone (NMP), tetrahydrothiophene-
1,1-dioxide (sulpholane), dimethylsulphoxide (DMSO), ethylene glycols
[10], etc.

The feasibility of the use of alternative, cleaner and relatively environ-
mentally benign separation technologies such as supercritical fluid extraction
[11] and membrane separation processes [12] has been explored as a possible
solution. However, the inherent advantages of distillation and traditional
extraction processes over these methods [8] coupled with the high costs
associated with plant shutdown and the replacement of well-established tech-
nologies currently make these alternative processes quite unattractive. A more
pragmatic approach for the development of cleaner separation technologies
is the search for viable alternatives for the replacement of traditional solvents
in these processes, at the forefront of which is ionic liquids.

The distinguishing feature of ionic liquids is that they are a non-aqueous
liquid phase composed entirely of ions, which are bulky, polar and asymmet-
rical (especially the cation). This allows for a large liquidus range in the face
of strong Coulombic forces. This unusual structure endows ionic liquids with
equally unusual physical and chemical properties such as negligible vapour
pressures under ambient conditions, a large liquidus range, high densities, high
decomposition temperatures (up to 473 K) and variable miscibility charac-
teristics in organic, inorganic and polymeric materials [2]. The generalized
structure of an ionic liquid is based on the combination of organic cations,



Phase Equilibrium Studies on Ionic Liquid Systems 87

which can be categorized as “aromatic” or “onium” and inorganic or organic
anions, which are either “conjugate” or “ate” bases [11]. The cations that have
been typically employed in 1onic liquid synthesis have been stable nitrogen-
containing aromatic heterocycles in the form of pyridinium and imida-
zolium ions, together with quarternary ammonium and phosphonium salts.
The substituents on the cations are usually n-alkyl chains of variable length
but other functional groups such as hexyloxymethyl and methoxy can also
be employed. Greater freedom is exercised in the choice of anion to couple
or “mate” with the organic cation in the form of the poorly nucleophilic
tetrafluoroborate [BF,], hexafluorophosphate [PF,], acetate [CH,CO,],
p-toluenesulphonate [C,H,SO;], methylsulphate [CH,;SO,] or bis(trifluo-
romethylsulphonyl)imide [(CF;SO,),N] ions. Through an intuitive or “trial
and error” approach to the variation in the structures of ionic liquids (cations,
anions and substituents), often marked variation in the physico-chemical
properties such as hydrophobicity, density, conductivity, viscosity, liquidus
range and solvation behaviour is observed. This allows for the design of
task-specific ionic liquids, whose structure can be “optimized” for a specific
purpose, which is highly critical for applications such as the specific extraction
of toxic heavy metals from industrially polluted wastewater [13]. It has been
estimated that the number of potential ionic liquid structures from possible
anion—cation couplings is 10° [14], which is an unprecedented occurrence for
any class of chemical substances. Consequently, it is this flexibility in the
design and function of a solvent which is indeed a great advantage over con-
ventional molecular solvents, which belong to distinct structural classes with
chemical and solvent properties determined by the functional groups present.

To extend ionic liquids from the realm of mere theoretical interest in
research laboratories to actual implementation in industrial separation
processes, conclusive experimental studies, which allow for an effective
assessment of the feasibility of ionic liquids in industrial separation processes,
are required. For the design engineer trying to size separation equipment,
optimizing separation sequences, predicting operating costs and design control
schemes [15], reliable knowledge of the phase equilibrium behaviour (sol-
ubilities, vapour-liquid equilibria, liquid-liquid equilibria) of the system in
the presence of the added solvent is required.

In this chapter, the application of key experimental techniques for the
determination of thermodynamic properties of ionic liquid—organic mixture
will be discussed as a means for the effective screening of ionic liquids as
solvents in industrial separation processes.
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2. SOLUBILITY STUDIES ON IONIC LIQUID-ORGANIC
MIXTURES AND APPLICATION TO LIQUID-LIQUID
EXTRACTION

Solvent extraction or more correctly, liquid-liquid extraction [10] is a major
industrial separation process employed in the chemical and petrochemical
industries. It is an attractive, less-energy-intensive alternative to solvent-
enhanced distillation processes (extractive/azeotropic distillation) for the
separation of close-boiling or azeotropic systems. However, in the petro-
chemical industry, an extractive distillation step in the liquid-liquid extrac-
tion sequence is necessary to obtain the desired product in high purity as
well as to effect solvent regeneration. Consequently, separation sequences
such as the sulpholane process [16] are seen as hybrid processes which allow
for the processing of feedstocks of a much wider boiling and composition
range than would be possible for either process alone, i.e. for aromatic—
aliphatic mixtures, liquid-liquid extraction is suitable for 20-65 wt.% aro-
matics and extractive distillation is suitable for 65-90 wt.% aromatics [17].
In liquid-liquid extraction, separation is achieved purely as result of selec-
tive solvent—solute interactions and liquid phase splitting, dependant on the
chemical natures of the components, and extractive distillation combines
the selective properties of a solvent in significantly altering the relative volatil-
ity of the system to allow for separation in the generated vapour and liquid
phases.

2.1. Description of the Liquid-Liquid Extraction Process

The origin of the large-scale industrial implementation of the liquid—
liquid extraction process for organic mixtures dates back to the early 1930s
for the separation of aliphatic—aromatic mixtures. The Edeleanu process [10]
employed the use of liquid sulphur dioxide for the selective extraction of
aromatics from the kerosene fraction of an oil refinery process to produce
low aromatic lamp oil. As a result of shifting trends in energy and heating
technologies, coupled with the identification of new solvent systems, interest
in this process has been superseded by other processes. The benzene, toluene,
xylene (BTX) aromatic fraction, obtainable from an aliphatic—aromatic
mixture produced from various hydrocarbon processing operations such as
reformed petroleum naptha (reformate), pyrolysis gasoline by-products from
ethylene crackers (pygas) and coal liquid by-products from coke ovens, i.e.
coke oven light oil (COLO) [16], is an invaluable feedstock for the petro-
chemical industry. Commercial liquid-liquid extraction processes [10, 16, 18]
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that have been of interest include the Arosolvan process (NMP/water),
sulpholane process (2,3,4,5-tetrahydrothiophene-1,1-dioxide or sulpholane),
IFP (DMSO), Formex (N-formyl morpholine), Udex (glycol/water), Tetra
(tetraethylene glycol) and newer processes such as the Carom process
(tetraethylene glycol/Carom concentrate).

Further information on the above processes can be obtained from the
review articles by Bailes et al. [10, 19], Treybal [20], Hanson [21] and the
UQOP website [16].

The generalized liquid-liquid extraction process for an aromatic—
aliphatic separation is based on the introduction of the upstream hydrocar-
bon (aromatic—aliphatic) feedstock into the extractor, which is then contacted
with a stream of lean solvent on trays in a counter-current fashion. This results
in the creation of two immiscible or partially miscible phases, i.e. an organic
(aliphatic)-rich phase and a solvent-rich phase, with which the aromatic
components then selectively interact with and dissolve into, resulting in
favourable separations. The phase containing the desired component (known
as the solute) dissolved in the added solvent, i.e. the solvent-rich phase, is
known as the extract phase, which is the aromatics-laden stream with a
small amount of non-aromatics. The second stream, known as the raffinate
phase, is the remaining organic content of the original feedstock, not extracted
into the solvent phase, i.e. the aliphatic hydrocarbons together with a residual
amount of aromatics. The raffinate phase usually exits the extractor at the top
and the denser aromatics-rich solvent phase exits at the bottom. As a result of
both streams not being of the desired purity due to the selective nature of
the solvent, both streams have to be subjected to work-up processes. The
aromatics-rich solvent stream is firstly purged of the non-aromatic content
through the use of extractive distillation and/or steam stripping in a stripper
section and then sent to a solvent recovery section where the large boiling
point difference between the solvent and the aromatics content is exploited
to effect the product separation and solvent recovery. In the sulpholane
process [16], this is conducted under vacuum to allow for energy savings.
The solvent stream is then recycled back into the extractor and the aromat-
ics fraction can then be separated into the respective components through
the use of a distillation train. Additional post-purification of the aromatics
fraction in the form of clay treatment can be employed to remove trace
olefins. The raffinate stream is treated in a water-washing sequence to remove
the water-soluble solvent, which can then be recovered to maximize solvent
regeneration. The raffinate stream can be used in gasoline formulation or as
aliphatic solvents.
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2.2. Solvent Choice Criteria for Liquid-Liquid Extraction

Solvent choice criteria for liquid—liquid extraction require consideration
of key solvent thermo-physical and chemical properties; some of these are
listed below.

2.2.1. Selectivity and Capacity

The favourable partitioning of the desired solute between the raffinate and
the extract phases is dependant on the relative affinities (physical interactions)
of the solute species for the two phases. This is expressed through a ratio of the
distribution coefficients for the separation of an aliphatic—aromatic mixture,
partitioning between two phases, known as the selectivity (S) [22], as defined
below:

[ tic/Xatiphatic Jextract
S: aromatic alp atic Jdextraci (1)

[)C Ix aliphatic ]raffinate

aromatic

where x refers to a composition, i.e. the component mole fraction. As can be
inferred from Eq. (1), a selectivity of much greater than unity is required for
an efficient separation.

The capacity of a solvent is defined by the distribution coefficient of
the aromatic content in the two phases, i.e.

— [X aromatic ]extract

C

[X aromatic ]raffinate (2)

The solvent capacity indicates the amount of the solute phase that can be
accommodated in the solvent-rich phase; hence, a large capacity is desirable
from the perspective of the economy of the process as it allows for a smaller
solvent-to-feed ratio for a given selectivity or extraction efficiency. Unfortu-
nately, the solvent selectivity and capacity are frequently inversely related,
as is the case for solvents such as NMP with a high capacity and a low selec-
tivity. Sulpholane has the highest selectivity and capacity of all the commer-
cially significant extraction solvents [16] for aliphatic—aromatic separations.
Both capacity and selectivity can vary quite markedly across the feedstock
composition range, i.e. as a function of the aromatic concentration. Conse-
quently, these two factors, as a function of feedstock composition, have to be
cumulatively assessed to allow for a process that is both economical (large
capacity) and efficient (large selectivity). The selectivities and capacities of
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ionic liquid solvents, as determined in experimental liquid-liquid equilibrium,
will be compared to those of commercial solvents in a later discussion.

2.2.2. Boiling Point

A large boiling point difference between the solvent and the mixture
components is desirable to facilitate the product separation from the solvent
and for solvent regeneration through extractive distillation or stripping. If
the volatility of the solvent is extremely small, flash distillation and vacuum
distillation are extremely attractive processes, where the latter minimizes
energy consumption and solvent decomposition. The higher boiling point
also extends the flexibility of the process in terms of the feedstock compo-
sition by allowing for the processing of components with higher boiling
point ranges. The normal boiling points of NMP and sulpholane are 475 K
and 560.5 K, respectively [23]. In the sulpholane process for aromatic—
aliphatic mixtures with up to 68% aromatics [16], solvent recovery is
achieved with minimal energy input as vacuum distillation is employed.
Under ambient conditions, the volatility of ionic liquids is negligible and
this would have tremendous consequences for energy savings in solvent
recovery.

2.2.3. Thermal Stability

In addition to air, moisture and photochemical stability, the thermal sta-
bility is an important aspect of improving the economy of the process. The
occurrence of thermally induced polymerization or decomposition reactions
results in a loss of solvent recovery potential, specialized facilities for the treat-
ment and post-purification of solvents and product streams and poor flexibil-
ity in the optimization of the thermal profile of the process (solvent extraction
and extractive distillation steps). N-Methyl pyrrolidone has been shown to
be chemically and thermally stable in the Arosolvan process. Sulpholane is
reported to be stable to 493 K and undergoes some decomposition at 558 K
[23]. In the sulpholane process, the influence of oxygen on solvent stability
in the form of minor oxidative degradation has been observed under normal
operating conditions. Consequently, the exclusion of air in the feed to the
extraction unit has been advocated for this process together with the inclu-
sion of a solvent regenerator unit. The latter operates by removing oxidized
solvent from a small side-stream of the circulating solvent that is directed
towards the solvent regenerator unit [16]. Ionic liquids exhibit excellent
thermal stability and lack of sensitivity to oxygen would be advantageous
with respect to the processing and recovery of the solvent.
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2.2.4. Density and Viscosity

A large difference between the solvent and the raffinate phases (as pro-
vided by a solvent with a high density) is desirable to allow for rapid and effi-
cient phase separation in the liquid-liquid extraction. However, a low viscosity
solvent is preferred from a theoretical and practical standpoint as it allows
for an improved phase separation and mass transfer, together with a decreased
load in terms of pumping duties for the solvent. NMP has an intermediate
density (1.0259 g cm™ at 298.15K) [23] and an optimum viscosity (viscosity
coefficient = 1.666 cP at 298.15 K) [23]. Sulpholane, on the other hand, has a
rather high density (1.2604 g cm™ at 303.15K) [23] and a high viscosity (vis-
cosity coefficient = 10.286 cP at 303.15 K) [23]. As with NMP and sulpholane,
the majority of ionic liquids have densities that are higher than that of water,
with values ranging from 0.949 g cm™ to as high as 1.85g cm™ [24] being
reported. Ionic liquid viscosities, as with densities, are equally as variable
with values from 18 cP to 33070 cP and are generally quite high.

2.2.5. Extract Products (Aromatics) Range

The product range is a limiting factor in determining the capacity of the
solvent as it determines the maximum amount of the solute that can be accom-
modated in the solvent phase. If this limit is exceeded, phase splitting ceases
and the separation process breaks down.

2.2.6. Melting Point and Liquidus Range

The melting point of the solvent of choice should ideally be below
ambient temperature so as not to necessitate the introduction of any special
requirements such as steam-tracing of equipment and process lines to prevent
solidification of the solvent. In this regard, the sulpholane process is burdened
by the rather high melting point (301.60 K) [23] of its solvent. A large liquidus
range for the solvent also facilitates the storage and the containment of the sol-
vent, together with maximizing solvent recovery and the efficiency of the extra-
ction process. The melting point of RTILs is frequently below 273.15 K and
a large liquidus range (>200 K) is generally observed for most ionic liquids.

2.2.7. Handling Ability

A solvent which is non-toxic (for human health and environmental con-
cerns), non-flammable and non-corrosive facilitates handling and processing.
The latter consideration is particularly important for the economical design
of extraction plants, e.g. a plant constructed from carbon steel would suffice
for a fairly non-corrosive solvent (e.g. sulpholane). Where corrosion rates
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are significant, the use of stainless steel as a construction material for the
plant is necessitated. The majority of ionic liquids have low corrosion ten-
dencies. Unfortunately, toxicity data on ionic liquids are still rather scarce [29].

2.2.8. Availability and Cost

Liquid-liquid extraction is a solvent-intensive process and since solvent
recovery is a finite process, the solvent should be available in high purity at
moderate cost. Both sulpholane and other commercially significant solvents
are obtained at a lower cost than ionic liquids due to a current lack of com-
mercial significance and large-scale preparation of ionic liquids.

2.2.9. Solvent and Process Flexibility

The possibility of optimizing or enhancing the solvent’s properties for a
more effective extraction through fairly simple, inexpensive means is an invalu-
able option for the process engineer. This has most frequently been achieved
through the addition of modifiers or polar mixing components to the solvent
to alter the selectivity, capacity, aromatics range and boiling point. An exam-
ple of this is to be found in the Arosolvan process, where a polar mixing
component (water or monoethylene glycol) is employed to improve the capac-
ity of NMP. Process flexibility primarily relates to the ability of the process
to maintain high levels of recovery of a pure product in response to variation
in the aromatics content and the boiling point range of the feedstock.

2.3. Measurement and Representation of Ternary
Liquid-Liquid Equilibria

The acquisition of experimental liquid—liquid equilibria data for solvent—
organic mixtures of interest is invaluable for the screening of potential sol-
vents for liquid-liquid extraction. The graphical representation of ternary
liquid-liquid equilibria is most suitably represented through the use of a tri-
angular phase diagram (Fig. 1), where the miscibility characteristics of the
system as a function of overall composition are shown.

Each vertex represents a pure component and the arrangement shown
in Fig. 1 for the solvent, original solvent and solute is most convenient for
an assessment of the extraction efficiency of the solvent for the solute. The
concentration units are mole fractions such that the sum of the mole fractions
of three components A, B and C for each point on the diagram satisfies the
following:

Xy Txgt+x-=1 3)
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Fig. 1. Representation of ternary liquid—liquid equilibria.

The binodal curve separates the single-phase region from the two-phase region.
Any overall system composition (M) in that region will spontaneously split
into two phases, i.e. the extract phase (E) and the raffinate phase (R). The com-
positions of the equilibrium conjugate phases lie on the curve on either end
of the tie line that passes through the overall system composition. As the tie
lines become shorter, the plait point is approached, at which concentration,
only one liquid phase exists.

In general, the size of the immiscibility region and the favourable slop-
ing of the tie lines are the key graphical criteria used for liquid-liquid equi-
libria ternary diagrams in the assessment of the suitability of a solvent for a
separation process. A large region under the bimodal curve affords greater
flexibility for the extraction process as the integrity of the extraction process,
i.e. the existence of two immiscible phases, is maintained for a wider range
of overall system compositions, resulting in higher capacities and aromatics
ranges. In addition to the basic requirement of the sloping of the tie lines
towards the solvent axis, the steeper the tie lines, the larger is the disparity in
the relative concentration of the solute in the extract and raffinate, i.e. higher
selectivities.

For a discussion of the different types of binodal curves encountered,
experimental acquisition of liquid-liquid equilibrium data and the theoretical
treatment of liquid—liquid equilibria (correlation and prediction), the review
articles by Sorensen et al. [9, 25, 26] can be consulted.



Phase Equilibrium Studies on Ionic Liquid Systems 95

2.4. Current Trends in Liquid-Liquid Extraction Processes
and the Screening of Ionic Liquid Solvents

With the advent of the diversification of specialty chemical markets, the
development of new technologies and processes, a dire need for greener chem-
ical processes, the availability of renewable chemical feedstocks and energy
resources, together with an increased need for ultra-pure chemicals, greater
demands have been placed on process engineers for the design of more effi-
cient, economical and flexible separation processes for new and more chal-
lenging separations (alkane—alkene, water—alkanol, carboxylic acid—water,
alkene—alkanol, etc.). Ionic liquids have been identified as a class of sub-
stances with favourable properties to be employed as potential solvents in
liquid-liquid extraction processes. As with most other fields of interest, 1,3-
dialkylimidazolium ionic liquids have been the focus of attention for research-
ers investigating the liquid-liquid equilibria of ionic liquid—organic mixtures.

The measurement of partition coefficients or distribution ratios of various
classes of organic solutes in an ionic liquid—water biphasic system through
the use of the shake-flask or slow-stirring methods has been the subject of
numerous investigations [24, 27-31]. In the studies of Huddleston et al. [27]
and Carda-Broch et al. [28, 29], the charged state of the organic solute, i.e.
pH of the extraction medium, was found to influence the relative magnitude
of the partition coefficients. These findings are significant for the design of
liquid-liquid extraction processes as it allows for flexibility and an improve-
ment in the selectivity of the extraction through the use of the charged state
of a solute as a control variable. However, the use of partition coefficients
in the design of separation processes is not always very useful as these are
often not reported as a function of composition.

The measurement of the solubility characteristics of ionic liquid—organic
solute mixtures, i.e. binary liquid—liquid equilibria, has also been an active
area of research [32—42]. In particular, the study of the miscibility charac-
teristics of 1,3-dialkylimidazolium—alcohol systems has been studied by sev-
eral research groups. In these studies, the effects of alkyl chain length on the
cation, the nature of the anion and the alkyl chain length of the alcohol were
investigated to elucidate the structure—property correlations responsible for
influencing the solubility behaviour (upper critical solution temperature or
UCST) of ionic liquid—alcohol mixtures. The study of Marsh et al. [42] was
particularly significant as it involved an investigation of the effect of a water
impurity on the UCST of a water—alcohol binary system. It was shown that
the addition of a 1.7 mass% water impurity results in a 10 K decrease in the
UCST, from which Marsh et al. [42] concluded that a water content of lower
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than 0.02 mass% is required to obtain a UCST within the range of experi-
mental uncertainty of 0.05 K. Although binary liquid-liquid equilibria data
do not allow for a direct screening or assessment of the separation efficiency
of an ionic liquid for a particular separation problem, they do allow for an
isolation of the structure—phase equilibrium (solubility) behaviour of the ionic
liquid to allow for a better understanding of solute—solvent interactions in
optimizing the structure of an ionic liquid for a specific separation problem.

Studies on ternary liquid—liquid equilibria have centred on specific chal-
lenges facing the chemical, petrochemical, pharmaceutical and biochemical
industries. A summary of the ternary liquid-liquid equilibria data (selectivities,
capacities) for aliphatic—aromatic separations with ionic liquids is presented in
Table 1. The aromatic content (expressed as a percentage) is included to pro-
vide an indication of the region in which the selectivity and capacity values are
determined (since these are a function of the overall composition). Selectivity
and capacity values of traditionally or commercially employed solvents have
been included for comparative purposes. The favourable characteristics
required for solvents suitable for aromatic—aliphatic separations are the fol-
lowing: large selectivity and capacity values, high solubility of the aromatic
components in the ionic liquid, poor solubility of the aliphatic components
in the ionic liquid and the availability of fairly simple and inexpensive means
to recover the ionic liquid from the extract and raffinate phases.

An examination of Table 1 reveals that the ionic liquid solvents, with the
exception of [emim] [13]2 and [bmim][L;] in the study of Selvan et al. [45],
are in general inferior as extraction solvents to sulpholane. However, even the
former ionic liquid solvents have to be excluded as potential candidates for
liquid-liquid extraction due the corrosive nature of halide-containing ionic
liquids [17, 50]. There is in general a high solubility of the aromatic compo-
nents coupled with a low solubility of the aliphatic components in the ionic
liquid, which is quite favourable for aromatic—aliphatic separations. This is as
a result of the delocalized 7 electron clouds associated with aromatic systems
producing a strong electrostatic field for greater interaction with the ionic
liquid than is possible for a saturated aliphatic molecule [51]. With increas-
ing chain length of the aliphatic component, there is decreased solubility of
the alkane in the ionic liquid and in general higher selectivity values. A com-
parison of the anion effect for [hmim][BF,] versus [hmim][PF] in the work of
Letcher and Reddy [47] yields very little difference between the two ionic lig-
uids in an aromatic—aliphatic separation, with the exception of a slighter higher

“See Appendix I for an explanation of ionic liquid abbreviations.



Table 1

Selectivities, capacities and solubilities of traditional and ionic liquid solvents in liquid-liquid equilibria investigations of

aromatic—aliphatic mixtures

Solvent Mixture Temperature ~ Alkane  Aromatic Aromatics Selectivity Capacity
(K) solubility” solubility ~ content
(MF%) (MF%) (MF%)

Sulpholane [43] Benzene-heptane 303.15 1.5 - 54 22.2 0.46
Sulpholane [43] Benzene-dodecane 303.15 - - 18.0 43.6 0.62
Sulpholane [17] Toluene—heptane 313.15 0.5 - 5.9 30.9 0.31
NMP [44] Toluene—hexadecane 298.2 1.2 - 10.2 17.6 0.36
[emim][I,] [45] Toluene—heptane 318.15 - 70.7 37.0 48.8 2.20
[bmim][IL;] [45] Toluene—heptane 308.15 - 71.7 39.5 30.1 2.30
[omim][Cl] [46] Benzene-heptane 298.2 13.1 67.3 154 7.7 0.58
[omim][Cl] [46] Benzene—dodecane 298.2 2.4 67.3 21.6 38.3 0.87
[omim][Cl] [46] Benzene—hexadecane 298.2 1.9 67.3 15.6 43.3 0.51
[hmim][BF,] [47] Benzene-heptane 298.2 9.8 74.6 104 8.4 0.81
[hmim][BF,] [47] Benzene-dodecane 298.2 3.6 74.6 10.0 12.1 0.49
[hmim][BF,] [47] Benzene-hexadecane 298.2 1.2 74.6 6.6 11.2 0.27
[hmim][PF¢] [47] Benzene-heptane 298.2 8.4 78.4 13.9 11.2 0.92
[hmim][PF,] [47] Benzene—dodecane 298.2 5.3 78.4 12.8 8.8 0.50
[hmim][PF,] [47] Benzene-hexadecane 298.2 2.2 78.4 7.5 18.5 0.43
[emim][OSO,] [48] Benzene-heptane 298.2 14.0 88.0 13.4 2.7 0.49
[emim][OSO,] [48] Benzene-hexadecane 298.2 0.56 88.0 24.6 8.0 1.53
[omim] [MDEGSO,] [48] Benzene-heptane 298.2 10.9 97.0 18.5 1.5 0.32
[omim] [MDEGSO,] [48] Benzene-hexadecane 298.2 4.7 97.0 19.1 124 0.87
[emim][Tf,N] [49] Benzene—cyclohexane 297.65 - - 27.8 17.7 -

“Mole fraction percentage.
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solubility of the aromatic component in [hmim][PF,]. As for the [I;]-based
ionic liquids, ionic liquids containing fluorinated anions such as [BF,] and
[PF,] are now becoming unpopular due to the tendency of these ionic liquids
to undergo hydrolysis [42, 52]. This is highly undesirable as it results in the
formation of hydrogen fluoride, which is corrosive and toxic. Consequently,
the current trends in ionic liquid synthesis and research are in the development
and study of halogen-free and hydrolysis-stable ionic liquids [53] such as those
investigated by Deenadayalu et al. [48]. As can be seen from Table 1, the selec-
tivities and capacities of these ionic liquids for aromatic—aliphatic separations
are low; however, the solubility of the aromatic components in the ionic liquids
(especially [omim] [MDEGSO,]) is reasonably high.

Meindersma et al. [17] conducted a comprehensive study on the selec-
tion of ionic liquids for aromatic—aliphatic separations by investigating the
extraction efficiency of ionic liquids as a function of cation, anion, alkyl chain
length, temperature and composition. As in the study of Selvan et al. [45],
it was observed that a shorter alkyl group on the cation was desirable for
higher selectivities (but lower capacities).

This effect was, however, heavily anion-dependant as the reverse trend
was observed for [emim][BF,] versus [bmim][BF,]. Interestingly enough,
the absence of one alkyl group on the imidazolium cation such as in [Hmim]
(where H is hydrogen) results in a lower selectivity. In general, it was
observed that ionic liquids based on pyridinium cations such as 4-methyl-
N-methylpyridinium or [mebupy] in the form of [mebupy][BF,] and [mebupy]
[MeSO,] had higher selectivities and capacities than sulpholane.

Other separations of relevance to the chemical and petrochemical indus-
tries, including mixtures such as alkene—alkanol, alkanol-water, alkanol—ether,
alkane—alkanol, etc., have also been the subjects of investigations. This is
summarized in Table 2. The study of Letcher and Reddy [54] yielded inter-
esting results for the alkene—alkanol separation, where superior extraction
efficiency was observed for [hmim][BF,] relative to [hmim][PF]. This could
probably be attributed to stronger hydrogen-bonding between the alcohol
and the [BF,] anion as opposed to the [PF,] anion, an effect that was observed
in solubility study of Crosthwaite et al. [40].

The results observed for the alkene—alkanol systems in the study of
Letcher et al. [55], i.e. very high selectivities and capacities, are explained
in terms of a high preferential affinity of the ionic liquid for the alcohol
(hydrogen-bonding, polar interactions) over the aliphatic component. How-
ever, as explained above, ionic liquids based on halogen anions are undesir-
able. The studies of the research group of Arce et al. [S6-58] in the selective



Table 2

Selectivities, capacities and solubilities of traditional and ionic liquid solvents in liquid-liquid equilibria investigations of mis-

cellaneous mixtures

Solvent Mixture Temperature (K)  Solute content (MF%)  Selectivity  Capacity
[bmim][PF,] [42] Water—ethanol” 298.15 10.0 - 0.17
[hmim][PF] [54] 1-Hexene—ethanol” 298.2 21.2 6.5 0.92
[hmim][PF,] [54] 1-Heptene—ethanol” 298.2 35.5 6.0 0.85
[hmim][BF,] [54] 1-Hexene—ethanol” 298.2 32.6 42.7 5.9
[bmim][BF,] [54] 1-Heptene—ethanol” 298.2 47.5 32.6 3.5
[omim][Cl] [55] Heptane—methanol” 298.2 447 7800 447
[omim][Cl] [55] Heptane—ethanol” 298.2 37.1 400 53
[omim][Cl] [55] Dodecane—ethanol® 298.2 53.2 1800 76
[omim][Cl] [55] Hexadecane—methanol” 298.2 85.9 730000 859
[omim][Cl] [55] Hexadecane—ethanol® 2908.2 67.9 46000 679
[omim][Cl] [56] tert-Amylethylether—ethanol” 298.15 22.1 122.2 18.6
[bmim][TfO] [57]  tert-Amylethylether—ethanol” 298.15 24.7 44.6 4.1
[bmim][TfO] [58]  Ethyl fert-butylether—ethanol” 298.15 14.4 20.3 34

“The solute to be extracted in the binary mixture.
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extraction of ethanol from ether—ethanol mixtures show that the use of ionic
liquid solvents in this type of separation is indeed feasible as a result of
favourable selectivity and capacity values. Furthermore, the use of [bmim]
[TfO] in the purification of ethyl fert-butylether through the efficient extrac-
tion of ethanol has been shown to be superior than that of water [58], which
is the commonly used solvent for this type of separation.

As can be inferred from Tables 1 and 2, liquid-liquid equilibrium stud-
ies have largely been limited to ionic liquid—organic mixtures containing
imidazolium-based ionic liquids. Consequently, an accurate assessment is
not feasible with such a limited pool of phase equilibrium data. However, in
general, the ionic liquid solvents have shown to be inferior to commercial
solvents currently employed in liquid—liquid equilibrium processes.

3. THE DETERMINATION OF ACTIVITY COEFFICIENTS
AT INFINITE DILUTION FOR THE SELECTION OF
ENTRAINERS IN EXTRACTIVE DISTILLATION

Solvent-enhanced distillation processes such as extractive and azeotropic
distillation are necessary for the separation of close-boiling or azeotropic
mixtures, where the use of liquid-liquid extraction is not feasible (e.g.
aliphatic—aromatic mixtures with an aromatics content higher than 65% [16],
poor selectivities or capacities for liquid—liquid extraction), and for solvent
regeneration in a liquid-liquid extraction plant. The selection of suitable sol-
vents or entrainers for extractive distillation is an integral part of ensuring
that an efficient and economical extractive distillation process is achieved.
There are currently four broad categories [59] of entrainers that have been
proposed in the form of solid ionic salts, high-boiling organic liquids, a
combination of ionic salts and organic liquids and ionic liquids. Although the
first three categories of potential entrainers have been suitable for incorpo-
ration into commercial extractive distillation processes [59], the high selec-
tivities and favourable thermo-physical properties offered by ionic liquids
provide an opportunity to lower energy usage and operating costs, and to
improve the process efficiency.

Activity coefficients at infinite dilution (y,3) of a solute (1) in a solvent
phase (3) are invaluable for the development of correlative and predictive
thermodynamic models and for the selection of solvents for extractive/
azeotropic distillation, liquid-liquid extraction and solvent-aided crystal-
lization. The experimental determination of ;5 can be achieved through the use
of techniques such as ebulliometry [60], headspace chromatography [61],
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static methods [62], the dilutor technique [63] and gas—liquid chromatography
(glc). The latter technique has the advantage that it is a relatively inexpensive,
simple, reliable, well-established and rapid technique for the measurement
of /5. However, the limitations associated with the use of the glc technique
include the following: (i) the injected solute must be appreciably volatile at
the column temperature, (ii) there must be instant equilibration of the solute
between the mobile and the stationary phases, (iii) the carrier gas must be
inert and insoluble in the stationary phase, (iv) surface effects, in the form
of adsorption of the solute onto either the liquid solvent or the inert support
material on which it is immobilized, must be non-existent and (v) column bleed
must be negligible at the column operating temperature. A more comprehen-
sive review of the glc theory and the experimental technique for vy,; deter-
mination is provided in the works of Letcher [64] and Conder and Young
[65]. Ionic liquids are well suited to the use of the glc method for physico-
chemical measurements due to their negligible volatilities ensuring that column
bleeding does not take place.

3.1. Solvent Choice Criteria for Extractive Distillation

The selection of a suitable solvent for extractive distillation is roughly
guided by the same considerations that influence the selection of solvents for
liquid-liquid extraction (see Section 2.2). However, the acquisition of exper-
imental phase equilibrium (VLE) data to obtain phase compositions or finite
concentration activity coefficients, in the definition of a selectivity factor for
an extractive distillation process, is a time-consuming, tedious and expensive
exercise.

Through the measurement of 73, selectivity and capacity can be defined
for the condition of infinite dilution as follows:

so=2L 4)
2
o 1
Cly=— (5)
Y2

where components 1 and 2 are to be separated (y,” >, ) by the solvent (3)
and component 2 is to be extracted (in the definition of Cy;). The smaller
the value of 73, the stronger is the interaction between the solvent and the
solute, with values much lower than unity indicating particularly strong
affinity of the solvent for the solute.
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In terms of the S f'; value, an effective entrainer is capable of different
types of physical interactions (polar, dispersive, hydrogen-bonding, etc.) with
the two components to be separated to allow for the S}, value to be much
larger than unity to allow for a better separation by altering the relative
volatility of the system, where the relative volatility at infinite dilution is:

Oloo — I)l 71 (6)

In terms of capacity (C}3), it can be seen that components with small y5 val-
ues (strong interaction and solubility in the solvent phase) will have a large
capacity, which is favourable for an economical process as a lower solvent-to-
feed ratio and circulation rate are possible.

The use of the above quantities in the selection of potential solvents for
extractive distillation has to be approached with caution as the physico-
chemical properties of the system at infinite dilution can differ quite markedly
from that at finite concentration [16], where for conventional extractive distil-
lation, the latter represents the technically relevant composition range. Since
the condition at infinite dilution is one of maximum non-ideality and the
value of the activity coefficient is highly concentration-dependant, selectivity
values at finite concentration can be much lower than those at infinite dilu-
tion [59].

3.2. Experimental y;; Determinations for Organic Solutes in
Ionic Liquid Solvents

The current pool of 7,5 data for ionic liquid—organic solute interactions
exceeds those obtained by alternative techniques such as headspace chro-
matography, dilutor and the static technique. As mentioned previously, exper-
imental investigations on ionic liquids from an industrial perspective have
largely been guided by separation problems of interest to the chemical and
petrochemical industries such as alkane—aromatic, cyclo-alkane—aromatic and
alkane—alkene mixtures. In this regard, selectivities at infinite dilution (S}3;)
are presented in Table 3 for (i) n-hexane—benzene, (ii) cyclohexane—benzene
and (iii) n-hexane—1-hexene separations in various ionic liquid and commer-
cially significant solvents.

It can be observed from Table 3 that the 7,; values decrease in the fol-
lowing hierarchy: n-hexane > cyclohexane > 1-hexene > benzene. This is
of course in accordance with the relative strengths of the ionic liquid—organic
solute interactions. Saturated non-polar aliphatic molecules in the form of



Table 3

A summary of the S|, values for the separation problems: (i) n-hexane-benzene, (ii) cyclohexane—-benzene and (iii) n-hexane—

1-hexene
Solvent T(K)  vy;(benzene) 7 (n-hexane) 7 (cyclohexane) 7/ (1-hexene) Sh

(i @) (i)
NMP [66] 298.15 1.3 154 7.9 9.5 11.8 6.1 1.6
Sulpholane [67] 303.15 2.16 75.0 34.2 - 34.7 219 -
[hmim][BF,] [68] 298.15 0.96 22.1 12.9 10.9 23.0 134 2.03
[hmim]PF,] [69] 298.15 1.03 22.50 12.65 10.42 21.8 123 2.16
[mmim][TF,N]“ [70] 303.15 1.34 39.9 22.7 17.2 298 169 232
[memim][Tf,N] [71] 313 1.097 25.267 14.859 - 23.0 135 -
[emim][TF,N]“ [70] 303.15 1.19 27.9 15.6 12.7 234 13.1 2.20
[bmim][TF,N]“ [70] 303.15 0.881 14.2 8.64 7.34 16.1 9.81 1.93
[hmim][TF,N] [72] 298.15 0.674 8.33 5.50 4.74 124 8.16 1.76
[omim][TF,N] [73] 303.15 0.63 5.32 3.64 3.29 8.44 578 1.62
[omim][Cl] [74] 298.15 1.99 17.2 10.5 11.1 8.64 528 1.55
[emim][ESO,]“ [70] 303.15 2.73 106 56.7 48.2 38.8 208 220
[emim][TOS]h [75] 323.15 2.61 142.52 38.57 4478 558 14.8 3.25
[bmim][OSO4]h [75] 323.15 0.95 4.75 2.83 3.38 500 298 141
[moim][MDEGSO,] [76] 298.15 1.40 12.9 7.86 8.24 9.20 5.61 140
[epyl[TE,N] [77] 303.15 1.26 33.5 18.5 14.6 26.6 147 229
[pyl[EOESO,]" [77] 303.15 3.81 45.2 36.5 19.7 11.9 9.58 2.29
[mebupy][BF,] [78] 313 1.639 60.44 29.03 - 36.9 17.7 -
[TdH,P][TPfEPF,] [79] 308.15 0.20 0.66 0.49 0.53 330 245 1.25
[MeBu,P][MeSO,] [80]  308.15 1.01 10.28 5.52 6.40 10.2 55 1.6

“Using the dilutor technique.

"Corrected for interfacial adsorption.
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n-hexane interact very weakly with the ionic liquid solvent through disper-
sive forces and consequently have the largest values. Values of vy; that are
less than unity are frequently obtained for aromatic compounds, indicating
a very strong affinity of the ionic liquid solvent for aromatic compounds (as
was observed in the high solubilities of the aromatic compounds in the ionic
liquid solvents in Table 1). The existence of delocalized or mobile 7 electron
clouds above and below the plane of the aromatic ring creates a very strong
electrostatic field available for interaction with the ionic liquid solvent, with
simulation studies [51] indicating a great deal of ordering in the ionic liquid
cation—aromatic and ionic liquid anion—aromatic interactions.

A wide range of y,; and values have been obtained for the organic
solutes in the ionic liquid solvents in Table 3 indicating that the (i) cation,
(i1) anion and (iii) substituent chain length have a major influence on the
nature of the ionic liquid—organic solute interaction. The effect of the anion
in the [hmim][BF,] and [hmim][PF] structures has a negligible effect on an
aromatic—aliphatic separation (similar Sy, values), which is consistent with
the ternary liquid-liquid equilibria studies of Letcher and Reddy [54].
However, for the [Tf,N] analogue, a much lower selectivity is observed due
to a relatively greater interaction of the ionic liquid with the alkane phase.
Lei et al. [59] postulate that the interaction between an ionic liquid and a
hydrocarbon solute with a mobile electron cloud (alkenes, aromatics) is
enhanced favourably through the incorporation of anions which have steric
shielding (number and bulk of attached groups) around the anion charge
centre. However, since the [BF,], [PF,] and [Tf,N] anions all conform to the
above, this cannot be used as a basis for the discrepancy in the S|, values.
It is probably related to the packing effects in liquid phase structure of the
1onic liquid, where a bulky anion inhibits the close packing of the cations
and anions, allowing for greater dispersive interactions between the alkyl
substituents on the cation and the alkane. For [omim][Cl], the lack of steric
shielding around the anion contributes to low S, values.

The high selectivity of [emim][Tos] is due to the aromatic ring present
in the tosylate anion, which allows for greater discrimination in an aromatic—
aliphatic separation, favouring the former.

Despite the advantage of sulphate-based anions in ionic liquids over
fluorinated or halide-containing anions in terms of “greenness”, the former
([bmim][OSO,] and [moim][MDEGSQ,]) have in general not proven to be
effective in the separation of aromatic—aliphatic mixtures, with the excep-
tion of [emim][ESO,]. This indicates that a small sulphate-based anion is
more effective for the separation of the separation problems presented in
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Table 3. For the pyridinium-based ionic liquids, a much stronger interaction
is expected between the pyridinium ring of the cation and the aromatic
solute [24]. However, it can be observed that the incorrect choice of anion
and the alkyl substituents on the pyridinium ring can adversely affect this.
Pyridinium ionic liquids based on the [mebupy] cation, such as [mebupy]
[BF,], have proven to be quite effective as entrainers, as observed by
Meindersma et al. [17] in liquid-liquid equilibria studies.

Quaternary ammonium or phosphonium ionic liquids have not been
considered as serious candidates as potential solvents as the selectivities
obtained are generally very low [16]. This is clearly observed in Table 3 for the
two phosphonium-based ionic liquids. The relative magnitude of the 7;; val-
ues for [TdH,P][TfEPF;] are surprising, as values much lower than unity have
been obtained for saturated non-polar aliphatic solutes such as hexane. This
is uncharacteristic for dispersive interactions.

The work done by Muletet and Jaubert [75] is significant and raises
concerns over the accuracy of 7y;; values which have been obtained without
a correction for interfacial adsorption at the gas—liquid interface.

Based on the evidence of the research findings presented above,
pyridinium-based ionic liquids, in particular, those with alkyl substituents,
and aromatic-based anions seem to show the greatest promise in being the
most effective for the separation of saturated—unsaturated/aromatic hydro-
carbons. Consequently, an ideal candidate for the above separations would
be obtained through the coupling of the [mebupy] cation and the [Tos] anion,
i.e. [mebupy] [Tos].

4. ASSESSMENT OF THE POTENTIAL OF IONIC LIQUIDS
AS SOLVENTS IN SEPARATION PROCESSES

An effective assessment of the use of ionic liquids as solvents in commercial
liquid-liquid extraction and extractive distillation processes requires con-
sideration of numerous factors associated with the thermo-physical and chem-
ical properties of ionic liquids as well as the economical and environmental
impact of the use of ionic liquids in the chemical and petrochemical industry.

The advantages of the use of ionic liquid solvents over commercially
employed solvents such as sulpholane and NMP can be summarized as
follows:

(1) Flexibility in the pure component physico-chemical and thermo-
physical properties of ionic liquids such as viscosity, density, heat capacity,
liquidus range, etc., allows for flexibility in the design of separation processes
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and in the processing of fluid streams. This allows for the phase equilibrium
properties (solubility, VLE) of ionic liquid—organic mixtures to be optimized
through the judicious variation of the cation, anion and substituents in the
ionic liquid structure. This was clearly evident in the studies of Letcher and
Reddy [54], Meindersma et al. [17] and Crosthwaite et al. [40].

(i1) The high density of ionic liquid solvents makes them ideal for liquid—
liquid extraction processes as this allows for rapid and efficient phase sepa-
ration.

(ii1) The general non-corrosive, non-toxic and non-flammable nature of
some ionic liquids eradicates concerns over safety, handling and containment
of ionic liquids.

(iv) The high thermal stabilities, boiling points and liquidus range of ionic
liquids maximize solvent recovery and allow for the use of novel, less expen-
sive techniques for solvent regeneration (vacuum distillation, flash distilla-
tion, pervaporation). Studies by Meindersma et al. [17] on the regeneration
of ionic liquids from hydrocarbon mixtures showed that this process had no
effect on the integrity of the ionic liquid, even after repeated recycling.

(v) Due to the low solubility of the ionic liquid in the raffinate phase,
especially for aromatic—aliphatic separations, recovery of ionic liquid from
the raffinate phase is a fairly simple process, where the water solubility of
the ionic liquid can be exploited in water-washing stage for solvent recovery.

The disadvantages or impediments associated with the incorporation
of ionic liquids in separation technology are the following:

(i) The corrosive nature of ionic liquids containing halogenated anions
(e.g. [I;]) as in the study by Selvan et al. [45] and the tendency of fluori-
nated anions such as [BF,] and [PF,] to undergo hydrolysis [42, 53] do not
bode well for the use of these types of ionic liquids. It is for these types of
ionic liquids that a great deal of experimental data have been accumulated
and great promise (favourable selectivities) has been displayed by these
types of ionic liquids for the separation of complex organic mixtures.

(i1) The availability of ionic liquids at moderate cost and in high purity
is unfortunately not a reality at this stage [53, 81], with costs of ~€300 to
€2600L"". Consequently, unless an economical commercial scale produc-
tion of ionic liquids is realized, commercially employed solvents such as
sulpholane and NMP will not be displaced by ionic liquids.

(iii) The investigation of ionic liquids in biotechnology applications [82]
has revealed that there is considerable anti-microbial activity on the part of
ionic liquids. Coupled with the aqueous solubility of ionic liquids, the effect
of ionic liquids on aquatic ecosystems has to be assessed.
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(iv) Despite claims by researchers that the presence of minute amounts
of impurities in ionic liquids does not adversely affect the phase equilibrium
properties of ionic liquids, studies by researchers such as Marsh et al. [42]
have shown that the effect of a small amount of water (1.7%) shifts the UCST
of a [bmim][PF,]-alcohol mixture 10K. This clearly indicates a concern
over ionic liquid purity.

(v) The high viscosity of ionic liquids is undesirable for the liquid—liquid
extraction process and in general the processing of a viscous liquid is unde-
sirable (as high solvent regeneration and circulation rates are difficult to
achieve).

5. CONCLUSION

The acquisition of experimental phase equilibrium data for ionic liquid—organic
mixtures has displayed that ionic liquids are suitable for the separation of
industrially relevant organic mixtures, in particular, for aromatic—aliphatic
separation problems. lIonic liquids are indeed a very promising class of sol-
vents that offer numerous advantages over commercially applicable solvents,
most notably in flexibility, separation efficiency and economy. However,
considerable challenges (biotoxicity, viscosity, solvent production cost and
purity) have to be addressed before the full scale industrial implementation
of ionic liquids in separation processes can be realized.

APPENDIX I: LIST OF ABBREVIATIONS FOR IONIC LIQUID

NOMENCLATURE
Cations [']
[mmim] 1,3-dimethylimidazolium
[memim] 1,2-dimethyl-3-ethylimidazolium
[emim] 1-ethyl-3-methylimidazolium
[bmim] 1-butyl-3-methylimidazolium
[hmim] I-methyl-3-hexylimidazolium
[omim] I-octyl-3-methylimidazolium
[py] pyridinium
[epy] 1-ethylpyridinium
[mebupy] 1-butyl-4-methylpyridinium
[TdH,P] trihexyl (tetradecyl) phosphonium

[MeBu,P] tributylmethylphosphonium
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Anions ]

[BF,] tetrafluoroborate

[C]] chloride

[L;] triiodide

[PF] hexafluorophosphate

[MeSO,] methylsulphate

[ESO,] ethylsulphate

[OSO,] ocytlsulphate

[EOESO,] ethoxyethylsulphate

[Tos] p-toluenesulphonate

[Tf,N] bis (trifluorosulphonyl) imide

[TfO] trifluoromethanesulphonate

[MDEGSO,] diethyleneglycolmonomethylethersulphate
[TPfEPF;] tris (pentafluoroethyl) trifluorophosphate
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Environmental and Solubility Issues Related to
Novel Corrosion Control

W.J. van Ooij and P. Puomi

Department of Chemical and Materials Engineering, University of
Cincinnati, Cincinnati, OH 45221-0012, USA

1. INTRODUCTION

Steels, galvanized steels and aluminum alloys, which are used in construc-
tions, vehicles and appliances are usually painted with a protective polymer
coating for decorative purposes and for extending the life-cycle of the coated
metal. Without the protective coating these metals would corrode due to
electrochemical dissolution of the metal. However, the paint on the metal
only retards the initiation of corrosion and still, even if metals are painted,
the costs of corrosion of metals are surprisingly high. The total direct cost
of corrosion in USA is determined to be around $280 billion per year, which
is ~3% of the US gross domestic product (GDP) [1]. The onset and rate of
corrosion in a metal depends on the type of metal and the environment sur-
rounding the metal. Some metals produce porous corrosion products, through
which corrosion occurs fast and if the metal has been painted, the corrosion
products may lift and delaminate the paint near scratches and the corrosion
spreads. Other metals may corrode slower due to, e.g., dense oxide layers pro-
tecting the metal and if the metal eventually starts to corrode it may proceed
slowly due to thick and dense corrosion products formed on the metal.
Metals and their alloys can corrode in many ways. The forms of corro-
sion are numerous including galvanic, filiform, cell, crevice, pitting, intergran-
ular, high temperature, uniform, erosion, hydrogen embrittlement, microbial
corrosion and stress corrosion cracking. Any form of wet corrosion involves
two electrochemical reactions taking place simultaneously on the metal. In the
anodic half reaction metal ions are dissolved and in the cathodic half reaction
the electrons produced in the first reaction are consumed by hydrogen ions
forming hydrogen or are combined with oxygen to form water [2].
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Fe - Fe’ +2¢~  anodic reaction (1)
2H" +2e¢” - H, cathodic reaction ()
0, +4H" +4e” - H,0 cathodic reaction 3)

The corrosion reaction between the anode and the cathode proceeds, if there
is a solution present enabling the transfer of metal ions of the corrosion reac-
tion. The transfer of electrons between the anodic and cathodic areas occurs in
the metal. The reaction can, however, be stopped or inhibited, if either the anode
or the cathode is passivated or the solution, enabling the corrosive reaction, is
removed [3].

Organic paint systems on metals prevent or retard corrosion of metals
mainly by preventing water, electrolytes and oxygen to permeate to the
metal/paint interface, i.e., they mainly function as physical barriers on met-
als. The bonding of the paint to the metal is essential in order to prevent
premature delamination of the paint layer from the metal [4, 5]. Thin pre-
treatment layers are usually deposited onto metals before painting in order
to improve the adhesion between the paint and the metal. Before pretreat-
ment and painting the metal is thoroughly cleaned in order to remove oil,
dust and other impurities that could adversely affect the adhesion of the
paint to the metal. Novel corrosion control methods involve treatments that
combine several methods of corrosion inhibition. Formerly chromates were
used in the pretreatment and primer layers to inhibit corrosion of painted
metals. Nowadays, chromate is being replaced by almost equally active
non-chromate inhibitors [6]. This has been accomplished by introducing
new types of water-borne polymer paint coatings from which the chromate-
free (Cr-free) inhibitors can leach out on-demand as from the conventional
chromate-containing (Cr-containing) systems [7—11]. The novel methods
have also included the improvement of adhesion between the metal and
the primer.

This chapter will discuss the thickness and the chemistry of the layers of
a conventional three layer paint system, consisting of a pretreatment, primer
and topcoat layer. Description of a new intermediate system for corrosion
control will be given along with a future system. First however, the corrosion
characteristics of a few industrially important metals will be discussed before
describing the novel silane-based pretreatments and primers of the new and
future systems.
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2. CORROSION OF INDUSTRIALLY IMPORTANT METALS

Steels, galvanized steels and aluminum alloys are industrially important
metals that are produced in large quantities. Of these materials the corrosion
protection of steel is most challenging, even if iron is more noble than
zinc or aluminum [2]. Fig. 1 shows a schematic of the corrosion process on
iron along with the possible half-cell reactions depending on the type of
environment [12].

The hydrated ferric oxide (Fe,O; - 3H,0) that is formed in the reactions
between iron, water and oxygen is the red rust that is usually referred with
the generic term, rust. Pretreated and painted cold-rolled steel (CRS) when
scratched is particularly susceptible for red rust bleeding especially in acidic
corrosive conditions [12]. Therefore, steel is often galvanized to protect the
steel with a sacrificial zinc alloy coating, which will corrode instead of steel,
if the galvanized steel is cut or scratched [13].

The reactivity of metals in different conditions, can be anticipated to
some degree by studying Pourbaix diagrams, which provide information on
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Fig. 1. Chemical corrosion reactions on iron, in aqueous environments [12].
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the stability of the oxides/hydroxides on metals. These diagrams illustrate
areas of conditions where the metal is passive, corrosive or immune [14].
These regions are, however, only indications, actual corrosion rates cannot be
derived from the diagrams. From the Pourbaix diagram of aluminum, shown
in Fig. 2a, it can be concluded that aluminum is an amphoteric metal for
which the protective oxide film dissolves at low (below pH 4) and high pH
(above pH 8-9). Also for aluminum there is a large potential difference (driv-
ing force) between the lines representing the cathodic and anodic half-cell
reactions. However, aluminum is an excellent example of the fact that the
corrosion rate is relatively low due to kinetic limitations, despite the large
driving force for the corrosion reactions [2].
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Fig. 2. Pourbaix diagrams of (a) aluminum; (b) iron; and (c) zinc [2, 14].
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Iron is similar to aluminum in that a protective oxide forms in nearly
neutral solutions. However, for iron the field of oxide stability is substantially
greater at elevated pH, and iron is far more resistant to alkaline solutions com-
pared with aluminum. Contributing to the overall resistance of iron, is the
generally more noble half-cell electrode potential for the anodic dissolution
reactions which lower the driving force for corrosion reactions. It is, how-
ever, apparent from Fig. 2b that this resistance disappears in more acidic
solutions [2].

For zinc the passive region is even narrower than for aluminum. Zinc
has soluble forms of compounds under pH 9 and above pH 11 (Fig. 2¢). The
figure also shows that in moderately alkaline solutions (pH 9-11) Zn(OH),
will precipitate, but in a strongly alkaline solution, the solid hydroxide will
dissolve as zincate ions, Zn(OH); .

It is well known that aluminum as such is fairly passive, because a very
dense and uniform aluminum oxide Al,O, layer is formed onto the metal to
protect the metal from corrosion. Highly ductile light weight aluminum alloys
that are passed through specific heat treatments can, however, make aluminum
susceptible to corrosion. These materials may contain alloying elements such
as magnesium and/or copper, which alter and complicate the corrosion behav-
ior of aluminum. Typical forms of corrosion for the alloys are localized and
pit corrosion. Due to the dense structure of the aluminum oxide layer, the cor-
rosion rate of aluminum alloys is, however, substantially slower compared
with corrosion/dissolution of CRS or HDG steel [15].

Regular HDG steel coatings corrode by dissolving and re-precipitating
as zinc-oxide crystals over the surface. Thus, the surface attains an irregular
appearance. The corrosion products of zinc are Zn(OH),, ZnO (dehydration
of Zn(OH),) and basic salts formed as a result of compounding of Zn(OH),
with ZnCl, or ZnCO;. The corrosion products are porous and allow free
access of corrosive electrolytes to the zinc coating [18]. This mechanism
usually creates preferential pathways through areas of higher porosity and
causes locally accelerated corrosion. Therefore, the rate of corrosion of
HDG steel has been established to be essentially linear [16].

3. THE LAYERS PROTECTING THE BASE METALS

3.1. The Protective Paint Systems

As mentioned earlier, industrially important metals are often protected by
a Cr-containing pretreatment, a Cr-containing primer and a topcoat, as shown
in Fig. 3. It is, however, well known that the chromate in the pretreatment
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Fig. 3. Concept of the superprimer system [7].

layer as well as in the primer layer is highly toxic and environmentally unde-
sirable [17, 18]. Therefore, possibilities to replace the chromate in both layers
are being explored all over the world.

3.2. The Chromate Pretreatment Layer

The chromate pretreatment layer, which is also called the chromate con-
version coating (CCC) varies in thickness depending on the chemistry of the
process and the application method used. The CCC layer is, however, usually
not thicker than a few microns, which in coating weight is somewhere between
5 and 25 mg/m?, expressed as Cr [19]. This CCC layer improves the adhesion
between the metal and the primer, it aids in the protection of scratches and
defects and it also protects cut edges of the metal to some extent [20]. The
hexavalent chromate in the CCC layer is known for its low solubility and the
self-healing effect, which means that it only leaches out on demand when
the base metal has been scratched [21].

3.3. The Primer Layer Containing the Corrosion Protective
Inhibitors

The primer paint layer is, however, much thicker than the CCC layer. For
instance in aerospace applications the primer coating is usually 25 wm thick,
in coil coatings it is around 8 or 20 wm depending on the type of coating
[22-24]. Still in many applications the primer coating is loaded with chro-
mate, typically strontium chromate, because its solubility is optimal in primer
coatings [6].
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Naturally, when comparing the film thicknesses of the CCC and primer
layer it is obvious that the replacement of the chromate in the paint layer has
a more substantial effect on reducing the amount of chromate that may leach/
dissolve out into the environment than replacing the pretreatment layer. The
first step in improving the conventional three layer paint system shown in
scheme A was to replace the CCC layer with a Cr-free pretreatment and
the Cr-containing primer with a primer loaded with Cr-free inhibitors. This
resulted in scheme B [25, 26]. In recent years attempts have been made to
incorporate the silane into the primer, which results in 2-in-1 primers, where
the pretreatment layer is built in the primer paint layer. This idea was first
introduced by van Ooij et al., who have investigated these types of silane-
containing Cr-free primers on aluminum alloys, HDG steel and CRS [7-11,
27-30].

The function of the duplex paint coatings on all systems shown in Fig. 3
is to protect the metal by providing a good barrier against, e.g., water, elec-
trolytes and pollutants. It is well known that in typical duplex systems, the
most important layer for active corrosion protection of the metal is the primer
layer [20, 23]. When the primer is loaded with chromates (scheme A) then
the chromate in the primer coating protects the metal in the same way as in
the thinner CCC layer. Due to its low and selective solubility, it leaches out
from the primer only on-demand, when the painted metal gets scratched or
torn. The chromate CrO? ™~ ion is a powerful oxidizing agent. In order to pro-
tect the metal the hexavalent Cr in CrO3~ gets reduced to trivalent state and
passive trivalent Cr(OH), is formed on the metal where the corrosion started.
Remarkably for chromates they work in the whole pH region providing both
anodic as well as cathodic protection to metals [6, 31, 32].

In summary, it is the chromate in the primer that actively inhibits corro-
sion of the metal. Several Cr-free inhibitors have been investigated as replace-
ments for chromates in organic coatings. These can be classified as inorganic,
organic and hybrid inorganic—organic inhibitors. Inorganic inhibitors studied
for paint applications include nitrites, phosphates, molybdates, metaborates,
silicates and cyanamides, but actually very few of these possess inhibitor prop-
erties suitable for use in paints [6]. Inorganic inhibitors work by leaching and
dissolving out from the coating and acting as anodic or cathodic inhibitors.
Organic inhibitors such as azoles typically function by forming a film on the
metal and providing protection by sealing the location of corrosion. Hybrid
inhibitors possess inhibition action of both the types of inhibitors. These types
of Cr-free inhibitors are incorporated into both solvent- and water-based
primers, because simultaneously as legislation is pressing paint producers to



120 W.J. van Ooij and P. Puomi

discontinue the use of chromates, there is pressure to reduce the amount of
volatile organic compounds (VOCs) in paints as well.

It is, however, not so easy to just replace the chromate in an existing
paint with a Cr-free inhibitor, because none of the Cr-free inhibitors are active
over the whole pH range as chromate is and they also do not possess similar
optimal solubility properties as, e.g., strontium chromate does. Therefore, for
the Cr-free primers to perform equally to Cr-containing primers they need to
contain a mixture of Cr-free inhibitors to cover the entire pH-range and the
paint layer matrix needs to be designed so that they are able to leach out on
demand to protect the base metal [6].

The future system (scheme C) involves only two layers, the primer and
the topcoat. The VOC problem is solved by dispersing the resin, the cross-
linker, the silane and the Cr-free inhibitors into a water-based solution
[7-11,27-31]. The silane improves the adhesion of the primer to the metal, the
Cr-free inhibitors incorporated in the primer protect the metal from corro-
sion and the functionality of the silane-containing polymer matrix ensures
good adhesion to the subsequently applied topcoat [33].

3.4. The Topcoat

The topcoat which is usually ~50 wm thick in many paint systems, e.g.,
aerospace coatings as well as coil coatings, provides a decorative and
durable exterior surface to the metal. In applications such as aerospace coat-
ings the whole coating system including the topcoat needs to withstand
large temperature variations (from —65 to +150°C) and also corrosive
hydraulic fluids, which sets high demands on the topcoat as well as the
entire coating system [34].

3.5. Silane Pretreatments

Numerous types of alternatives for the CCC have been proposed, some of
these are based on silicates and/or silanes [35-48], acids of Ti and Zr [49-52],
molybdates and permanganates [53-54] and rare earth metals such as Ce
[55-58].

Silane-based pretreatments, based on trialkoxysilanes have been shown
to be competitive replacements for CCCs [59]. They provide good corrosion
protection to the metal substrate by improving adhesion between the primer
and the substrate and imparting hydrophobicity to the metal surface. The silane
on the metal is mainly in the form of siloxane Si-O-Si, which is an inorganic
polymer network. The thickness of the siloxane layer is between 0.1 and 3 pm
[38—41].
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Trialkoxysilanes can be divided into two categories: mono-silanes and
bis-silanes. Mono-silanes have the general formula: R" (CH,),Si(OR),, where
R’ is an organo-functional group and R is an alkyl group and # is the number
of CH, groups. R’ represents an organo-functional group such as chlorine,
primary or secondary amines, or vinyl. Typically the value of # is around 3, but
individual moieties can vary. Both the type of R’ the group and the value of n,
have a strong influence on whether a particular monomer is water-soluble, but
in general most of them are. As can be seen from the general formula, mono-
silanes have only a single leg of alkoxy groups. Bis-silanes have the general
formula: (OR),Si(CH,),R’(CH,),Si(OR),. They have, therefore, two legs of
alkoxy groups which can hydrolyze in the presence of water to produce
silanol groups Si(OH), [38—41]. The silanol groups can further condense
with each other to form siloxane, —Si-O-Si—. The first reaction is known as
the hydrolyzation and the second as the condensation of silanes [38—41].
Because of the described difference in the structures of mono- and bis-silanes
the latter result in more densely formed Si-O-Si networks than the former,
which further result in good barrier properties of the coatings and therefore
better corrosion resistance of the metal. Silanes used in pretreatments and
superprimers are shown in Fig. 4 [7-11, 27-30].

On some metals, such as aluminum, the condensation of the silanol
groups may occur with the metal substrate, which results in metallo-siloxane
(—Me-0-Si-) on the interface. These metallo-siloxane bonds are, however,
hydrolytically unstable, which means that the metallo-siloxane groups are in
a reversible equilibrium with silanols and metal-hydroxide groups. Hence, to
maintain the adhesion of the silane film to the metal and for adequate corro-
sion protection, the silane film should be made hydrophobic enough to prevent
water permeation into the metallo-siloxane layer [59].

If the bis-silane has an organo-functional group, then it can bond chemi-
cally to the primer layer. If it does not contain a functional group then a mono-
silane can be added to the solution to impart organic functionality. Thus,
combinations of silanes (mixtures) usually perform better than films of silanes
alone. Unfortunately, many of the bis-silanes are not water-soluble which
limits their immediate industrial use to those silanes with water stabilizing
functional groups such as amines. Regardless, certain optimal mixtures have
been developed, clearly showing the potential of silane deposited films to be
able to give equivalent performance to chromate underneath paint systems and
even as stand alone passivation treatments [38—41].

For silane treatments under paint a silane solution concentration of 2% is
typical and for bare corrosion protection purposes a solution concentration



122 W.J. van Ooij and P. Puomi

/O) j’) k

o’s\i\/\/s\s/ s AR |

o \ .
( [~ Sl

0/\

bis-sulfur (bis-[3-(triethoxysilylpropyl)] tetrasulfide) TEQOS (tetraethoxysilane)

BTSE (bis-[3-(triethoxysilylpropyl)] ethane) bis-benzene (bis[trimethoxysilylethyl] benzene
\0 o | )\0
A x \/ \
A SAA T
0\ O % ‘<
bis-amino (bis-[3-(trimethoxysilylpropyl)] amine) VTAS (vinyltriacetoxy sﬂane

Fig. 4. Chemical structures of commonly used silanes in pretreatments and superprimers
[7-11, 27-30].

of 5% is usually used [40—43]. For bare corrosion protection the hydrophobic
silanes; bis-1,2-(triethoxysilyl) ethane (BTSE) and bis-[triethoxysilylpropyl]
tetrasulfide (bis-sulfur) have already demonstrated their corrosion protec-
tiveness for many metals [37—43]. Unfortunately, their hydrophobic nature
requires a large amount of organic solvents such as ethanol or methanol in
the preparation of the silane solutions.

A solvent-based silane system which has proven to give excellent corro-
sion resistance in un-painted state is the mixture of the bis-sulfur and bis-
aminosilanes with the ratio 3:1. This system is able to protect many metals, for
instance, aluminum, HDG steel and Mg alloys. Fig. 5 presents the scanned
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images of silane-treated HDG panels after EIS measurements. It is clearly seen
that no corrosion is shown on the mixture-treated HDG panel (Fig. 5¢), indi-
cating that the combination provides good corrosion protection for this metal.

One of the main objectives in recent years has been to develop water-
soluble silane solution mixtures with corrosion protection properties as power-
ful as the systems based on ethanol-water solutions. In this respect a universal
water-soluble silane system based on bis-amino and vinyltriacetoxy silanes
was invented by Zhu and van Ooij [38]. They studied this mixture on several
metals.

The bis-amino/VTAS mixture is, by itself, quite stable and hydrolyzes
readily in the aqueous mixture. The mixture works well, because with the addi-
tion of a small amount of bis-aminosilane, the VTAS solution becomes less
acidic and the condensation of SiOH can be effectively suppressed. A likely
mechanism is that the secondary amine groups in the bis-aminosilane form a
more stable hydrogen bond with silanol groups than the one between silanols
themselves. As a result, condensation of silanols is prevented in the solution.

Fig. 6 displays the salt spray testing (SST) results of AA 6061-T6 treated
with the bis-amino/VTAS mixture, as compared with untreated and chromated
panels. It is seen that the bis-amino/VTAS mixture treated AA 6061-T6 surface
does not show any sign of corrosion after 336 h of SST, while the chromated
surface exhibits a certain degree of discoloration. The bare AA 6061-T6 sur-
face on the other hand, has corroded heavily. Performance tests also showed

(@)

Fig. 6. AA 6061-T6 panels after 336 h of SST: (a) untreated (20 h of exposure); (b)
chromated (Alodine-series); and (c) silane-treated (bis-aminosilane/VTAS = 1.5/1, 5%,
pH 3.7) [38].
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that the water-based bis-aminosilane/VTAS mixture provides comparable cor-
rosion protection in the painted state, e.g., with polyurethane and polyester
powder-paints on aluminum alloys, as compared with chromates [38].

4. SUPERPRIMERS ON METALS

4.1. The Concept of Superprimers

One major drawback to the widespread use of silane films as pretreat-
ment or passivating treatments is that despite their hydrophobicity, eventually
moisture reaches the metal—silane interface. The hydrolysis reaction that
allowed the formation of Si-O-Si and Si-O-Me bonds is reversible, especially
if the substrate’s metal hydroxide is somewhat soluble [39—41]. This enables
a mechanism by which the coating can be undermined. The use of bis-silanes
result in higher concentration of both Si-O-Si as well as Si-O-Me bonds,
which can mitigate this reversible effect to varying degrees [59]. The first step
in making the silane films more robust was to incorporate nano-sized fillers
and inhibitors into the films, which resulted in more protective hybrid silane
films [60]. The next step included the idea of mixing silanes, resins and
inhibitors. The advantage of incorporating resins into the silane films played
the major improving role, because the resin makes the resulting film more
hydrophobic and additionally the coating layer can be substantially increased
compared with silane mixture films, which become brittle upon increasing the
layer thickness above 3 pum. The resin-containing silane films can, however,
be made to a thickness of 25 um [7-11, 27-30].

The ingredients of a typical superprimer are:

* a binder based on a major resin or resins and minor binders;
* cross-linkers, e.g., amine adducts for epoxies;

e silane or silanes;

* non-chromate pigments and fillers;

¢ additives.

4.2. Major and Minor Binders

The superprimer formulation is usually based on an ionic or non-ionic
aqueous resin dispersion. The solid content of the water-borne resin is often
around 55wt% and it may contain small amounts of organic solvents.
Typical resins used in the primers are epoxies, acrylates and polyurethanes.
The minor binder is incorporated in order to improve a particular coating
property such as cold formability. Table 1 gives an overview of the family
of superprimers based on different resin—cross-linker—silane—pigment com-
binations invented and investigated in our laboratory [7-11].
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Table 1
The family of superprimers based on different resin—cross-linker—silane—pigment combi-
nations [30]

Substrate For AA 2024-T3 For AA For AA HDG
and AA 7075-T6 2024-T3 2024-T3 steel
Resin system  Epoxy-acrylate Novolac epoxy— Polyurethane Two epoxies +
polyurethane polyurethane
Cross-linker Isocyanate silane Amine adduct None Amine adduct
Silane Bis-sulfur Bis-sulfur BTSE Bis-sulfur or
bisbenzene

Typical pigment Zinc phosphate Zinc phosphate  Calcium zinc NaVO,*
molybdate Corrostain (Ca,
(CZM) Zn, P, Si and O)

The epoxy used in the epoxy—acrylate system and in the epoxy-based
system for HDG steel, is a typical DGEBA type epoxy formulated from
epichlorohydrin and bisphenol A [11, 61]:

o CHs CH; o
N\ | | %
HyC— CHCH,0 |c 0C1-I2(|:HCH2 C OCH,C —\CHZ
|
CH; OH CH;

n

The acrylate in the epoxy—acrylate formulation is an anionic dispersion
of a polyacrylate copolymer based on methylacrylate for which a small amount
of the acrylate groups has been replaced by acrylic groups as follows [61]:

The bisphenol A novolac epoxy resin is a non-ionic aqueous dispersion
of a polyfunctional aromatic epoxy resin. It contains reactive epoxide func-
tionality and is intended for high performance applications which require
maximum chemical and solvent resistance and/or elevated temperature serv-
ice. This thixotropic dispersion contains no organic solvent and is completely
water reducible. Upon evaporation of water, the novolac epoxy coalesces to
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form a clear, continuous, tacky film at ambient temperature, while in combina-
tion with a suitable cross-linking agent, it will form a clear, highly cross-
linked, tough, chemical resistant film. The generic structure of a novolac epoxy
is given below [62].

— —1n

Polyurethane coatings are known for their flexibility, abrasion resistance,
acid rain resistance, gloss retention and impact resistance. As can be seen from
Table 1 polyurethanes are used as major and minor binders in superprimer for-
mulations [11, 62, 63]. Polyurethanes are synthetized by reacting polyols with
polyisocyanates. The structure of a simple linear polyurethane is shown below:

0 0
H | _ I n
R—N—C—O0—R—0—C—N—R

Polyurethane

4.3. Cross-Linkers

Some of the resins introduced may form a film of their own but it is
preferable to react them with a hardener or curing/cross-linking agent in order
to produce a cross-linked resin network that cures fairly fast in either room
temperature (RT) or at elevated temperatures. For instance, the epoxy—acrylate
system can be cross-linked with an isocyanate-based silane with a structure
shown below [61]:

!
s

0]
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Polyamines, polyamides, organic acids, anhydrides, boron trifluoride
and tertiary amine catalysts are among the more frequently used curing agents
for epoxy resins. The curing agents open up the oxirane ring and act as
bridges, binding the epoxy polymers into a dense three-dimensional network.
Among the types of curing agents mentioned above, the first two types, i.e.,
polyamines and polyamides, are widely used in anticorrosive primers. The
polyamines are suitable for superprimers [11].

Most of the amines, may irritate skin, possess a noxious odor or emit cor-
rosive fumes. Hence they are mostly sold as modified variations with reduced
vapor pressures and tendency to irritate. One approach to formulate amine
cross-linkers with higher equivalent weight and lower toxic hazard is to
make ‘amine-adducts’ by reacting standard liquid bisphenol A epoxy with
excess of a multifunctional amine. A variety of amines can be used to pro-
vide adducts with a range of cure rates and pot lives. A simple epoxy—amine
adduct is shown below. In two of the superprimer formulations water-borne
epoxy—amine adducts are used as the curing agents [11, 62].

\/\/\/\)\/q (CH)

4.4. Silanes

Both mixtures of silanes as well as individual silanes have been investi-
gated for use in superprimers. Usually, hydrophobic bis-silanes such as BTSE
and bis-sulfur silane, shown in Fig. 4, work well in the primers.

4.5. Chromate-Free Inhibitors and Performance of Superprimer
Coatings

Inorganic pigments have widely been investigated as 1nh1b1tors in organic
coatings. The inorganic inhibitors are based on salts of AT B or basic salts

of A" B where n, m = 2 or 3, and A"* is Zn(II), Ca(II), Sr(II), AI(III),
Ba(Il), Mg(Il), while B~ is CrO2-, PO}, MoO2", BO;, (Si02"),, n>1,
HPO3~, P,O;;, NCN?~, CO}  or various combinations of the same.
Additionally, OH™ is a constituent of basic salts. It is the anion that is mainly

responsible for the anodic or cathodic protection of the metal. The cations’
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Table 2

Specific quality parameters for corrosion inhibitor pigments [6]

Quality parameters Exclusive values
Solubility in water <2g/100ml

pH of saturated solution 7-9.5

Specific gravity 1.5-5

Particle size distribution average 2—6 pm

Solubility in organic medium Practically insoluble
Vapor pressure at 20°C <1/10000 mmHg
Melting point >100°C

contribution to inhibitive performances of pigments is secondary, however,
they determine essential quality parameters such as solubility, hydrolysis pH
and storage capacity for inhibitor species of pigments [6]. Specific quality
parameters for corrosion inhibitor pigments are summarized in Table 2.

John Sinko also defined the following selected parameter values of pig-
ment grade inhibitors: C, B" /A""B"~ weight ratio; 8i,, specific gravity of
pigment (g/cm?); i, solubility of pigment (mmol/l); €, specific inhibitor
capacity of pigment (mmol/cm?) and I, inhibitor activity parameter.

The specific inhibitor capacity of a pigment is conveniently defined by

¢ =Ci—> (1)

where W__ is the molar weight of B”~. The inhibitor activity parameter is
given by '

cl
I' :n_sat (2)

where ¢ 18 the critical concentration of B”~, i.e., the minimum concentra-
tion of a distinct inhibitor species necessary to maintain passivity on a metal
exposed to aqueous environment. The inhibitor activity parameter should
be 1 <1, <100 in order for the pigment inhibitor to be suitable for use in
organic coatings. Overall the parameters listed above should be close to the
values of strontium chromate in order for the Cr-free pigment to be active
as an inhibitor in paints. Sinko listed these parameters for some phosphates,
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orthophosphates, molybdates, metaborates, silicates, cyanamides and nitrites.
Only two namely ZnMoQO, and Ba(BO,), - H,O came close to strontium chro-
mate. For the others the inhibitor activity parameter was substantially lower,
except for NaNO,, for which it was extremely high (83000) [6]. Conclusively,
none of the Cr-free pigments have the unique features that the chromate anion
especially combined with the strontium cation possesses. It is thus under-
standable that in order to try to come even close to the protective action of
SrCrO,, mixtures of Cr-free inorganic pigments are used in anticorrosive
primers.

However, since little can be done to modify Cr-free anions and mixtures
thereof, another approach is to modify the chemistry, structure and properties
of the organic coating. The first step is to incorporate the Cr-free pigments
into a water-borne primer paint coating that could be expected to be more
hydrophilic in nature compared with organic coatings deposited from solvent-
based formulations. Another step is to further change the chemistry of the
polymer coating by incorporating silane coupling agents into the resin
matrix. This has been our approach, to modify the resin matrix with silanes
and to deposit the networks from water-dispersed formulations. The siloxane
in the resin matrix is able to play with the water penetrating into the coat-
ing and to adjust the water content in such a way that an optimal protective
electrolytic environment is maintained in the coating and at the coating/
metal interface. In this environment Cr-free pigments may act as built in
reservoirs of inhibitor species, even if they might not have suitable proper-
ties to act as active inhibitors in traditional organic coatings made from
solvent-borne paints. Fig. 7 shows ASTM B-117 salt spray test results of
superprimer coatings containing Cr-free pigments on aluminum alloys and
HDG steel [30].

The systems shown in Fig. 7 are compared with Cr-containing control
systems. Optimized coating systems all performed well over 2000 h in the
test, which is usually a typical requirement in the industry. The
polyurethane-based system on AA 6061 even survived 4000 h in ASTM
B-117 (Fig. 7d). This gives ample proof of that the modification of the resin
matrix might be a key factor in order to make the Cr-free pigments work
on metals in a similar way as the strontium chromate works in traditional
coatings.

Organic inhibitors, ion exchanged inhibitors and coated inhibitors such
as plasma-polymerized inhibitors have also been investigated as pigments in
silane pretreatments and/or superprimers. More on this subject can be found
in Refs. [8, 61-63].
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AA 2024

AA 2024 T3

AA 6061

4000 hrs 2000 hrs 2000 hrs

(d) (e) (U]

Fig. 7. ASTM B-117 salt spray test results of (a) the chromate control on AA 2024-T3; (b)
the acrylate—epoxy based system on AA 2024-T3; (c) the novolac epoxy—polyurethane
based coating on AA 2024-T3; (d) the polyurethane-based coating on AA 6061; (e) the
epoxy-based system on HDG; and (f) the chromate control on HDG [30].

4.6. The Corrosion Protective Mechanism of Superprimers
Including the Pigments

The superprimers developed in our laboratory have been characterized
with various techniques such as Fourier transform infrared (FTIR) spec-
troscopy, nuclear magnetic resonance (NMR) spectroscopy, X-ray reflection
methods, water and electrolyte uptake measurements, scanning electron micro-
scope (SEM) combined with energy dispersive X-ray (EDX) analysis and
time-of-flight secondary ion mass spectroscopy (TOF-SIMS). The characteri-
zation results have revealed how the coating ingredients react with each other
and how the resulting coating on the metal protects the metal from corrosion
[7-11, 27-30, 61-64].

The characterization results have shown that the coating components
react with each other forming an interpenetrating network (IPN). The siloxane
formed in the primer especially protects the metal-primer interface as it
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N ACRYLATE + SILANEWITHZINC
‘Q\\ PHOSRHATE A

Fig. 8. The superprimer on AA 7075-T6 consists of three layers, which are self-assembled
upon drying of the coating [30].

deposits as a cross-linked layer in this interface. The silane also assures
good adhesion both to the substrate and the topcoat of the system [30].

The superprimer network is fairly hydrophilic. X-ray reflection results of
silane—resin films have shown that these siloxane-containing primers actually
contain small voids that attract water into the coating. As the water penetrates
the voids, it does not make the coating swell [64]. It only allows the less solu-
ble Cr-free pigments to move in the voids and leach out on-demand to protect
the metal from corrosion. This on-demand protection behavior has been
studied by exposing scribed panels to corrosive environments and subse-
quently the surfaces and the cross-sections of the samples have been exam-
ined by SEM/EDX for residues of pigments and corrosion products [7-11,
27-30, 61-63].

Some of the superprimers are more or less homogeneous, which means
that the formulation ingredients have homogeneously reacted with each
other and are evenly distributed in the coating [11, 62]. The epoxy—acrylate
coating forms, however, a self-assembled three-layer coating, as shown in
Fig. 8. The mechanism by which this coating system protects the aluminum
alloy is illustrated in Fig. 9 [30].

The layered structure in Fig. 8 consists of a silane-rich layer at the metal/
primer interface, a hydrophilic acrylate—silane—pigment layer in the center
and a hydrophobic epoxy-rich layer on top. As illustrated in Fig. 9 the zinc
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Saturated solution
of Zn3(PO4)2 in
3% NaCl

Electrolyte
penetration

No leaching here

Epoxy - Hydrophobic

S3gTsa

Acrylate + Silane - Hydrophilic Acrylic  Oxide

groups Pigment

Leaches here No film formed

Fig. 9. Principle of the corrosion inhibiting mechanism of the epoxy—acrylate—silane super-
primer containing the zinc phosphate pigments, which protect the metal on-demand [30].

phosphate can only leach out from the hydrophilic acrylate—silane—zinc phos-
phate layer, creating a reservoir of saturated zinc phosphate in the salt solution
while the hydrophobic epoxy layer protects the acrylate-containing layer and
thereby the remainder of the coated metal [30].

S. SUMMARY/CONCLUSIONS

It has been shown here that the hexavalent chromium can already be elimi-
nated from the pretreatment step of several metals. In the interface between
the metal and the primer the Cr®" mainly improves adhesion and can, there-
fore, be replaced with silanes and other Cr-free replacement options.

The chromate pigment in the primer is more difficult to replace, but
there is a new class of primers based on silane technology that have been
tailored to boost the performance of less soluble Cr-free pigments like zinc
phosphate. The chemical structure of these primers is unique, as they con-
tain molecular voids, which enable lateral and vertical movement of pig-
ments in the coating when the coating is exposed to corrosive conditions.
This future technology also simplifies the coating process as the pretreat-
ment step can be eliminated by incorporating the silane into the primer. The
steps of the future process consist of cleaning, priming and topcoating with-
out the need of environmentally hazardous pigments or VOCs.
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1. INTRODUCTION

The behavior of iron and aluminum in acid mine drainage (AMD) has been
thoroughly studied during the last three decades [1-5] and the minerals con-
trolling their solubility have been identified and investigated in detail [6—14].
Thus, ferric iron is known to be mostly dissolved under very acidic conditions
(pH < 2), and above this pH, Fe(Ill) is usually hydrolyzed and precipitated
as different ochreous minerals such as jarosite (pH~ 2), schwertmannite
(pH 2.5-4), or ferrihydrite (pH > 5). Fe(Il) is much more soluble than Fe(III),
and remains in solution below pH ~ 8. Then, hydrolysis and precipitation
tend to occur and highly amorphous hydrous iron oxides (called “green rust”
in the AMD literature) are formed upon neutralization. Aluminum is normally
conservative below pH 4.5-5.0, and tends to precipitate above this pH in
the form of several oxyhydroxysulfates like hydrobasaluminite, basaluminite,
and/or hydroxides like gibbsite [1, 9, 11-14].

The precipitation of Fe(III) and Al compounds can retain, by adsorp-
tion and/or coprecipitation, many other toxic elements present in the mine
effluents like As, Pb, Cr, Cu, Zn, Mn, Cd, Co, Ni, or U. Therefore, Fe(IlI)
and Al act simultaneously as (i) strong buffering systems of the AMD solu-
tions (at pH 2.5-3.5 and 4.5-5.0, respectively) and (ii) natural scavengers of
toxic trace elements.

In this chapter, we describe the typical speciation of Fe(Ill) and Al in
AMD, as well as the solid phases which act as solubility controls for these
metals at different pH ranges. Finally, some examples of their environmental
significance from the Iberian Pyrite Belt (IPB) are reported.
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2. GEOCHEMISTRY AND MINERALOGY OF IRON AND
ALUMINUM IN AMD

2.1. Formation of AMD and Dissolution of Metal Ions
In the presence of oxygen and water, pyrite is quickly oxidized by the
overall reaction [15-18]:

FeS, +20,+H,0 = Fe*" +2S0; +2H" (1)
Ferrous iron is then oxidized by one of the following overall reactions:

Fe*' +10,(g)+H" = Fe'" +1H,0 (pH<3) @

Fe’ + 10,(g)+2H,0 = Fe(OH),(s) + 2H" (pH > 3) 3)
Finally, Fe(III) enhances the further oxidation of pyrite by the reaction:
FeS, +14Fe* +8H,0 = 15Fe*" +2S0% +16H" 4)

Reactions (1) and (2) are usually catalyzed by iron-oxidizing bacteria
(such as Acidithiobacillus ferrooxidans, Leptospirilum ferrooxidans, or
Ferrimicrobium ssp.) which increase the oxidation rate by up to 10° over the
abiotic rate [2-5]. Field and laboratory studies have shown that the ferrous
iron dissolved in mine effluents is normally oxidized at rates of between 1073
and 107 (average ~107) mol L™' s7! [2, 5, 19, 20]. These rates depend
on factors like (1) water temperature, (2) dissolved oxygen content, and (3)
density of bacterial populations. The iron-oxidizing microbes are usually
present at numbers of ~10°-108 mL~' [4, 19, 21].

Reactions (1) and (4) result in strongly acidified solutions which, in
addition to dissolve large amounts of Fe(IT) and SO3~, also leach important
quantities of many other major and trace metals from the mineralizations
and the host rocks, including Al, Mg, and Ca (with minor Na, K, and Ba)
from the accompanying aluminosilicates, carbonates, and sulfates, in addi-
tion to Cu, Zn, Mn, As, Pb, or Cd from other sulfides (sphalerite, chalcopy-
rite, galena, arsenopyrite) and sulfosalts (tetrahedrite-tennantite). Iron and
aluminum are usually the most abundant metal cations of those present in
AMD [5, 9, 12, 22].
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2.2. Tonic Speciation

The pH-dependent distribution of dissolved ionic species of Fe and Al has
been traditionally modeled for pure water (at 25°C, 1 bar), where the hydroxo
complexes (Fe—OH and Al-OH species) are dominant [17, 18]. However,
AMD normally shows high concentrations of the SO2~ ion, which strongly
determines the complexation of Fe and Al, that is usually dominated by metal-
sulfate and metal-bisulfate species of the type Fe-SO3~ and A1-SO3 . Thus,
at typical conditions of pH and sulfate concentration in AMD solutions (e.g.,
pH ~2.5-3.5 and 0.1 M SO7"), Fe(IlI) and AI(III) are chiefly present as sulfate
complexes (FeSO,, Fe(SO,), , AISO;, Al(SO,); ), with a minor presence of
the free aqueous ions (Fe**, AI**), and with the hydroxyl-containing ionic
complexes (FeOH?*, Fe(OH);, Fe;(OH);", etc.) having very minor or neg-
ligible presence [12, 14]. However, this ionic speciation strongly varies with pH
and the activity of the sulfate anion, as shown in Fig. 1, which plots the distri-
bution of different ionic species of Fe(IT) and Al in a solution with 0.1 M SO2~
as a function of pH. This figure shows that the free aqueous cations (Fe**, AI*™)
are only dominant at extremely acidic conditions (pH < 1.0), while the metal-
sulfate complexes are dominant in the pH ranges 1-4.5 for Fe(Ill) and 1.5-6
for Al. As pH increases, the sulfated ionic complexes are progressively replaced
by hydroxide forms (e.g., Fe(OH);, AI(OH)J, AI(OH); ), which become dom-
inant at near-neutral conditions (pH > 5 for Fe(IIl) and pH > 6 for Al).

Such Fe(III) and Al speciation has important implications for the geo-
chemical evolution of AMD. At typical conditions of pH (1.5—4) and sulfate
concentrations (0.01-0.1 M SO?"), the mineralogy of the precipitates will be
dominated by sulfates and hydroxysulfates, instead of oxides or hydroxides,
as described in the next section. Further, this metal speciation can imply impor-
tant differences in their sorption behavior. For example, at sulfate activities
of ~107* to 1072, aluminum is present as free aqueous cation, being essen-
tially conservative. However, at higher activities of the SO?~ anion (from
1072 to >10""), Al forms bisulfate anionic species (Al(SO,),) which can be
sorbed onto positively charged mineral surfaces at low pH [14].

2.3. Mineral Phases Controlling the Solubility of Fe(III) and Al

Both Fe(IIl) and Al show amphoterism, with a solubility minimum at
near-neutral conditions, and enhanced solubility at acidic and basic condi-
tions [5, 17, 18]. Thus, at pH values well below 2, both iron and aluminum are
chiefly dissolved, and these metals may only precipitate from highly concen-
trated brines in evaporative pools, where oversaturation of secondary sulfates
is eventually reached. As pH increases (for example, by partial neutralization



140 J.S. Espaiia

[S0,¥1=0.1M Fe(OH),"

. [Fe(lll)]=0.02M
=
s
3
T
A
c
o
©
o
L
o
]
=

1.0

B
[8042']=0.1 M Al(OH)4'

0.8 [Al]=0.03M
=
s
<
W 0.6
c
o
S O MO
T 044 X T Tmm--—-
[} 7/
° /
= /

0.2 ///

// /
-
0.0 T T T T T f T
0 1 2 3 4 5 6 7 8

pH

Fig. 1. Speciation of Fe(III) (A) and Al (B) as a function of pH. Calculated with PHREEQC
2.7 (25°C, 1 bar). The concentrations used as input to the program (0.1 M SO, 0.02M
Fe(III), and 0.03 M Al) were selected from the average value of more than 70 acidic mine
waters of the Iberian Pyrite Belt [12, 45].

during mixing with moderately alkaline waters), iron is hydrolyzed and
precipitates at pH > 2 (first hydrolysis constant is pK, = 2.2), whereas Al
tends to be hydrolyzed at pH ~4.5-5.0 [5, 9, 12].

The most common Fe(IIl) and Al minerals associated to, and pre-
cipitating from, AMD, along with their respective formulae and usual pH
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Table 1

Common secondary minerals of iron and aluminum precipitating from AMD

Mineral Formula pH range Reference

Soluble iron sulfate salts

Melanterite Fel'SO, - 7H,0 <1 [12, 33-41]
Rozenite Fel'SO, -4H,0 <1 [12, 33-41]
Szomolnokite Fel'SO,-H,0 <1 [12, 33-41]
Copiapite FellFe,(SO,),(OH),-20H,0 2-3 [12, 33-41]
Coquimbite Fe,"(SO,), - 9H,0 2-3 [12, 33-41]
Rhomboclase (H,0)Fe''(SO,), - 3H,0 2-3 [12, 33-41]
Halotrichite FellAlL(SO,), - 22H,0 2-3 [12, 33-41]

Iron hydroxides/hydroxysulfates
Jarosite KFe;"(SO,),(OH), <2 [5-14]
Natrojarosite NaFe,(S0,),(OH), <2 [5-14]
Hydronium jarosite  (H,0)Fe;"™(SO,),(OH); <2 [5-14, 37]
Schwertmannite Fe O4(SO,)(OH), 2-4 [5-14]
Goethite a-Fe"O(OH) 2.5-7 [5-14]
Ferrihydrite Fe,"MHO4-4H,0 5-8 [5-14]

Aluminum hydroxides/hydroxysulfates
Gibbsite v-Al(OH), >4.5-5.0 [I1,5,9-14]
Alunite KAL,(SO,),(OH), 3555  [1,5,9-14]
Jurbanite Al(SO,)(OH) - 5H,0 <4 [1,5,9-14,29-32]
Basaluminite Al,(SO,)(OH),, - 5H,0 >45-50 [1,5,9-14,29-32]
Hydrobasaluminite ~ Al,(SO,)(OH),,- 12-36H,0 >45-5.0 [9-14]

ranges of occurrence, are given in Table 1. This table includes from highly
crystalline sulfate salts (e.g., melanterite, rozenite, copiapite, halotrichite),
which are formed by evaporative processes from very acidic brines in small
pools or in the margins of AMD-impacted streams, to nearly amorphous
compounds of Fe(IIl) (schwertmannite, ferrihydrite) and Al (basaluminite
and hydrobasaluminite, gibbsite). The typical XRD patterns of some of these
solids are provided in Fig. 2.

2.3.1. Fe(Ill) Hydroxysulfates

The solid formed by precipitation of Fe(IIl) at pH 2.0-4.0 during mixing
and neutralization of the AMD solutions is usually schwertmannite [6—9]. This
mineral is a poorly crystallized iron oxyhydroxysulfate whose formation from
acid-sulfate waters can be described as follows [8]:

8Fe’" +S0; +14H,0 < Fe,0,(SO, )(OH), +22H" (5)
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Fig. 2. XRD patterns of selected Fe(III) and Al precipitates found in AMD of the IPB (com-
piled from Refs. 13, 14 with kind permission of Springer Science and Business Media).

In addition to schwertmannite, some other minerals of Fe(IIl) are commonly
recognized in the AMD systems, with a close relation between their occurrence
and the water pH (Table 1). Jarosite is usually favored to precipitate from very
acidic solutions, normally at pH <2. Schwertmannite precipitates near the
discharge points at pH 2.0-4.0, whereas ferrihydrite usually forms in fluvial
environments (as in the confluences between AMD and unpolluted rivers) at
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Fig. 3. Concentration of total dissolved iron as a function of pH in the pit lakes of the
IPB. The mineral phases controlling the solubility of Fe(Ill) at different pH ranges are
indicated (Jar, jarosite; Schw, schwertmannite; Fer, ferrihydrite). The ionic speciation of
Fe(III) (calculated with PHREEQC 2.7) is also indicated for the two end-members of the
compositional range (Corta Atalaya and Los Frailes). Data taken from Ref. 45.

pH > 5 [6-9, 12-14]. These three minerals are meta-stable with respect to
goethite, which is the most stable form of Fe(Ill) at low temperature [1].
Goethite can also precipitate from AMD (especially at lower redox conditions
and/or sulfate content [5-9]), although its presence in the particulate fraction
of AMD waters is very minor in relation to schwertmannite or ferrihydrite.

The concentration and/or activity of dissolved Fe(III) is thus controlled
by different mineral phases depending on the pH. This is illustrated in
Fig. 3, which plots the pH-dependent variation in the concentration and spe-
ciation of dissolved iron in different mine pit lakes of the IPB. Among the
15 pit lakes studied, jarosite was only observed to precipitate in Corta Atalaya,
so that this mineral controls the apparent equilibrium which seems to exist
between dissolved and particulate Fe(IIl) in this lake. Conversely, ferrihy-
drite is the mineral form under which Fe(IIl) precipitates in Los Frailes pit
lake. Most lakes, however, seem to be at or near equilibrium with respect to
schwertmannite, which not only controls the solubility of Fe(IIl), but also
buffers the systems at pH 2.5-3.5 (through reaction (5)), and sorbs toxic trace
elements like As [5-14, 24-28].
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2.3.2. Al Hydroxysulfates

If compared with the Fe(III) solids, aluminum minerals formed at pH
~4.5-5.0 are less well characterized. These solids are nearly amorphous to
XRD, although two broad reflections (near 7° and 20° 26) are usually recog-
nized by XRD (Fig. 2). This diffraction pattern, along with their chemical
composition, suggests that the Al precipitates probably consist of poorly
ordered hydroxysulfates with composition intermediate between basalumi-
nite and hydrobasaluminite [1, 5, 9, 14, 29-32]. Calculations of saturation
indices [14] suggest precipitation of alunite in some cases, although this
mineral is rarely found as a direct precipitate. Finally, aluminite has been
also suggested to precipitate from waters with high concentrations of Al and
sulfate (0.1 and 0.4 M, respectively [14]).

Hydrobasaluminite is meta-stable with respect to basaluminite, which
forms by dehydration of the former [9]. Basaluminite is a common Al
hydroxysulfate in mine drainage environments, although it also tends to be
transformed to alunite during maturation or heating [1, 9, 29-32]. The
hydrolysis of AI** to form hydrobasaluminite is written as follows:

4AI’" +S0;” +22—-46H,0 < Al,(SO,)(OH),,-12—36H,0 +10H  (6)

As discussed below, the formation of this mineral during neutralization can
also imply a significant removal of toxic trace elements (e.g., Cu, Zn, Cr, U)
from the aqueous phase.

3. ENVIRONMENTAL SIGNIFICANCE

3.1. Evaporative Sulfate Salts as Temporal Sinks of Metals
and Acidity

The formation of efflorescent, evaporative sulfates from AMD waters
is especially abundant during the dry season. The mineralogy of these soluble
sulfates is closely associated with their spatial distribution and the pH of the
brines from which these salts are precipitated [12, 34—41]. Thus, the Fe(Il)-
sulfates like melanterite, rozenite, or szomolnokite are dominant in isolated
and highly concentrated pools near the pyrite sources, under conditions typical
of green, ferrous AMD with very low pH (normally below 1). On the other
hand, mixed Fe(Il)-Fe(Ill) and/or Fe(Ill)-Al sulfates like copiapite,
coquimbite, or halotrichite are common in the margins of rivers impacted by
AMD, where the Fe and Al concentrations of the evaporating waters are
lower, and the pH is higher (typically between 2 and 3). These sulfates have
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been observed to follow a paragenetic sequence of dehydration and miner-
alogical maturation, with melanterite > rozenite > szomolnokite > copi-
apite > coquimbite > rhomboclase > halotrichite [5, 34—41].

Chemical analyses of mixtures of these sulfates have reported very high
concentrations of trace metals like Cu and Zn (up to several percent units in
some instances [12, 36]). Because these sulfates are highly soluble, the first
rainstorm events taking place in the early autumn usually imply the re-
dissolution of large amount of these salts accumulated during the spring-
summer, and the subsequent incorporation of these toxic metals to the rivers.
This seasonal pattern of background Cu and Zn values during the summer,
followed by sharp increases in their concentrations during the first rainfalls
in autumn, has been reported in many mine districts [42, 43]. The dissolution
of these salts can also imply a rapid acidification and conductivity increase
for the affected streams, as they release important amounts of sulfate and
free acidity to the water [5, 12]. Therefore, seasonal cycles of precipitation/re-
dissolution of salts may imply environmental consequences for water quality.

3.2. Natural Attenuation of Metal Concentrations

Downstream from the sources, the geochemical evolution of AMD is
usually controlled by (1) oxidation of Fe(Il) to Fe(Ill), (2) progressive pH
increase and dilution of metal concentrations by mixing with pristine waters,
(3) hydrolysis and precipitation of different metal cations as pH increases,
and (4) sorption of different trace elements (As, Pb, Cr, Cu, Zn, Mn, Cd) onto
the solid surfaces of precipitated metal hydroxides/hydroxysulfates [14]. The
pH-dependent sequences of precipitation and adsorption are very similar and
follow the order: Fe(III) > Pb > Al > Cu > Zn > Fe(Il) > Cd [5, 23]. The
overall result of these processes represents a mechanism of natural attenua-
tion with environmental benefits for the water quality [12—14, 44].

As an example of this self-mitigating capacity, the graphs provided in
Fig. 4 show the spatial evolution of metal loadings in an acidic effluent
emerging from a waste-pile in Tharsis mine (SW Spain) [44]. To study the
natural attenuation of metal contents provoked by precipitation and sorption,
and not by dilution, metal loadings were calculated from measured metal
concentrations and flow rate measurements in several sampling stations, so
that dilution effects were not taken into account. This effluent emerged with
a pH of 2.2, and subsequently converged with a number of small creeks of
unpolluted water, thus provoking a slight but progressive pH increase up
to values around 5. This pH increase allowed the precipitation of Fe(IIl)
(mostly schwertmannite) during the first 11 km of the AMD course (pH < 3),
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Fig. 4. Spatial evolution of metal loadings in the Tharsis-Dehesa Boyal acidic mine
effluent (Tharsis mine, IPB): (A) Fe and Al; (B) As and Cr; (C) Cu, Zn, and Mn. Metal
loadings calculated from analyzed aqueous metal concentrations and measured flow rates
at distinct sampling stations downstream from the source point. Modified from Ref. 44
with kind permission of Springer Science and Business Media.

and of Fe(IIl) and Al compounds (Al as amorphous hydrobasaluminite) dur-
ing the next 9 km of the stream course (pH 3-5). The evolution shows that
the precipitation of Fe(IlI) resulted in a strong decrease of the total iron load-
ing to around one-tenth of its initial content at only 10 km from the source.
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The precipitation of Al compounds in the last reach also accounted for
an important loss of the Al loading. Interestingly, the Fe and Al solids acted as
efficient sorbents for a number of trace elements, though these elements
showed different affinities for these mineral phases depending on their ionic
charge and the water pH. Thus, elements like arsenic (present as HAsO;")
showed a strong tendency to be adsorbed by the ferric iron colloids at low
pH (<3), having been totally removed from the water at less than 10km
from the discharge point. Other trace metals such as Cr (present as HCrO, )
showed a clear affinity for sorption onto the Al compounds formed at pH
~4.5-5, which also implied a total scavenging of this toxic element at 20 km
from the source. Finally, divalent metal cations like Cu’>*, Zn?*, and Mn?*
behaved conservatively until pH ~ 5, above which they were only slightly
removed by sorption onto the Al minerals during the final reach.

Such metal scavenging may imply important water quality improve-
ments at a basin scale. For example, it was estimated that only 1% of the
total Fe and As dissolved load and ~20-40% of the total Al, Mn, Cu, Zn,
Cd, Pb, and SO, dissolved load initially released from the mine sites would
have been transferred from the Odiel river basin (including more than 25
studied mines) to the Huelva estuary in 2003 [12]. Thus, most of the iron
and arsenic load would have remained in solid form in the vicinity of the
pyrite sources within the mines, mainly as ochreous Fe(III) precipitates and
sulfate minerals covering the stream channel, whereas the rest of metal
cations (Al, Cu, Zn, Mn) can migrate further downstream.

3.3. The Concept of Mineral Acidity

A remarkable consequence of the presence of Fe(Ill) and Al in AMD
is related with the concept of mineral or potential acidity, which is the acid-
ity released during the hydrolysis of different metal cations like Fe(III), Al,
Cu, Zn, Mn, or Fe(II). The common pH measurements provide a good indi-
cator of the proton (or free) acidity of AMD (i.e., the acidity consisting in
free protons (H*) present in the solution). However, it is useful to carry out
titrations or neutralization experiments to see the acidity distribution over a
given pH range.

An example of titration curve of a typical AMD containing Fe(III) and
Al is given in Fig. 5. This curve shows two steep inflection points (followed
by their respective plateaus) at pH ~3.0 and 4.5. The mineral acidity released
during the hydrolysis of Fe(Ill) and Al, respectively, provokes a strong
buffering of the waters. The existing plateaus at pH > 3.5 and >5.0 suggest
that Fe(III) and Al have been almost totally hydrolyzed and precipitated at
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Fig. 5. Typical titration curve of an acidic mine water. The inset shows the correlation
between the acidity released during titration of waters from acidic mine pit lakes of the
IPB to a target pH of 8.3 (i.e., total acidity) and the respective concentrations of major
cations (Fe(Ill) + Al + Fe(Il) + Cu + Zn + Mn). Data taken from Refs. 14 and 45.

these pH values. The gentle slope existing in the pH range 5-9 indicates the
progressive hydrolysis of other metal cations present in the waters, such as
Cu, Zn, Mn, and/or Fe(II). An excellent correlation between the acidity
measured at pH 8.3 (i.e., total acidity) in several mine waters and their
respective concentrations of [Fe(Ill) + Al + Cu + Zn + Fe(Il) + Mn] is
also shown in Fig. 5.

An overall conclusion from the examination of these curves is that the
mineral (total) acidity resulting only from the hydrolysis of Fe(Ill) and Al
can be as high as 10 times the free acidity of these waters (i.e., that neutral-
ized before the hydrolysis of metals) [12]. These calculations highlight the
importance that the mineral acidity may have on any attempt of treatment
or remediation initiative, especially if based on neutralization.

4. CONCLUSIONS

The water chemistry of acidic effluents draining abandoned metal and coal
mines is usually characterized by low pH and high sulfate concentrations,
and commonly includes high contents of iron and aluminum. This aqueous
composition determines not only the complexation of both metals (domi-
nated by sulfate and bisulfate ionic species), but also the mineralogy of their
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hydrolysis products, which mainly consist of oxyhydroxysulfates and
highly soluble sulfate salts. The former are highly amorphous and have
small particle size and high specific surface area, physical properties which
make them efficient adsorbants of toxic trace metals, whereas the latter are
highly crystalline and may incorporate large amounts of Cu and Zn in their
crystalline lattices, so that their re-dissolution during rainstorm events is of
environmental concern. Iron and aluminum represent, in addition, strong
buffering systems of AMD solutions and hence additional sources of (min-
eral) acidity which must be taken into account in remediation or treatment
attempts, either from a technical or an economic perspective.
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1. INTRODUCTION

This paper presents a summary of on-going work by the Japan Atomic Energy
Agency (JAEA) addressing solubility constraints on maximum uranium (U)
concentrations in natural waters. The impetus for this work comes from the
fact that similar constraints are assumed in most international performance
assessments (PA) of deep geologic repositories for the permanent disposal
of high-level radioactive wastes (HLW) [1]. Numerical models and com-
puter codes used in PA predict how a repository’s engineered and natural
barriers to radionuclide migration! would respond to a variety of plausible
scenarios governing the initial repository environment and its possible
future evolution. Solubility constraints adopted in these scenarios allow for
gradual increases to occur in the aqueous concentration of a given radioele-
ment released from the waste until the solubility of a corresponding solid is
reached. These solids are generally assumed to be idealized pure phases,
such as simple oxides or hydrous oxides of the actinides and fission prod-
ucts in HLW [2]. The solution then equilibrates with the solid, and the aque-
ous concentration of the radioelement is thereafter fixed at this solubility

"Engineered barriers generally include a waste form (spent nuclear fuel or glass containing radioac-
tive wastes) encapsulated within a metallic container (e.g., steel and copper), which may be sur-
rounded by a low-permeability, clay-rich buffer and backfill. Natural barriers include the repository
host rock and a volume of rock between the repository and biosphere. The engineered barriers and
immediately adjacent host rock are referred to as the near field [1].
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limit. In reality, sorption, co-precipitation and/or solid—solution reactions
involving various minerals in the engineered barriers and host rock, or sec-
ondary minerals produced by the interaction of these materials with ground-
water, are more likely to control radioelement concentrations in a HLW
repository. Estimated solubilities are useful, however, because they repre-
sent credible and defensible upper bounds on these concentrations. This is
conservative (i.e., pessimistic) for PA purposes because releases of radioele-
ments to the biosphere tend to increase or decrease in proportion to their
predicted concentrations in the near field.

JAEA have been evaluating such solubility limits specifically for U
using field data characterizing the Tono Uranium Deposit in central Japan.
The Tono Uranium Deposit provides evidence that U, which is an important
component of HLW, is effectively immobilized within the deposit in a
chemically reducing environment over long periods of time at depths within
a few hundred meters of oxidizing conditions at the Earth’s surface. This
natural system is analogous in these respects to expected conditions in a
HLW repository. A comprehensive and critically evaluated database charac-
terizing the geology, hydrogeology, hydrochemistry and geomicrobiology
of the deposit and its environs has been developed as a result of numerous
field studies and drilling campaigns carried out in the Tono area over the
past two decades. These data provide a rare opportunity to test whether
maximum U concentrations in groundwaters circulating through the deposit
are controlled by the solubility of various minerals that have been assumed
to be solubility controlling in HLW repository.

The geology of the Tono deposit is briefly summarized below. This is
followed by a discussion of bounding constraints on geochemical parame-
ters that are believed to control the aqueous-speciation and solubility behav-
iour of U in groundwaters of the Tono area. This behaviour is evaluated in
Section 4, and preliminary conclusions are summarized in Section 5.

2. GEOLOGIC SETTING OF THE TONO URANIUM DEPOSIT

Itoigawa [3], Yusa et al. [4], Shikazono and Utada [5] and Sasao et al. [6]
described the regional geology of the Tono District, which includes the Tono
Uranium Deposit. Basement granitic rocks overlain by essentially flat-lying
sedimentary formations are distinguishing features of the region (Fig. 1).
The Toki Granite was emplaced ~72 Ma. The upper part of the gran-
ite, extending a few hundred meters below the palaeo-erosional surface, is
a moderately fractured and relatively permeable zone. The granite has been
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Fig. 1. Overview of the geology of the Tono Uranium Deposit showing locations of
selected boreholes, shafts and drifts in the Tono Mine.

locally altered by early hydrothermal fluids, which circulated through the
granite as it cooled, and later by dilute and saline groundwaters. These solu-
tions are distinguished by carbon and oxygen isotope ratios in calcites lining
fractures in the granite [7].

An unconformity separates the Toki Granite from overlying sedimentary
formations of the Miocene Mizunami Group (27-15Ma). The Mizunami
Group includes, in ascending order, the Lower Toki Lignite-bearing
Formation, Upper Toki Lignite-bearing Formation (also referred to as the
Hongo Formation [6]), Akeyo Formation and Oidawara Formation. The first
two formations consist of carbonaceous fluvial-lacustrine sediments. The
Akeyo and Oidawara Formations consist of alternating shallow to deep
marine siltstones and sandstones.

The Mizunami Group is unconformably overlain by Pliocene to
Pleistocene rocks of the Seto Group (5-0.7Ma). These rocks consist of
poorly consolidated fluvial sediments containing clays, silts and conglom-
erates with rhyolite or chert clasts.

The Tsukiyoshi Fault cuts the Toki Granite and Mizunami Group in the
vicinity of the Tono Mine (Fig. 1). This fault was initially activated ~17 Ma
with 10-20m normal displacement. It was reactivated ~15-12Ma with
40-50 m reverse displacement [6].

Starting ~1.5Ma and continuing to the present, the Tono region has
risen by ~150-300m as a result of 500 m of uplift and 200-350 m of erosion.
Earlier periods of uplift and subsidence correlate with respective periods of
sediment deposition from freshwater (Upper and Lower Toki Lignite-bearing
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Formations and Seto Group) and from brackish and marine waters (Akeyo
Formation and Oidawara Formation) [4].

The Tono Uranium Deposit is located within the Lower Toki Lignite-
bearing Formation. It is a sandstone type deposit with mineralization local-
ized along channel structures that follow the palaeo-erosional surface of
the basement granite. The mineralization lies above this surface in a 2-5m
thick zone covering an area several hundred meters wide and 2-3 km long.
Uranium enrichments may have occurred during periods of erosion result-
ing in the unconformity between the Upper Toki Lignite-bearing Formation
and Akeyo Formation, or that between the Oidawara Formation and Seto
Group [4]. A single fission-track age indicates that the deposit formed
~10Ma [8].

The Toki Granite appears to be the source of U in the Tono Uranium
Deposit [9, 10]. Relatively oxidizing groundwaters are believed to have
leached U from the upper fractured and relatively permeable zone. These
solutions then transported U into the overlying Lower Toki Lignite-bearing
Formation, where the porewaters are chemically reducing. This transition
from oxidizing to reducing conditions appears to be a key factor causing U
to be enriched in the Tono Uranium Deposit.

Uranium deposition is associated with a variety of minerals and
organic substances [11]. Some of the U is sorbed by carbonaceous materi-
als (including lignite), dioctahedral micas and clay minerals, some is co-
precipitated in calcite and possibly other authigenic minerals, and some is
precipitated mainly as uraninite or coffinite (USiO,) in amorphous, botry-
oidal (probably cryptocrystalline) or crystalline form [6, 11-14]. Isotopic
ratios among natural decay-series nuclides (U, 234U, 23°Th, ?*6Ra, 2!°Pb)
suggest that U has been locally redistributed within the deposit during the
past several hundred thousand years [15]. Such remobilization could result
from local variations in groundwater chemistry, and may have been more or
less continuous up to the present time [16].

3. GEOCHEMICAL CONSTRAINTS ON
URANIUM SOLUBILITY

Uranium geochemistry is controlled by the ambient redox environment, pH
and concentrations of inorganic and organic complexing ligands [17, 18].
Constraints on Eh, pH and carbonate concentrations are interpreted below
based on hydrochemical and mineralogical data obtained in field studies of
the Tono Uranium Deposit and nearby vicinity. Iwatsuki et al. [19] and
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Arthur et al. [20] provide tabulations and assessments of the analytical qual-
ity and representativeness of these data.

3.1. Redox Environments

Redox potentials are plotted in Fig. 2 as a function of vertical distance
between the sampling location and the unconformity between the Lower
Toki Lignite-bearing Formation and Toki Granite (Fig. 1). This unconfor-
mity appears to be an important hydrogeological boundary separating
aquifers in the overlying sedimentary rocks from those of the upper weath-
ered zone and deeper regions of the Toki Granite [11]. As can be seen, redox
conditions in groundwaters of the Tono region are distinctly layered.
Reducing waters are present in sedimentary formations of the Mizunami
Group and in the Toki Granite at depths greater than ~400 m. Relatively
oxidizing waters lie between these two reducing horizons in the upper,
weathered zone of the granite. The available in situ Eh measurements in
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Fig. 2. Eh as a function of sampling depth from the unconformity between the Lower
Toki Lignite-bearing Formation and Toki Granite (modified from Arthur et al. [20] with
permission from Geological Society Publishing House). The plotted data include in situ
Eh measurements (solid symbols), and calculated potentials assuming equilibrium for the
SO?7/HS™ half-cell reaction (open symbols). In situ Eh measurements in porewaters
above the unconformity are from the Lower Toki Lignite-bearing Formation. Calculated
Eh values are for porewater samples from this formation, and from overlying formations
in the Mizunami Group.
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porewaters of the Lower Toki Lignite-bearing Formation agree reasonably
well with potentials in other sedimentary porewaters that were estimated
assuming equilibrium for the SO /HS™ couple.

Redox interpretations based on the chemistry of contemporaneous
groundwaters, as discussed above, are compatible with mineralogical obser-
vations in the Tono area. Relatively oxidizing conditions in sedimentary for-
mations at depths shallower than ~30m below ground level are indicated
qualitatively by the presence of ferric oxyhydroxides. Conversely, pyrite,
which is stable only under reducing conditions, is present in these rocks at
depths greater than ~60 m. Shikazono and Nakata [16] suggest that diage-
nesis of the Upper and Lower Toki Lignite-bearing Formations caused
framboidal pyrite to precipitate as a result of microbially mediated sulphate
reduction.

Fig. 3 illustrates a conceptual model of operative redox environments
in the Tono region since the present geological structure formed (i.e., at
least over the past few tens of thousands of years) [19, 21]. Microbial sul-
phate reduction, oxidation of organic matter and pyrite precipitation appear
to be dominant reactions controlling the redox chemistry of sedimentary
porewaters.

Past erosion after uplift above sea-level (5-0.7 Ma)
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Fig. 3. Conceptual model of redox environments in and around the Tono Uranium
Deposit [19].
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3.2. Carbonate Equilibria and pH

The pH and carbonate content of groundwaters in the Tono area appear
to be buffered by heterogeneous equilibria involving calcite [CaCO5(s)],
and possibly other carbonate minerals [11, 22]. Fig. 4 plots variations in pH
and pco (o) Which has been calculated using analyses of pH and total car-
bonate concentrations in modern groundwaters of the Tono region [20]. The
close correlation that is evident between these parameters includes ground-
waters from a variety of rock types, which suggests that the variations in pH
and pcg, ;) may be controlled by a common reaction.

This possibility has been evaluated using a highly simplified model of
calcite—water equilibria at 25°C [20]. It was assumed in this model that dis-
solved carbonate concentrations are controlled by calcite solubility and that
Ca concentrations are fixed by charge balance in an open system with
respect to peg (o) Model results are represented by the curve in Fig. 4, which
indicates that the predictions are in reasonable agreement with the empirical
trend in pH-pq () Observed in deep groundwaters. However, the agreement
is not as good for relatively acidic shallow groundwaters. This is consistent
with the observation that these solutions are generally from Quaternary allu-
vium and sediments of the Seto Group, where calcite is notably absent [5].
With the exception of the shallow groundwaters, these model results and
empirical observations suggest that calcite equilibrium is an important con-
straint on the pH and carbonate content of Tono groundwaters.
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Fig. 4. Comparison of regional trends among pH and pcq_(,, in Tono groundwaters with
calculated variations in these parameters assuming simple calcite buffering in a closed
system (line) (modified from Arthur et al. [20] with permission from Geological Society
Publishing House).
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This conclusion is also supported by other mineralogical evidence. The
Akeyo Formation and Oidawara Formation contain abundant marine shell
fossils composed dominantly of carbonate (most likely in the form of arag-
onite, which is a metastable polymorph of calcite). These fossils exhibit dis-
solution and re-crystallization textures at depths shallower than ~20-60m
below ground level, but these textures are not evident in deeper sections of
these formations, nor do they appear in the underlying Upper and Lower
Toki Lignite-bearing Formations. This suggests that the geochemical envi-
ronment deep within the Mizunami Group has been compatible with the
preservation of carbonate minerals since the Miocene. Carbonates tend to
equilibrate rapidly with groundwater (e.g., Langmuir [23]) and it is there-
fore reasonable to assume that the buffering of pH and pcq_(,, shown in Fig. 4
was as important in these Miocene groundwaters as it appears to be today.

4. EVALUATION OF URANIUM SOLUBILITY

The aqueous-speciation and solubility behaviour of U in groundwaters asso-
ciated with the Tono Uranium Deposit is evaluated in this section using the
geochemical constraints discussed above. Supporting calculations were car-
ried out using the Geochemist’s Workbench software package [24] and a
thermodynamic database described by Arthur et al. [20, 25].

4.1. Aqueous Speciation of Uranium

Arthur et al. [20] defined two solution compositions that may be con-
sidered as being representative of relatively oxidizing and reducing ground-
waters in the Tono region. The oxidizing solution represents groundwaters
from the upper weathered and fractured zone of the Toki Granite (Fig. 2). For
illustrative purposes it was assumed that pg_,) is fixed at 107*" bar over the
pH range 5-10 (see Fig. 4). Assuming equilibrium for the water-dissociation
half cell [4H™ + 4e~ + O,(g) = 2H,0(1)], this assumption constrains Eh to vary
linearly with increasing pH from +0.25V atpH 5 to —0.06 V at pH 10 [17].

The other groundwater is a strongly reducing solution representing
groundwaters of the Lower Toki Lignite-bearing Formation (and other for-
mations of the Mizunami Group), which, as discussed above, is the host for-
mation of the Tono Uranium Deposit. For these solutions it was assumed that
Po,e) = 107® bar, which gives a corresponding Eh range between —0.25V
at pH 5 and —0.54V at pH 10.

Constraints on U and complexing-ligand concentrations in both repre-
sentative groundwaters were bounded by the hydrochemical data compiled
by Iwatsuki et al. [19]. A value of 0.5 ppb U was assumed to be representative
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of groundwaters in the Tono region (values range from 0.01 to 28 ppb). Upper
concentration bounds on inorganic carbon (150 ppm as HCOy5.), F~ (20 ppm)
and HPO?Z~ (0.1 ppm) were assumed in order to consider the maximum
effects these ligands could have on U speciation. Scoping calculations indicated
that the concentrations of other inorganic ligands (SO3~ and NO;') and sim-
ple organic ligands (acetate, citrate, oxalate and lactate) are too low in Tono
groundwaters to significantly affect U speciation. The organic-complexation
behaviour of U in Tono groundwaters is the subject of on-going investiga-
tions by JAEA.

Fig. 5a and b summarize the results of speciation calculations for the two
representative groundwaters. As can be seen in Fig. 5a, U speciation in the
reducing groundwater is dominated by the neutral species U(OH),(aq) at
pH > 6. Other species having concentrations >1% of total U over the pH
range 5—10 include UF,(aq), UF; and UF;.

Uranium speciation is somewhat more complex in the reference oxidiz-
ing groundwater (Fig. 5b). Three uranyl carbonate complexes dominate when
pH > 6. Scoping calculations indicate that phosphate complexes become
important over the neutral to slightly acidic pH range as F~ concentrations
decrease. Such calculations also indicate that the hydroxide complex,
UO,(OH);, is important at pH > 8.4 in groundwaters having carbonate con-
centrations near the minimum value observed in the Tono region (15 ppm), but
it does not exceed 2% of total U in the high-carbonate reference water. Poly-
nuclear, multi-ligand complexes, such as (UO,),(CO;);(OH);, are unimpor-
tant in Tono groundwaters because total U concentrations are too low.

In summary, the aqueous speciation of U in solutions that are believed to
be representative of the relatively oxidizing and reducing groundwaters of the
Tono region is dominated by U(OH),(aq) under reducing conditions, and by
the uranyl mono-, di- and tri-carbonato complexes, and (or) UO,(OH); , under
relatively oxidizing conditions. Uranous fluoride or phosphate complexes, or
their uranyl counterparts, are important in these respective solutions only if
pH is less than ~6 or 7.

4.2. Solubility Controlling Phases

Iwatsuki et al. [19] calculated saturation indices for various U miner-
als using available analyses of Tono groundwaters having both a measured
U concentration and either an in situ Eh measurement or a calculated Eh
value based on the SO /HS ™~ redox couple [20]. The dimensionless satura-
tion index, S1, is given by:

SI = log(IAP/K),
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Fig. 5. Aqueous speciation of U in representative Tono groundwaters under reducing condi-
tions (a) and relatively oxidizing conditions (b).

where IAP stands for the ion-activity product for a balanced dissolution
reaction involving the mineral of interest and K denotes the corresponding
equilibrium constant [23]. S/ values less than O indicate a thermodynamic
potential for dissolution and positive values indicate a corresponding poten-
tial for precipitation. Equilibrium is indicated when SI= 0. Given inherent
uncertainties in thermodynamic data and those associated with groundwater
sampling and analysis, it is generally assumed that such equilibrium is indi-
cated when S/=0 = 0.5. The U minerals considered include those that are
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Fig. 6. Calculated saturation indices for selected U minerals [20].

common occurrences in U deposits. Associated thermodynamic data refer to
pure crystalline or amorphous phases, and are believed to be reliable [19].
Redox potentials estimated using the SO /HS™ couple were included in
the evaluation because these estimates appear to be reasonably consistent
with Eh measurements obtained using a Pt electrode (Fig. 2).

Results are shown in Fig. 6 for uraninite and coffinite, and for their amor-
phous counterparts UO,(am) and coffinite(am). As can be seen, most of the
reducing groundwaters have saturation indices for UO,(am) equal to 0 = 0.5,
indicating that these solutions are effectively at equilibrium with this solid.
The other reducing waters are either slightly supersaturated (S>> 0.5) or
slightly undersaturated (S7 <0.5) with respect to UO,(am). These small devi-
ations from equilibrium could reflect additional uncertainties in the thermo-
dynamic properties of UO,(am) arising from variations in the crystallinity of
this solid, which are observed over laboratory time scales [26, 27]. Most of the
reducing groundwaters are undersaturated (S7 <<0.5) with respect to coffi-
nite(am), and strongly supersaturated with respect to uraninite and coffinite.
The relatively oxidizing groundwater (Eh =0V) is strongly undersaturated
with respect to uraninite, coffinite, UO,(am) and coffinite(am). Other U min-
erals considered by Iwatsuki et al. [19], including the higher oxides (3-U,O,,
B-U;0,,U,Oq4, schoepite), ningyoite, uranophane, rutherfordine, soddyite
and autunite, are generally either highly supersaturated or highly undersat-
urated in reducing and oxidizing groundwaters of the Tono region. The S/
results thus indicate that maximum U concentrations in groundwaters of the
Tono region appear to be controlled by the solubility of UO,(am). This
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includes porewaters in the Lower Toki Lignite-bearing Formation, which
hosts the Tono Uranium Deposit, and in porewaters of the other formations
in the Mizunami Group that are chemically similar.

It is worthwhile emphasizing that UO,(am) rather than its crystalline
counterpart, uraninite, appears to be solubility controlling in this natural sys-
tem. This distinction is further illustrated by the Eh—pH diagrams shown in
Fig. 7a and b. Both diagrams are drawn assuming that the activity of the rele-
vant U aqueous species = 10787, which corresponds to a representative total
U concentration equal to 0.5 ppb (see Section 4.1). The figures cover a range
of CO,(g) partial pressures that are representative of groundwaters in the
Tono region (Fig. 4). As can be seen, the stability field of UO,(am) is much
smaller than that of uraninite over this range. This suggests that if uraninite
were solubility controlling, aqueous U concentrations would have to much
lower at a given pH (i.e., by roughly eight orders of magnitude) than is actu-
ally observed. A comparison of the figures leads to the same (albeit not
independent) conclusion drawn from the SI calculations: redox conditions
in Tono groundwaters (indicated by the symbols) are compatible with solu-
bility control by of UO,(am).
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Fig. 7. Stability relations among U minerals and aqueous species at 25°C, 0.1 bar, with
Pco, @ = 1072 (a) and 1075 bar (b) [19]. Activities of U, S and F species + 10737, 105 and
10733, respectively. Solid lines delineate stability boundaries for UO,(am) and predomi-
nance fields for aqueous U species. Bold lines indicate uraninite stability boundaries.
Dashed lines refer to predominance fields for aqueous species of S. Open symbols denote
measured or estimated redox conditions in sedimentary formations in the Mizunami Group.
Solid symbols refer to their counterparts in groundwaters of the Toki Granite.
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This conclusion seems inconsistent with mineralogical observations indi-
cating that uraninite is in fact present in the Tono Uranium Deposit (Section 2).
A possible explanation for this apparent dichotomy is the experimental
observation of Neck and Kim [28] that uraninite surfaces in contact with an
aqueous phase at pH >3 may be coated with a thin layer of UO,(am). Under
such conditions, uraninite dissolution is effectively irreversible, and solubility
is controlled by the amorphous surface layer. Additional experimental studies
and observations of relevant natural systems are needed to test this hypothesis.

Berke [14] attempted to confirm the presence of UO,(am) in rock sam-
ples from the Lower Toki Lignite-bearing Formation using a variety of min-
eralogical techniques. The selected samples were not from the Tono Uranium
Deposit, but they did have U concentrations above background levels. Berke
[14] found that U deposition is associated with fine-grained, poorly crys-
talline matrix minerals, either as poorly crystalline or amorphous U minerals
or sorbed onto other non-U phases such as Ti-oxides. A definite conclusion
regarding the crystalline or amorphous nature of any U minerals in these
samples could not be made due to the poor crystallinity of the matrix.

4.3. Solubility Constraints on Maximum Uranium Concentrations
Solubility limits on U concentrations in groundwaters of the Tono
Uranium Deposit can be estimated using the aqueous-speciation and solu-
bility constraints discussed above. These constraints suggest that the solu-
bility of UO,(am) will mainly be controlled by variations in Eh, pH and
dissolved carbonate concentrations. Fig. 8a—c plot calculated UO,(am) sol-
ubilities as a function of Eh at pH 8, 9 and 10, respectively. Three curves are
shown in each figure corresponding to the nominal, maximum and minimum
Pco, (g Values given by the best-fit curve through a selection of the pH-
Pco, (g data shown in Fig. 4 for porewaters in the Lower Toki Lignite-bearing
Formation [19]. Also shown in each figure are Eh values corresponding to
the HS™/SO?~ and pyrite/goethite equilibrium redox couples. These values
are considered because the available Eh measurements in groundwaters of
the Lower Toki Lignite-bearing formation, the presence of detectable sulphide
and sulphate-reducing bacteria in these groundwaters [22], and the presence
of authigenic pyrite in this formation [5], all point to reducing conditions that
may be reasonably bounded by redox potentials corresponding to the
HS™/SO2~ and pyrite/goethite couples [19, 20]. The results shown in
Fig. 8a—c suggest that UO,(am) solubilities could vary by nearly three orders
of magnitude (107%'-107%7 molal) over the selected range of pcq (), Eh
and pH values that are considered to be representative of conditions in the
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Tono Uranium Deposit. Local variations in these parameters in time and space
could lead to a cycle of dissolution and re-precipitation of UO,(am), which may
be consistent with the isotopic evidence among natural decay-series nuclides
noted in Section 2.1 suggesting that U has been locally remobilized in the
deposit during the past several hundred thousand years. Such mobilization/
re-precipitation of U would be most sensitive to local variations in pcg, (o)

S. CONCLUSIONS

Natural systems that may be analogous in certain respects to a geologic repos-
itory for nuclear wastes provide a useful basis for testing assumptions, models
and concepts used in repository performance assessments. The present study
demonstrates that maximum U concentrations in groundwaters of the Tono
Uranium Deposit appear to be limited by the solubility of the amorphous,
hydrous oxide, UO,(am). This conclusion, drawn from observations of a
geologic system that has evolved over long periods of time, supports the
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assumption adopted in many international performance assessments that the
solubility of UO,(am), or an analogous UQO, solid, would limit the aqueous
concentrations of U released from a HLW repository over similar time scales
[2]. Equilibrium calculations suggest that UO,(am) solubilities could vary
roughly between 107¢ and 10~° mol kg~! over the range of environmental
conditions presently observed in the Tono Uranium Deposit and environs.
Further study is needed to better characterize the organic geochemistry of Tono
groundwaters and related impacts on the aqueous-speciation and solubility
behaviour of U.
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Leaching from Cementitious Materials Used in
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1. INTRODUCTION

Cementitious materials are being studied for use in waste disposal facilities
for radioactive waste discharged from nuclear power stations and the like. To
suppress leakage of radioactive nuclides, the facilities should have long-term
durability, that is, durability over a period quite distinctly different from the
performance period of ordinary structures, such as a period of several thou-
sands or several tens of thousands of years, which needs to be explained
logically as well as technically [1-5]. Furthermore, assessment methods for
materials and structures, and development of high durability materials are anti-
cipated considering aspects of design service life and importance of structures.

This report describes the degradation of concrete structures, that is,
mainly structures over thousand years and about ten thousand years old with
a history longer than that of Portland cement, due to soft water. In the under-
water environment of radioactive waste repositories especially, as shown
in Fig. 1, cement hydrates leach into the groundwater. An overview of the
methods to predict degradation and methods to suppress degradation, with
the focus on the phenomenon of degradation of cementitious material, is
described here.

2. RADIOACTIVE WASTE DISPOSAL SITE AND CONCRETE

Radioactive waste disposal facilities are investigated for construction in deep
strata 50—1000 m under the ground [1-5]. As shown in Fig. 2, the use of clayey
materials such as bentonite, and cementitious materials, such as concrete and
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Fig. 1. Illustrative image of radioactive waste repository.

mortar either independently or in combination as back filling materials or
engineered barrier materials, has been studied. Radioactive waste disposal
facilities are generally constructed in a calm and stable environment where
degradation does not occur easily. Therefore, the study of degradation over
the long term, such as leaching of components into groundwater, is more
important for engineered barrier materials than severe degradation over the
short term [6]. On the other hand, when clayey materials such as bentonite and
cementitious materials are combined, concerns of various problems due to
their mutual interaction also arise. That is, the ion exchange reaction between
the calcium that leaches from the cement hydrates and the sodium in the ben-
tonite brings about cation exchange (of Na ion with Ca ion) in the bentonite,
giving rise to the possibility of degradation in the swelling behavior of ben-
tonite or degradation in its imperviousness. The degradation due to sulfate ions
discharged from the bentonite is also a cause for concern in cementitious mate-
rials. Furthermore, the alkali that leaches from the cement hydrate changes
the pH of the surrounding environment, degrading the protective ability of
the metallic waste container, and also affecting the nuclide migration rate.

3. LEACHING FROM CEMENTITIOUS MATERIALS

The deterioration of concrete due to leaching has been reported in Sweden
when a dam deteriorated because of soft water in the 1920s, and in Scotland



Leaching from Cementitious Materials Used in Radioactive Waste Disposal Sites 171

Concrete

Bentonite

Mortar

Radioactive waste

Ca,, concentration

Fig. 2. Images of leaching degradation in radioactive waste disposal site.

Ca(OH),—Ca”"+20H"
C-S-H—xCa®*+yOH +z8i0,

when the strength of dams 10-60 years after construction deteriorated with
the passage of time [7]. Results of organizational studies of a similar nature
have also been reported from South Africa [8]. Additionally, deterioration
of concrete has also been reported because of contact with soft water of low
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hardness such as the secondary lining of tunnels and water treatment facil-
ities. Studies have also been carried out on the effects of safety especially
the effects of leached components into drinking water in water supply facil-
ities [9]. On the other hand, in the 1980s, the long-term soundness assessment
of radioactive waste repositories became an important topic, and the leach-
ing of components from concrete has become a popular research topic [10].

Both short-term accelerated tests in the laboratory and analytical methods
have been proposed for the research on the long-term degradation of concrete
used in radioactive waste repositories. Past experimental investigations have
focused on the analysis of solutions with the aim of simulating the pore
solution into which hydrates leach, and many batch-type experimental inves-
tigations have been carried out with the focus on solid—liquid solubility
equilibrium [6, 11]. However, it was not possible to directly evaluate degra-
dation with the passage of time from the results of such investigations. New
conditions had to be tentatively set up, such as assumptions regarding inflows
of water from external sources to allow for evaluation with respect to the
passage of time. Typically, these experimental investigations involved deter-
mining the solid-phase components of the hydrates and the components of the
pore solution. Moreover, investigations were carried out to evaluate changes
in physical properties as the balance of solid-phase-liquid-phase compo-
nents varied, and also to show up the differences between accelerated tests
and actual phenomena. Although models have been proposed specifically
for paste in analytical investigations [11, 12], methods applicable to actual
structures have not yet been established. This is because of problems such
as: (1) there are practically no models of concrete or mortar that take the
aggregate into account; (2) there is no clear method of modeling diffusion
coefficients; (3) there is no method for estimating physical properties; and
(4) no verifications against actual structures have been carried out.

4. METHOD FOR PREDICTING DURABILITY OF
CONCRETE [13-16]

Although various kinds of accelerated test methods [17] have been studied
for evaluating and predicting degradation of concrete due to leaching, such
methods require long periods of time that have never been experienced before;
thus, finally, the dependence on analytical methods has become a necessity.
Analytical prediction methods may be broadly divided into three types: (1)
methods using empirical formula [18], (2) methods using diffusion equa-
tions [12], and (3) methods using geochemical mass transfer analysis [19].
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Fig. 3. Time-dependent degradation depths by Ca leaching.

Deterioration of existing structures due to leaching has been occurring
without any doubt in structures acted upon by soft water such as water sup-
ply facilities, canals, dams, and vessel-type structures. Fig. 3 shows the results
of studies on concrete structures of age in the range of 30-100 years (depth
to which calcium hydroxide has decreased). Even after 100 years, the degra-
dation thickness is a few tens of millimeters, and the degradation rate was
extremely slow. Consequently, very few problems are anticipated in ordinary
structures. The maximum value of these investigation results is extrapolated
to estimate the degradation after 1000 years or 10000 years. It can be observed
that when the data are subjected to linear regression and to regression on the
root-¢ law, the degradation depth becomes three times at 1000 years, while
it increases to 10 times at 10000 years.

Thus, an analysis method with a much better estimation accuracy is
necessary. For a more detailed analysis, a method using the diffusion equation
or the geochemical mass transfer analysis must be used. The biggest differ-
ence in these two methods is the chemical reaction model. The method is
frequently used for predicting neutralization or salt attack of concrete struc-
tures in the civil engineering fields. Regarding mass transfer, the law of con-
servation of mass relating to the solid-phase element concentration Cp; and
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the concentration of each ion in pore solution shown in Eq. (1) is used
(details are omitted for both Egs. (2) and (3) because of the lack of space).
In Eq. (1), the left hand side expressing diffusion, convection, electric migra-
tion, and sink terms, the terms to be finally considered, should be decided from
the grade of the study and the environment of the structure to be studied.

0-C) _

ot a)C( eff i

.ac,.)_a(vd-ci)_a(e-ui-cl.)_acpi N

0x ox ox ot

However, in cementitious material, research related to the diffusion coeffi-
cient, the permeation coefficient, and quantification of the electric mobility
has just made a start, and models corresponding to various materials and
environmental conditions have not yet been constructed as of this stage. In
the past, apparent diffusion coefficients were used including aggregates as
shown on the left side of Fig. 4, but in practice, substances such as pore
solution and ions did not move within the aggregates or the hydrates them-
selves, but they can move in capillary porosity and transition zones. Thus,
an effective diffusion coefficient D, . calculation equation is proposed as
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Fig. 4. Pore and micropore torsion modeling.
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shown in Eq. (2) taking the electrochemical theory for ion transfer in aque-
ous solution, that is, by taking the Nernst—Planck equation as the basis, and
considering the effects of concentration according to the Debye—Hiickel
theory, the effects of torsion of the porosity or aggregate and transition zone,
and the increase in porosity with leaching. This enables a wide range of
parameters such as type of cement, hydration, temperature, aggregate
amount, and ion type to be considered. Fig. 5 shows the experimental results
of porosity and diffusion coefficient, together with the results predicted
based on Eq. (2). The diffusion coefficient decreases with the decrease in
porosity; however, the relationship is not linear, but curve, suggesting that
the assessment accuracy is satisfactory.

Moreover, the diffusion coefficient of each ion is different according to
Eq. (2). However, in practice, the ion balance does not collapse because of
diffusion; the mass exists maintaining electric neutrality at all times. Thus,
the mutual interaction between the electric ions can be expressed by the dif-
fusion coefficient by assuming that the pore solution always maintains its
electrically neutral condition. The electric mobility #; in this case is given
by Eq. (3). This enables the mass transfer considering the mutual electric
interaction of each ion to be treated within the law of conservation of mass
of Eq. (1).
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Fig. 5. Comparison of diffusion coefficients.
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For modeling the dissolution reaction of cement hydrate, the method of
using a thermodynamic database related to chemical reactions based on the
experimental results for dissolution equilibrium of cement hydrates shown in
Fig. 6 is also available. However, that is not applicable to concrete made of
complex hydrates that are changeable as in the dissolution of cement hydrate.
Moreover, the reaction also varies considerably depending on the type and
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mix proportion of the cement; therefore, it cannot be treated easily from the
aspects of theoretical chemistry. Consequently, dissolution tests of several
kinds of cement under different temperature conditions were carried out.
Calcium, which is proportionately large, or calcium silica ratio (Ca/Si) was
taken as the parameter of cement component, so that the dissolution behav-
ior can be easily expressed. Fig. 7 shows the dissolution equilibrium model
of calcium in the solid and the liquid phases. Substituting this relationship
in the sink term, and calculating the mass transfer per unit time of the com-
ponents in the liquid phase by the difference method, the change in mass in
the solid phase can be calculated.

Fig. 8 shows an example of comparison of the analysis results and
actually measured results of solid-phase calcium concentration after leach-
ing. The actually measured results are for concrete of age 30-100 years in
various kinds of environments such as distribution reservoir in a water sup-
ply facility, building foundation structure in contact with groundwater, dam,
and so on, similar to Fig. 3. Variation exists in actually measured results
also, and although calculated accuracy cannot be discussed unconditionally,
satisfactory predictions can be made depending on various conditions.
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Fig. 7. Equilibrium model of solid-phase calcium concentration and liquid-phase calcium
ion concentration.
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Since the past, it has been said in relation to the changes in mechani-
cal properties after leaching that if the calcium hydrate decreases by 1%, the
compressive strength decreases by 1.5% [21]. However, the calcium hydrate in
cement paste is ~30%, and the strength of the part in which the calcium hydrate
was completely lost was not known. Fig. 9 shows a comparison of Vickers
hardness and concentration of solid-phase calcium for the core from actual
structures is suggesting good correlation. It is also known that the Vickers
hardness has a good correlation with compressive strength. Accordingly, if
the calcium concentration in the solid phase is known, the strength charac-
teristics after leaching can be predicted. Fig. 10 shows the distribution of
solid-phase calcium concentration in laboratory leaching tests [20]. It can
be observed that the higher the value of W/C, the deeper is the degradation;
degradation progresses due to diffusion at the corners since degradation has
occurred above the two directions at the corners. The estimated Vickers hard-
ness and the measured values can be compared by substituting the solid-
phase calcium concentration measured in these tests in the relationship of
Fig. 9. This comparison is shown in Fig. 11. The Vickers hardness can thus
be estimated with good accuracy by this method.
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S. MEASURES AGAINST LEACHING DEGRADATION

It is known from the past that hydrates leach from concrete. Taylor [21] has
proposed various measures against leaching by using Pozzolanic materials,
alumina cement, dense concrete, carbonated concrete, autoclave curing, and
so on. Even ancient concrete used 5000 years ago in China [22] did not use
steel; the cement close to today’s low-heat Portland cement had carbonated,
and had helped to maintain the long-term soundness of the material. Based
on such information, the leaching resistance of carbonated concrete and
Pozzolan material was evaluated. The dissolution equilibrium relationships
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of ordinary Portland OPC, concrete LPC+FA using Pozzolan material, and
carbonated concrete HDC using y-C,S shown in Fig. 12 were used.

Fig. 13 shows the degradation prediction results when Pozzolan materi-
als were used. The degradation depth of low-heat Portland cement was smaller
compared to that of ordinary cement; the effect due to calcium hydroxide
consumption by fly ash and the effect due to micropore torsion of fly ash
concrete were large. In cements that included Pozzolan materials in which
hydrates of lower solubility are formed, the degradation depth can be reduced
to as much as one-fifth that of ordinary cement at an age of 5000 years. Fig. 14
shows the predicted results of the effects of carbonation curing on calcium
leaching. Compared to water curing, the degradation depth at 10000 years
can be reduced to about one-fifth, as suggested in the figure. This is consid-
ered to be due to the calcium hydroxide that has changed to calcium carbon-
ate with low solubility.

Based on these predicted results, it was concluded that the leaching
amount can be suppressed by using appropriate Pozzolan materials, carbon-
ation curing, and using low water to binder ratio. If cement is used with low-
heat Portland cement, y-CaO - 2Si0O, (y-C,S), fly ash, and silica fume as
admixtures, and carbonation curing is performed at the initial stage of
hydration, the porosity can be reduced significantly, the calcium leaching
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amount can be reduced considerably, and the pH value can be reduced (sup-
presses the degradation of bentonite and rock in the surroundings), as shown
in Figs. 15-17 [23, 24]. Especially, y-C,S does not show any hydration
reaction, and since it has the property of reacting with carbon dioxide gas,



Leaching from Cementitious Materials Used in Radioactive Waste Disposal Sites 183

0.025
Standard curing °0 :P-1

e ooer \ " P2
c
o=
RS 4 :P-3
~OC~J Nt 0.015

Q
2w
o 3
°5
£9 0.01 |-
2 ©
S ;: Carbonation curing
© 0.005 | \

0 L1l L1l L1l

1 10 100 1000 10000
Liquid/solid ratio

Fig. 16. Calcium concentration in immersed water on leaching test.

14

Standard curing
13 |-

12

11 F

pH

Carbonation curing m:p-2

7 1111l 1111l [ A | [ AN
1 10 100 1000 10000
Liquid/solid ratio

Fig. 17. pH value in immersed water on leaching test.

it had not been used conventionally with cementitious material; however, its
use is anticipated in a big way in the future, considering low solubility and
low porosity aspects. By using such leaching suppression techniques, the
performance required in radioactive waste repositories, such as reduction due
to: (1) load-bearing capacity, (2) water-sealing ability, (3) chemical stability,
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and (4) solubility on natural barriers, is likely to be achieved. Moreover, this
material can also improve the mass transfer suppression performance by reduc-
ing the volume of porosity significantly and by ensuring long-term chemical
stability. Thus, resistance to salt attack and suppression of neutrality is improved
dramatically, and it is a technique that can be applied not only to radioactive
waste disposal, but also to a wide range of fields in civil engineering.

6. CONCLUSIONS

Although degradation owing to solubility of cement hydrates has been known
since the past, quantitative evaluation related to leaching until now has been
inadequate because of lack of information such as cementitious material
is a composite material that includes changeable hydrates and is a porous
material, various kinds of reactions occur because of the environmental con-
ditions in the surroundings, and so on. However, ever since studies on the
construction of radioactive waste repositories in ground started, research
related to leaching of cement components from concrete has accelerated.
Henceforth, the understanding and modeling of solubility characteristics and
mass transfer mobility of cement hydrates will play important roles, and the
development of materials and construction methods that satisfy the required
performance, such as confinement of radioactive nuclides, is anticipated.

In the near future, many countries in the world will have to start dis-
posal of wastes with a higher concentration of radioactive waste than has been
disposed until now. Moreover, aging of many concrete structures such as dams,
water supply facilities, and underground foundation structures is likely to
progress. Only 200 years have elapsed since the development of cement
concrete, but with mankind’s intelligence, structures with a durability in the
order of tens of thousands of years are not impossible to build.
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1. CARBON DIOXIDE: A NATURAL REAGENT

Carbon dioxide and its carbonate minerals play an important role in envi-
ronmental chemistry and atmospheric physics. In natural waters, atmos-
pheric CO, has a significant influence on pH, which varies from alkaline
seawaters to acidic low mineral lakes, rivers, and soil water. In freshwaters
and in oceans the equilibrium relationships between the carbon dioxide, the
chemical and biological components, temperature, and the pH are complex
functions. Chemical thermodynamics provide quantitative relationships
between chemical energy, ionic reactions, solubilities, speciation, pH, and
alkalinity. In natural systems these relationships are also complex functions
of chemical and biological effects.

In this chapter we look at the basic relationships between CO, in nat-
ural waters that are important in the environment and also investigate CO,
utilizing processes in the environment. As an example of natural systems we
consider a boreal low mineral lake and discuss the effects of acidification of
aquatic ecosystems in context of multiphase thermodynamics.

In low-mineral freshwaters with low buffer capacity, atmospheric CO,
has a significant influence on pH. The effect of increased atmospheric CO,
composition on the pH of seawater is small due to its large buffering capac-
ity. Seawater pH is ca. 8.2, while low-mineral lakes have often low buffer-
ing capacities and can exhibit a pH as low as 3, partly due to anthropogenic
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acidification. Besides acid rain caused by sulphur- and nitric oxide emis-
sions, this lowering of the pH can be due to CO,.

Green plants and certain other organisms (e.g., cyanobacteria) synthe-
size carbohydrates from carbon dioxide and water using light as an energy
source. In this photosynthesis process, oxygen is released as a by-product.
Due to anthropogenic emissions and release of ancient photosynthates from
fossil sediments, the concentration of CO, in the atmosphere is increasing.
As shown by direct monitoring and various proxy data, the CO, composi-
tion in the atmosphere has increased 100 ppm to the present 380 ppm in just
over 100 years [1]. The present rate of 0.5% annual increase is a very rapid
change in a geological timescale. New energy and environmental technolo-
gies are focussing on minimizing CO, emissions [2—4].

Approximately 98% of the carbon in the ocean—atmosphere system is
in the oceans in the form of dissolved carbon and calcite. Estimated annual
ocean—atmosphere exchange of carbon is ~100 GT(C), which is many
times the annual amount of 7 GT(C) of anthropogenic CO, emissions to the
atmosphere [1].

Calcite, with its vast reservoirs on the ocean floor, plays a major role
in the oceanic CO, balance, acting as an effective buffer against pH changes.
Consequently the change in pH is small as CO, or other acids dissolve in
the ocean or fresh waters with calcite buffer. The growth and erosion of
coral material (calcium carbonate) is sensitive to pH fluctuations [5]. The
lowering of pH in the sea causes dissolution of coral material. Inorganic
chemical acidification, introduced in natural aqueous systems, causes dis-
solution of solid calcium carbonate [6, 7].

Besides being an elemental part of the biosphere CO, is utilized as
a reactive substance in modern industrial processes where solubility plays
an important role [8—10]. The weakly acid character of CO, is used in the
neutralization and acidification of slightly alkaline aqueous mixtures. By
controlling the pH with CO, gas one can control the precipitation and dis-
solution of solid carbonates. Biological activity is known to be highest,
close to and around a neutral pH and at temperatures greater than 20°C.
Many industrial aqueous processes operate at 20-50°C and close to a neutral
pH, in conditions favourable to biochemical activity. CO, gas can be used
in acidification of waters below the pH levels favouring undesirable biolog-
ical activity. Aerobic decomposition of organic matter forms CO, gas while
anaerobic decomposition — among other things — can produce ammonia,
NH,. While CO, lowers pH, ammonia increases pH. Because pH has a large
influence on bioreactions, CO, can be used as controlling agent.
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2. AQUEOUS SPECIATION OF CO,

The physical equilibria for CO, dissolved in water is:
CO,(g) < CO,(aq)
and the chemical equilibria are:

CO,(aq) + H,0 <> H" + HCO;

HCO; —H" +C0?
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(1

(2)

3)

The dissociation reactions (2) and (3) define the acid—base chemistry of
aqueous CO,. These are related to the physical reaction in Eq. (1) as given

by Henry’s law.

In a closed system, the increase in the concentration of CO,, X¢q,
increases the partial pressure of CO,. Scheme 1 shows the speciation of CO,

in an aquatic solution as a function of pH.

log(concentration)

Scheme 1. Speciation of CO, as a function of pH.
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In an aqueous metal-carbonate systems, the following main reactions
occur where M?* represent metal cations like Mg?*, Ca’>*, Zn?>*, Cd**,
Pb%*. The overall reaction can be written as follows:

M?*CO% (s) + 2H (aq) « M** (aq) + H,0 + CO, ()] “4)
The dissociation of a metal carbonate salt M?*CO3~ can be written as
M**CO3 (s) <> M*"(aq) + CO} (aq) (5)

Egs. (4) and (11) show that an increase of proton activity a(H™) in the solu-
tion raises the solubility of carbonate minerals and lowers the solubility of
CO,. A decrease in proton activity and subsequent increase in basicity,
results in a precipitation of mineral carbonates. The decrease of the solubil-
ity of M?*CO,, e.g. can be caused by a common anion introduced by dis-
solved sodium or potassium carbonate or bicarbonate salts.

3. MULTIPHASE THERMODYNAMIC SYSTEM

Four equilibrium relations describe a multiphase aqueous system containing
CO, and MCO,. Equilibria for reactions in Eqgs. (1-3) and (5) are written
using total pressure P, gas-phase mole fraction y,, liquid-phase molality m,,
activity a,, fugacity coefficient ¢,, and activity coefficient y,, where i stands
for a species that takes part in the chemical reaction. An activity coefficient
model is needed to relate the liquid-phase activities of individual species to
their molalities.

K. = 4co,(aq) _ Mco,(aq) Y0, (aq) ©6)
H
fCOz(g) yCOZ(g)d)COZ(g)P
a_.d, . . MY Yo
H*“Hco u* 'u+""*uco; Yuco
Kl — 3 3 3 (7)
Aco,(aq)H,0 Mo, (aq) Yo, (aq)™H,07H,0
A . oo MY M oY o
H*“co ut 'at"co Yo
K2 — 3 — 3 3 (8)
a m

HCO; HCo; YHCO;
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Eq. (10) shows the relation between Henry’s constant Heg , equilibrium
constant K, and the solubility of the neutral CO,(aq):

— xCOz (aq) __ 1

Ky
Pco, H Co,

10)

where, x is mole fraction and p the partial pressure. Henry’s constant has
units of pressure (MPa). Henry’s law is strictly valid only at infinite dilution
of CO, and at this concentration, the activity coefficient and fugacity coef-
ficient have the numerical value of unity, assuming also, that the gas phase
is ideal.

The solubility of a M?" carbonate salt can be increased by adding an
acid. Further, the M?>" carbonate salt can be precipitated by adding elec-
trolytes with anions like OH™, HCO,;, HS™, CO%i The relation between
solubility product, CO, partial pressure, proton activity, and M>* ion activ-
ity is:

K,, = a .. p(CO,)a,’ (11)

Since CO, gas can be used as an acidifying agent in chemical or biochemi-
cal processes, it can also be used to dissolve or precipitate metal carbonate
salts through these common-ion effects. The chemical state of a system is
described by means of Gibbs energy G, chemical potential u,; of species 1,
and mole amount n, [11-14].

For the Gibbs energy change at constant 7" and P in a single phase is
given by relation:

dG =" wdn, (12)

In chemically reactive systems, the change of chemical amounts, dn;, can be
expressed as:

dn; = v,d¢ (13)
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where v, is the stoichiometric number of the species in the reaction and £ the
extent of the reaction in moles, and is given by:

oG
-~ =Y v (14)
( (:)f )T,P Z
The values of the stoichiometric coefficients are positive (v; > 0) for prod-
ucts and negative (v, < 0) for reactants.

At equilibrium, the Gibbs energy is at a minimum, which corresponds
to a zero slope in the two-dimensional phase space, and the right-hand side

of Eq. (15) is zero. Writing the chemical potential by means of standard
state chemical potentials and activities:

(E) = zvi/ui = zvipfi’ -i-RTE{vi Ing, =0 (15)
af T.P i

Y viu; =—RTY Ing"=—RTIn]]a" (16)
i i i=1

The thermodynamic equilibrium constant is defined by means of the prod-
uct of activities:

K=]]a" (17)

that is related to the standard molar Gibbs energy of a reaction:
A,G,, =—RTInK (18)

The extensive quantity of Gibbs energy of the system is obtained as a sum
of the chemical potentials multiplied by their chemical amounts over all the
species and phases:

G=32nu (19)
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In the case where there exist one gas phase «, one liquid phase 3, and invari-
ant pure solid phases k; one can write:

G =G*(T,P,n{,...n{)+GP(T,P,nf,...nf)

B B (20)
+G Y(T,P,ng'")+...+G "(T,P,n;")

The total Gibbs energy of a system is constructed by writing the chemical

potential or the partial molar Gibbs energy u; for each species. The total

Gibbs energy G“ of a gas phase is the sum of all the components in the gas

phase:

G = Zlnn(ﬂ; +RT1n(y"};¢D Q1)

The total Gibbs energy GP of an aqueous liquid phase is the sum of the
Gibbs energies of water, dissolved salts, and dissolved gases:

i=1

B — °© + X + ) 'e'_i_ ml’yl’n
G? =n,(u,, + RT In(x,y})) an[ul RTln[—mc

) (22)
© mn’Yn
+ + —in
,12_‘1”"[“" RTln( - D
The total Gibbs energy G* of the solid phases is:
G = nu (23)
k=1

Chemical equilibrium in a closed system at constant temperature and pres-
sure is achieved at the minimum of the total Gibbs energy, min(G) con-
strained by material-balance and electro-neutrality conditions. For aqueous
electrolyte solutions, we require activity coefficients for all species in the
mixture. Well-established models, e.g. Debye—Hiickel, extended Debye—
Hiickel, Pitzer, and the Harvie-Weare modification of Pitzer’s activity coef-
ficient model, are used to take into account ionic interactions in natural
systems [15-20].
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4. MODELING NATURAL SYSTEMS

4.1. A Boreal Lake

The increasing interest in global carbon cycling and attempts to create
extensive carbon budgets for terrestrial as well as aquatic systems, has put more
emphasis on studies on lacustrine carbon cycling. Although lakes together with
reservoirs cover only ~2% of the global land surface, they seem to have a sig-
nificant role in carbon cycling. For instance, they have high carbon accumula-
tion rates per surface area compared with oceans and due to the allochthonous
carbon load from surrounding catchments they are usually supersaturated with
CO, relative to the atmosphere. The carbon accumulation rates are especially
high in small lakes in the boreal zone where lakes cover approximately 7% of
the total land area [21]. Small lakes are numerous and for instance in Finland,
the number of lakes with a surface area less than 0.01 km? is over 130000 [22].
Lakes can act as carbon sinks and also as sources of carbon and thus have
an ambivalent character. The bulk of the carbon accumulating in the bottom
sediments originates from autochthonous production, but part of the bound
carbon — autochthonous as well as allochthonous — in the organic material
is released as CO, at the end of its life cycle (Scheme 2).

nflow

I
Gas exchange
Outflow

........................ Thermocline/oxycline

Mineralization
Dissolution

Scheme 2. A simple model for carbon cycling in a low mineral boreal lake. PP refers to
primary production. Note that carbonate precipitation is not relevant in these systems
located on the ancient Precambrian shield and is thus omitted from the figure. Note also
that methanogenesis releasing CH, gas is an important mineralization process in anoxic
hypolimnion and bottom sediment; at least part of methane is then oxidized to CO, in the
water column through the activity of methanotrophic bacteria before escaping the system.
During the stratification periods the biogenic gases accumulate in the hypolimnion and
escape to the atmosphere mainly during the spring and fall mixing periods [25].
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The release takes place mainly through biological mineralization but
can also be released by non-biological photochemical processes. In boreal
lakes the high concentration of dissolved organic carbon creates an effective
shield against short wave length radiation and thus photodegradation is of
minor importance [23]. The mineralized organic carbon shows increased
alkalinity, defined as a sum of following ions:

Cane = Cyeo: +2C

o™ + COH‘ —C

- (24)
Alkalinity is expressed in millimole per cubic decimetre (mmol dm~?) and
mole per cubic decimetre (mol dm™3) is equal to equivalents per litre (eq
dm™3), i.e. moles of protons neutralized by the alkalinity in litre of solution.
Another commonly used unit is milligrams of CaCOj; per litre (mg dm~?)
which is based on the neutralization reaction (4), where M?* is Ca?". The
relationship between alkalinity units is:

1moldm ™ =1eqdm and I mmoldm " = 50.045mgCaCO, dm >

Decomposition of organic matter is a dynamic process. The oxidation of
organic matter eventually produces CO, and in anaerobic environments
microbiological process called methanogenesis produces methane (CH,)
gas [24].

In Scheme 3, the alkalinity concentration is plotted against pH from
Lake Horkkajirvi, in southern Finland (61°13'N, 25°10’E). Lake Horkkajérvi
is a truly meromictic lake where water column mixing periods, due to
homothermal conditions, are absent [26]. In northern temperate zones, lakes
usually circulate twice a year, i.e. in spring and fall, but in a meromictic lake
permanent stratification separates the lake into two layers. The stabilising
forces in Lake Horkkajérvi are high electrolyte concentration and the shel-
tered position of the landscape. The lake is 1.1 ha in area with a maximum
and mean depth of 13 and 7m, respectively. It is a humic lake greatly
affected by the allochthonous carbon load; the water colour in units of mg
Pt 17! is >200.

The thermodynamic model shows the influence of the organic matter
in the system. Using only dissolved atmospheric CO, yields higher pH val-
ues at a given alkalinity value. It is worth noticing that the biochemical reac-
tions which result in shifting the curve to left are the same which lead to the
meromixis through electrolyte accumulation.
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1.0
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Scheme 3. Alkalinity as a function of pH in Lake Horkkajirvi. The experimental results
from the lake are compared with thermodynamic calculations. The curve on the right-
hand side shows the alkalinity—pH relation in a situation where CO, is dissolved from
the air. The left-hand side curve shows experimental results and model calculation in a
system where biological decomposition also takes place. The surface water (1-2m) in
the lake has been found to be well mixed but the bottom, at a mean depth of 7 m, is not
well mixed. The figure shows that biological decomposition takes place at the bottom of
the lake.

4.2. Anthropogenic Acidification of Surface Waters

Anthropogenic acidification, i.e. atmospheric deposition of weak solu-
tions of sulphuric and nitric acids, is in general a serious threat to living
organisms, particularly in sensitive low-mineral, nutrient-poor lakes in the
Precambrian shield. These ecosystems have naturally low buffering capaci-
ties whereas in more fertile areas, calcium concentrations in the bedrock
and soils are higher, helping to prevent acidification. The phenomena are
displayed in Scheme 4, which shows the effect of sulphuric acid on the pH
in non-buffered and in calcite-saturated solution.

In nature a slight increase in acidity of an aqueous system, can be
noticed when CO, is dissolved. This raises a question on CO, dissolution
into water, in the case of an aqueous system which has an increased H* con-
centration, i.e. a low pH value. Scheme 5 shows pH changes as a function
of sulphuric acid addition in open and closed systems using artificial sea-
water with 3.5 wt.% salinity. The salt composition is also displayed.
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9.0 ¢
854
8.0 F 0.2 pH unit decrease of
7.5 ' saturated CaCQOg solution
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Scheme 4. pH decrease in saturated CaCOj solution and non-buffered CO,—water system
at 25°C with the addition of H,SO,. According to the model, in saturated calcite solution
circa. 0.2 decrease of pH in the solution is reached by doubling the CO, partial pressure
from a value of p(CO,) = 3.80 X 107 bar.

10.0

Open system,
p(CO,) is constant

9.0

8.0 -

7.0 +

pH

6.0
Closed system,
5.0 - n(CO,) is constant
4.0 4

3.0 +

2.0 T T T
0 1x1073 2x1073 3x103 4x10°8

m(H,S0O,) / mol kg™

Scheme 5. Calculated pH change due to addition of sulphuric acid in open and closed sys-
tems. In open system p(CO,) is constant. In a closed system the chemical amount n(CO,) is
constant. The composition of the artificial seawater was: H,O (966 g), NaCl (26.5 g), MgSO,
(3.3 g), MgCl, (2.4 g), NaHCO; (0.2 g), CaCl, (1.1 g), NaBr (0.08 g), and KC1 (0.7 g).
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In an open system the CO, partial pressure is kept constant and in a closed
system the amount of CO, is constant. Thus, in open system CO, gas is allowed
to leave the system and partial pressure of CO, equals atmospheric pressure
(380 ppm). In closed system the total amount of CO, is constant and partial
pressure of carbon dioxide p(CO,) will change. The calculated curves are com-
parable to the results obtained by Pilson [27]. In a closed system, even a small
increase in sulphuric acid decreases the pH, which lowers the liquid’s ability to
form dissolved carbon and calcite. In an open system, the change of pH is
smaller but important in natural systems. At higher acid concentrations, the pH
of the open and closed systems becomes the same. The actual measured sul-
phuric acid concentration in natural waters is less than 2 X 10~*mol kg(H,0) ..
In terms of aquatic ecosystems the CO, partial pressure is relatively constant
despite the observed increase of atmospheric CO, concentration during the last
100 years and the ecosystems thus resemble the open system.

4.3. Solubility of CaCOj; in Salt Solutions

The solubility of CaCOj; as a function of added Na,CO,, CaCl,, and
CaSQO, salts and a partial pressure of CO, initially at p(CO,) = 380 ppm and
25°C yield different changes in CaCOj solubility and pH. Scheme 6 shows
how the solubility of calcite changes as function of CO, partial pressure and
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Scheme 6. The effect of CO, partial pressure on the solubility of saturated calcite solu-
tion with and without added common-ion salt. The multiphase thermodynamic model
allows the determination of the solubilities of carbonates in different p(CO,)s.
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with added 7 mmolkg~! common-ion salt, CaSO,, CaCl,, or Na,CO;. As
expected Na,COj; has the greatest effect on reducing the solubility of calcite
in the system. The addition of CaCl, and CaSO, (0—7 mmol/kg) drops the
pH from 8.25 to the values 7.78 and 7.77. The addition of Na,COj; has the
opposite effect increasing the pH from initial 8.25 to 9.24. Highly soluble
Na,CO; or NaHCO; salts can be used to precipitate M?* carbonates with
well-known common-ion technique [28].
Scheme 7 shows more comparisons between solubility of CaCO; as
function of CO, partial pressure with different salt additions at 25°C. As can

m(Ca?*) / mmol/kgH,0

m(Ca?*) / mmol/kgH,O

25 °C, salt addition = 7 mmol/kg

No salt addition

00 02 04 06 08 10 12 14 16
P(COy), bar

25 °C, salt addition = 70 mmol/kg

No salt addition

00 02 04 06 08 10 12 14 16

p(CO,), bar

m(Ca*) / mmol/kgH,0

m(Ca2*) / mmol/kgH,0O

25 °C, salt addition = 14 mmol/kg

No salt addition

00 02 04 06 08

1.0
p(CO,), bar

12 14 16

25 °C, salt addition = 700 mmol/kg

00 02 04 06 08 10 12 14 16

p(COy,), bar

Scheme 7. The solubility of CaCO; as a function of CO, partial pressure with different
added common-ion salts at 25°C.
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be seen CaSO, additions higher than 7 mmol kg(H,0)~! do not noticeably
change the CaCOj solubility while CaCl, and Na,COj; salt additions further
decrease the solubility of CaCO,. Increase in temperature results in decrease
of CaCO; solubility.

5. CONCLUDING REMARKS

In low-mineral freshwaters with low buffering capacity, both atmospheric
CO, and biological decomposition has a huge impact on the pH. The effect
of atmospheric CO, on the pH of seawater is much smaller but multiphase
equilibria follows from the interaction with dissolved and solid mineral
carbonates.

The biological impact due to increased acidification of sea and disso-
lution of coral matter could be detrimental and irreversible. That is because
the timescales of physical dissolution and biological recovery are different.
Dissolution and precipitation processes of aqueous CaCO; solutions are
controlled by acid-base chemistry; these processes are thermodynamically
driven.
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1. INTRODUCTION

Soil contamination by organic chemicals, mainly pesticides, has been the
subject of several studies, mainly due to its important role in the distribution
of contaminants to other environmental compartments such as air, plants
and the water table [1-6]. When a chemical substance is introduced into the
soil, it may follow many different transport or loss pathways [7]. Some of the
initially applied chemical is vapourized through the soil surface and some is
transformed into intermediate products called metabolites. Furthermore some
of the chemical’s mass may be adsorbed onto the soil particulate surface and
it may undergo further degradation. Chemicals can partition into the vapour
phase and may then be transported by the mechanism of advection and/or
gaseous diffusion within the gas filled portion of the soil voids. Solutes diffuse
laterally into soil regions occupied by stagnant waters and may be absorbed
into interior surfaces. The solute is also available in the solution phase for
uptake by the plant roots. Finally, a part of the initially applied chemical may
leach below the vadose zone to groundwater by the mechanism of advection
and dispersion.

Volatilization and air transport are the principal means for widespread
dispersion of pesticides and other organic chemicals in the atmosphere. As
defined by Lyman et al. [8] volatilization is the process by which a compound
evaporates into the atmosphere from another environmental compartment.
In the case where the latter is soil, volatilization may be the most important
mechanism for the loss of chemicals from it and their transfer to the air. This
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is more pronounced for chemicals that may persist in the environment for
many years due to their resistance to transformation by biological or physical
degradation processes.

Most studies on the volatilization from soils have been conducted for
pesticides. Since the early sixties post-application losses of pesticides by
volatilization have been increasingly recognized as a pathway for environ-
mental contamination and also as a process limiting their effectiveness [9].
Volatile soil losses of pesticides have been measured for several pesticides in
field situations, and were found to vary from as low as 1.1% of soil-surface-
applied simazine in 24 days to 90% of soil-surface-applied trifluralin lost in
6 days [4]. Pesticides include several groups of compounds such as insec-
ticides, herbicides, fungicides, rodenticides and fumigants, consisting of
several hundred individual chemicals of different kinds with a wide range
of properties. As pointed out by Lyman et al. [8], other than their use, there
is apparently little which distinguishes pesticides from other organics, and
therefore, it can be assumed that the observations based on pesticides are
applicable to organic chemicals in general.

The rate at which a chemical volatilizes from soil is controlled by simul-
taneous interactions between soil properties, chemical’s properties and envi-
ronmental conditions. Soil properties that affect volatilization include soil
water content, organic matter, porosity, sorption/diffusion characteristics of
the soil, etc.; chemical’s properties that affect volatilization include vapour
pressure, solubility in water, Henry’s law constant, soil adsorption coeffi-
cient, etc.; and finally, environmental conditions that affect volatilization
include airflow over the surface, humidity, temperature, etc. Volatilization rate
from a surface deposit depends only on the rate of movement of the chem-
ical away from the evaporating surface and its vapour pressure. In contrast,
volatilization of soil-incorporated organic chemicals is controlled by their
rate of movement away from the surface, their effective vapour pressure at
the surface or within the soil, and their rate of movement through the soil to
the vapourizing surface.

A comprehensive model for the estimation of the volatilization of organic
chemicals from soil surfaces should take, of course, explicitly into account
all the above factors. Models developed for estimating volatilization rates
are based on equations describing the rate of movement of the chemical to
the surface by diffusion and/or by convection, and away from the surface
through the air boundary layer by diffusion [10-16]. Additionally, the part
of the chemical in soil that will be lost by volatilization depends on the resis-
tance of the chemical to degradation. The application of most of these models
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requires, however, a number of input information, e.g. adsorption isotherm
coefficients, diffusion coefficients in soil etc., which in most cases are not
experimentally known and neither can they be accurately predicted.

In the following section some physicochemical properties of chemicals
that affect the volatilization from soil are briefly introduced. Next, the fac-
tors influencing the volatilization process of a chemical from the soil and
methods for measuring volatilization fluxes are discussed. Following, models
that estimate the rate of volatilization of chemicals from soil are presented,
and finally, some thermodynamic aspects of persistent organic chemicals
and the concept of equilibrium partitioning are discussed.

2. PHYSICOCHEMICAL PROPERTIES OF CHEMICALS

2.1. Vapour Pressure

Vapour pressure of a pure compound is the pressure characteristic at any
given temperature of a vapour in equilibrium with its liquid or solid form.
Vapour pressure is a measure of the ability of a compound to bond with
itself; compound molecules that bond well with each other will have a low
vapour pressure (less tendency to escape to the vapour phase), while poorly
bonding compounds will have a high vapour pressure.

From a thermodynamic standpoint, this can be viewed from the well-
known Clausius—Clapeyron expression:

dinP, AH,,
=— )
dr RT

where AH,, is the heat of vapourization, i.e. the energy needed to break
intermolecular bonds in the pure condensed liquid. Since breaking bonds
requires the input of energy, we would expect the vapour pressure of a com-
pound to increase with increasing temperature. For solids, the direct con-
version process of a solid to a vapour is called sublimation. The analogous
property in Eq. (1) is the heat of sublimation, rather than the heat of vapour-
ization. This is also a function of temperature, and a unit increase in tem-
perature will produce a larger change in vapour pressure of solid—gas
equilibrium than the comparable liquid—vapour equilibrium. This would be
expected considering the stronger intermolecular bonding implied by the
solid versus liquid state. Several models for vapour pressure prediction have
been proposed in the literature [8, 17-19].
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2.2. Henry’s Law Constant and Air-to-Water Partition Coefficient

Henry’s law states that when a liquid and a gas are in contact, the weight
of the gas that is dissolved in a given quantity of liquid is proportional to the
pressure of the gas above the liquid (partial pressure). The value of the con-
stant of proportionality is called the Henry’s law constant (H) and is depen-
dant on the solute—solvent pair, temperature and pressure. Henry’s law
constant is a measure of a chemical’s volatility from a solvent (in this chap-
ter it is water): the larger a compound’s H value, the more volatile it is, and
it is also easier to be transferred from the aqueous phase into air.

A reliable method for the prediction of H values for chemicals with
environmental interest is the bond-contribution model of Meylan and
Howard [20]. This model calculates the water-to-air partition coefficient of
a compound, which is the reciprocal of the Henry’s law coefficient, as the
summation of the contributions of the individual bonds that comprise the
compound. Values of bond contributions are given in the original publica-
tion of Meylan and Howard [20].

In environmental applications the air—water partition coefficient (Kj)
is also used, which is in fact the Henry’s law constant. K, is defined as:

¥
Ky = C 2)
aq

where P, is the partial pressure of the chemical and C,, the concentration of
the chemical in the aqueous phase. Using standard units of atmospheres for
partial pressure and moles per litre for concentration, the air—water partition
coefficient has units of atm L mol .

2.3. Octanol-Water Partition Coefficient

Octanol-water partition coefficient (K, ) is a very valuable parameter with
numerous environmental applications, where it is used as a primary character-
1zing parameter since it represents a measure of the tendency of a compound
to move from the aqueous phase into lipids. K, is defined as following:
op

KOW =
C

3)

w

where Cop and C,, are the concentrations, in g L ™!, of the species in the octanol-
rich phase and in the water-rich phase respectively. It should be noted that
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in octanol/water partitioning at 25°C, the water-rich phase is essentially pure
water (99.99 mol% water) while the octanol-rich phase is a mixture of octanol
and water (79.3 mol% octanol). Numerous models have been proposed in
the literature for the estimation of K_, values. Sangster [21] and Howard and
Meylan [22] have reviewed the predictive capabilities of various such models.
The atom fragment contribution (AFC) model [23] seems to be better than
the other methods. In the AFC model a compound is divided into appropri-
ate atoms or fragments and values of each group are summed together
(sometimes with structural correction factors) to yield the log K. It must
be noted that the limitation of all models that belong to the atom/fragment
contribution approach is that they give the K, value only at 25°C.

2.4. Soil Organic Carbon—-Water Partition Coefficient

The soil organic carbon—water partition coefficient (K ,) is a parameter
that is used to express the extent to which an organic chemical partitions itself
between the soil and solution phases (i.e., dissolved in the soil water). K.
is defined as the ratio of the chemical’s concentration in a state of sorption
(i.e., adhered to soil particles) and the solution phase. Thus, for a given
amount of a chemical, the smaller the K _ value, the greater the concentra-
tion of the chemical in solution. Chemicals with a small K ; value are more
likely to leach into groundwater than those with a large K . value. Sorption
for a given chemical is greater in soils with a higher organic matter content,
and thus their leaching is thought to be slower in those soils than in soils
lower in organic matter. Because experimental K . data are not available for
all chemicals in use, numerous correlations with some other property such
as octanol-water partition coefficient, solubility in water, bioconcentration
factor have been proposed [8, 24].

A reliable model for predicting K, values is the one proposed by Meylan
et al. [25], which is based on the first order molecular connectivity index of
the compound. Meylan et al. [25] report that their model accounts for 96%
of the variation in measured log K. values for the training set (189 chemicals)
and 86% of the variation for the validation set (205 chemicals).

2.5. Solubility in Water

Water solubility is a determining factor in the fate and transport of a
chemical in the environment as well as the potential toxicity of a chemical.
Of the various parameters that affect soil/air partitioning, water solubility
is one of the most important. The solubility of a chemical in water may be
defined as the maximum amount of the chemical that will be dissolved in
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pure water at a specified temperature. Above this concentration, two phases
will exist if the organic chemical is a solid or a liquid at the system temper-
ature: a saturated aqueous solution and a solid or liquid organic phase. A great
deal of literature is available concerning the estimation of water solubility, espe-
cially using regression-derived equations and fragment constant approaches.
For a review of such estimation methods see Refs. [8, 22].

3. FACTORS INFLUENCING VOLATILIZATION

The rate at which a chemical volatilizes from soil is influenced by many
factors, including soil properties, chemical properties and environmental
conditions.

Soil properties include clay content, organic matter content, soil drainage,
soil pH, water content, structure, porosity and density [8]. Soil clay miner-
alogy influences chemical adsorption and co-precipitation and affects con-
taminant solubility and mobility. Soil organic matter is an important adsorbent
for many inorganic and organic soil contaminants. Soil drainage affects the
direction and rates of water and chemical movement within a soil. Soil
pH is probably the most important transient property affecting inorganic
contaminant solubility on a wide range of soils. Subsoil acidity may either
increase or decrease the subsoil’s capacity to retard downward contaminant
movement, depending on pH-dependant binding of the contaminant. Soil
water content affects volatilization since it is competing with the chemical
for absorption sites on the soil. Soil structure and porosity refer to the spa-
tial distribution and total organization of the soil subsystem. Although mod-
els assume the soil to be homogenous in structure, real soil varies greatly in
composition down its profile and can also contain many cracks and fissures,
which could greatly influence transport of chemicals to the soil surface and
thus their volatilization.

Vapour pressure, solubility in water, Henry’s law constant, diffusion
constants are some of the chemical’s properties that influence the volatili-
zation rate. Ryan et al. [26] suggested that chemicals with dimensionless
Henry law constant greater than 10~* should be readily volatilized from soil.
Wang and Jones [27] suggested that volatilization of organic chemicals from
soil is related to the ratio of the Henry’s law constant to the octanol-water
partition coefficient. Later Harner and Mackay [28] suggested the use of the
octanol—air partition coefficient to describe the partitioning of organic chem-
icals between soil and air, considering that most organic chemicals partition
into organic phases for which octanol is a recognized surrogate. Woordow
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and Seiber [29] have shown good correlation of the logarithm of volatilization
flux with the logarithm of the quantity P /K .S, where Py is the vapour
pressure, K . the organic carbon—water partition coefficient and S the solu-
bility of the chemical in water.

Atmospheric conditions such as wind speed, temperature and relative
air humidity are some environmental conditions that influence the volatiliza-
tion rate. Increased wind speed tends to reduce the resistance to gas phase
transport. This has the effect of increasing the dry gaseous deposition flux
to the soil, but can also clearly increase the revolatilization of the chemical
from the soil [5, 30]. Temperature has a profound effect on the vapour/soil
partitioning. Volatilization rates are influenced by soil and ambient air tem-
perature mainly through its effect on vapour pressure, i.e. increase of tem-
perature increases vapour pressure. If the relative humidity of the air is not
100%, increases in airspeed will hasten the drying of soil. This indirect
effect alters the soil water content, which as it was previously mentioned
has an effect on volatilization [30, 31].

As discussed by Lyman et al. [8] all the above can be categorized in
factors affecting (a) the movement away from the evaporating surface into
the atmosphere, (b) the vapour density of the chemical and (c) the rate of
movement to the evaporating surface.

3.1. Chemical Movement from the Soil Surface into the Atmosphere

The rate of movement away from the evaporating surface is a diffusion-
controlled process [32]. The vapourizing substance is transported by mole-
cular diffusion through an air layer that is close to the evaporating surface
and is relatively still. The thickness of this air layer depends on the airflow
rate and the temperature [33]. Diffusion away from the surface is related to
the vapour density and the molecular weight of the chemical substance.
Changes in temperature can influence the vapour density of the substance
and subsequently the diffusion process. The molecules of the chemical sub-
stance volatilize independently with respect to water molecules.

3.2. Vapour Density

Vapour density is the concentration of a chemical in the air. When the
concentration reaches a maximum, the vapour is saturated. The vapour density
of a compound in the soil air determines the volatilization rate. Some chem-
icals require only a low total soil concentration to have a saturated vapour
in moist soil. Thus, weakly absorbed compounds may volatilize rapidly, espe-
cially if applied only to soil surface. If the chemicals are incorporated into
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the soil, the concentration at the evaporating surface of the soil particles is
reduced and the total volatilization rate decreases [10].

The nature of the chemical is an important factor that affects vapour den-
sity. Chemical’s properties such as vapour pressure, solubility in water, etc. are
important properties of a chemical that influence its vapour density. The chem-
ical’s absorption capacity also affects vapour density and the volatilization rate.
Absorption of the chemical by the organic and inorganic soil components may
be the result of chemical absorption (Coulombic forces), physical absorption
(van der Waals forces) and hydrogen bonding [30]. Absorption reduces the
chemical activity below that of the pure compound and affects the vapour den-
sity and subsequently the volatilization rate [10]. This is because the concen-
tration of the compound present in a desorbed state in solution in the soil water
controls the vapour density of the compound in soil air.

Soil water content affects volatilization losses by competing with the
chemical for absorption sites on the soil [8, 30, 34, 35]. When the soil surfaces
are saturated with just a molecular layer of water, the vapour density of a
weakly polar compound in the soil air is greatly increased and any addi-
tional soil water will not influence the tendency of the compound to leave
its sorbed site.

In general an increase of temperature on a soil-chemical system should
cause an increase in the volatilization rate, through an increase of the equi-
librium vapour density [30]. However, complicating factors may alter the
expected result and an increase in temperature may not lead to an increase
in volatilization rate. In addition, low temperature may not eliminate entir-
ely the volatilization process since diffusion may continue even in frozen
soil [35].

3.3. Chemical Movement Towards the Evaporating Surface

Volatilization of a soil incorporated chemical is mainly dependant on
desorption of the pesticide from the soil and its upward movement to the
soil surface. There are two general mechanisms whereby chemicals move to
the evaporating surface: diffusion and mass flow. The total rate of movement
is the sum of diffusion and mass flow [36].

Diffusion occurs whenever a concentration gradient is present. An
increase in the difference of the concentration gradient will increase the dif-
fusion rate. The depleted chemical on the soil surface due to volatilization
will be replaced by additional chemical, which will be diffused upwards.
Diffusion may occur along the vapour phase, the air—water interface, the
water—water pathway and the water—solid interface. Even though only small
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quantities of the solution are in the vapour phase in respect to the amount
absorbed on the soil, the amount of total mass transported by diffusion through
the vapour phase 1s approximately equal to that of non-vapour phases. This
is because the coefficients of diffusion in air are thousands times greater
than those for water or surface diffusion [8]. The diffusion rate of a chemi-
cal is dependant on the temperature, soil bulk density, chemical substance
concentration, soil water, organic matter and clay contents.

Mass flow occurs as a result of external forces. The chemical that is
incorporated into soil is dissolved or suspended in water, present in the
vapour phase or absorbed on solid mineral or organic components of the
soil. Thus, mass flow of the chemical is the result of the mass flow of water
and soil particles that the molecule is associated with. Mass flow due to air
movement in soil is considered negligible [36]. When water evaporates
from the soil surface the suction gradient produces results in an upward
water movement. The upward movement of the chemical in the soil solution
by mass flow with the evaporating water is called the wick effect. The mag-
nitude of the wick effect is related to water evaporation rate, vapour pres-
sure of the chemical and the chemical’s concentration in the soil solution.
The wick effect enhances much more the volatilization in wet soils because
the degree of enhancement is related to the water evaporation rate. In gen-
eral, when the water’s evaporation rate is higher than the volatilization rate
of the chemical, i.e. when the soil surface is dry, the chemical will accumu-
late on the soil surface. On the other hand, if the soil is rewetted again, then
the chemical will volatilize.

3.4. Techniques for Measuring Volatilization Fluxes from Soil
Experimental measurements of concentrations and volatilization fluxes
have been carried out for a wide range of organic chemicals, mainly pesticides,
in the laboratory or in the field [37—41]. For laboratory measurements, the
experimental apparatus usually comprises a chamber, e.g. a jar, in which the
soil is placed. In the chamber air at specified velocity is drawn across or
blown over, the soil surface or in some cases through the soil. The exhaust
air is trapped, e.g. in air filters, polyurethane foam plugs, etc., and analysed
mainly by gas chromatography. The laboratory experiments can be carefully
controlled to provide useful information about the range of factors affecting
volatilization fluxes in real field conditions. However, there are problems
with designing laboratory volatilization experiments which accurately sim-
ulate the environment. For example, most laboratory studies use treated soils,
e.g. sieved or artificially contaminated. A sieved soil is easier to handle, but
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the volatilization fluxes from a sieved soil are likely to be very different from
an intact soil structure. Furthermore, in laboratory experiments it is usual
practice to pre-clean the incoming air to the volatilization chamber, because
otherwise it would be impossible to determine if the presence of a com-
pound in the exhaust was due to volatilization from the soil, or whether it
was already in the inlet air. In the field, however, the overlying air will con-
tain some of the volatilizing compound and a concentration gradient will
exist between the soil and air.

Field measurements of organic chemical concentrations and volatilization
fluxes have been carried out for pesticides applied to soil. There are several
different available techniques and these have been reviewed by Majewski
et al. [42]. The basis of these techniques is to measure the vertical pesticide
vapour gradient by measuring air concentrations at several different heights
above the soil surface and to relate this gradient to the volatilization flux
using theoretical techniques and field measurements such as wind speed,
wind profiles, air temperature, etc. Air sampling and chemical analyses are
the same as in the case of laboratory studies.

4. ESTIMATION OF VOLATILIZATION OF
CHEMICALS FROM SOIL

As mentioned by Mackay [43], the best environmental model is the least
bad set of simplifying assumptions that yields a model which is not too
complex, but at the same time sufficiently detailed to be useful. A compre-
hensive model for the estimation of the volatilization of organic chemicals
from soil surfaces should take, of course, explicitly into account all the fac-
tors mentioned in the previous section. The complexity and difficulty of
incorporation of the above factors into a single model clearly indicate the
expected shortcomings and uncertainties of the theoretical studies of soil
volatilization. This is because the approximations that are used in the exist-
ing developed models do not sufficiently explain or cover the great number
of complexities during the volatilization process.

Many different models have been developed in order to estimate the
quantity of a chemical that is volatilized from soil on specific time intervals
after its application. The models appear to be valid when compared with
results of laboratory experiments and conditions. When, however, they are
compared with field conditions they are often subjected to errors because
the boundaries and/or environmental and atmospheric conditions are not
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well defined and predictable as they are under the controlled and easily
manipulated laboratory conditions.

The selection of the most appropriate model will be dictated by the
nature of the chemical and the particular set of the conditions. The models
presented here are distinguished in two categories: (a) those applied to chem-
icals that are incorporated and distributed into soil and (b) those applied to
chemicals volatilized from the soil surface, i.e. chemicals not incorporated
into soil.

4.1. Models Applicable to Chemicals Incorporated into Soil

Several models have been proposed for estimating volatilization of
chemicals incorporated into soil, but not all of them are applicable to a
given situation. Moreover, no simple model for the estimating the volatiliza-
tion rate for chemicals distributed and incorporated into soil, is available.
The application of these complex models requires a number of input data,
e.g. adsorption isotherm coefficients, diffusion coefficients, environmental
properties, which in most cases are not experimentally known nor can be
accurately predicted.

4.1.1. Wet Soil

For wet soil, where water is flowing up through the soil column to the
soil surface and is evaporating there, the relatively simple model of Hamaker
[35] and the more complex one of Jury et al. [12] can be used for estimating
the volatilization rate.

4.1.1.1. The model of Hamaker In Hamaker’s model for the case of non-
zero water flux, the total loss of chemical per unit area over some time, Q,,
is calculated from the following expression:

Dy,
Dy,0

Pyp
Qt = P fw,V + Cto w,L (4)
H,0
where Py, refers to the vapour pressure of the chemical, £, the vapour pres-
sure of water, Dy, the diffusion coefficient of the chemical, Dy , the diffusion

coefficient of water, f, , the vapour flux of water, f,; the liquid flux of water
and ¢, the initial concentration of the chemical in the soil solution.
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4.1.1.2. The model of Jury et al. For the case of non-zero water flux, the
concentration of the chemical in the gas phase as a function of time and
depth, c(z,t), is given by:

c(z,1) = [Ct‘) _ y)[lO.S[l erf[—Z - Wetl S)D
€ 24/ Dgtle
—05 exp(—ﬁ)[l— erf(—z — Vel 8))]] 5)
DE 2 DEt/S

where ¢, is the initial total concentration of the chemical in soil; y = B-p,,
where 3 is an adsorption isotherm parameter and p, the soil bulk density; & =
py-H-a+ 60-H+ n, where H is the Henry’s law constant, o an adsorption
isotherm parameter and 7 the soil air content; Vj the effective convention
velocity; Dy the effective diffusion coefficient where Dy = D,+H-D,, and
D, and D, are the diffusion coefficients in the gas and liquid phase respec-
tively and erf(x) the error function of value x.
The flux at the surface for any time is given by the equation:

Cl‘0 -

F=—(c, =) &exp(—w%—v,{ y)[Herf(w)] ©)
0 Tret

2

V.t
where w=-E—
E

Finally, the total chemical loss, Q,, can be found by integrating Eq. (6).

4.1.2. Dry Soil

In the case where the soil is dry, or if no water is flowing in the soil
column because of reduced evaporation at the surface, the volatilization is
controlled by slow diffusion. Two methods can be used in order to calculate
the volatilization in the case of no water flux: the relatively simple model of
Hartley [32] and the more complex one of Jury et al. [12].

4.1.2.1. The model of Hartley Hartley proposed a method that is based on
an analysis of the heat balance between the evaporating chemical and air.
The flux is expressed as:

4= o (1= )15
1D, +(AH, ) proax M JkRT® )

(7
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where p, .. refers to the chemical’s saturated vapour concentration, & the
humidity of the air, 6 the thickness of the stagnant layer through which the
chemical must pass, D, the vapour diffusion coefficient, AH,, the chemi-
cal’s latent heat of vapourization, M, the chemical’s molecular weight, & the
thermal conductivity of air, R the gas constant and 7 the temperature.

For less volatile compounds Eq. (7) is simplified to the following form:

D, (1=

The total chemical loss in both cases, Q,, over a given time period, can be
calculated as the product of the flux and the time.

4.1.2.2. The model of Jury et al. According to this model, for the case of no
water flux, the concentration of the chemical in the gas phase as a function
of time and depth, c(z,7), is given by the following equation:

C(Z,l)=(cm _‘y)erf(Z\,DEt/s} 9)
&

2

The chemical’s flux at the surface for any time is given by the equation:

D
f=—(c, === (10)
et

Finally, the total chemical loss, Q,, can by found by integrating Eq. (10).
Notations are the same as in Egs. (5) and (6).

4.1.3. Comments on the Performance of the Models

Apart from the models mentioned here, many others have been proposed
in the literature, e.g. [6, 11, 13—16]. As mentioned before, no simple model
is available, and for many of the complex models, input information is some-
times not available. Furthermore, special care should be paid in the appli-
cation of the models, especially when applied to chemicals other than those
for which the model was developed. For example, Lyman et al. [8] applied
the model of Jury et al. for dry soil (described in Section 4.1.2.2) for the
case of trichloroethylene, which requires ten input parameters. The estimated
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total amount of trichloroethylene lost per day, for an initial total concentra-
tion of 0.05 gcm ™3, was found to be 1.6 gcm 2. This value is considered very
high, since in a 1-cm? soil column the model indicates that trichloroethylene
would have to be removed entirely to a depth of 32 cm.

4.2. Models Applicable to Volatilization of Chemicals from the
Soil Surface

For estimating the rate of volatilization from soil surface, i.e. for chem-
ical not incorporated and distributed into soil, two simple methods can be used:
the so-called Dow method [8] developed by scientists of the Dow Chemical
company and the one by Voutsas et al. [44]. Application of both methods
does not require special chemical properties such as diffusion coefficients, nor
environmental properties such as soil moisture, soil type, temperature, etc.

4.2.1. The Dow Method

This method was developed in Dow Chemical Company using a limited
dataset of nine chemicals. Dow method is a very simple and fast method for
the estimation of the half-life for depletion of an organic chemical from the
soil surface, t,,,, which is given by the following equation:

s K, X
t,, =1.58X10 8(—5) (11)

VP

where t,,, is the half-life for depletion of the chemical from the soil surface,
K. the chemical’s soil adsorption coefficient, S the solubility of the chemi-
cal in water and P, the chemical’s vapour pressure.

Assuming that the volatilization process follows first order kinetics,
the concentration of the chemical, at any time, can be calculated by the fol-
lowing expression:

ct)=c, et (12)

where ¢, is the concentration at ¢ = 0, 7 the time since the chemical’s appli-
cation and k, the volatilization rate constant k, = In2/z,,.

As discussed by Voutsas et al. [44], despite the empirical nature of the
Dow model, it can be considered as a two step equilibrium partitioning
model: compound from a sorption site on the soil particles - compound in
the soil water — compound in the atmospheric air.
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4.2.2. The Methods of Voutsas et al.

Voutsas et al. [44] have examined several simple correlations for the
estimation of the half-life for the depletion of an organic chemical from a
soil surface to air. They proposed different correlations that have been pre-
sented for wet and dry soils.

4.2.2.1. Wet soil For wet soils Voutsas et al. proposed two models. The first,
Eq. (13), requires the knowledge of the soil/organic carbon partition coeffi-
cient and the Henry’s law constant and the second, Eq. (14), the vapour
pressure of the chemical involved.

0.53787
K ) (13)

ty = 0.033965( m

where K is the chemical’s soil adsorption coefficient, H the Henry’s law
constant of the chemical in water, and

1, =0.132 P8 (14)

where P, is the chemical’s vapour pressure.

If reliable experimental Py, values are not experimentally available,
the use of Eq. (13) is suggested. In cases when Henry’s law constant values
are not available, predicted ones by the bond-contribution method of Meylan
and Howard [20] can be used. Also, due to uncertainties in the experimen-
tal K. values, e.g. for lindane the experimental K, values reported from dif-
ferent sources are in the range of 686—12400, while for trifluralin in the
range of 1200-13700, Voutsas et al. proposed that predicted values by the
group-contribution model of Meylan et al. [25] should be used.

4.2.2.2. Dry soil For dry soils Voutsas et al. presented similar expressions
such as those for wet soils:

0.3108
K
Lo =1.3216( ;) (15)

and
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t,, = 1.7543 P-2%% (16)

where notations are the same as in Eqgs. (13) and (14). The presence of the
Henry constant in Eq. (15) in the absence of water indicates the empirical
character of the correlation.

4.2.3. Comments on the Performance of the Models

Table 1 presents experimental and calculated #,,, values from the Dow
model and the models of Voutsas et al. for wet soils. The models of Voutsas
et al. give better results than Dow method with Eq. (13) and are considered
to be in general superior to Eq. (14). Using logarithmic values, Eq. (13)
accounts for 50% variation in the measured #,, data yielding a mean
absolute error lower than 0.5, and represents a substantial improvement over
the Dow method that accounts for just the 23% variation, yielding a mean
absolute error of 0.8. Table 2 presents a comparison between experimental
and predicted chemicals’ per cent volatilization after 1 and 5 days applica-
tion, which is defined as:

% volatilized = 100 — £ X 100 (17)
C

Ty
where c, is the chemical’s concentration at ¢ = x days, calculated from Eq.
(12) and ¢, the chemical’s concentration at ¢ = 0 days.

Table 3 presents experimental and calculated ¢,,, values from the Dow
model and the models of Voutsas et al. for dry soils. The results for dry soils
are poorer than those obtained for moist soils. Order-of-magnitude agree-
ment between experimental and predicted ¢,,, values should be expected in
this case. Also, Table 4 presents chemicals’ per cent volatilization after 1
and 5 days application for the same chemicals.

5. THERMODYNAMICS OF PERSISTENT ORGANIC
CHEMICALS: THE EQUILIBRIUM PARTITIONING
APPROACH

Persistent (slowly bio-degrading) organic chemicals, such as pesticides,
PCBs, etc. occur throughout the environment, and in a matter of years, by
many different transport mechanisms, they appear in all environmental
compartments: air, water, soil, sediment, aerosols, water-suspended partic-
ulates and vegetative and animal biota. Mackay [43] developed the so-called



Table 1

Chemicals, chemical properties, experimental and predicted half-life values for moist soils

Chemical Pyp (mmHg) K, S(mgL~") ¢, experimental 1,5, calculated (days)
(days) Dow method  Eq.(13) Eq. (14)

trans-Chlordane 5.03E-05 8.67E + 04 0.056 10.7 1.5 9.0 5.8
cis-Chlordane 3.60E-05 8.67E + 04 0.056 11.3 2.1 9.0 6.6
Pendimethalin 3.00E-05 2.62E + 03 0.3 107 0.4 12.1 7.0
Methyl parathion 3.50E-06 5.23E + 02 37.7 13.5 89.0 16.1 16.0
Carbofuran 4.85E-06 7.09E + 01 320 24 73.9 35.7 14.1
DDT 1.6E-07 2.20E + 05 0.01 554 119.7 38.6 51.8
Dieldrin 5.89E-06 1.06E + 04 0.195 17.4 5.5 6.8 13.1
Endrin 3.00E-06 1.06E + 04 0.25 19.1 14.0 8.7 16.9
Heptachlor 4E-04 5.24E + 04 0.18 8.4 0.4 2.6 2.6
Heptachlor epoxide 1.95E-05 5.26E + 03 0.20 13.8 0.9 3.1 8.3
Lindane 4.2E-05 3.38E + 03 7.3 4.8 9.3 53 6.2
Chlorpyrifos 2.03E-05 6.83E + 03 1.12 3 6.0 10.4 8.2
Diuron 6.90E-08 1.36E + 02 42 12 1308.0 134.5 71.5
Dinoseb 7.50E-05 3.54E + 03 52 26 38.8 19.9 5.0
Endosulfan 1.73E-07 2.20E + 04 0.325 54 653.0 3.7 50.3
p.p'-DDD 1.35E-06 1.52E + 05 0.09 12 160.1 35.8 23.0
Fenpropimorph 2.63E-05 2.69E + 04 4.3 11.2 69.5 24.1 7.4
Metolachlor 3.14E-005 2.92E + 02 530 88 71.9 43.0 6.9
Atrazine 2.89E-07 2.30E + 02 34.7 162 437.1 77.9 414
Trifluralin 4.58E-05 9.68E + 03 0.184 5 0.6 1.9 6.0
Dacthal (DCPA) 2.50E-06 2.83E + 02 0.5 49.7 0.9 22 18.2
EPTC 2.4E-02 2.58E + 02 375 1.19 0.06 0.72 0.55
Alachlor 2.05E-05 1.85E + 02 240 161 34.2 35.1 8.1
Fonofos 3.38E-04 8.36E + 02 15.7 11.4 0.6 2.12 2.8

Note: Sources of experimental data can be found in ref. [44].
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Table 2
Experimental and predicted per cent volatilization from moist soils
Chemical % Volatilized % Volatilized % Volatilized after % Volatilized after
after 1 day, after 5 days, 1 day, calculated 5 days, calculated

experimental  experimental . method Eq. (13) Eq.(14) Dow method Egq.(13) Eq.(14)
trans-Chlordane 6.3 27.7 37.0 7.4 11.3 90.1 32.0 45.0
cis-Chlordane 6.0 26.4 28.1 7.4 10.0 80.8 32.0 40.9
Pendimethalin 0.7 3.2 82.3 5.6 9.4 100.0 24.9 39.1
Methyl parathion 5.0 22.6 0.8 4.2 42 3.8 19.4 19.5
Carbofuran 2.9 13.5 0.9 1.9 4.8 4.6 9.3 21.8
DDT 1.2 6.1 0.6 1.8 1.3 2.9 8.6 6.5
Dieldrin 3.9 18.1 11.8 9.7 5.2 46.8 39.9 23.3
Endrin 3.6 16.6 4.8 7.7 4.0 21.9 32.9 18.5
Heptachlor 7.9 33.8 82.3 23.4 23.4 100.0 73.6 73.6
Heptachlor epoxide 4.9 222 53.7 20.0 8.0 97.9 67.3 34.1
Lindane 13.5 51.4 7.2 12.3 10.6 31.1 48.0 42.8
Chlorpyrifos 20.6 68.5 10.9 6.5 8.1 43.9 28.3 34.5
Diuron 5.6 25.1 0.1 0.5 1.0 0.3 2.5 4.7
Dinoseb 2.6 12.5 1.8 34 12.9 8.5 16.0 50.0
Endosulfan 12.1 474 0.1 17.1 1.4 0.5 60.8 6.7
p,p'-DDD 5.6 25.1 0.4 1.9 3.0 2.1 9.2 14.0
Fenpropimorph 6.0 26.6 1.0 2.8 8.9 49 13.4 374
Metolachlor 0.8 3.9 0.9 1.6 9.6 4.4 7.7 39.5
Atrazine 0.4 2.1 0.2 0.9 1.7 0.8 4.4 8.0
Trifluralin 12.9 50.0 68.5 30.6 10.9 99.7 83.9 43.9
Dacthal (DCPA) 1.4 6.7 53.7 27.0 3.7 97.9 79.3 17.3
EPTC 44.2 94.6 100.0 61.8 71.6 100.0 99.2 99.8
Alachlor 0.4 2.1 2.0 2.0 8.2 9.6 9.4 34.8

Fonofos 59 26.2 68.5 27.9 21.9 99.7 80.5 71.0
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Table 3

Chemicals, chemical properties, experimental and predicted half-life values for dry soils

Chemical Pyp (mmHg) K, S (mgL™h 1,5, €xperimental 1,5, calculated (days)
(days) Dow method  Eq. (15  Eq. (16)

Atrazine 2.89E-07 2.30E + 02 34.7 599 437.1 115.5 100.4
Simazine 2.21E-08 1.49E + 02 6.20 1112.00 660.5 134.2 200.4
Trifluralin 4.58E-05 9.68E + 03 0.184 9.5 0.6 13.3 25.7
Dieldrin 5.89E-06 1.06E + 04 0.195 1433 5.5 28.3 44.7
Chlordane 9.75E-06 8.67E + 04 0.056 70.3 7.9 333 39.0
Heptachlor 4E-04 524E+04 0.18 4.40 0.4 16.3 14.4
Lindane 4.2E-05 3.38E + 03 7.3 7.48 93 24.4 26.3
Toxaphene 6.69E-06 9.93E+ 04 0.55 39 129.0 66.5 432
EPTC 2.4E-02 2.58E + 02 375 33 0.1 7.7 4.8
Alachlor 2.05E-05 1.85E + 02 240 69 34.2 72.9 319

Note: Sources of experimental data can be found in ref. [44].
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Table 4
Experimental and predicted per cent volatilization from dry soils
Chemical % Volatilized % Volatilized % Volatilized after % Volatilized after

after 1 day, after 5 days, 1 day, calculated 5 days, calculated

experimental  experimental o method  Eq. (15) Eq.(16) Dow method Eq. (15)  Eq. (16)

Atrazine 0.12 0.58 0.16 0.60 0.69 0.79 2.96 3.39
Simazine 0.06 0.31 0.10 0.52 0.35 0.52 2.55 1.71
Trifluralin 7.04 30.57 68.50 5.08 2.66 99.69 22.94 12.62
Dieldrin 0.05 0.24 11.84 2.42 1.54 46.75 11.53 7.46
Chlordane 0.98 4.81 8.40 2.06 1.76 35.51 9.88 8.50
Heptachlor 14.58 54.51 82.32 4.16 4.70 99.98 19.15 21.39
Lindane 8.85 37.08 7.18 2.80 2.60 31.11 13.24 12.35
Toxaphene 1.76 8.50 0.54 1.04 1.59 2.65 5.08 7.71
EPTC 18.95 65.01 99.90 8.61 13.45 100.00 36.24 51.42

Alachlor 1.00 4.90 2.01 0.95 2.15 9.64 4.64 10.30

SDSINOA "




Estimation of the Volatilization of Organic Chemicals from Soil 225

level I fugacity model, which is based on the assumption that a persistent
chemical will be in thermodynamic phase equilibrium in all environmental
compartments over the time period which it persists.

For the case of soil/air partitioning and speaking the language of ther-
modynamics, for having equilibrium of a chemical between soil and air, the
following standard thermodynamic equation has to be satisfied:

fisoil ()Cisoﬂ,T,P) _ ﬁair (xiair’T’P) (18)

where f'and x are the fugacity and mole fraction of species i, in the soil and
air phases. Fugacity is a thermodynamic property that describes a chemi-
cal’s tendency to escape from one phase to another and has units of pres-
sure. For example if a chemical has a fugacity in the soil phase greater than
that in air then there will be a tendency of the chemical to move from the
soil to the air phase in order to establish equilibrium conditions.

Mackay [43] proposed the calculation of fugacities in the various envi-
ronmental compartments through the concentrations and fugacity capacities
of the compounds in the compartments. According to this approach:

compartment

artment , _ compartment _ [en
foompartment (. T P)y=— (19)
1 1 MW X Zicompammenl
where: ¢ ™" is the concentration of the chemical in the compartment
1

compartment
o the

(g m~3), MW the molecular weight of the chemical (g mol™), z
fugacity capacity of the chemical in the compartment (mol m~—3 Pa™!) and
R the gas constant (8.314 J mol ™! K1),

The fugacity capacity for air is calculated using:

g = — (20)

The fugacity capacity of soils is estimated using:

soil __ focpsKi,oc
S T TH

1

21

where f, . is the faction of organic carbon in soil (typical 7%), p, the soil den-
sity (typical 1.5gcm™?), K _ the soil organic carbon—-water partition coeffi-
cient and H; the Henry’s law constant.
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Cousins and Jones [45] have used soil to air fugacity ratios to investigate
the equilibrium in soil and air for some semi-volatile organic compounds.
Fugacity ratios near indicate an equilibrium between soil and air, fugacity
ratios greater than unity indicate a tendency of the chemical to volatilize from
soil, while fugacity ratios less than unity, indicates a tendency of the chem-
ical to remain in the soil and a capacity of the air to supply the soil with
more chemical. Using this approach Cousins and Jones [45] have found that
for the case of spiked soils, the fugacity ratios were all larger than one,
which consisted of the observed losses during the field experiments. On the
other hand, for the unspiked soils most of the chemicals and especially
PCBs were close to the equilibrium, which explained the small uptake of
PCBs in the unspiked soils.

Of course, the equilibrium partition approach has some limitations: (a) it
considers only a phase equilibrium situation and does not take into account
the rate of transport between air and soil, (b) the fine distribution of com-
pounds within surface soils may influence the calculation of fugacities and
(c) it provides only a snap-shot for a given set of environmental conditions.
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1. INTRODUCTION

As soils are increasingly used in the society for purposes other than agri-
culture, the frequency and extent of soil contamination by toxic trace ele-
ments will increase. Phytoextraction on metals or metalloids is an uncommon
phenomenon in terrestrial higher plants. In 2001, Ma et al. [1] reported that the
Pteris vittata was extremely efficient in extracting arsenic from soils. The
study by Ma was the first to report a fern P. vittata grown on a chromium—
copper—arsenium-contaminated site as an arsenic hyper-accumulator. Other
plant species have been reported by researchers as being able to remove
trace elements [2-9]. Because of solubility, mobility, bioavailability, and
toxicity of arsenic, studies on arsenic speciation and removal are essential
in attempting to reduce the negative impact on the environment of arsenic.

Arsenic is a toxic element that can be found in anthropogenic wastes and
some geochemical environments. Arsenic is a semi-metallic element and it
also may be present as organometallic forms, such as methylarsinic acid and
dimethylarsinic acid, which are active ingredients in many pesticides [10].
Levels of arsenic in soils (1-40 mg As kg~!) may be elevated due to miner-
alization and contamination from industrial activity and agrochemicals [11].
Arsenic can be added to soils through the use of synthetic fertilizers and As-
based pesticides. The continued application of these products can result in
an accumulation of toxic residues that, even in relatively low concentrations,
could compromise or limit the use of water. The complexation of arsenic by
dissolved organic matter in natural environments prevents sorption and co-
precipitation with solid-phase organic and inorganic compounds, thus increas-
ing the mobility of arsenic in aquatic systems and soil [12]. Inorganic forms
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of arsenic can be present as either arsenate As (V) or arsenite As (III). Arsenate
is tetrahedral oxyanions that can compete for adsorption sites on soil min-
eral surfaces. Arsenate is the predominant inorganic species of arsenic under
oxidizing soil conditions and is retained in soils by adsorption reactions.

The main exposure to inorganic arsenic experienced by the general
public is through ingestion. Long-term exposure to low concentrations of
arsenic in drinking water can lead to skin, bladder, lung, and prostate can-
cer. Non-cancer effects of ingesting arsenic at low levels include cardiovas-
cular disease, diabetes, and anemia, as well as reproductive and developmental,
immunological, and neurological effects [13]. Substantial evidence led the
International Agency for Research on Cancer to conclude that ingestion of
inorganic arsenic can cause skin cancer [14]. Arsenic exposure is a poten-
tial health risk to local populations around gold mining areas in southeast-
ern Brazil, where 20% of the total sample population showed elevated As
concentrations (2.2-106 wg L™!) [15]. In the Iron Quadrangle region the
public supply of water comes mainly from local watersheds. However, in
some places the population uses spring water or groundwater from areas
close to closed mines, for human consumption. The main natural sources of
arsenic in the Iron Quadrangle come from rocks that contain lode gold
deposits. The anthropic sources of arsenic are contaminated refuse piles,
soil, and sediments. It was found that total As concentration is 2980 g L™!
and As’* is 86 g L™! in water samples collected from underground gold
mines, artesian wells, and springs in Ouro Preto and Mariana counties [16].
Speciation is important since mobility and toxicity of As (III) are supposed
to be much higher than those of As (V). The toxicity of such compounds
decreases in the order: arsine > arsenite > arsenate > alkyl arsenic acids >
arsenium compounds and metallic arsenic [17].

Arsenic is distributed widely among plant species. In plant tissues its
normal concentration is 0.01-5 mg kg~! on a dry-weight basis [18]. The
soil-plant system is an open system subject to inputs, such as contaminants
and agrochemicals, and to losses, such as the removal of trace elements in
harvested plant material, leaching, erosion, and volatilization. The factors
affecting the amounts of trace elements absorbed by a plant are those con-
trolling (a) the concentration and speciation of the element in the soil solu-
tion; (b) the movement of the element from the bulk soil to the root surface;
(c) the transport of element from the root surface into the root; (d) its translo-
cation from the root to the shoot. Plant uptake of mobile ions present in the
soil solution is largely determined by the total quantity of the ions in the soil.
In the case of strongly adsorbed ions, absorption is more dependent on the
amount of root produced [19].
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Certain species of plants have been found to accumulate very high
concentrations of certain trace elements and these are referred as “hyper-
accumulator” species. Plants can also intercept significant amounts of some
elements through foliar absorption. Foliar absorption of solutes depends on
the plant species, its nutritional status, the thickness of its cuticle, the age of
the leaf, the presence of stomata guard cells, the humidity at the leaf surface,
and the nature of the solutes.

P. vittata L. 1s characterized by having 1-pinnate-imparipinnate fronds,
pinnae linear, not articulate to the rachis and with truncate base, free vena-
tion with simple or furcate veins, and trilete spores. The pinnae display a wide
variation in size, angle of divergence from the rachis (acute or right angle),
and shapes (straight to shortly falcate). Plants terrestrial or rupestral are gen-
erally found in sunny, open places, such as banks along highways and on
city walls (like weeds), at ~2000 m. The typical plant’s habit and morpho-
logical characteristics of P. vittata, respectively, can be observed in Figs 1
and 2; Linnaeus [20] classified ferns into genera based on the shape of the
spores. It is native to the Old World (China) and was introduced in California,
Mexico, Cuba, Bahamas, Dominica, Martinique, Barbados, Trinidad, Guiana,
Peru, Brazil, and Argentina. It can be found in Brazil from the northern to
the southern region [21].

A widespread and highly variable tropical/subtropical epiphytic fern,
which adapts easily to cultivation and is popularly grown as a common
house fern, is the golden polypody Phlebodium aureum (L.) J. Sm. It is an
epiphytic fern, native to Florida, the Caribbean, Mexico, and Central and
South America. Golden polypody is a member of the Polypodiaceae, the
many-footed fern family. Polypodies grow by a creeping horizontal rhi-
zome. The leaves arise alternately along the rhizome. Linnaeus originally
named the fern P. aureum in 1753. The current generic name first came from
Robert Brown (Brownian motion fame) in 1838, but was not applied as a
generic name until made official by John Smith in 1841. Phlebodium is
derived from the Greek phlebodes, “full of veins,” and refers to the internal
structure of the rhizome; aureum refers to the golden brown scales that
cover the outside of the plant. The rhizomes creep along the ground or on
the surface to which the climbing plant is attached. The fronds vary greatly
in size and color, from gray-green, through silvery-green to rich, powdery,
blue-green. In their native areas, they are commonly found growing on palm
trunks or tree limbs, rarely terrestrial in habit [22]. The morphological char-
acteristics of P. aureum can be observed in Fig. 3. The objective of this
study was to evaluate the relationships between soil type and trace element
removal status of the vascular plants P. vittata Linnaeus and P. aureum (L.)
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Fig. 1. Pteris vittata L. general characteristics [21]: (A) habit; (B and —C) rhizome scales;
(D) detail of the cells of a rhizome scale; (E) stipe; (F) detail of non-articulated pinnae;
(G) costa, abaxial view showing scales; (H) venation of the sterile lamina; (I) venation
and pseudoindusium of the fertile lamina; (J) detail of the venation and pseudoindusium.

J. Sm. using the phytoremediation method. The interaction of soil-plant system
is fundamental for controlling the migration of arsenic species to ground-
water and its impact on drinking water.

2. MATERIALS AND METHODS

Interpretations are based on results of green house experiments with soils con-
taminated with arsenic. Two soils were used as adsorbents: Red and Yellow
Latosols. Both P. vittata and P. aureum have relatively large biomass and are
species of common ferns. The two species were planted individually into pots,
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Fig. 2. Scanning electron microscope of the Pteris vittata L: (A) abaxial surface of a pinna
showing hairs, stomata, costa, secondary veins, and free venation pattern (500X); (B) detail
of abaxial surface of a pinna showing stomata and epidermal cells (2000X); (C) general
view of the trilete spores (1500X); (D) detail of a trilete spore and its surface (4500X)
having large areoles on the distal face and a well-developed equatorial flange.

each containing 250 g general purpose compost with Red and Yellow Latosols.
The soil classification of Piracicaba, Sdo Paulo, was based on the Brazilian
Soil Taxonomy and Classification System [23], which assumes soil genesis in
a higher order and considers morphological characteristics at another level for
discrimination of soils regarding their potential for agricultural use.

Scanning electron microscope (SEM) studies are directed toward the
delineation of systematic relationships of the genera. The morphological prop-
erties of the P. vittata and P. aureum may be recognized by microscopic
observation, especially by SEM that reveals important aspects of tissue, size,
and morphology.

Samples were collected from the top soil layer (0.0-0.30 m) from the
Red and Yellow Latosols. Soil samples were air dried, crushed, sieved through
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Fig. 3. Scanning electron microscope of the Phlebodium aureum (L.) J. Sm.: (A) free
venation pattern (250X); (B) detail of abaxial surface of apinna and epidermal cells
(500X); (C) fertile pinnule with sorus (75X); (D) sporangia with monolete spores.
Monolete spores predominate in large genera such as Polypodiaceae (250X).

2-mm sieve, and reserved for subsequent analysis. Exchangeable cations
were extracted from the soil by 1 M NH,OAc [24], and then extractions
were analyzed by an atomic absorption spectroscopy [25]. Cation exchange
capacity (CEC) was determined by the ammonium saturation method at pH
7.0. Selected properties of the soils are given in Table 1.

Arsenic sorption is a function of several chemical factors, including
solution pH, competing anion concentration, and Fe oxide concentration in
the soil. Impact of soil oxalate extractable Fe contents on As sorption in two
Piracicaba soils was determined previously (Table 2). The solubility of
amorphous forms is greater than it is for highly crystalline forms. The amount
of Fe in the soil solution was determined by the colorimetric method using
o-phenanthroline [26].

Very low Fe  content indicates small quantities of non-crystalline form.
Free iron, extracted with dithionite (Fe,), corresponds to 58.1 and 17.9 gkg™!



Table 1
Chemical and physical analyses: the total organic matter (OM), pH, sulfur, phosphorus, exchangeable cations, cation exchange
capacity (CEC), texture, and volume for soil classification

Soil OM (g pH S(mg P(@mg K (@mmol Ca(mmol Mg (mmol H+ Al CEC (mmol Texture V
dm™) (CaCl,) dm™3) dm™3) dm™) dm™3) dm™3) (mmoldm™3) dm™) (%) (%)

1 28 4.3 78 2 1.2 11 2.5 94 110.1 Clay 13

2 19 4.8 26 2 0.9 13 5.7 27 46.9 Clay 37

Note: (1) Red Latosol; (2) Yellow Latosol.
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Table 2
The amount of Fe (amorphous and crystalline forms)
Soil Fe, Fe,

% gkg™! % gkg™!
1 1.80 18.42 5.81 58.1
2 0.6 6.12 1.79 17.9

Note: (1) Red Latosol; (2) Yellow Latosol.

of the total Red and Yellow Latosols, respectively. The relationship Fe /Fe,
goes from medium to very low (from 5.81-1.79 to 1.8-0.6 g kg~") indicat-
ing the dominance of crystalline Fe oxides in both soils in this study. The
relationship clay/Fe, decreased in Yellow Latosol and Fe oxides’ solubility
varies in hardened layers, as a consequence of pedological processes. In
both soils, Fe extraction with oxalate (amorphous Fe oxides) decreases,
while Fe extraction with dithionite increases with clay texture (Red Latosol
73% and Yellow Latosol 14%). The Red Latosol contains more iron and
crystalline Fe oxides. Fe in the form of goethite and hematite (crystalline
iron oxides) was estimated by X-ray diffraction analysis. To make the dia-
gram more useful, the redox couples Fe (OH),/Fe (II) were also included
in Fig. 4.

The experiments were conducted using trace elements solution con-
taining different concentrations. Each treatment was replicated three times.
The rhizome and frond were analyzed for inorganic arsenic. Total arsenic
contents in soil and plant were determined by instrumental neutron activa-
tion analyses (INAA), Nuclear Reactor IEA-RIm. The sample irradiation
was carried out at the nuclear reactor for 8 h and under thermal neutron flux
of 2.7 X 10" ncm~2s!; subsequently, a decay time of 3 days and 3 h count-
ing time were employed. The radionuclide activities were measured using a
gamma-ray spectrometer comprising a hyper-pure GE detector and associ-
ated electronic system. The spectra of the samples were measured under the
same experimental conditions of the standard photopeak of 657 keV of 7°As.
The amount of anion absorbed was calculated as the difference between the
anion concentration before and after reaction with the soil-plant systems.

3. RESULTS AND DISCUSSION

Redox conditions are an important regulator of aqueous biogeochemistry
because the oxidation state of elements affects their solubility, adsorption
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Fig. 4. Eh—pH diagram for the system As—H,O; system activities of arsenic and iron were
all taken to be 1074,

behavior, toxicity, and distribution of soil systems. The influence of redox
potential on arsenic speciation and solubility was studied in two different
soils: Red and Yellow Latosols. In the first experiment, some arsenic was
reduced and released into solution before the solubilization of the ferric
layer. Solubilization of arsenic was occurring simultaneously with the
reduction of As (V) to As (III) after 30-day equilibration period under con-
trolled redox and pH 7.0 conditions (Fig. 5).

Redox status, pH, and Fe presence affected the speciation and solubil-
ity of arsenic. The Yellow Latosol had a higher concentration of the As (V)
than did the Red Latosol. At redox potentials of 200 and 400 mV, As (V)
was the major dissolved arsenic species. The experimental data indicated
that As solubility was mainly controlled by an iron phase. Under moderately
reduced Red Latosol conditions (0 and —200 mV) in the Red Latosol, arsenite
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Fig. 5. Distribution of soluble arsenic species at two soils after 30 days of contact (pH 7.0
for —200, 0, 200, and 400 mV).

became the main dissolved arsenic species and As solubility increased.
Arsenic was co-precipitated as arsenate with iron hydroxides according to
the following equation:

H,As0,,,, + Fe(OH),,, + H,,, = FeAsO, - 2H,0, + H,0,,
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The results indicate that Fe oxides and potential redox are the main soil
properties controlling arsenic sorption rate. Yellow Latosol adsorbed less
arsenic presumably because of its kaolinite content. Kaolin particles which
had clean surfaces and low ferric oxide contents showed no uptake of As
(V). The soluble arsenate was controlled by adsorption/co-precipitation in
soils. Both parameters (redox potential and Fe presence) are important in
assessing the fate of arsenic-containing compounds in soil; therefore, at
higher redox levels arsenate were the predominant As species and their sol-
ubility was low. Due to the slow kinetics of the As (V) — As (III) transfor-
mation, a considerable amount of the thermodynamically unstable arsenate
species was observed under reducing conditions.

In the second experiment, sodium arsenate and Na arsenite were added
to the soils to the level of 120 mg As kg™ ! soil. All the experiments were run
in triplicate. Two vascular ferns were tested in this experiment (P. vittata
Linnaeus and P. aureum (L.) J. Sm.). After 12 weeks of growth, the vascu-
lar plants were extracted and the soil suspensions were shaken for 1h on a
mechanical shaker, centrifuged, and filtered (Figs 6 and 7).

While the first experiment gave an idea of arsenic transformations under
natural conditions (pH 7.0), the second experiment indicated similar trans-
formations rates. The results in Fig. 6 indicate that in the second experiment,
arsenic removal was influenced by the effect of the redox-pH chemistry
of arsenic and the high concentrations of Fe present. In both the soils on
reduction to —200 mV, the soluble arsenic content increased as compared
to 400 mV. Similar mechanisms controlling As solubility were observed in
both experiments.

4. CONCLUSIONS

The effects of arsenic uptake were shown to vary with in situ soil conditions.
Arsenic removal and decontamination of the soils was more pronounced under
reduced conditions. There was a great difference between the two fern species.
The P. vittata showed a good absorption capacity for soluble arsenic. The
results revealed that the majority of As was present as inorganic arsenite. In
addition to P, vittata, the results show that P. aureum also accumulate arsenic
under similar redox conditions but most of the arsenic was present as inor-
ganic As (III).

The absorption status of P. vittata L. plants is a function the soil and
pedological characteristics. Correlation analysis showed that most of the solu-
ble arsenic was related to the type of soil. When the soil type and redox-pH 7.0
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Fig. 6. Removal of soluble arsenic species by Pteris vittata L. after a 90-day equilibration
period under controlled redox and pH conditions (pH 7.0 for —200, 0, 200, and 400 mV).

conditions were considered the Yellow Latosol showed a higher capacity for
absorption than the Red Latosol. The absorption of arsenic species by the two
ferns was significantly reduced by the presence of iron oxyhydroxides in the
Red Latosol. This was attributed to competitive interactions. The presence of
fern species in a system that contains iron oxides might have several important
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equilibration period under controlled redox and pH conditions (pH 7.0 for —200, 0, 200,
and 400 mV).

effects. The presence of iron tended to reduce arsenic absorption in all fern—
soil systems. Moreover, the absorption of arsenic by P. vittata and P. aureum
increases under reducing conditions. An alkaline pH, or the reduction of
As (V) to As (III), released substantial proportions of arsenic into solution.
Under moderately reduced soil conditions (0—100 mV) arsenic solubility was
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controlled by the dissolution of iron oxyhydroxides. Although it is very dif-
ficult to distinguish between adsorption and co-precipitation reactions without
direct examination of the solid surfaces involved, consideration of the molar
Fe/As ratios released on reduction suggests that arsenic was co-precipitated
with the iron oxyhydroxides.

The rate of absorption within plants depends on the species, redox
potential, and Fe presence. The P. vittata has a higher potential for in situ
cleaning-up of arsenic-contaminated soils and suggests that As phytoex-
traction is a constitutive property in P. vittata.

ACKNOWLEDGMENTS

Financial support from Conselho Nacional de Desenvolvimento Cientifico
e Tecnoldgico — CNPq (grant 300713/01-0) has made this work possible.
The author is grateful to Dr. Isaac Jamil Sayeg (Laboratério de Microscopia
Eletronica de Varredura, Instituto de Geociéncias, Universidade de Sao Paulo).
Thanks are also extended to Dr. Jefferson Prado (Instituto de Botanica do
Estado de Sao Paulo), Mr. Luiz Alberto Campos, and Ms. Lourdes Lossurdo
Campos for their assistance in the project.

REFERENCES

[1] L.Q. Ma, K.M. Komar, C. Tu, W. Zhang, Y. Cai and E.D. Kennelley, Nature, 409
(2001) 579.

[2] R.R.Brooks, Plants that Hyperaccumulate Heavy Metals, p. 380, CAB International,
New York, 1998.

[3]1 A.J.M. Baker, S.P. McGrath, R.D. Reeves and J.A.C. Smith, in “Phytoremediation
of Contaminated Soil and Water” (N. Terry and G. Bafiuelos, eds.), p. 8, Lewis
Publishers, Boca Raton, 2000.

[4] K. Francesconi, P. Visoottiviseth, W. Sridokchan and W. Goessler, Sci. Total. Environ.,
284 (2002) 27.

[5] P Visoottiviseth, K. Francesconi and W. Sridokchan, Environ. Pollut., 118 (2002) 453.

[6] S.P. McGrath, F.J. Zhao and E. Lombi, Adv. Agron., 75 (2002) 1.

[7] FJ.Zhao, S.J. Dunham and S.P. McGrath, New Phytol., 156 (2002) 27.

[8] M.X. Zheng, J.M. Xu, L. Smith and R. Naidu, J. Phys., 107 (2003) 14009.

[9] V. Campos and M.A.F. Pires, Commun. Soil Sci. Plant Anal., 35(15, 16) (2004)
2137.

[10] L.A. Smith, J.L. Means, A. Chen, B. Alieman, C.C. Chapman, J.S. Tixier, Jr.,
S.E. Brauning, A.R. Gavaskar and M.D. Royer, Remedial Options for Metals-
Contaminated Sites, p. 221, Lewis Publishers, Boca Raton, 1995.

[11] M. Sadiq, Water Air Soil Pollut., 93 (1997) 117.



Solubility and the Phytoextraction of Arsenic from Soils by Two Different Fern Species 243

[12] V. Campos, Environ. Geol., 42 (2002) §3.

[13] A. Renzoni, N. Mattei, L. Lari and M.C. Fossi, Contaminants in the Environment,
p. 286, Lewis Publishers, Boca Raton, 1994.

[14] International Agency for Research on Cancer, IARC Summary and Evaluation,
IARC, Vol. 84, Lyon, 2004.

[15] J. Matschullat, R.P. Borba, E. Deschamps, B.R. Figueiredo, T. Gabrio and M. Schwenk,
Appl. Geochem., 15 (2000) 181.

[16] R.P. Borba, B.R. Figueiredo and J.A. Cavalcanti, Rev. Escola Minas, 57 (2004) 45.

[17] World Health Organization, Environmental Health Criteria, Arsenic, p. 1774, Vol. 18,
WHO, Geneva, 1981.

[18] A. Wild, Russells’s Soil Conditions and Plant Growth, 11" edn., p. 364, Longman,
London, 1988.

[19] N.W. Lepp, Effect of Heavy Metal Pollution on Plants, p. 275, Applied Science
Publishers, London, 1981.

[20] C. Linnaeus, Species Plantarum, p. 516, 1% edn., Stockholm, 1753.

[21] J. Prado and P.G. Windisch, Boletim Inst. Botanico, 13 (2000) 103.

[22] D.L. Jones, Encyclopedia of Ferns, Timber Press, Portland, 1987.

[23] Empresa Brasileira de Pesquisa Agropecudria, Sistema Brasileiro de Classificacio
de Solos, Brasilia, p. 412, SPI/Embrapa-CNPS, Rio de Janeiro, 1999.

[24] G.W.Thomas, in “Methods of Soil Analysis” (A.L. Page, R.H. Miller and D.R. Keeney,
eds.), 2" edn., Vol. 9, American Society of Agronomy, Madison, 1982 (Part II).

[25] M.L. Jackson, Soil Chemical Analysis, Vol. 2, UW, Madison, 1969.

[26] R.L. Loeppert and W.P. Inskeep, Soil Sci. Soc. Am., 53 (1996) 639.



Thermodynamics, Solubility and Environmental Issues
T.M. Letcher (editor)
© 2007 Elsevier B.V. All rights reserved.

Chapter 13

Environmental Issues of Gasoline
Additives — Aqueous Solubility and Spills

John Bergendahl

Department of Civil & Environmental Engineering, Worcester Polytechnic
Institute, Worcester, MA, USA

1. INTRODUCTION

Gasoline is a complex mixture of many organic compounds, with various
additives that provide for a suitable automobile fuel. It is produced through
refining operations from crude oil, which is a natural blend of many different
hydrocarbons found in underground reservoirs in certain parts of the world.
The chemical composition of gasoline is variable as the crude oil feedstock
varies in its properties from place-to-place and refineries are configured and
operated differently.

The refining process consists of many steps occurring in series and par-
allel, which produce different useful fractions from crude oil feedstock. The
fractions produced may include gasoline, kerosene, diesel, heavy gas oil, fuel
oil, and others. The initial refining step is distillation, which separates the crude
oil feedstock into fractions of increasing boiling points. Cracking, including
catalytic cracking, coking, hydrocracking, steam cracking, thermal crack-
ing, and visbreaking, can then break heavier fractions to lighter ones. Catalytic
reforming is a step where the anti-knock characteristics of the naphtha fraction
are increased, primarily by the formation of aromatic compounds. In catalytic
reforming, precious metal catalysts on an alumina support are utilized for the
reforming step. Catalytic reforming also results in isomerization, dehydro-
cyclization, hydrocracking, and dealkylation reactions. Further alkylation,
polymerization, and isomerization processes to increase octane are part of
the refining operation. Finishing steps such as caustic washing, oxidation of
mercaptans, and desulfurization must be done to produce an acceptable
gasoline fuel [1].

The final gasoline product produced by the refining operation is a mix-
ture of aromatic and aliphatic organic compounds with the number of carbons
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ranging from C, to C,, [2]. The average molecular weight of the final gaso-
line blend varies from ~92 to 95 [2]. Blending operations ensure that the
gasoline is within specifications.

Subsequent to the refining operation, constituents are added to gasoline
to provide for better performance characteristics of gasoline as an automobile
fuel. These additives include oxidation and corrosion inhibitors, demulsifiers,
deposit controls, anti-icers, markers and dyes, and oxygenates and octane
boosters [2]. The oxygenates and octane boosters are present in gasoline in
much higher concentrations than the other additives and are therefore of the
greatest environmental concern and will be discussed further.

2. COMMON OXYGENATES AND OCTANE BOOSTERS

In the pursuit of additives to gasoline to reduce detonation, tetraethyl lead
and other lead constituents were found to be successful octane boosters.
Lead compounds had been used in automotive gasoline from the 1920s to
the 1970s [1]. Lead anti-knock compounds have mostly been phased out in
gasoline due to the recognition of the health hazards of lead and the poten-
tial for catalyst fouling in automobile catalytic converters that were man-
dated in the U.S. to alleviate air pollution. In lieu of leaded octane boosters,
various ethers and alcohols have been used in gasolines to provide anti-
knock benefits.

In addition to providing octane boost, ethers and alcohols are also used
as oxygenates to provide for “cleaner,” more complete combustion of auto-
mobile fuels. In the U.S., the use of oxygenated gasoline and reformulated
gasoline (RFG) is required in areas with air pollution problems. The
required oxygen content of gasoline is specified, and ethers and alcohols
can meet this oxygen specification as well as boost octane. Oxygenates
themselves do not provide free, “excess” oxygen to the combustion process;
the oxygenates require stoichiometrically less oxygen for complete com-
bustion than the other major constituents in gasoline, thereby resulting in an
overall excess of oxygen when used as an additive to improve the combus-
tion process.

The ethers and alcohols that are added to gasoline as oxygenates and
octane boosters include: methyl tertiary-butyl ether (MTBE), ethyl tertiary-
butyl ether (ETBE), tertiary-amyl methyl ether (TAME), tertiary-amyl1 ethyl
ether (TAEE), diisopropyl ether (DIPE), ethanol, methanol, isopropanol,
and tertiary-butyl alcohol. Relevant properties of these compounds are
listed in Table 1 and molecular structures are shown in Table 2.



Table 1

Properties of common gasoline oxygenates

Property MTBE ETBE TAME TAEE DIPE Methanol  Ethanol Tertiary-butyl Isopropanol
alcohol

Molecular CH,,0 CH,,0 CH,,0 CH,,O CH,,0 CH,O C,H,O C,H,,0 C;H,O
formula

Molecular 88.15 102.17 102.17 116.2 102.17 32.04 46.07 74.12 60.10
weight

Pure liquid 0.7404 0.7404 0.7703 0.70 0.75 0.7913 0.7894 0.7866 0.7855
density [3] (31 [3] (31 (31 (4] [4] [4] [4]
[g/mL]
@20°C

Pure liquid 0.31 ¢St 0.528 ¢St n/a n/a n/a 0918 cP 1.1cP 4.2 cP 2.38 cP
viscosity @37.8°C[3] @40°C [3] @20°C[5] @40°C[3] @25.5°C[3] @20°C [1]

Vapor pressure 250 124 75.2 n/a 149 127 59.3 40.7 45.4
[mmHg]
@25°C [6]

Boiling point ~ 55.05 72.82 86.25 102.0 68.25 64.65 78.35 82.35 82.35
[°C] [5]

Henry’s law 587X107%  1.39X1073 2.68X107% n/a 228X1073 455 X107 5.00%107® 9.05X 1076 8.10X 107
constant [atm
m?3/mol]
@25°C [6]

log K, 1.24 [7], 1.920 [6] 1.920 [6] n/a 1.52 6] —0.77 [6] —0.31[6] 0.35(6] 0.05 [6]

0.94 [6]

log K, 0.911 1.714 1.714 n/a 1.39 —-0.49 —0.11 0.43 0.18

[log L (kg)]*
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Table 1 (Continued)
Properties of common gasoline oxygenates

8¥C

Property MTBE ETBE TAME TAEE DIPE Methanol  Ethanol Tertiary-butyl Isopropanol
alcohol
Pure phase 51000 12000 2640 4000 8800 1 X 100 1X10° 1X10° 1X10°
aqueous @25°C [6] @20°C[6] @25°C[6] @20°C[3] @20°C[6] @25°C[6] @25°C[6] @25°C|[6] @25°C [6]
solubility
[mg/L]
“Calculated from log K, = 0.82 log K, + 0.14 [8].
~
S
)
o3
Q
Table 2 g
Molecular structures of common gasoline oxygenates =
MTBE ETBE TAME TAEE DIPE
CH, CH Hy CH, CH H,
3 3 CH, C—CH, H, 3 Yk H CH, C—CH, H,C H_O.H_CH,
H,C o / c 2 /
’ ", ° / £ © (|3H Cl:H
CH, CH, HC  CH, HC  CH, ® *
Ethanol Methanol Isopropanol Tertiary butyl alcohol
H, H H,C<_H_-CH, H,C._ _OH
C—OH ) c >(
/ H,C—O I H,C
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2.1. Ethers

Ethers are a class of organic compounds that consist of an oxygen bonded
to two alkyl groups (R-O-R). MTBE is a colorless organic liquid with a high
aqueous solubility, and it mixes well with gasoline. It has been used at up to
15% (v/v) in gasoline in the U.S. to successfully alleviate air pollution and
provide octane, yet has resulted in contamination of many drinking water
aquifers due to gasoline spills [9]. In 2004 alone, 47.6 million barrels of MTBE
were added to gasoline by refiners [10]. It is manufactured by reacting
isobutene with methanol in the presence of a catalyst, and boosts octane as
it has a high octane number: 117 Research Octane Number (RON) and 101
Motor Octane Number (MON). It possesses 18.2% oxygen content and has a
distinctive odor and taste which usually defines the regulatory level in drinking
water. The odor threshold is reported to be 53 wg/L [11], and the taste thresh-
old between 20 and 40 pg/L [11]. The scientific reports on the health effects
of MTBE exposure are limited, controversial, and not conclusive [12]. Some
studies indicated that very high doses of MTBE through inhalation and inges-
tion may cause cancerous and non-cancerous health problems, but the validity
and applicability of these studies is still being debated [12]. The U.S. EPA
has advised limiting MTBE levels to below 20—40 g/ MTBE in potable
water based on taste and odor concerns, and considers MTBE at high doses
to be a potential human carcinogen. It is on EPA’s Contaminant Candidate
List for the possibility of regulation due to health effects [13]. Some degrada-
tion products of MTBE have recognized health concerns (e.g., formaldehyde).

ETBE is a colorless ether similar to MTBE, which is produced from
isobutene and ethanol. It has a slightly greater octane rating than MTBE, with
118 RON and 101 MON. It has a lower vapor pressure providing for more flex-
ibility in producing gasoline formulations as the vapor pressure of gasoline is
limited by standards. The oxygen content of ETBE is 15.7% and the threshold
for taste and odor is reported to be 47 and 13 pg/L, respectively [11].

TAME is manufactured by reacting methanol with tertiary-amylene.
The octane ratings of TAME are lower than MTBE with RON of 112 and
MON of 98. The oxygen content of TAME is 15.7%. The threshold for taste
and odor is reported to be 128 and 27 wg/L, respectively [11].

TAEE is produced by reaction of ethanol with tertiary-amylene. It has a
lower octane than MTBE and ETBE with an RON of 105 and an MON of 95.

DIPE is the result of reaction of water and propylene which produces
isopropanol as intermediate, and DIPE as the final product [3]. DIPE has a
lower octane rating than MTBE and ETBE with an RON of 105 and an MON
of 95. It has an oxygen content of 15.7%.
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2.2. Alcohols

The alcohols are a group of organic compounds containing hydroxyl
groups (R-OH). Ethanol is a colorless organic liquid with infinite aqueous
solubility. It is commonly added to gasoline at up to 10% (v/v) for octane
enhancement and to produce an oxygenated fuel, but it is increasingly being
used as an alternative fuel at high percentages (i.e., E85). It is useful as an
octane booster as it has an RON of 123 and an MON of 96 [3]. Ethanol is
derived through fermentation of sugars in agricultural stocks such as sugar
cane and sugar beets, and from starches in crops like corn which are easily con-
verted to sugars. Research is underway to cost-effectively obtain ethanol from
cellulose-containing biomass, which is ubiquitous around the world. U.S.
refineries used 74.1 million barrels of ethanol in 2004 [10]. Ethanol has
great affinity for water and will absorb water into gasoline/ethanol mixtures.
At high water concentrations, the ethanol can separate from gasoline into a
separate alcohol/water phase, so ethanol is typically added to gasoline
immediately preceding distribution.

In the event of an environmental release of gasoline containing ethanol,
the ethanol may end up in surface waters and aquifers where it is readily
biodegradable. While the human health effects from long-term exposure to
ethanol in potable water are not completely known, ethanol itself is not
expected to be a health concern at low levels. Humans have ingested ethanol-
containing beverages for many generations, and health effects such as liver
damage and fetus damage have been connected to consumption of beverages
containing ethanol at much higher concentrations than expected in aquifers
impacted by ethanol from gasoline. However, due to its co-solvency effect,
high concentrations of ethanol may mobilize deleterious organics into water
(discussed below).

Methanol is an organic compound with infinite solubility in water. It is
used in gasoline as an oxygenate and octane booster, but has a greater phase
separation tendency in comparison to ethanol (and the ethers). Co-solvents
such as tertiary-butyl alcohol are used in gasoline/methanol mixtures to assist
in keeping the mixture as a single phase. It has an RON of 123 and an MON
of 91 [3]. Methanol is usually manufactured from natural gas via steam
reforming. It is readily metabolized in the human body, and biodegradable in
the environment.

Isopropanol is a clear colorless organic liquid with an RON of 121 and an
MON of 98 [14], which is produced by the oxidation of propylene. In addition
to its use as an oxygenate and octane booster, it is frequently used as a gasoline
additive to assist in keeping water from forming a separate phase in gasoline.
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Tertiary-butyl alcohol is commonly used as a co-solvent in gasoline/
methanol blends and as an oxygenate and octane booster by itself. It is pre-
dominantly produced from isobutene, but may also be a product of fermen-
tation reactions [15]. It is biodegradable in the environment, and is infinitely
soluble in water.

3. RELEASES TO THE ENVIRONMENT

In the event of substantial spills of gasoline to the environment, the gasoline
phase will move due to gravity until a barrier is encountered, as shown in
Fig. 1. Gasoline typically has a relative density between 0.72 and 0.78 [1],
significantly lower than water, so the barrier to downward movement is fre-
quently the water table. Gasoline can persist as a light non-aqueous phase
liquid (LNAPL) at the water table, with soluble constituents continuously
dissolving into the surrounding groundwater (see Fig. 1). The gasoline LNAPL
constituents may have a tendency to transfer to the gas phase in the unsaturated
zone above the water table and LNAPL, but dissolution of the constituents
from the LNAPL into flowing groundwater is typically the environmental con-
cern as the groundwater plume created by dissolution can travel significant
distances. Gasoline may also be trapped as residual in soil pores providing
a continuous source for dissolution. Gasoline releases to the environment

Gasoline Spill

=)

Fig. 1. Spill of gasoline forming LNAPL with continuous dissolution of gasoline constituents.
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may also occur due to runoff from roadways and from small releases to
surface waters.

3.1. Molecular Interactions in the Environment

Molecular interactions dictate the behavior of gasoline constituents and
additives, and specifically drive partitioning of the gasoline components
between the gasoline, air, water, and soil phases. Intermolecular forces that
govern the behavior of these organics in the phases include: van der Waals
attraction due to instantaneous induced polarization of electrons associated
with the molecule, polar interactions due to the variable electronegativity of
atoms comprising the molecule (i.e., permanent dipole), and hydrogen bond-
ing from the difference in electronegativity between hydrogen and oxygen or
nitrogen [8]. The overall (sum) of the intermolecular forces acting on an
organic molecule in each of the phases present determines the tendency of
the molecules of a substance to partition between the phases.

For an organic molecule to translate from an organic phase to the
aqueous phase, the energetics of dissolution consist of enthalpic and entropic
considerations. The enthalpy of dissolution is due to organic : organic, organic :
water, and water : water molecular interactions during dissolution. Dissolution
also brings about enthalpic changes from increased randomness from the
mixing, cavity formation in the water phase, and structure formation of the
water molecules around the organic molecule in the water phase [8].

For a gasoline LNAPL in contact with water, the fractions with the great-
est aqueous solubility have a greater tendency to dissolve into the surrounding
groundwater than the constituents with lower aqueous solubilities. Due to the
molecular structures of the oxygenates, the oxygenates are much more sol-
uble in water than the other gasoline constituents. For example, the aqueous
solubility of benzene is 1780 mg/L [16], which is 29 times lower than the
solubility of MTBE, the most widely used oxygenate until recently. Even
TAME, the oxygenate with the lowest solubility, has a solubility that is 50%
greater than benzene. Note that the aqueous solubility of the alcohols is infinite
at room temperature, due to ability of the hydroxyl groups to hydrogen bond
with water molecules.

The thermodynamics of dissolution of the oxygenates from gasoline
LNAPL is defined using chemical potential. Equilibrium occurs when the
chemical potentials in each phase are equal [8]:

lu‘gasoline = Myater (1)
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for each constituent in the gasoline and water phases.
From the definition for chemical potential [8]:

Mo +RT 1n(ﬂygasoline X gasoline ) =~ Mo +RT ln(ywaterxwater ) (2)

where u, is the standard state chemical potential, R the gas constant, T the
temperature, x the mole fraction in the respective phase, and 7 the activity
coefficient in each phase.

As the standard state chemical potentials in each phase are equal (u,,
in the gasoline phase =y, in the water phase), Eq. (2) can be simplified to:

Y gasoline X gasoline
Xy = e gmolne (3)

water
’ywater

So the aqueous solubility of a constituent in contact with gasoline LNAPL
containing the constituent is dependent on the amount of the constituent in the
gasoline phase (Xyqe)> and the activity coefficients in the gasoline and
water phases (Vyaolines Ywater) Which resolve the degree of non-ideality of the
constituent in each phase. The behavior of a molecule in a phase (degree of
non-ideality) results from net molecular interactions. And the greater the dif-
ference in molecular interactions of a constituent molecule from the molecules
making up the phase, the greater the deviation from ideality (where y = 1 for
ideality). The current oxygenates possess either hydroxyl groups for the alco-
hols (R-OH) or ether groups (R-O-R). These groups result in a greater degree
of non-ideality (due to the net molecular interactions) in the gasoline phase
than many of the other organic compounds comprising the phase (Vy,line = 1)-
And the oxygenates are more similar to the water molecules than many of
the other constituents in the gasoline phase (manifested in lower 7y,,..).
thereby having a greater affinity for the aqueous phase (lower y,,,..)-

Once gasoline constituents have dissolved into groundwater moving by
the LNAPL, the constituents will partition between the water and any soil
phase present. While the oxygenates have moieties that enhance aqueous
dissolution, they are organic compounds and have some affinity for natural
organic matter present in groundwater aquifers. Natural organic matter is the
result of degradation of biological sources into recalcitrant residues called
humic substances. While natural organic matter is not completely character-
ized or understood, it is composed of 40-50% carbon (m/m) [8] and has vari-
ous surface functional groups such as hydroxyl, carboxy, and phenoxy groups.
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Organic substances moving with water through the aquifer partition into the
stationary natural organic matter phase, thereby retarding the rate of transport
of the organic contaminant plume. The degree of retardation is a function of
the amount of organic matter present, as well as the affinity of the contaminant
for the stationary organic matter phase.

The partitioning of organic contaminants between water and n-octanol
has become a recognized analytical method useful for determining the envi-
ronmental fate and transport of organic contaminants. A contaminant with a
greater K, the octanol-water partition constant, will have a greater affinity
for organic phases in the environment. Log K, values for the typical oxy-
genates are listed in Table 1. The ethers, specifically ETBE and TAME, have
the greater K, values, and the alcohols have the lower values. Generally, the
addition of groups composed of carbon and hydrogen to an organic molecule
increases the value of K, providing for an increased tendency of the organic
molecule to partition into the organic phase in lieu of the aqueous phase. For
the ethers and alcohols that contain R-O-R and R-OH groups, respectively, the
presence of the oxygen atom decreases K, [8]. Therefore, the ether and alco-
hol oxygenates have an increased tendency to partition from the gasoline
LNAPL phase to the aqueous phase due to the presence of these groups.

A strong correlation (a linear free energy relationship) exists between K,
and the partitioning constant between organic matter in soil and water, K, [8].
Values for log K, are listed in Table 1. Partitioning of a contaminant between
water and the natural organic matter in the soil is manifested in retardation of
the contaminant transport in the aquifer in relation to the water advection, and
is quantified with a retardation factor, R.

The governing equation describing contaminant transport with advec-
tion and sorption through an aquifer is:

aC aC

—_— —v —
ot water ox (4)

l:l + A Komfom:|
&

where p, . 1s the bulk density of soil, & the porosity, f,,, the fraction of organic
matter in the soil, C the concentration, ? the time, v, the velocity of water
through the aquifer, and x the distance. If the quantity [1 + (py /&) K, fom)]
is equal to 1.0, the contaminant moves through the aquifer at the same velo-
city as the water. As the quantity increases above 1.0, the transport of the
contaminant is retarded in the aquifer. The retardation factor, R, is defined as:
[1 + (ppu/)K,nfo)]- Retardation factors calculated from this definition are
listed in Table 3 for the common oxygenates as well as benzene and m-xylene,
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common gasoline constituents, for given soil conditions (py,, = 1.8 kg/L,
€=0.30, and f,, = 0.1%). It can be seen that the alcohols (methanol, ethanol,
tertiary-butyl alcohol, and isopropanol) and MTBE travel within ~5% of the
velocity of the water, retarded by only a small amount. The other ethers have
a slightly higher retardation factor with R = 1.311 for ETBE and TAME, and
1.147 for DIPE. The retardation factors for these oxygenates are lower than the
retardation factors for benzene (R=1.425) and m-xylene (R=3.389), both con-
stituents of interest in gasoline. Therefore, the gasoline oxygenates are typi-
cally much more mobile in groundwater than the other gasoline components.
Organic compounds with high aqueous solubilities (e.g., ethanol,
methanol) may be present in water at high concentrations and may function as
co-solvents with the ability to solubilize other organic gasoline constituents
that are more harmful to human health and the environment. At high co-
solvent concentrations, the surface of the solubilized organic molecules in
the water is surrounded by the organic co-solvent as well as water, thereby
affecting the net molecular interactions. The aqueous activity coefficient is
influenced by the co-solvent in the aqueous phase, thereby solubilizing
greater amounts of gasoline constituents than pure water alone. However, it
is thought that the co-solvency effect only occurs to any significant extent
above ~10% (v/v) ratio [8], in that below this volume ratio the co-solvents
may be fully hydrated by water molecules. The enhancement of solvency in
the presence of a co-solvent is an exponential function of the co-solvent
concentration, so the ability of a co-solvent to enhance solubility drops off
rapidly with concentration [8]. It is also a function of the hydrophobicity of
the constituent (hydrophobic surface area) [8], so the more hydrophobic
contaminates would be expected to be affected to a greater extent.
Investigation with saturated column experiments mimicking fuel spills
indicated that the co-solvency characteristics of ethanol from a gasoline spill
(with 10% ethanol) are minimal, with 9% increase in peak benzene con-
centration, 12% increase in toluene concentration, 19% increase in m-xylene
concentration, 24% increase in 1,2,4-trimethylbenzene concentration, and
54% increase in octane concentration [17]. However, the results pointed to
significant solubility enhancements when neat ethanol was used in the
experiments — a solubility enhancement of up to 75X for benzene and
23000X for octane. And in other research, high aqueous concentrations of
methanol (>8%) were found to increase the aqueous concentrations of ben-
zene, toluene, ethylbenzene, xylenes (BTEX) in batch tests, while MTBE did
not act as a co-solvent under the conditions tested [18]. The co-solvency effect
of the oxygenates in the event of a gasoline spill is expected to be negligible



Table 3
Retardation factors for oxygenates transport for p,,, = 1.8 kg/L, e =0.30, and f, , = 0.1%

96T

Contaminant MTBE ETBE TAME DIPE Methanol Ethanol Tertiary-butyl Isopropanol Benzene m-Xylene

alcohol
log K, 0911 1.714 1.714 1.39 —-0.49 —-0.11 0.43 0.18 1.85¢ 2.64
log (L/kg)
Retardation 1.049 1.311 1.311 1.147 1.002 1.005 1.016 1.009 1.425 3.389
factor, R

Yvpuasiaog

“Average of values listed in ref. 16.
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under the conditions of low (<<15%) amendment of gasoline with these oxy-
genates, and sufficient groundwater flow in the impacted aquifer that will keep
the co-solvent concentration fairly low (<10%) due to water replenishment.
However, there may be conditions where a spill of pure or near pure alcohol
such as E85 or M85 (or another organic that may act as a co-solvent) near an
existing gasoline LNAPL may facilitate mobilization of other gasoline con-
stituents in the aquifer.

4. CONCLUSIONS

Ethers and alcohols are added to gasoline to increase octane and provide an
oxygenate in current gasoline formulations. These additives have different
properties (molecular weights, vapor pressures, octanol-water partition
coefficients), yet are very soluble in water and may be quite mobile in the
environment when gasoline spills occur.
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1. INTRODUCTION

Ionic liquids (ILs) are considered highly promising, neoteric solvents. The
large number of possible combinations of anions and cations, and thus the
fine-tuning of their chemical properties, has given the chemical industry a new
target-oriented reaction media for synthesis, extraction and catalysis [1, 2].
The non-volatility of ILs was once considered to be one of their most prom-
ising features. It is however not enough for defining them as green solvents.
Other environment-related properties such as ecotoxicity, lipophilicity and
biodegradability need to be assessed in order to fully understand the conse-
quences of introducing ILs into the environment. Indeed, a moderately toxic
but highly persistent compound may exert the same effect as a highly toxic
but readily biodegradable one.

The effect of ILs on the environment may be approached from two
different but related levels:

* Performing specific tests in order to get direct information on IL prop-
erties linked to the environment.

» Estimating (eco)toxicity, biodegradability and lipophilicity through
structure—activity relationship, or structure—property correlations of ILs.
Experimental data are used to corroborate predictions.

The delay in using ILs as solvents is due to the lack of information of
their impact on the environment. However, this is changing and information
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on the environmental effects (both experimental and theoretical) of ILs have
appeared in the literature over the past few years, showing an increasing
interest in the subject [3]. With respect to this chapter, attention has been
given to data published on the ecotoxicity of ILs towards aquatic environ-
ments, as well as on their biodegradability and lipophilicity. The aim of the
work is to provide the reader with an understanding of the impact of ILs on
the environment, pointing out, where possible, which structures will cause
the least damage to the aquatic environment.

2. LIPOPHILICITY

Experimentally determined 1-octanol/water partitioning coefficients of sev-
eral imidazolium salts have been reported by Brennecke and co-workers [4]
and reproduced in Table 1 in logarithmic form. Despite differences in the
absolute value of K_,, which may be attributed to different concentration
ranges investigated, the pattern is consistent with the expectations concern-
ing the importance of the alkyl chain length and anion hydrophobicity. For
anionic as well as cationic surfactants a relationship between acute fish
lethality, expressed as log LCs, and the hydrophobicity of a chemical
compounds, expressed as log K, has been reported [4]. In the case of ILs,
only a few data points on partitioning coefficients as well as on toxicity
profiles for fish have been reported, so a correlation is not possible at the
moment.

Several methods, other than the partition coefficient, have been developed
to assess the lipophilicity of ILs. In a recent paper, Stepnowski and Storoniak
[5] used reversed phase chromatography to obtain information on cation
partitioning (regardless of the identity of the anion), in order to simulate
what happens when ILs enter an aquatic environment. All the ILs investi-
gated showed a preferential partitioning into the aqueous phase. It is worth
noting that, even if this behaviour may account for the fate of well solvated
dissociated cations, it does not take into account possible interactions with
biological membranes.

3. BIODEGRADABILITY

According to one of the principles of green chemistry, “a chemical compound
should be designed so that at the end of its function, it does not persist in
the environment, but breaks down into innocuous degradation products” [6].
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Table 1
Hydrophobicities of imidazolium-based ionic liquids, expressed as log K,

Structure log K, Reference
Cation Anion

/C2H5

N
©) [TE,N] ~1.05/-0.96 3]

/CZHS
G
¥ e, [TE,N] —1.15/-0.92 3]
CH,
y e [CI] —2.4 3]
©) [BF,] By
'}l [PF,] —1.7
SH, [TE,N] —0.96/—0.2
CH

N
©) [TE,N] 0.15/0.22 [3]

N
©) [TE,N] 0.13/0.25 [3]

CgH

N/ 8 17
@) [TE,N] 0.8/1.05 3]
CH

3

At present, two different kinds of studies have been reported to assess the
biodegradability of ILs and thus their persistence in the environment:

* The evaluation of methods used to oxidise ILs. These methods are
generally based on the assumption, which in the case of ILs has still to
be verified, that any remaining oxidation products are more
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hydrophilic and, above all, are less toxic than the parent compound.
According to Stepnowski and Zaleska [7] and Morawski et al. [8], the
best results, in terms of oxidation, are achieved with a combination of
UV light and a catalytic amount of an oxidant such as hydrogen per-
oxide or titanium dioxide. The efficiency of the oxidation process is
related to the alkyl chain length of the cation and the presence of par-
ticular functional groups appended on the side chain of the anion moi-
ety. As an example, 360 min is necessary to remove 85% of [C,,mim]*.

* The determination of those structural modifications which result in
readily biodegradable ILs. According to the detailed studies performed
by Gathergood and Scammells [9—12], conventional ILs with non-
functionalised alkyl chain are generally less biodegradable than cationic
surfactants. A higher level of biodegradability may be obtained by intro-
ducing an ester in the alkyl chain of imidazolium salts (see Table 2).
With respect to the anion, while [bmim][C¢SO,] underwent a modest
amount of biodegradation after 28 days (25%), less than 5% biodegra-
dation was achieved with other anions. As expected, the presence of
ester functionality together with the octylsulphate anion had a synergic
effect, and the biodegradability reached a maximum of 56% under the
same conditions.

4. AQUATIC TOXICITY

Hydric bodies are the ultimate recipients of most toxic substances generated
by industrial, agricultural and domestic activities and released into the envi-
ronment. The management of chemical compounds entering natural waters
is difficult because contaminants often enter an aquatic system from multiple
or diffuse sources. Although aquatic ecosystems are adaptable, with a variety
of physical, chemical and biological mechanisms by which chemical com-
pounds may be assimilated without serious implications for endemic biota,
when contaminants reach levels in excess of the assimilative capacity of the
receiving waters, they may affect survival, development, growth, reproduction
or behaviour of organisms.

4.1. Microorganism

Several groups have focussed their attention on the use of Vibrio fischeri
as test organism to assess the effect of several ILs towards the aquatic envi-
ronment [13-15]. V. fischeri is a rod-shaped bacterium, which possesses
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Table 2
Biodegradability of ionic liquids by means of OECD 301D test
Structure Closed bottle,
OECD 301D References
Cation Functional groups Anion (28 days) (%)
/C14H29
N
@) [Br], [BE,], [PFg] 0-3 [9-12]
|
CH,
N/WOR
@) 0 R=C,—C; [Br] 16-32 [9-12]
CH,
7
NN Ry R=H;R,="Bu  [Br] <<5 [9-12]
@) o R=Me; R,="Bu
N R=R,=Et
CH,
/C4H9
N [Br], [C]], [BE,], <<5 [9-12]
(®) [PF,], [TEN],
N [N(CN),]
CH, [C¢SO,] 25 [9-12]
R1 R=C;; R,=H [Br] 23-24 [9-12]
H,C )\ or R=C;;R;=C,
NCON Y R=C.R,=H  [Bi] 32-33 [9-12]
0 R=C,; R,=C,
R=C;; R,=H [C¢SO,] 49-55 [9-12]
R=C;; R,=C,
R=Cg; R,=H [C¢SO,] 54-56 [9-12]
R=C,; R,=C

—_

bioluminescent properties, and it is found predominantly in symbiosis with
various marine animals, such as the bobtail squid. The tests that exploit this
bacterium rely on the measurements of the decrease in luminescence from
the bacterium itself (bioluminescence inhibition assay): a decrease in the
light output is indeed linked to a decrease in respiration and is used as an
indirect measure of the toxicity of the test compound. Because this method
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is very rapid and cost-effective, it has been widely used to determine the
toxicity of pure substances as well as to monitor the quality of industrial
effluents [16, 17]. Moreover, as bacteria have short generation times, they
serve as ideal starting points for structure—activity relationship investigations.

Pioneering work in this field was done by Ranke et al. [13] who used
the bioluminescence inhibition assay to determine acute toxicity of several
imidazolium salts. The samples were carefully chosen in order to system-
atically study the influence of different structural modifications on the
biological activity of the ILs (T-SAR approach). Subsequently, Docherty and
Kulpa [14] extended the bioluminescence inhibition assay to pyridinium
derivatives. Data published by these authors constituted the rationale for a
quantitative structure—property relationship (QSPR) modelling recently per-
formed by Maginn and co-workers [15], where structures other than imida-
zolium and pyridinium have been tested. Despite very promising results in
predicting log,, ECs, for aromatic ILs, the correlation developed by the
authors was less useful in modelling the behaviour of ammonium and phos-
phonium salts.

Although it 1s well known that anion modification leads to changes in
the physico-chemical properties of ILs, all the works published so far showed
no systematic effect of the anion, indicating that ILs’ toxicity is largely driven
by the alkyl chain branching and hydrophobicity of the cation (Fig. 1).

1.5

I Ranke et al.
1 Docherty et al.
1.0 —
s
2
o —
o _
[
>
2 o5
- = |E
8 18| |z
E g ‘g
00 = =

Fig. 1. Acute toxicity values of [bmim]* ionic liquids for V. fischeri, expressed as aver-
age log EC, in micromolar.
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The influence of the n-alkyl chain length in imidazolium-based tetra-
fluoroborate is clearly seen in Fig. 2, where log,, ECy is reported as a func-
tion of the number of carbon atoms of the substituent in the 1 position:
toxicity towards V. fischeri increased almost linearly with increasing alkyl
chain length, R,. Moreover, substituting an ethyl moiety for the methyl one
attached to the second nitrogen atom leads to a further increase in toxicity.
These results suggest that the use of R,-methylimidazolium derivatives
should be preferred to R,-ethylimidazolium compounds. Generally, short
chain derivatives seem to be less toxic. Docherty and Kulpa [14] studying
1-alkyl-3-methylpyridinium bromides also confirmed the trend of the
increasing toxicity towards V. fischeri on increasing the alkyl chain length.

A trend similar to that reported for 1-alkyl-3-methylimidaz