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Preface to the second edition

Since the first edition of this book was published, already five years have passed,
and during this period research on automotive control has flourished, and at
the same time, the amount of industrial applications and products have also
prospered. This means that there was a rich flora of possibilities regarding the
selection of material when planning the second edition. In this process new topics
have been added, important fields have been deepened, and in order to keep the
number of pages down, sections of limited interest have been eliminated.

In the selection of the new material we have concentrated on subjects that
are both of current interest and importance, but at the same time are subjects
that also contribute to a better understanding of basic processes and theories.
The new material includes two completely new chapters: Diesel Engine Modeling
and Diagnosis.

In driveline control a new section on Anti-Jerk Control has been added. Large
parts of Vehicle Dynamics and Control have been rewritten, which significantly
improves the presentation of that material. Further, in this second edition, we
have hopefully corrected most of the errors in the first edition, reviewed the
nomenclature, and in order to facilitate to work with this book, added an index.

The level of presentation has been thought trough to be suited for students at
late undergraduate level or at early graduate level. The so called Bologna process
is influencing universities in Europe at this moment, and in that perspective this
book should be well suited for a course at the two year Masters level.

We like to thank Dr. Dara Torkzadeh and Thomas Rambow for their contri-
butions in Diesel Engine Modeling, Dr. Mattias Nyberg for his work in Diagnosis,
Julian Baumann for his participation in Anti-Jerking Control and Dr. Marcus
Hiemer as well as Jorg Barrho for their work in Vehicle Dynamics and reviewing
this book.

November 2004

Uwe Kiencke Lars Nielsen



Preface to the first edition

Automotive control has become a driving factor in automotive innovation over
the last twenty five years. In order to meet the enhanced requirements for lower
fuel consumption, lower exhaust emissions, improved safety as well as comfort
and convenience functions, automotive control had to be applied.

In any area of technology, control design is an interplay between reality,
physics, modeling, and design methods. This is also true in automotive control,
and there has been extensive work done in research and development leading to
a number of descriptions, models, and design methodologies suited for control.

Goal of the book

Our purpose of writing a book on Automotive Control is to present this interplay
between thermodynamics, basics of engine operation, vehicle mechanics as well
as parameter estimation and automotive control approaches.

There are several good books available on the separate disciplines (some of
the major references are in German). However, up until now there has not
been a text available that explores more deeply the connections between reality,
measurements, models and control design.

It has been natural for us to treat all the major aspects of automotive control
in the same book. This means that we cover engine, driveline, and complete
vehicle. One reason is that there are similarities in methodology when analyzing
and designing automotive control systems. This includes the point of view of
finding models of suitable complexity and expressiveness. Another, perhaps more
important, reason is that there is a strong trend that engine control, driveline
control, and vehicle control rather than being separate will be more and more
integrated, so that overall vehicle optimization is possible.

It has also been important to us to show real measurements. This gives
a reader the possibility to see how models are approximations of reality, and
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to judge the modeling assumptions. A consequence of this approach is that
we have selected to treat systems that are close to some of those utilized in
actual vehicles, rather than discussing speculative systems or presenting purely
theoretical results.

Intended readers

This book should enable control engineers to understand engine and vehicle mod-
els necessary for controller design and should introduce mechanical engineers into
vehicle-specific signal processing and automatic control.

In fact, our inspiration to write the book came from this. We are both mem-
bers of the IFAC technical committee on Automotive Control (with the first
author being the chairman). We met there and also at SAE meetings, and we
saw the potential value of bridging a gap that was obvious to us. However, even
more important to us is to share some of the fun and excitement that goes into
the area of Automotive Control Systems and thus give it the attention it deserves.

Organization of the book

The outline of the book starts with engines, continues with drivelines, and finally
deals with the vehicle.

Chapters 2 to 4 treat engines with regard to basics, thermodynamics, models,
control, and advanced concepts. All the major control systems and their design
are treated. The thermodynamic models in Chapter 2 deal with parameters that
vary under one cycle and the resolution of interest is typically one crank angle
degree, whereas the time scales of mean value models are in the order of 1 to
several engine cycles, and the variation in variables that are considered are also
averaged over one or several cycles. These models form the basis for understand-
ing the complex phenomena that influence the engine operation, efficiency and
emissions. They also serve the purpose of describing the properties influencing
control design and performance in Chapters 3 and 5.

The driveline (engine, clutch, transmission, shafts, and wheels) which is a
fundamental part of a vehicle is the topic in Chapter 7. Since the parts are elastic,
mechanical resonances may occur. The handling of such resonances is basic
for functionality and driveability, but is also important for reducing mechanical
stress and noise. Two important modes of driveline control that are treated are
driveline speed control and driveline torque control, having their applications in
cruise control and automatic gear shifting control.

Vehicle dynamics control systems help the driver to perform the task of keep-
ing the vehicle on the road in a safe manner. These systems are thus often
safety-oriented, which means that they only interact in situations where they
can reduce the possibility of an accident, but then they affect the immediate
behavior of the vehicle within fractions of a second. Some systems are also used
for improving the comfort of the driver. The performance of a vehicle, regarding
the motions coming from accelerating, braking, cornering, or ride, is mainly a
response to the forces imposed on the vehicle from the tire-road contact. Much of
study of vehicle dynamics is a study on why and how these forces are produced
and how they can be effectively understood and treated in simplified models.
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The basics of these models and some associated control systems are presented in
Chapters 8 to 10.

Chapter 11 is the exception from that all the systems and principles in this
book is close to some of those utilized in actual vehicles. The reason is that road
and driver modeling is part of simulation design rather than part of a vehicle.
Nevertheless, it is important to realize that road and driver models are important
parts in the design cycle of automotive systems design due to the importance of
advanced simulation.

Background and use of the book

The material in this book has been used in courses at the universities of Karls-
ruhe, Germany and Linkoping, Sweden. It is well suited for the later stages
(third or fourth year) of the engineering programs at our technical institutes
(“Diploma-engineer”, “Master of Science”).

The book, to a large extent, covers the basic material needed, but of course
it is advantageous to have a background from basic undergraduate courses in
automatic control, signals and systems, mechanics, and physics.

The course lay-out includes problem-solving sessions and laboratory exper-
iments. The laboratory assignments typically include measurements, building
models of the type treated in the book, and finally designing controllers and
simulating them. Here students with more background, for example in modern
control, can do more elaborate designs. This is also the case when the book is
used in an introductory graduate course.

The authors

Dr. Kiencke’s experience in this field started in the early nineteen seventies
when developing adaptive lambda control and knock control at Robert Bosch
Corporation. In the following years more complex approaches for engine mod-
elling [2], [22] and controller design [63] were published. At that time he headed
a team that developed the vehicle communication network ” Controller Area Net-
work (CAN)” [67]. Networking allowed to combine formerly stand-alone control
schemes into an integrated vehicle control system. In the early nineteen nineties
he joined the University of Karlsruhe in Germany where he could intensify engine
and vehicle dynmaic control research.

Dr. Nielsen has more than fifteen years background in academic mechatronics
research (obtaining a good start at the Department of Automatic Control in
Lund, Sweden). He has during that time continuously collaborated with industry,
and has lead joint research projects with Scania AB, Mecel AB, Saab Automobile
AB, Volvo AB, and DaimlerChrysler. He is since 1992 holder of the chair Sten
Gustafsson professor of vehicular systems at Linkoping University in Sweden.

Acknowledgments
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the first author would like to thank especially the following cooperation partners:
Dr. Martin Zechall in lambda (air-fuel ratio) control, Dr. Béning in knock control
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and engine map optimization, Alfred Schutz in engine idle speed control, Heinz
Leiber in ABS braking control, Dr. Michael Henn in misfire detection, Dr. Achim
Daiss in vehicle modelling and identification and Dr. Rajjid Majjad in road and
driver modelling. It was a great pleasure to cooperate with these people and it
created many friendships. The second author is especially indebted to Magnus
Petterssson for joint work in driveline control, and to Lars Eriksson for joint work
in engine modelling and control. Also Lars-Gunnar Hedstréom, Jan Nytomt, and
Jan Dellrud deserves special mentioning as research dedicated industrial partners.

Furthermore we both thank Christopher Riegel, Jochen Schéntaler, Dara
Torkzadeh, and Dr. Tracy Dalton for their tremendous effort to translate and
revise parts of the book, as well as Dr. Dietrich Merkle as a publisher.

Last but not least we to thank our families and especially our wives Margarete
and Ingrid for tolerating that so much weekend and vacation time was dedicated
to this book.

Being in November 1999 looking forward to the next millennium, we hope that
readers will share some of the excitement that comes along with Automotive
Control Systems.

Uwe Kiencke Lars Nielsen
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1 Introduction

Vehicles are now computerized machines. This fact has had an enormous effect
on the possibilities for functionality of vehicles, which together with needs and
requirements from customers and from society have created vigorous activities in
development.

1.1 Overall demands

The overall demands on a vehicle are that it should provide safe and comfort-
able transportation together with good environmental protection and good fuel
economy. This means that there are three main objectives for automotive control
systems:

e Efficiency, which leads to lower fuel consumption.
e Emissions should be low to protect the environment.
e Safety is of course a key issue.

There are a number of additional objectives like comfort, driveability, low wear,
availability, and long term functionality.

1.2 Historic remark

Many of the technologies that today are considered advanced, sometimes even
new, have been around for a long time. It is therefore interesting to ask our-
selves why these technologies are surfacing now as commercial products. Direct
injection of gasoline engines is one example. These concepts are not new, even
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if sometimes presented so, but the novelty is instead that they now with proper
control can achieve competitive functionality and performance.

It is thus the breakthrough of computer control that is a driving factor. A
good example is ABS (Anti-lock Braking Systems) which is an old idea, but it
was not functional enough using mechanical solutions or analog electronics. Now
these systems are readily available and widely spread.

1.3 Perspectives

Looking at the future, the three overall objectives above will be in focus. The
demands of reduced emissions and advanced diagnosis functionality are steadily
increased by legislators and customers. The key areas that help meeting the
increased demands are the development of control and diagnosis functions in
the control units. Further, this functionality will have to be obtained not only
when the car is new, but over a sustained period of time. Other examples are
improved stability due to handling control, and improved driveability due to
driveline torque control, which also can be used to e.g. reduce clutch wear.

Regarding methodology development, mathematical models will play an im-
portant role. They will be used for model based control and diagnosis. They will
also be the basis for e.g. sensor fusion, adaptive control, and supervision.

Co-design

Automotive control will not only improve existing vehicle designs. It will also to
a large extent change the view of vehicular systems design leading to:

e New mechanical designs. These new designs are made possible by, and rely
on, the existence of a control system.

Design of vehicles is thus evolving into co-design of mechanics and control. The
goals for this development can be set high, and the perspectives on automotive
control systems are therefore concluded with an inspiring mind teaser:

A mind teaser

It can not be ruled out that a car can function as an air cleaner for usual town air.
In a typical town in the industrial world, the air is typically somewhat polluted
from many sources, including cars, but also due to house heating and industries.
Existing and upcoming technology lowering exhaust emissions are such that the
concentrations in the exhaust after the catalyst can be lower than in town air.
This means that the originally available pollutants have been combusted or have
been collected in the catalyst.

Since such a perfect combustion produces only water and carbon dioxide, the
problem of carbon dioxide is then a matter of less fuel consumption.

If at all possible, such a development will rely heavily on automotive con-
trol systems since the car has to function as an air cleaner under all possible
circumstances, load variations, and driving styles. This is a mind teaser, but
understanding the material in this book is a first step.



2 Thermodynamic Engine Cycles

In this chapter, the thermodynamic characteristics of basic engine cycles are ex-
plained. For each concept, the thermal efficiency is derived from thermodynamic
equations.

2.1 Introduction to Thermodynamics

A short introduction to thermodynamics is given in this section. It is essential to
understand the thermodynamic processes for the different types of engine models
explained in this book.

2.1.1 First Thermodynamic Law

Ideal gases are always in a gaseous state and they behave according to the ideal
gas equation:
pV =mR9 (2.1)

where:
p  is the pressure in N/m?
V  is the volume in m?>
m  is the mass in kg
R is the gas constant R = 287.4m? /(s> K)
¥ is the absolute temperature in K

The expression p V' has the unit Joule and it depends on the mass and temper-
ature of the gas.
The thermal energy is defined as:

g=cmd (2.2)
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where:

q is the thermal energy in J
¢ is the specific heat constant in J/(kg K)

This equation is valid for all kind of materials in solid, liquid and gaseous state.
The specific heat constant is material depending. In gases, different state changes
have to be distinguished which will be discussed in the next section.

First Thermodynamic Law

dg = du+dw (2.3)

dq  is the differential change of thermal energy. Energy which is
brought into the gas is positive.

du is the differential change of internal energy. Internal energy
which is brought into the gas is positive.

dw is the differential change of mechanical work. Mechanical work
which is brought into the gas is negative.
Please note, that this may be defined differently in other books.

The thermal energy dgq brought into a gas of constant mass results in a rise in
it’s internal energy du and/or is transformed into mechanical work outside the
gas. Thus, energy is neither created nor destroyed. This equation is solved by
integration to compute the energies in state changes.

Volume Change

There are two basic principles how mechanical work can be delivered to or from
the system: By a change of volume or a change of pressure.

In engines, a limited amount of compressed gas expands in a cylinder. The
differential mechanical work dw, depends on the force F' upon the piston and
the differential piston stroke ds:

dw, = F ds=pAds

where A is the cross-section of the cylinder and p the pressure. More general,
this yields to:

dw, =pdV (2.4)

The work dw, is equivalent to the kinetic energy brought into the mechanical
system due to the expansion of the gas in the cylinder. Mechanical energy brought
into the gas is negative: dV < 0 (compression) and therefore dw, < 0. Output
of mechanical work from the gas is positive, dV > 0 (expansion), dw, > 0. This
can also be seen in Figure 2.1.
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Figure 2.1 Mechanical work due to volume change.

I I -
|

Vi Vv, 4

Figure 2.2 Mechanical work due to pressure change

Pressure Change

In turbines, kinetic energy is transmitted by a continuous gas flow between two
locations of different pressure:

dw, = =V dp (2.5)

The work dw), is equivalent to the loss of potential energy of the gas. Figure 2.2
graphically explains the state change in the pV-diagram. Output of mechanical
work from the gas is positive because the pressure drop is negative: dp < 0
(expansion), dw, > 0.

The two different types of work are graphically explained in Figure 2.3 and
they are linked by the following equation:
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b

Ds

Vi vV, 4

Figure 2.3 Relationship between the two mechanical works.

2 2
Wy = /p dV = —/V dp —prl +p2V2 (26)
1 1

Assuming a constant mass and a constant temperature, the two energies are
equivalent as p1 V7 = paVs according to the ideal gas equation.

Enthalpy

The state of the gas can be described with several state variables:
U Internal energy of the gas. It is equivalent to the amount
of thermodynamic energy due to the movement of the atoms
at a given temperature.
pV  State of the gas. The state depends on the volume and pressure
of the gas. It is related to the internal energy of the gas.
A state change can be caused by a change of pressure, a change of volume or
both:
dipV)=pdV+Vdp (2.7)

p dV Kinetic energy caused by a change of volume.
V dp Potential energy caused by a change of pressure.
The enthalpy is another state variable of the gas:
h=u+pV (2.8)

The differential is:
dh=du+pdV +Vdp (2.9)

Compared to the first thermodynamic law in Equation 2.3

dq = du + dw
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the thermal energy can be written as:
dg=dh—Vdp=du+pdV (2.10)

For isobaric expansion, we have dw, = p dV and V' dp = 0 and therefore dg = dh.
This yields to:

dg=du+pdV (2.11)
For isochoric pressure drop, we have dw, = —V dp and p dV = 0 and therefore
dq = du. This results in:

dqg=dh -V dp (2.12)

The enthalpy h can be very useful as a state variable when dealing with gas
turbine engines. The internal energy u is useful when dealing with piston engines.

2.1.2 Specific Heat Constant
Input of Thermal Energy at Constant Volume

A temperature rise can be observed when increasing the thermal energy ¢ of a
constant mass of gas at a constant volume. The specific heat constant ¢, is

defined as: L /4
q

S e 2.1

“ m(dﬂ)v (2.13)

The differential of the internal energy is

ou ou
du = <av)ﬁdV—&- (819>Vd19 ,

Inserting this into the first thermodynamic law 2.11yields:

ou ou
ou ou
ou
= <%>V dy (2.16)

At a constant volume we have dV = 0. After division by dd:
dr\ _ (o
), \ov/,
Equation 2.13 can be written as:
1 [Ou
S 2.1
‘ m (379>v (217

We have shown that a change in the thermal energy dgq at constant volume is
equivalent to a change in the internal energy du of the gas.
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Input of Thermal Energy at Constant Pressure

A temperature rise can also be observed when increasing the thermal energy of
a constant mass of gas at a constant pressure. Please note the difference to
the previous section, as the specific heat constant ¢, is now defined as:

1 (dq

The differential of the enthalpy is:

oh oh
dh = <%>pd19 + <8—p>ﬂdp

This relationship can be inserted into 2.12 and then be simplified because dp = 0:

dg = (%)/dﬂ+(g—g)ﬂdp‘/dp (2.19)
() e () ) )
= (%) o (2.21)

The last equation is divided by di:

(@),~ (),

Similar to the above section, Equation 2.18 can also be written as:

1 (0n
= (8_19)p (2.22)

The enthalpy of the system is changed. The input of thermal energy dq at
constant pressure not only increases the internal energy du, but also produces an
output of work p dV'.

Gas Constant and Adiabatic Coefficient

The relationship between ¢, and ¢, can be seen by using the enthalpy (Equa-
tion 2.8) and the ideal gas equation (Equation 2.1):

h = u+pV (2.23)

dh = du+d(V) (2.24)
me,dd = mce, dd+mRdJ (2.25)
¢p = e +R (2.26)

The ideal gas constant R is equal to the difference between ¢, and c,:

R=cp—cy (2.27)
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Figure 2.4 Isothermic state change

The ratio of ¢, to ¢, is called the adiabatic exponent:

k=2 (2.28)

Cv

Under normal conditions its value for air is K = % =1.4.

2.1.3 State Changes of Ideal Gases
Isothermal Change: ¥ = const
Assuming a constant temperature, the ideal gas equation pV = m R yields:

mRvY  const
v oV

p:

where pV = const. The state change is equivalent to a hyperbolic curve in the
pV-diagram which can be seen in Figure 2.4. The isothermal state change is
characterized by using the ideal gas equation:

p1V1 = p2V2 (229)
The slope of the curve in the pV-diagram is:

dp P
— == 2.30
av Vv ( )
The internal energy of the gas remains constant:
du=mc,d?=0

Hence, the first thermodynamic law can be written as:

dq = du + dw = dw
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The enthalpy also remains constant because of pV = const and d(pV') = 0:
dh=du+d(pV)=0
The kinetic energy caused by the state change can be derived by using:
d(pV)=pdV+Vdp=0

Hence, it is simplified to:
dw=pdV ==V dp

2 2
w172:/pdV:—/Vdp
1 1

Finally, by using the ideal gas equation:

and integrated:

2
1 Va
Wy g = =mRI | =dV=mRJIn =
1,2 = (41,2 / % 7
1

Work w5 is generated from the system by expanding the gas. The same amount
of thermal energy g2 must be brought into the system in order to compensate

for the work and to maintain the constant temperature.

Isobaric Change: p = const

A state change at constant pressure is described by the ideal gas equation:

—m—w—const
p= v

and therefore:
J1 E

vy Vo
The state change is equivalent to a horizontal line in the pV-diagram which can
be seen in Figure 2.5. The isobaric state change 1 — 2 results in an output of
mechanical work wy 2 due to the expansion of the gas, and at the same time it
results in an increased internal energy w due to the temperature rise. The input
of thermal energy ¢ is equivalent to the increase of the enthalpy h.
In this case, the first thermodynamic law can be written as:

(2.31)

dq=dh—V dp=dh

since pressure change vanishes: dp = 0. The differential change of thermal energy
is given by:
dqg = mc, dv

Integration leads to:

2
G1,2 = mcp/dﬂ =mecy(Ye — V1) (2.32)
1
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Figure 2.5 Isobaric state change

The mechanical work can be derived by using the fact that dg = dh and dh =
du+pdV:
dg=du+pdV

Because of dw, = p dV, the change of kinetic energy is:

dw, = pdV =dh—du (2.33)
= mcydd —mec, dJ (2.34)
= mRdY (2.35)

Integration leads to:
2
U}l,g = mRﬁ/dﬁ = mR(ﬁg — 191)
1

Please note that only a small portion of thermal energy ¢ is converted into kinetic
energy w. The ratio of the input of thermal energy to the output of mechanical
work can be expressed:

dw _m(cy—c,))d) _cp—cy  K—1

dg mc, dv Cp K

which is 0.29 for air.

Isochoric Change: V = const

In this case, the ideal gas equation is:

RY
V = mT = const
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Py
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D2 A2
1
b1
v, %

Figure 2.6 Isochoric state change

and therefore:
CA (2.36)
Y2 p2
The state change is equivalent to a vertical line in the pV-diagram illustrated in
Figure 2.6. The mechanical work vanishes for an isochoric state change 1 — 2.

The input of thermal energy dq is equivalent to the increased internal energy du.

As dq = du + p dV = du, the thermal energy is given by:

dg = me, dv (2.37)
2
mcv/dﬂ =mc, (92 — 1) (2.38)

1

q1,2

The enthalpy is increased more than the internal energy:
dh =du+pdV +V dp
where p dV =0 and V dp = m R d¥. The change of enthalpy is therefore:
dh =mc, dd+mRdY =mc, dI

The internal energy is du = dh — V dp. It has the same value as the thermal
energy:
du=m(c, — R) d¥ =me, d¥ = dg

Isentropic or Adiabatic Change: ¢ = const

Assuming an insulated gas volume, the thermal energy of the gas remains con-
stant. In an isentropic state change 1 — 2, the gas expands and mechanical work
is delivered from the gas while its internal energy is reduced. The gradient of the
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Figure 2.7 Isentropic state change

adiabatic change in the pV-diagram is steeper than the hyperbolic curve of the
isothermic change. This is due to the fact that no thermal energy is brought into

the gas.
dg=du+pdV =0

Hence, the first thermodynamic law can be written as:
—du=pdV

This means that the mechanical work is equivalent to the loss of internal energy.
The change of enthalpy is

dh=du+pdV +Vdp=Vdp

because of dg = du + p dV = 0. The isentropic change can be considered as the
sequence of two state changes:

e An isobaric change where dg, = mc, d¥, = dh.
e An isochoric change where dg, = me¢, d9, = du.

The summation of exchanged thermal energies is supposed to be zero:

dg=dg,+dg, = 0 (2.39)
cpdip+c,ddy, = 0 (2.40)

From the isobaric and the isochoric state changes we get:

. . pdV
: = — 241
isobaric : di, R (2.41)
isochoric : d9, = Vdp (2.42)

mR
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This can be inserted into Equation 2.40

pdV Vdp
—— +cy =0 ,
mRJr mR

which can be rearranged to obtain the gradient in the pV-diagram:

dp Cp P P
@ __ P __ P 2.4
v v v (2.43)

The differential pressure change for isentropic state change is increased by the
factor of kK compared to the isothermic state change (see Equation 2.30).
Equation 2.43 can be integrated:

Inp=—xInV 4 const

This yields:
p V" = const (2.44)

An isentropic change 1 — 2 is characterized by:
p1V" = paVy'

The kinetic energy w; 2 is obtained by integration:

2
w12 = /p dVv
1

Exchanging p with p = const V=" leads to:

wi,2 = const

= \ o
<
&
Q
=
|
Q
Q
S
&
Y
e
N

Replacing const = p; V|

1 . . 1 "
wiz =W (T - >:p1v11_,£<(7;) _1>

Further simplifications:

7 =2

(V1>K1 _ PV p2Va _ P2 Vo _ U9
VoV Vi

The work is given by:

1 Vo
=p V 21
W12 i 11—k (191 )
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By inserting the ideal gas equation p1V; = m R¥1 = m(c, — ¢,)¥ and the fact
that k = ¢,/c,, which yields:

1 9
wig = mlcp— valm (1 - 19—?> (2.45)
1
= mlcp — ) g — 1 (V1 — ) (2.46)

Co

and finally, the mechanical work for an isentropic state change is given by:

w12 = mcv(ﬁl — 192) (247)

Polytropic Change

Polytropic state changes are necessary to model a realistic isentropic process with
insufficient insulation. Therefore, the polytropic exponent n has values smaller
than the isentropic exponent k:

pV™ = const

with n < k.

2.1.4 Thermodynamic Cycles
Entropy

Two different types of state changes have to be distinguished: reversible and
irreversible state changes. They can be described by the following characteristics.
Reversible state changes:

e cnable the system to return to the initial state

e do not need energy from outside the system when restored to their initial
state.

e do not leave a permanent state change in a closed system after restoration.
Irreversible state changes:

e g0 into one direction. For example, expansion of molecules when a larger
volume is available to them

e need energy from outside which is transformed into thermal energy. For
example, a falling stone.

e do not return to the initial state.

The entropy is defined as:

-4
S=3 (2.48)

An example is given to explain the entropy:



16 2. THERMODYNAMIC ENGINE CYCLES
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Figure 2.8 Ideal cycle process

There are two bodies at two different temperatures . Thermal energy ¢ is
exchanged by conduction from the hot body at temperature ¥ to the cold body
at temperature 5 . The change of entropy within the system after the transfer
of thermal energy can be described by:

@2 4

AS == 5 (2.49)
Even when ¢;=g¢> there is a positive change of entropy AS due to the irreversible
process of energy flow from the hot to the cold body. Thermal energy can only
be transferred from hot to cold media and not in the opposite direction. The
entropy of the cold body 2 is larger than the entropy of the hot body 1 as the
entropy is inversely proportional to the temperature.

A reversible state change is characterized by:

AS=0 (2.50)
and an irreversible state change is characterized by:
AS >0 (2.51)

which is also called the second thermodynamic law. It means that the entropy
within the system always increases for real state changes.

Ideal Cycle Process

Assuming reversible state changes, the following ideal cycle process can be de-
scribed: The gas absorbs thermal energy ¢; in an isothermal and reversible state
change at high temperature 9;. The gas then loses the thermal energy ¢- in an
isothermal and reversible state change at low temperature 5. Kinetic energy
wy,2 is delivered by such an ideal engine which is equivalent to the difference of
the thermal energies: wq 2 = g1 — q2. The entropy change shall be zero:

q2 q1
A = —_—— —— =
S 9y 0, 0

and therefore: ” “
— == 2.52
9.~ O, (2.52)
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Figure 2.9 pV-diagram and 9S-diagram of Carnot Cycle.

The thermal efficiency of this ideal cycle process is equivalent to the ratio of
mechanical work w; o to the absorbed thermal energy ¢:
— ) 9
- Wi2 1 —q _ V1 2_q,_ "2 (2.53)
q1 q1 191 191

It can be seen that the thermal efficiency n only depends on the ratio of the
absolute temperatures 91 to ¥5. 7 is always smaller than 1. Please note that in
non-ideal cycle processes the entropy change is always non-zero, i. e. AS > 0.

Carnot Cycle

The Carnot cycle is characterized by four state changes. At the end of the process,
the initial state is reached again which is the case for all periodic processes in
engines. Two different cycles have to be distinguished:

Reaction within a closed combustion chamber: Engines with periodic
combustion cycles and emission of mechanical work.

Gas flow through an open combustion chamber: Turbines with continu-
ous combustion and emission of mechanical work.

The Carnot cycle is used as reference model for thermodynamic processes. It is
illustrated in the pV-diagram of Figure 2.9:

1 — 2 Isothermal expansion of the gas from Vi to V5 while the temperature
remains constant ¥, = .

Vo
= =mR¥% In—
Wi2 =(q12=m 1 nV1

The mechanical work w; 2 is delivered since the gas expands. Thermal
energy ¢i,2 of the same amount has to be brought into the system in order
to keep the temperature constant.

2 — 3 Isentropic expansion of the gas from V5 to V3. No thermal energy is
exchanged g2 3 = 0. Output of kinetic energy:

’lU273 = mcv(ﬁg — 193)
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3 — 4 Isothermal compression of the gas from V3 to V; while the temperature
remains constant ¥3 = ¥4. The mechanical work

V.
w34 = q34 = mRIzn =2
V3

is needed which is negative in this case because it is delivered into the gas
(V4 < ‘/3)

4 — 1 Isentropic compression of the gas from V; to V3. No thermal energy is
exchanged g23 = 0. The mechanical work is also negative in this case
(191 > 7.94):
Wy,1 = va(194 - 191)

Now, all kinetic energies of the Carnot cycle have to be added to derive the
thermodynamic efficiency:

w = w2+ we3+ w34+ wy (2.54)

V \%
= mRV, mVQ + mey(Pg — V3) + m RVs IHV4 + mey(Vq — 91)(2.55)
1 3
The work wg 3 and wy,; of the isentropic state changes compensate each other
because of ¥; = ¥9 and 3 = Y4:
Va Vi
=mR(WIn—=+3J3In —
w m(1HV1+ 3DV3)
To simplify this equation, the characteristic equations of the isentropic process
1 — 2 and 3 — 4 are used:

pVEF=pV .-Vt = mRO-V*!=const. (2.56)

9oVt =93Vt o VT =, (2.57)
V;l k—1 191

e = - 2.58

<V1) I (2.58)

Because of 91 = 95 and 93 = 194 we get

@@ e

Va Va
= = —= 2.60
Vy Va
In— = —Iln— 2.61
and therefore:
Va
w=mR(¥; —I3)In =
Vi
This result is now used for the thermodynamic efficiency:
m R(91 — 93) In 12
p o= = (Vs 3)V Vi (2.62)
q1,2 m RY; In 7?
91— 0
= 13- (2.63)
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The efficiency depends only on the temperature ratio of ¥3 to ¢;. Using the
compression ratio € :

Vy
= — 2.64
the efficiency is (93 = ¥4):
Uy i7"

= 1—-—=1-( = 2.65
n 5i=1- (1) (2.69)

1
- 1_ e (2.66)

The thermal efficiency can be explained graphically in the pV-diagram in Fig-
ure 2.9: It is equivalent to the ratio of the integral within the cycle to the area
which is produced by integrating ¢; 2. The efficiency is improved by increasing
the area within the cycle. This can only be achieved by a rise of the compression
ratio € or the temperature ratio.

To give an example: Assuming absolute temperatures:

Y1 = 2800°K (2.67)
93 = 300°K (2.68)

the thermal efficiency would be:

n = 0.89
and the compression ratio:

€ = 266

supposing a k£ = 1.4. Such a compression ratio can hardly be produced by real
engines. Typical compression ratios are at least ten times smaller.

2.2 Ideal Combustion Engines

Commonly used combustion engines in cars are four-stroke engines. They have
two intermittent cycles: the gas is compressed, combusted and expanded in the
first cycle, and the gas is exchanged in the second cycle. In this section the second
(or passive) cycle will not be considered to simplify the mathematical derivations.
The processes related to the second cycle will be discussed in Chapter 3.

Two different types of combustion engines have to be distinguished:
1. Spark-ignited (SI) Engine: Combustion caused by an electric spark-ignition.

2. Diesel Engine: Combustion caused by self inflammation due to compres-
sional heat.

In most sections, p represents the in-cylinder pressure, V' the cylinder volume, ¢
the in-cylinder temperature, S the entropy, ¢ the thermal energy of the gas, u its
internal energy and h its enthalpy.
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Figure 2.10 pV-diagram (left) and ¢¥S-diagram (right) of the SI engine process

2.2.1 Spark-ignited (SI) Engine

The first SI engine was presented by Nikolaus Otto in 1862. The combustion
process can be modeled as an isochoric process where the gas volume is con-
sidered to be constant. The pV-diagram in Figure 2.10 illustrates that the gas
volume does not change between step 2 and step 3. The ratio of maximum to
minimum volume is given by:

"

= = 2.
€ v (2.69)

This ratio ¢ is called the compression ratio of the engine. The different steps
for a complete cycle in the pV-diagram and in the ¥S-diagram can be seen in
Figure 2.10. Mathematically they can be described as followed:

1 — 2 : Isentropic compression, dg = 0:

dg = du+dw=0
g2 = 0
dvw = —du=—-mc,d?
2
Wiy = —/mcvdﬁ:—mcv(ﬁg—ﬁl)
1

The work w2 is used to compress the gas and therefore, it is negative.
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2 — 3 : Isochoric input of thermal energy, dV = 0:

dw = pdV=0

pd

S
|
o

w23 =

\
M\w

dqg = du=mc,dd

3
Q2,3 = mcv/dﬁzmcv(ﬁg—ﬁg)
2

The increased thermal energy ¢ 3 is caused by combustion of the gas.

3 — 4 : Isentropic expansion, dqg = 0:

gza = 0
dw = —du=—mc,d?d

4
w3 4 —/mcv d¥ = —mc, (V4 — 93)
3

This state change describes the power stroke of the engine where ws 4 is
the output of kinetic energy from the gas, which is positive (¥4 < U3).

4 — 1 : Isochoric heat loss, dV = 0:

dw = pdV =0

W1 = /pdV:O
4
dq = du+dw=mc,dd
1
qa1 = mcv/ dﬂzmcv(ﬁ1—194)
4

The loss of thermal energy q4,; is due to the gas exchange: The burnt hot
gas is pumped into the exhaust and the combustion chamber is filled with
a cold mixture of unburnt fuel vapor and air (g4 ; is negative because of
% < 194)

The thermal efficiency of the engine is equivalent to the ratio of all the kinetic
energies to the input of thermal energy g2 3 at the combustion of a complete
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cycle:

w12 + W23+ W3 4 + Wy 1

Nth =
42,3

meU(—’L92+’L91 —194+193)
va(ﬁg —192)
Vg — 94
93—
’191 ’194/191 —1
Uy U3)05 — 1

= 1

The relationship for isentropic changes 1 — 2 and 3 — 4 can be used to simplify
the equation:

Uy Ve 1 U1
R = = = 2.70
193 (V4> gh—1 192 ( )
This yields:
Nen =1— g (2.71)

Please note that the thermal efficiency 7, does not depend on the absolute
temperature values. It mainly depends on the compression ratio €. Example:
For a compression ratio of ¢ = 11 and an adiabatic coefficient of kK = 1.4 the
theoretical thermal efficiency 7y, is:

nen = 0.617

2.2.2 Diesel Engine

Rudolf Diesel developed this engine from 1893 to 1897. In a diesel engine, the
combustion takes place in an isobaric state change during the downward move-
ment of the piston. At the beginning of this process the combustion is controlled
by the injection of fuel to maintain a constant pressure at the expansion from 2 to
3. The isobaric state change is indicated between steps 2 and 3 in the pV-diagram
in Figure 2.11. The more fuel is injected, the longer the distance between steps 2
and 3 and the larger the volume ratio:
Vi U3

p= Vo 0y (2.72)
This ratio is called injection ratio or load. The injection ratio p has an impact
on the thermodynamic efficiency which is derived after explaining the different
parts of the cycle:

1 — 2 : Isentropic compression, dqg = 0:

dg = du+dw=0
g2 = 0
dw = —du=—-mc,d?

Wi2 = 7mcv(192*191)
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Figure 2.11 pV-diagram for Diesel Engine
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The mechanical work wy 2 is used to compress the gas (equivalent to the SI

engine). It is negative.

2 — 3 : Isobaric gain of thermal energy, dp = 0:

dg = dh—V dp=mc,dV

G235 = mcp(¥s — V)
dw = pdV =mRdJ
w23 = M R(193 — ’192)

In this process, the combustion generates the thermal energy ¢» 3 and pro-

duces the kinetic energy ws 3.

3 — 4 : Isentropic expansion, dq = O:

gza = 0
dw = —du=—-—mc,d?d
W34 = —MNCy (194 — 193)

Note that w3 4 is positive since ¥4 < J3.
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4 — 1 : Isochoric heat loss, dV = 0:

dw = pdV =0
1

wW4,1 = /pdV =0
4
dg = du+dw=mec,dd
1
Qi1 = mcv/ dd = me, (V1 — V4)

4
Note that g4,1 is negative since ¥; < V4.

With = i—f’ and R = (¢, —¢,) the thermodynamic efficiency of the diesel engine
can now be calculated:

Wi2 + W23+ W34+ Wy 1

Mh =
42,3
_ —mcy (Vo — V1) +Fmlc, — ¢) (U3 — V) — mcy, (V4 — V3)
- me('ﬂg — 192)
B 1 9y 94/9;—1
T KUy 95/05—1

This equation can be simplified by using the relationship for the isentropic process
(Equation 2.70) and the relationship for the isobaric process (Equation 2.72).
Additionally, the following relationship is used for the isochoric heat loss:

Ve _ pa_pap2 _VEVS

%} p psp1 VEVE
In that, we have ps = ps.

D4 B D4 K/k—1 Dy K/Kk—1 B D4 K/Kk—1 95 K/Kk—1
a- @) G -G G
This results in: ¥4/ = (J3/92)" = p”, which yields the thermodynamic effi-
ciency of the Diesel engine:
1 1p5—1
el p—1

=1 (2.73)
It can be seen that the efficiency 7, decreases as the load p is increased. At high
loads, the diesel engine has a lower efficiency compared to the SI engine, supposing
the same compression ratio € for both (see Figure 2.13). The compression ratio
for Diesel engines is however much higher than for SI engines to improve the
thermodynamic efficiency.

2.2.3 Seiliger Process

The Seiliger process models the thermodynamic process in automotive engines
much better than the previously described models of SI and Diesel engines. Fig-
ure 2.12 shows that the combustion is now divided into two parts: In the first
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Figure 2.12 pV-diagram of Seiliger process

part, the gas is heated in an isochoric process between step 2 and step 3. In
the second part the gas is expanded in an isobaric state change between step 3
and step 3’. The cycle is characterized by the compression ratio ¢ = V4 /V5 |
the injection ratio p = V5, /V3, and the pressure ratio:
=2 (2.74)
P2
The different steps of the cycle are the following:

1 — 2 : Isentropic compression, dg = 0:

dg = du+dw=0
g2 = 0

dw = —du=—-mec,d?d
wie = —mcy(¥2 — )

2 — 3 : Isochoric input of thermal energy, dV = 0:
dw = pdV =0

w23 = 0
dg = du=mc,d?
q2,3 = va(193 - 192)

3 — 3’ : Isobaric input of thermal energy, dp = 0:
dg = dh—V dp=mc,dd
g3 = mcp(Vy —U3)
dw = pdV=mRdvV
w3y = mR(Vy —V3)
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3’ — 4 : Isentropic expansion, dg = 0:

g4 = 0
dvw = —du=—me,d?d
wya = —Mmcy(Yg— )

4 — 1 : Isochoric heat loss, dV = 0:

dw = pdV =0
wg1 = 0

dgq = du+dw=mec,dV
Qa1 = mcy(Pr — )

The thermodynamic efficiency of the Seliger process is then:

w12+ Wa 3+ w33 + Ws 4+ Wq

Nth =
42,3

- 9a/91 — 1
193/191 —192/’191 +/€(’193//191 —793/’191)

The isentropic process is characterized by:

U2

19—1—6

194 B sz/ rk—1
I3 Vi

B VE),I E Kk—1 B Vgl E K—1
B V3 Vy AW

SCH

In the isochoric process, the relationship

r—1

which yields:

Us _ps _
J2 p2
can be used, and the temperature ratio in the isobaric process is given by:
vz Var
P A
Therefore, the following temperature ratios may be expressed as:
0 I3 U
s _ U3z _ y e 1
91 Jo ¥
Vg I3 U3 o1
= —_— = £
o 9 0, X
Uy U4 U3 (P)“_l -1 P
J— f— g —_ £ =
’(91 193/ 191 & P X xXp
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Figure 2.13 Thermodynamic efficiency 7:, depending on compression ratio ¢ and load
p (Equation 2.75)

The thermodynamic efficiency of the Seliger process can be simplified to:

1 x pt—1
=1- 2.75
e e tx—1+rx(p—1) (2.75)
It can be seen that the thermodynamic efficiency of the SI engine is obtained
when p = 1 and that of the Diesel engine when y = 1 (Figure 2.13).

2.2.4 Comparison of Different Engine Concepts

The in-cylinder pressure during combustion is plotted over the crankshaft angle in
Figure 2.14. The compression ratio ¢ for the SI engine is limited by the maximum
allowable pressure p3 during the combustion process. Under part load conditions,
the maximum pressure of a cycle is far below this limit, since the SI engine power
output is modulated by throttling the air intake thus modulating p; (Figure 2.15).
A low compression ratio ¢ is also helpful to reduce knocking of the engine and
to meet material demands. In contrast to SI engines, the maximum pressure for
Diesel engines is closer set to the maximum allowable pressure p3. As the Diesel
engine is unthrottled (modulation of p), it can afford higher compression ratios
e = V1 /V; than the SI engine (Figure 2.16).

The four-stroke engine works intermittently: A hot combustion cycle is al-
ways followed by a cool gas exchange cycle. In the first cycle, peak temperatures
of 2500 — 2800 °C occur. Compared to that, the maximum temperature of gas
turbines must be kept much lower (1300 °C), since the combustion process is con-
tinuous. Diesel engines have a higher thermodynamic efficiency than SI engines



28 2. THERMODYNAMIC ENGINE CYCLES

piston
p moves

up down

isentropic

A 4

acs
TDC

Figure 2.14 In-cylinder pressure over crankshaft angle during combustion process

at low and medium power (Figure 2.13). At turbocharged Diesel engines also p;
is modulated. In order to stay below maximum temperatures, the compression
ratio € is reduced at turbocharged Diesel engines. The absolute effective power
output of combustion engines depends on the displacement volume Vj, the spe-
cific work output per power-stroke w, and the number of crankshaft revolutions
n:

P, = w. Vy g (2.76)
where:

P, is the absolute effective power output
we is the specific work referred to the displacement volume Vy
V4  is the displacement volume V; — V5
(here, only one cylinder is regarded)
n is the number of crankshaft revolutions per minute

The factor 1/2 is necessary in determining the power output of four-stroke engines
since only every second cycle contributes power. The mean piston velocity §
depends on the number of crankshaft revolutions per minute n and the maximum
piston stroke 27 from top dead to bottom dead center. The mean piston velocity
is:

s=4dnr (2.77)
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Figure 2.15 Load behavior of ST engine (Modulation of p1), 1bar = 10° Pa

A typical value in car engines is § = 15m/s at maximum power output. Equa-
tion 2.76 can now be written as:
Pe
Va

$

= Weg (2.78)
Please note that the specific power P,./V; is inversely proportional to the maxi-
mum piston stroke 27 (r is the crankshaft radius). Table 2.1 gives some examples
of engine types and their characteristic values. It can be seen that the specific
power decreases with increasing dimensions r at large engines. They are mainly
used in ships because of their thermodynamic efficiency. When size and weight
are major concerns at high power levels, gas turbines are preferred e.g. in air-
craft.

2.3 Alternative Combustion Engines

2.3.1 Gas Turbine

In the gas turbine engine fuel is combusted in a continuous process. The air has
to be compressed before it flows into the combustion chamber. There the fuel
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Figure 2.16 Load behavior of Diesel engine (Modulation of p), 1bar = 10° Pa

is injected and burned. The resulting expansion of the gas is used to turn the
turbine shaft. Therefore, the effective power is the power of the turbine minus
the power used for the compressor. The process can be modeled as a Brayton
cycle (or Joule process) which is shown in Figure 2.17. The different steps of
the Brayton cycle:

1 — 2 : Isentropic compression, dg = 0:

dqg = du+dw=0
G2 = 0

dw = —dh=—-mc,dd
wig = —mep(de — )

The kinetic energy w; 2 is provided by the compressor.
2 — 3 : Isobaric input of thermal energy, dp = 0:
dg = dh—Vdp=mc,dV
@23 = mcy(V3 — )
dw = pdV=mRdJy
wy3 = mR(W3— )
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Table 2.1 Specific power output of various combustion engines

Engine type B We 27 P./Vy
m/s] [Tfem®] [em] (kW /dm?)
Car engine 15 1.6 8 75
Truck engine 11 1.9 14 37
Big four-stroke diesel 9 2.0 32 14
Big two-stroke diesel 7 1.8 60 )
pp B3 U A

A

isentropic

isentropic

Y

qa,1

>
q4,1 S

Figure 2.17 pV-diagram (left) and ¥S-diagram (right) of the Brayton cycle

3 — 4 : Isentropic expansion, dq = 0, generation of work:

g3,4
dw

W34

= 0
= —dh=-mc,dd
= —m Cp(’ﬂ4 — 193)

4 — 1 : Isobaric heat loss, dp = 0:

dq

q4,1
dw

W41

= dh—-Vdp=mc,dd

= mcp(ﬁl —’194)
= mRd)=0
mR(ﬁl —194)

The thermal energy g4,1 and mechanical work wy ; are both negative be-

cause of ¥ < U4.
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The thermal efficiency of the gas turbine is:

42,3
mep(Ps — V2) + mep(h — Pa)
mcp(ﬁ‘g - 192)
Vg 1 —91/94

- 12 - “/74
O3 1—12/05

Nth =

As pointed out before, the isentropic process is characterized by:

O (VTN

o - Vi el U3
The relationship 1 /94 = 92 /035 for the isentropic process and the injection ratio
p = V3/V¥s are used to simplify the thermodynamic efficiency:

Nen =1 — ; Uy (2.79)

The efficiency of the gas turbine depends on the temperature ratio ¥4/92. Rea-
sonably high efficiency levels can only be reached, if the thermal energy of the
outgoing air g4 4/ is used to heat up the incoming air in front of the compressor
g2,2. Figure 2.18 shows the ¥S-diagram supposing a complete recirculation of
thermal heat. Assuming ¥ = ¥4 and ¥9 = ¥4, the necessary input of thermal
energy for each cycle can be reduced to:

q2.3 = me(ﬂg - 192/) = mcp(193 - 194) (280)
and the heat loss is also reduced to:
qqr,1 = mcp(ﬁl — ’194/) = me(ﬁl - 192) (281)

Equation 2.79 can be modified:

Q2.3+ Qa1
Mh = ——
q2’.3
_ 4 Pa 1 =191/
o 93 1 —194/03

Finally, by using the same relationships as before, the thermodynamic efficiency
of the gas turbine with complete heat recirculation is:

1
nn=1— p (2.82)

The thermal efficiency depends only on the load p = ¥3/1¥2. The higher the load
the better the efficiency. The maximum temperature 3 is mainly limited by the
material from which the gas turbine is constructed. Equation 2.82 is not valid
for extremely small loads as the heat recirculation does not work properly under
these conditions. The main advantages of gas turbines are the following:
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Figure 2.18 ¥S-diagram of the Joule process with heat recirculation

e Gas turbines are much smaller and lighter compared to four-stroke piston
engines: The weight per power output in gas turbines is 0.3 — 0.5 kg/kW
and for four-stroke piston engines it is 1.0 — 1.5 kg/kW.

e High torque can be generated even at very low revolutions.

e Different types of fuel can be used for combustion: multi-fuel capability.

e Gas turbines are easy to start even at low temperatures.

e Low vibrations because of a continuous combustion and the rotary motion.
e Long service intervals between required maintenance.

e Reduced emissions of noxious exhaust gases. ECE test results:
CO =209, HC =0.8g, NO, = 2 — 3 g per test.

However, there are some disadvantages:
e Low efficiency for low loads.

e Poor dynamic behavior during transients.

Gas turbines are mainly used in air planes because of their low weight. Their effi-
ciency can be increased by raising the maximum allowable temperature. Ceramics
like Al5O3 or laminated silicon-carbon materials are used for the construction to
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Figure 2.19 Mechanical representation of the Stirling engine

allow higher temperatures. An example of temperature values for two different
turbines types is given in Table 2.2.

Table 2.2 Temperature values in °C at different locations of a metal and a ceramic
gas turbine

Location of measurement Metal gas turbine | Ceramic gas turbine
Compressor inlet 230 250
Heat exchanger outlet (air) 700 950
Combustion chamber outlet 1000-1100 1250-1350
Heat exchanger inlet (gas) 750 1000
Heat exchanger outlet (gas) 270 300

2.3.2 Stirling Engine

The Stirling engine is a piston engine which uses a continuous heat supply. It
was invented by Robert Stirling in 1816. The cycle process has a high efficiency,
comparable to that of the reference Carnot cycle. Even though the engine was
redesigned by Philips Corporation (in 1938) and recently by other companies,
some mechanical problems remain unsolved. Figure 2.19 shows the mechanical
representation of the Stirling engine. It consists of three main parts:

H heater the gas is heated from outside
R regenerator the regenerator stores thermal energy
C cooler the gas is cooled from outside

The heater, regenerator and cooler are located in the middle. The pistons on the
left and right side are linked mechanically. The cycle consists of the following
four steps that can be seen in Figure 2.20:
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Figure 2.20 pV-diagram of the Stirling cycle

1 — 2 : Isothermal compression: ¥ = 5
The heat is absorbed by the cooler when the two pistons move to the left
to compress the gas.

m R ln%

w1,2

12 = Wip2
The emission of heat g; 2 is equivalent to the input of kinetic energy w; ».

2 — 3 : Isochoric input of thermal energy: Vo = V3
The two pistons move simultaneously to the left and the gas is heated by
the regenerator. Both, pressure and temperature are increased.

q2,3 = mcy (V3 — V2)

3 — 4 : Isothermal expansion: ¥3 = ¥4
The thermal energy is supplied by the heater, when the pistons move back
to the right.

4
w34 = mRﬁdln—

V3
434 = W34

The mechanical work ws 4 is equivalent to the thermal energy ¢z 4 .
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Figure 2.21 The four steps of the Stirling cycle

4 — 1 : Isochoric heat regeneration: V, = V;
As the pistons move simultaneously to the right, thermal energy is stored
in the regenerator. The pressure as well as the temperature drop to lower
levels.

qa1 = mcy (Y1 —Vq)

By exploiting the fact that ¢; = 2 and 3 = ¥4 for the isothermic processes,
and V4 = V4 and V5 = V3 for the isochoric processes, the thermal efficiency of
the Stirling engine is:

v
_Q2taa U1 (2.83)

Tth
! 43,4 I3

Hence, the efficiency depends only on the temperature ratio ¥; /95. For example,
a temperature ratio of 80 °C/600 °C results in a thermodynamic efficiency of:

Nith = 0.87 (284)

which is very close to the efficiency of the Carnot cycle. The main advantages of
the Stirling engine are:

e Engine is independent of the heat source. Instead of combusting fossil fuels,
alternate heat sources such as solar heat could be employed.

e High (theoretical) efficiency.
e Very quiet.

e Reduced emission of noxious exhaust gases. ECE test results:
CO=4—-6g, HC=05—-2g, NO, = 0.6 — 2.0 g per test.

On the other hand, there are some disadvantages:
e Expensive to construct.

e Regenerator: conduction and storage of heat are difficult to combine.
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Figure 2.22 Steam engine

e Heat resistant materials needed.

e A heat exchanger for the cooler is needed to increase the efficiency. It
increases however volume and costs.

Experimental Stirling engines with temperatures of 40 — 80 °C/600 — 650 °C' can
reach an effective thermodynamic efficiency of

Ners = 0.35 — 0.40 (2.85)

which is much lower than the theoretical value (Equation 2.84).

2.3.3 Steam Engine

The steam engine introduced by James Watt is the oldest engine using continuous
combustion. The steam is transferred from the boiler to the cylinder. The piston
is moved by the expanding steam. The linear movement of the piston is translated
into a rotation of the crankshaft by the connecting rod. The different steps are
illustrated in Figure 2.22 and Figure 2.23.

The different steps of the steam engine cycle are:

1 — 2 : Isochoric compression, followed by an isothermal expansion:
This process can be divided into two parts: First, hot steam is injected into
the cylinder through the open valve at constant volume (1 — 1’) where

Vir = V4. Second, the gas expands at a constant temperature (1’ — 2)
where ¥/ = ¥s:
wi,1/ = 0
Qi = mey(V —01) =mey (V2 — Y1)
V
wys = mRIyIn—> =mRIyln—
’ 1 Vi

qir2 = W12
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Figure 2.23 pV-diagram of the steam engine

2 — 3 : Isentropic expansion:
After the valve is closed, the expansion is continued until the maximum
volume is reached.

@3 = 0
’lUQ’g = mcv(ﬁg—ﬁgg)

3 — 4 : Isochoric heat regeneration and isothermal compression:
This process can be divided into two steps: The pressure drops at constant
volume after the valve is opened at 3 — 3’ where V3 = V3. Second, the
steam is compressed isothermally at 3’ — 4 where 93 = 4.

w33 = 0

@By = mecy(Vy —V3) =mey, (Vs —V3)
Vi %

w34 = mR193/an: :mRﬁ41an

g3 4 = W34

4 — 1 : Isentropic compression: After the valve is closed, the gas is compressed
mechanically:

g1 = 0

wa = mey(Ya— )

The mechanical work wy ; is negative.
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The thermal efficiency of the steam engine is expressed by:

w12 + Wa 3 + W3/ 4 + Wy 1

h =
n q1,17 +qu 2
o Y3 — 94 + (H — 1)194111(‘/2;/‘/4)
192 — 191 + (I{ - 1)’(92 1I1(‘/2/V1)
By inserting the compression ratio e = V3/V;, the partial compression ratio

p=Va/Vi =V3/V, and the pressure ratio x = p1//p1, this leads to:

1 p" Yk —1)(1+1np)

= 1- 2.86
i T = 1)+ (s~ xlnp (2.86)
An example is given for p = 2 and x = 10:
1.065
mh = 1-— e (2.87)

which is 7y, = 0.31 for a k = 1.4 and € = 3.

Advantages of the steam engine:
e Engine is independent of the heat source: multi-fuel capability.
e Noxious exhaust emissions are low because of continuous combustion.
e High torque at low revolutions.
Disadvantages of the steam engine:
e Heavy weight.
e Poor thermodynamic efficiency.

e The water in the boiler needs to be heated before the engine can be started.

2.3.4 Potential of Different Fuels and Propulsion Systems

Table 2.3 illustrates that a constant amount of stored energy varies considerably
in its volume and weight. Standard lead batteries are much too heavy. Other
types of batteries are lighter, but they are still not comparable to the weight of
ordinary fuel. Power is dissipated in the charging and discharging processes of
the battery, reducing the overall efficiency. Eventually, battery driven vehicles
with a reduced buffer size may be used in special applications at short distances.
Another promising approach is that of hybrid vehicles, where an internal com-
bustion engine is combined with an electrical motor. The electrical motor may
be activated to smooth out transients of the combustion engine and the drive-
line, contributing to reduced noxious emissions. Under partial load conditions
the combustion engine can also charge the battery, so that battery volume and
weight are significantly reduced. Hydrogen H, gas is too voluminous to be used
as adequate energy source. It can be stored either at an extremely cold tempera-
ture of 20 K or at relatively high pressure at room temperature. Over long time
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Table 2.3 Typical storage volumes and weights of different energy sources with an
energy of 1000 kW h.

Source Volume Mass Tank Mass—+Tank
Vin[l] myin[kg] moin [kg] mi+me in [kg]
Fuel 117 83 21 104
Diesel 102 85 17 102
Methanol 224 180 41 221
Liquid gas 153 78 90 168
Methane 259 72 500 570
H, liquid 426 30 142 172
H,, hydride buffer 200 30 970 1000
Battery (lead) 5000 0 10000 10000

energy demand

[kW h/100 km) L] fuel production
A B driving operation
80
72
T 65
60
52

44 44

40+

20

SI diesel hydrogen electric fuel cell engine
engine engine engine engine  with with
hydrogen methanol

Figure 2.24 Energy demand of different engine concepts [74]

periods, Hs leaks through even thick walled steel tanks. In hydride buffers, Ho
is chemically bound. Since hydrogen burns at high combustion temperatures,
emissions of nitrogen oxide (NO,) become a problem.

Fuel cells produce electrical energy directly at low temperatures. Thermal
efficiencies of 70 % are reached for the synthesis of Ha and Os. The storage of
hydrogen is again the problem. If Hs must be however generated from natural
gas or from methanol, efficiencies become much lower. The task is to generate
the exact amount of hydrogen from e.g. methanol even under realtime transient
engine conditions. For this the fuel conversion process can be modeled, and the
actual masses reacting in the conversion process be estimated in realtime, as a
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basis for state space control. Fuel cells appear to be a promising alternative to
combustion engines. In Figure 2.24, the relative energy requirements to move a
vehicle by 100 km are shown for different propulsion systems.



3 Engine Management Systems

3.1 Basic Engine Operation

3.1.1 Effective Work

Four-stroke engines are characterized by two alternate cycles: In the first cycle,
equivalent to the first and second strokes, the gas is compressed, combusted and
expanded. In the second cycle, equivalent to the third and fourth strokes, the gas
is transferred to the exhaust pipe and the cylinder is filled with fresh air from the
intake manifold. Figure 3.1 shows the two cycles. The crankshaft is turned 360°
per cycle. SI and diesel engines are controlled differently: In diesel engines, fuel
is directly injected into the combustion chamber. The amount of injected fuel
per stroke is then proportional to engine torque. The amount of air is almost
constant at a given speed. In SI engines, the amount of fuel as well as air is
controlled. When the fuel is injected into the intake manifold, a homogeneous
air-fuel mixture is sucked into the cylinders. The mechanical work generated in
the combustion cycle can be obtained by integration in the pV-diagram. The
mechanical work can be normalized when relating it to the displacement volume
th
eie?
w; = A Z %(Pj(vj) —po)de ) (3.1)

j=1
where:
Va=CYL-(Vy —Va) is the displacement volume of all cylinders

CYL is the number of cylinders
w; is the (normalized) indicated specific work.
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Figure 3.1 pV-diagram of four-stroke combustion engine

The value of w; can be determined by measuring the in-cylinder pressure during
a cycle. An indicated specific work of 1.J/em? is equivalent to a mean pressure
of p = 10bar (= 10° Pa). The transfer of the combustion torque to the engine
torque available at the crankshaft can be calculated from the following motion
equations.

The piston stroke from Top Dead Center (TDC) is
s(acs) =1(1 —cosB) + r(1 — cosacs)
From Figure 3.2 we get
lsin = rsinacs ,

2
cosff = 1-— ;—2 sinacs (3.2)

which yields the piston stroke as

I 2
s(ags) =1 (1 — cosacs + — <1 —1/1-= % sin? acs)) . (3.3)
r

At Top Dead Center, we have acgs = 0, s(acg) = 0, and at Bottom Dead Center
acs =7, s(acg) = 2r respectively. The derivatives of the piston stroke are

ds . r sinacg coso
Tons = T|sinccs + 7 ¢s ¢s (3.4)
2 .
acs 11— sin? acg
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S : piston stroke
4 r  : crankshaft radius
e ‘ 5 acs : crankshaft angle
% t l : connecting rod length

Figure 3.2 Piston and crankshaft motion

and

. 2 .
d?s %(cos2 acs —sin® acg) + = sin acg

= 71| cosacs+ 3
2 .
<\/1 — 7—2 sin? OéCS)

These derivatives with respect to crankshaft angle can be related to the deriva-
tives with respect to time as follows:

ds ds dacs  ds

s . (3.5)
doZ,g

5= E - dacs dt n dOéCS raes
i = & o i ds dacs o i ds dOzCS + ds dQOzCS
o dt? o dt dOlCS dt dt dOéCS dt dOtCS dt?
d*s 9 ds
- SV SR T 3.6
doZ g ST dacs cs (3.6)

The indicated specific work can be written as

CYL

1 dsj(acs)
, = — ) — A, IR g
w Vd%;(lh(acs) po) Ap dogs lacs
1
= v Tcomb(()écs)dacg . (37)
d

The combustion torque at the crankshaft is thus defined as

CYL

de
Tcomb(aCS) = Jzzl (pj (aCS) - pO) Ap dOéCS (38>
The piston strokes in different cylinders are shifted by phase.
) 4 .
sj(acs)=s|acs—(j—1)- ovLn) = 1,..,CYL (3.9)
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Figure 3.3 The effective work delivered by the engine is much lower than the thermal
energy caused by combustion.

The average combustion torque is

_ 1
Teomy = E%Tcomb(aCS)daCS

P
= — 3.10
os (3.10)

where P; is the mean indicated power. The total indicated work w;Vy can now
be written at stationary engine operation as

Pi o 47TPZ‘ o 2Pz

ind = 47TTwmb = 471'0[ = Gy n
cs

and the normalized work
2P

o Vd n
where n = qeg/(27) is the engine speed. In reality, the effective work w, per
volume is much lower than the indicated work w; (see Figure 3.3). The effective
thermodynamic efficiency 7, is at constant fuel flow

P.  w.Vyn 2w Va
meHy;  2mynH; CYL myH; CYL

(3.11)

wj

Ne = (3.12)

where:

P, s the effective power in W
we is the effective specific work per cycle in J/em?
my is the mass of fuel measured per cylinder in kg
my is the fuel flow in kg/s
H; is the specific energy of the fuel released in the combustion J/kg
Vg is the total displacement volume in dm?
(V4/CY L displacement volume per cylinder)
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The indicated thermodynamic efficiency (friction not considered) is:

L wy Va
" om,H, CYL

(3.13)

Some examples of typical values for the indicated efficiency are given in Table 3.1.

Table 3.1 Indicated specific work w;, theoretical heat loss qnin, and realistic heat
loss gpi,» for different engine types, related to fuel combustion heat.

Engine Type SI Diesel  Big Diesel
w; 33-35% 40-43%  45-48%
qhi,th 23-28% 22-25%  12-14%
qhi,r 37-44% 35-40%  26-33%

3.1.2 Air-Fuel Ratio

The ratio of air to fuel is very important for the combustion process of inter-
nal combustion engines. There are several effects that have an impact on the
amount of air m, transferred to the cylinder: Throttling of the air flow by the
throttle butterfly, aerodynamic resistance and resonances in the intake manifold,
rebounding of already burned gases from the cylinder into the inlet pipes and
other effects. The amount of air which would theoretically fit into a displacement
volume V; under the normalized pressure pg = 1.013 bar and the normalized air
density po = 1.29kg/m? is expressed by mg, = poVa. The ratio of real to
theoretical value is equivalent to the relative air supply:
mq

Ao = (3.14)

Ma,th

Similarly, the ratio of measured fuel mass my to theoretical fuel mass my , is
equivalent to the relative fuel supply:
Ap= (3.15)

My th

The theoretical fuel mass my 4, is equivalent to the mass of fuel needed for an
ideal stoichiometric combustion with the oxygen. Under normal conditions the
stoichiometric ratio for gasoline is:

Ly = 2ath _ 1466 (3.16)
mgth
The air-fuel ratio lambda is defined as:
Aa
A= (3.17)

Af
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It can be extended: )

me M m

A= —afth = e (3.18)

my Maen  Let ™y
For an ideal stoichiometric combustion, this ratio is equivalent to one: A =
1. The air-fuel ratio has an impact on the effective work w, and the effective
thermodynamic efficiency n.. The air-fuel ratio can be influenced in two different
ways, by variation of A\, or of Ay:

1. Variation of A\; at a given A,:
Typical applications are SI engines operating around a stoichiometric air-
fuel ratio. The relative air supply A, is determined by the driver.

Lean operation (A > 1): Less fuel is injected than needed for stoichio-
metric combustion (reduced Af). Due to a reduced high pressure work
wj pp the effective work w; p, decreases. In the range of 1 < A < 1.1,
the thermodynamic efficiency 7, increases however, caused by higher
combustion peak temperatures. This results in high emissions of ni-
trogen oxides NO,. If A is further increased, n. will decrease because
of an even lower high pressure work w; 5, at a given low pressure work
Wi, ip-

Rich operation (A < 1): More fuel is injected than needed for stoichio-
metric combustion (higher A¢). The fuel surplus increases both high
pressure work w; p, and effective work w.. Below A < 0.9 incom-
plete combustion results in high emissions of hydrocarbon HC' in the
exhaust gases and in a decreasing effective work w.. At A < 1 the
thermodynamic efficiency 7. is always decreased.

2. Variation of )\, at a given A;:
Typical applications are lean-burn Sl-engines at part load and Diesel en-
gines. The relative fuel supply Ay is determined by the driver.

Lean operation (A > 1): More air is admitted than needed for stoichio-
metric combustion (increased A,). Therefore, high pressure work w; p,
is increased while low pressure work w; ;, remains constant. Both effec-
tive work w, and thermodynamic efficiency 7. are increased. It should
be mentioned that lean gas mixtures are less flammable. In SI-engines
delays between spark ignition and complete combustion increase.

Misfiring at SI engines must be avoided by e.g. direct injection of
a fuel stratified charge into the cylinder, which forms an enriched
mixture around the spark plug. This operation is quite similar to
that of Diesel engines. Combustion is either triggered by a spark or
by self-inflammation due to high compression ratios. The engine can
only operate up to its maximum gas load (maximum \,). Due to lean
operation its maximum power according to the displacement volume
is, however, not reached.

Rich operation (A < 1): Less air is admitted than needed for stoichio-
metric combustion (decreased A,). This leads to a decrease in both
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Figure 3.4 Effective work we and thermodynamic efficiency 7. of combustion engines
depending on variation of A, or A;.

efficiency 7. and effective work w.. Incomplete combustion results in
higher hydrocarbon HC' emissions and in a reduction in high pressure
work w; pp.

Figure 3.4 shows the dependency of the effective work and effective thermody-
namic efficiency over A, assuming an optimal control of fuel injection and ignition
timing.

Engines may use recirculated exhaust gas instead of fresh air to increase the
relative air supply A,. As long as sufficient air is available for the combustion
this is similar to a higher air-fuel ratio A\. Exhaust gas recirculation reduces the
emission of NO, due to lower combustion peak temperatures.

3.1.3 Engine Concepts

The SI engine is controlled by the relative air supply A,. This is done by throt-
tling the air flow into the engine. The relative fuel supply Af is subsequently
regulated by the engine management systems to maintain the desired air-fuel
ratio A. The range of A is limited by the ability to inflame air-fuel mixtures by
spark ignition. Conventional SI engines operate on approximately homogeneous
mixtures (0.9 < A < 1.3). Lean-burn engines operate at very lean mixtures equiv-
alent to Diesel engines. Combustion is ensured by directly injecting a stratified
charge of rich air-fuel ratio around the spark plug.

The Diesel engine is controlled by the relative fuel supply Ay. The intake
manifold is not throttled. The relative air supply A, is always at its maximum.
Therefore, the air-fuel ratio A changes within a large range. The inflammation
of extremely lean mixtures is still possible because of the non-homogeneous fuel
distribution in the combustion chamber. Such inhomogeneous mixtures burn with
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Figure 3.5 Effective work w. over engine speed for SI engines (left figure) depending
on the throttle angle a; and Diesel engines (right figure) depending on relative fuel
supply Ay .

a yellow flame. The average air-fuel ratio should not be below A = 1.3 to avoid
the generation of too much soot. Since the effective work w, is basically given by
the amount of injected fuel, the fuel supply must be cut-off when reaching the
maximum engine speed. Otherwise the engine power would continue to increase
with speed resulting in a self-destruction of the engine. Fuel may be injected
in several steps. A first small amount of fuel starts the combustion process
more smoothly. The second main injection then results in lower peak pressures
and temperatures, yielding lower NO,, emissions and less combustion noise. An
injection at the end of the combustion cycle heats up the exhaust pipe and
exhaust gas treatment systems such as a soot filter. When Diesel engines are
operated with very high exhaust gas recirculation rates, then they generate few
noxious raw emissions [28].

Lean-burn SI engines are a compromise between diesel and stoichiometric
SI engines. Driving at part load, the air-fuel ratio is very lean. By properly de-
signing injection pressure, spray cone and air turbulence, an enriched stratified
charge is assembled around the spark plug. The resulting combustion is equiv-
alent to that of Diesel engines (inhomogeneous mixture, yellow flame). Lower
noxious emissions can be achieved by separating into e.g. two injections. First,
about 1/4 of all fuel is injected, which forms a lean homogeneous mixture in the
combustion chamber. This lean mixture is also less sensitive to knocking. Sec-
ond, 3/4 of fuel is injected as a stratified charge. After burning this rich mixture,
the homogeneous lean mixture burns in a blue flame, resulting in a reduction of
noxious emissions. At high loads, the operating conditions are shifted from very
lean to stoichiometric mixture. At a given engine displacement volume, more
fuel can be combusted from stoichiometric mixtures, increasing power output.

Figure 3.5 shows the dependency of the effective work w, over engine speed for
SI and Diesel engines. The displacement volume of a naturally aspirated diesel or
lean-burn SI engine must be 60 % higher than that of a stoichiometric SI engine
to obtain the same maximum power output. Therefore diesel and lean-burn SI
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Figure 3.6 Isentropic temperature ¥;sentropic and pressure p over time. The conditions
for self inflammation (a, b, ¢ ,d) are explained in the text below.

engines are often turbocharged which increases the relative air supply A, at a
given displacement volume Vj.

3.1.4 Inflammation of Air-Fuel Mixtures

The kinetic gas theory describes gases as a cloud of molecules with a given velocity
distribution according to their temperature. The collision of different molecules
will start a chemical chain reaction if their kinetic energy is over a certain ac-
tivation energy E. The relative amount of effective collisions A is expressed by
the Arrhenius law

A=e BBV (3.19)

The activation energy F is low for radicals (not saturated molecules). The prob-
ability for a collision is increased by the concentration of molecules and by the
temperature. A chemical reaction must be started by a high temperature. During
the chain reaction, more radicals are generated than destroyed. Under appropri-
ate conditions, a spontaneous spark ignition is sufficient to start the combustion
process at the location of the spark plug. The air-fuel mixture must be within a
certain range (0.9 < A < 1.3) and its pressure (or respective temperature) must
be over a threshold for a certain period of time. The gas is compressed isentropi-
cally, neglecting heat conduction. Figure 3.6 shows how pressure and temperature
courses over time influence self inflammation under different conditions.

1. In curve a, pressure and temperature rise immediately. In curve b, inflam-
mation starts only when reaching a higher pressure level than in curve (a).
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Figure 3.7 Delay of self inflammation 7,4 over temperature 9 for different pressure
values p.

In the case of (b), the increase in pressure and temperature was first delayed
until ¢g.

2. In curve ¢, temperature and pressure rise immediately, but level off at a
lower level. Inflammation occurs after a longer time delay. In the case of
(d) the rise is first delayed until time ¢y. Self inflammation happens later
than in (c).

It can be seen, that self inflammation depends on something like the integral of
pressure or temperature over time. Many parameters have an impact on the time
delay of self inflammation, like location of the spark plug within the combustion
chamber, etc. Woschni [130] gives an empirical formula of the inflammation delay
time, depending only on mean temperature ¥ and mean pressure p, without any
integral portion.

—1.19
Tiq = 0.44 ¢1650K /9 <£> (3.20)
Po

The inflammation delay 7;4 over temperature ¢ with the pressure p as parameter
can be seen in Figure 3.7. The time delay 7,4 is reduced for high temperatures
and high pressures. This is why e.g. turbo-charged Diesel engines operate with a
start-of-injection angle which is approximately 10° (crankshaft angle) later than
that of naturally aspirated Diesel engines.

3.1.5 Flame Propagation

The velocity vy, of flame propagation depends on two components:

1. Combustion velocity: The combustion propagates through the gas mix-
ture, for example with a velocity of 1m/s.

2. Transport velocity: The burning gas itself is swirled as the rising piston
generates turbulence in the combustion chamber. The transport velocity
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Figure 3.8 Flame propagation velocity vy, over average piston velocity 5 (left) and
over air-fuel ratio A (right).

is approximately proportional to the piston velocity § which depends on
the engine speed n. At low engine speeds, the transport velocity can be
increased by a swirl inlet port generating a turbulent gas flow. The turbu-
lences accelerate the combustion speed proportional to engine speed.

Figure 3.8 shows the flame propagation velocity v¢; depending on piston veloc-
ity $ (left) and air-fuel ratio A (right). The inflammation delay time 7;4 must be
considered in the engine control to position the combustion process right over the
downward moving piston. The time delay 7;4 must be convoluted to a crankshaft
angle delay, increasing with the engine speed. The ignition angle «; must there-
fore be advanced over engine speed.

Contrary to that, the position of the combustion process over the crankshaft
angle is almost constant. This is due to the fact, that the flame propagation
velocity at combustion is mostly determined by the transport velocity. Thus
the angle position of the combustion process is independent of the engine speed.
With higher engine speeds, flame transport velocity is increasing, speeding up
combustion over time, leaving it however constant over engine speed.

3.1.6 Energy Conversion

The in-cylinder pressure can be plotted over time or over crankshaft angle acg.
The angle of 360° is equivalent to a complete high pressure cycle. Figure 3.9
shows the in-cylinder pressure over crankshaft angle.

The gas is compressed by the piston in an approximately isentropic process.
With ignition at «;, the pressure rises only after time delay 7;4. The maximum
pressure varies from cycle to cycle. The inflammation delay 7;4 depends on tem-
perature, pressure, air-fuel ratio and self inflammation time as described in the
previous section. It also depends on the type of fuel being used. Figure 3.10
shows some inflammation delays for different fuels over temperature. Oil compa-
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Figure 3.9 In-cylinder pressure p over crankshaft angle acs.

nies adapt their fuel to weather conditions (summer, winter).

Turbulence caused by the upward moving piston has no impact on the time
delay 7;4. For a correct ignition angle, this delay must be considered. The
time delay is convoluted to an angle delay, increasing proportional to engine
speed. Contrary to that, the engine speed has almost no impact on the position
of energy conversion as turbulences increase the transport velocity with higher
engine speeds.

The energy conversion caused by combustion is shown in Figure 3.11 for
different air-fuel ratios A. In these curves, the isentropic pressure curves are
suppressed. The differential output of thermal energy per angle d@/dacgs (its
gradient) is normalized to the total combustion energy @.oms. The shape of the
relative energy conversion is therefore almost constant.

If the air-fuel ratio is increased e.g. to A = 1.2 as shown in Figure 3.11, the
ignition delay 7;4 will rise. At a constant inflammation angle «;; the energy
conversion is then retarded. Therefore, the ignition angle must be advanced to
2, to compensate for the increased delay. The energy conversion returns to its
previous position. It should be mentioned that a high air-fuel ratio A increases
also the variance of the time delay 7;4.

The ignition angle «; depends on A which can be seen in Figure 3.12. The
angle is computed by averaging the energy conversion over 0.1 %, 1 %, 10 %, 50 %,
90 % points. The angles for a9 and higher are almost independent of the air-
fuel ratio A. In-cylinder pressure measurements can be used to control the ignition
angle in a closed loop to maintain a constant position of energy conversion as
shown in Figure 3.13. The angle of maximum pressure gradient maz(dp/dacs)
may be used as a control variable. The controller time constant must be relatively
large because of the high delay time variances between consecutive cycles. Thus
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Figure 3.10 Inflammation delay 7,4 over temperature for different fuels.
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Figure 3.12 Angle acs of energy conversion over air-fuel ratio A during ignition (left)
and combustion (right) process.

closed loop ignition control may be too slow for the dynamic response of the
engine.

The ignition angle is determined to find a compromise between fuel consump-
tion, emissions or knocking (see Section 3.2.8). An equivalent procedure can be
found for the fuel injection angle at Diesel engines.

3.2 Engine Control

3.2.1 Emissions of Internal Combustion Engines

Mixture formation can be achieved by manifold or by in-cylinder injection. With
sufficient time the mixture is distributed homogeneously in the cylinder with an
air-fuel ratio in the range of 0.9 < A\ < 1.3. For very lean mixtures A > 1.3, a rich
stratified charge must be concentrated in a portion of the combustion chamber.

The combustion process is started by an electric spark at SI engines and by
self-inflammation at Diesel engines. The inflammation is delayed as described in
the previous section.

e Homogeneous mixture, stoichiometric air-fuel ratio: The flame has a char-
acteristic blue color. Almost no soot (carbon particulates) is produced.

e Stratified charge, lean air-fuel ratio: The flame has a characteristic yellow
color. Soot is produced.

e Inflammation starts combustion from one location.

The inflammation process depends on pressure p, temperature 1, air-fuel ratio A
and activation energy E of the fuel. For A < 1 the exhaust gases are generated
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Figure 3.13 Closed-loop control of ignition angle a; to maintain a constant position
of energy conversion.

according to the concentration ratio

nco *"NH,O
nCOQ N an

k= (3.21)

This ratio is temperature dependant. A typical value for 9 = 1850° K is k = 3.6.
The pollutant emissions like CO, HC, NO, depend strongly on the air-fuel
ratio which is shown in Figure 3.14.

A < 1: Increased emission of hydrocarbon HC and carbon monoxide C'O.

A = 1: Stoichiometric combustion. Very low emissions after three way catalytic
converter.

A = 1.1: Highest nitrogen oxide NO,, emissions due to highest combustion peak
temperatures.

A > 1.1: Decreasing nitrogen oxide NO, concentration and lower combustion
temperatures. Increasing hydrocarbon HC' emissions at eventual misfires.

A > 1.5: Lean operation. For very low emissions, a NO, reducing catalytic con-
verter is required.

The concentration of oxygen Oz in the exhaust gas can be used to determine the
air-fuel ratio A for A > 1 using a lambda-sensor.
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Figure 3.14 Raw emissions of CO, HC, NO, and O2 over air-fuel ratio A for SI
engines.

3.2.2 Fuel Measurement

The air-fuel ratio A is an important variable for fuel control which is based on
different control concepts:

rich mixture A < 1: Maximum power output per displacement volume because
of increased relative fuel supply Af. It was used at high engine loads until
1970. Nowadays it is only used for cold engines during the warm-up phase.
High noxious emission rates.

stoichiometric mixture A = 1: Acceptable power output. This ratio is re-
quired for proper operation of three-way catalytic converters. At high en-
gine loads, a good compromise between power output and exhaust emissions
is achieved.

moderately lean mixture 1 < A < 1.5: Good efficiency because of increased
air supply A4, but high emissions of NO,. This method was used at part
loads until 1980.

lean mixture A > 1.5: High efficiency because of high \,. NO, emissions are
still high, so that catalytic converters for NO, reduction are required. This
method is used in lean-burn engines at part loads and in Diesel engines.
Maximum engine power output cannot be reached.

The reference torque desired by the driver controls either the relative air supply
Aq Via the throttle angle a; at SI engines or the relative fuel supply Ay at Diesel
engines. The amount of fuel being mixed with the air is regulated by the fuel
control system to obtain a predefined air-fuel ratio A\. There are two different
injection systems:
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1. Manifold injection: The fuel is injected into the individual inlet pipes in
front of the inlet ports. There is at least one inlet valve for each cylinder.
Problems may occur at idling because of incomplete fuel evaporation due to
a low air flow velocity into the cylinders. Additionally, the distribution of
air flow into the different inlet pipes may vary. The amount of injected fuel
is less accurate at idling because electromagnetic injection valves are time
controlled: Errors due to different rise and fall times have a larger impact
on the amount of fuel injected at small injection times. The advantage of
manifold injection is the creation of a homogeneous fuel distribution in the
cylinder at A = 1. This burns with a blue flame. There are few restrictions
for the design of the inlet pipes. The exchange of gas can be optimized
without major effects on the injection system as it is located at the inlet
valves. The inlet pipes are designed to produce acoustic resonances at
low engine speed. This increases the relative air supply A, and the effective
work w, already without turbo charging. The inlet valves are cooled by the
evaporating fuel. The reduced gas temperature lowers knocking and allows
higher compression ratios to increase efficiency. The injection timing is
phase-shifted for each cylinder. It is aimed to terminate the injection just
before the inlet valve is opened to avoid the emission of soot. The injection
can be controlled individually and fuel supply can be individually cut off
for each cylinder: limitation of engine speed and vehicle speed, fuel cut-off
at coasting or cylinder switch-off at multi-cylinder engines.

2. In-cylinder injection: The fuel is injected directly into the cylinders. At
stoichiometric operation, a higher compression ration can be realized e.g.
12...13, due to the cooling effect of the evaporating fuel. At lean operation,
the aim is to assemble a sufficiently rich mixture (e.g. stoichiometric) in
a limited portion of the combustion chamber, e.g. at SI engines around
the spark plug at the time of ignition. The amount of fuel, the injection
pressure (thus fuel atomization), the injector spray angle (width and depth
of injection) and the injection timing are adjusted in each engine operation
point. The swirl is controlled by special geometry of the piston head.

At part load, the aim is to burn very lean air-fuel mixtures. This can be
done by multiple injection. By an early injection, a homogeneous lean mix-
ture is developing throughout the combustion chamber until the time of
ignition, due to the swirl. The follow-up injection creates the richer strat-
ified charge, which is burning fast with reduced cycle-to-cycle variations.
Due to the reduced amount of the fuel in the stratified charge, peak tem-
peratures are also reduced. The early generated lean homogeneous mixture
is burned afterwards. Since the mixture is very lean, it takes significant
time, limiting maximum allowable engine speeds. In the combustion of the
stratified charge, soot was generated. In the blue flame of the homogeneous
mixture, this can be effectively reduced.

The total amount of injected fuel depends on the following parameters:
e aspirated air flow per time 1,

e intake manifold pressure p,, at SI engines
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throttle angle a; and its derivative at SI engines

engine speed n

crankshaft angle acg and TDC signal of a reference cylinder
engine temperature 9,

ambient air temperature 9,

battery voltage U, (indirectly)

Major functions of the fuel control:

Control of injected fuel per time s, following the aspirated air per time
Mg, depending on the desired air-fuel ratio A.

Enriched fuel injection in warm-up phase of the engine after cold start at
SI engines.

Increased relative air supply A, or relative fuel supply Af for the cold engine
because of higher friction.

Compensation of intake manifold dynamics at SI engines.

Compensation of fuel film dynamics at manifold injection. This phenom-
enon is also temperature dependant.

Fuel cutoff at coasting. This reduces overall fuel consumption by around

5%.

The measured air flow is eventually corrected for ambient air temperature
Y, and barometric pressure py changes.

Engine idle speed control.

Maximum engine speed limitation by fuel cutoff.
Lambda control of the air-fuel ratio.

Exhaust gas recirculation control.

Approximation of an engine torque signal, e.g. by means of a map for the
thermodynamic efficiency 7.

3.2.3 Intermittent Fuel Injection

Intermittent fuel injection has turned out to be more economical than continuous
fuel injection, due to the different accuracies required in those systems. The
power output of an engine varies within a wide range. Between idling power
P,.in and maximum power P,,.., the ratio is about 1 : 100.

Pmaz
Pmin

=100 (3.22)
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The engine speed varies in the range of:

fmaz _ 19 (3.23)
Nmin
At stationary engine operation, the amount of injected fuel per time i is pro-
portional to the effective power output P. of the engine which is expressed in
Equation 3.12. In this consideration air pulsation in the intake pipes are ne-
glected.
Supposing a continuous fuel supply 71 ¢, the relative error of the open loop
fuel measurement at low loads should be
A
. <3% . (3.24)

Mmin

This will cause an absolute error related to maximum fuel flow
Ari i min Ari szn Ari —
n_n ™ = = 301070 (3.25)

Mmax Mmaxz Mmin Pma:t Mmin

Hence, the absolute error at idling is 100 times smaller than the relative error.
A continuous fuel injection system should be designed for the absolute error. It
must be extremely accurate. High production costs are the consequence.

Fuel measurement can alternatively be achieved by intermittent fuel in-
jection. For each combustion cycle, a certain amount of fuel my is injected.
The number of injections per second are proportional to the engine speed n. The
amount of injected fuel per cylinder and combustion cycle is

SOV
my = / ﬁLf dt 5 (326)
0

where CY L is the number of cylinders of the engine. The factor 2 is due to
the fact that air is combusted only every second cycle in the four-stroke process.
Supposing a constant fuel flow 7 at stationary operation, the integration leads
to: . 9
my
my = s YL (3.27)
The ratio of maximum to minimum amount of injected fuel per cycle is given by

Equation 3.12:

Mmax _ Pma:z: Nomin - 10 (328)
Mmin Priin Nmaz
Supposing again a relative error at minimum load of
Am
<3% (3.29)
Mmin

the absolute error related to maximum fuel per cycle is now
Am

mmax

<3-107% (3.30)

i.e. 10 times larger. Compared to a continuous fuel supply, intermittent fuel
injection systems can be implemented with significantly lower accuracy require-
ments and therefore can be produced at lower costs.
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3.2.4 Injection Time Calculation

The fuel supply is controlled by the injection time ¢;,; during which the injector
valve is open. Therefore, the amount of fuel per injection into a cylinder can be
calculated using the following relationship for constant air flow 7, = const.

ome 1 o, 2
" LyA LyAn CYL '’

my (3.31)

where Ly = 14.66 (see Equation 3.16). The amount of injected fuel my is pro-
portional to the injection time ¢;,; and the square root of the pressure difference
Ap between fuel rail and manifold at manifold injection or between fuel rail and
combustion chamber at direct in-cylinder injection [69]. The fuel density o and
the effective opening area of the valve A.ys are assumed to be constant.

Ap
my e~ of - Acsy - 23 “Lin (3.32)

At manifold injection, the pressure difference Ap is around 5bar. At direct in-
cylinder injection, the pressure difference Ap is up to 400 bar for SI and up to
2000 bar for Diesel engines.

The injection time at stationary engine operation is proportional to

1m, 2
ting ~ ————— | 3.33
"N n CYL ( )
and for a reference air-fuel ratio Ay a reference injection time t; is proportional

to

11 2
to~————— 3.34
7 X n CYL (3:34)
For arbitrary air-fuel ratios A\ we get
Ao
tinj = BN to . (3.35)

The injection time t;,; per combustion cycle depends on the following values:

Mass air flow 1m,: Must be measured. Systematic measurement errors at some
sensors can be reduced by taking air density and temperature into account.

Air mass per stroke m,: is computed by implementation of Equation 3.39.

Reference air-fuel ratio \g: Must be determined, e.g. stoichiometric. A look-
up table can be implemented to compensate for possible errors of sensors
and actuators: Ag = Ag(7q, ).

Actual air-fuel ratio A\: Depends on several factors such as temperature de-
pending enrichment during warm-up and correction for dynamic transients.
At Diesel engines, lambda is always A > 1.3.
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Figure 3.15 Piezoelectric injector map (1M Pa = 10bar)

Battery voltage Up: It has an impact on the rise and fall times in electro-
magnetically controlled injection nozzles. The effect can be compensated
by adding a voltage dependant time correction At(Uy). The compensated
time is

ting + At(Up) . (3.36)

Instead of direct measurement, the mass air flow i, can be estimated from intake
manifold pressure p,, or the throttle angle «; at throttled SI engines. The air flow
into the cylinders also depends on the dynamic pressure changes in the intake
manifold. It is a function of

ma - fO(pmapmun) 5 (337)

where fy must be measured for all possible 1, at stationary engine operation
and corrected for dynamic pressure changes (Section 3.2.6).

Figure 3.15 shows a map for the required injection time ¢;,,; of a high-pressure
piezoelectric injector over the desired injection fuel mass m¢ and the injection
pressure difference Ap.

3.2.5 Air Mass per Combustion Cycle

The relative air supply A, at low engine speeds can be increased by acoustic
resonances in the inlet pipes to each cylinder. These resonances are exited by the
periodic opening and closing of the inlet valves. The geometry of the inlet pipes
is designed for resonances at lower engine speeds. It is intended that a pressure
maximum from the resonance occurs at the inlet valve at the time when it is
opened. Hence, more air flows into the combustion chamber and increases the
relative air supply A, and the effective work w.. Typical resonant frequencies are
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Figure 3.16 Air mass m, obtained by integration of the air flow 7, over period tp —t,.

which is simplified to:

(tl - ta)Q
T2

S

ma(tn)w + 1 (tny1) (1 - W)]

S

myg = : ma (to)

cY

—ria(t1) (1 - (tl;—j)?) £23 (1)

s i=1

3.2.6 Intake Manifold Dynamics

Figure 3.17 shows a cross-section of the intake manifold. The throttle angle
controls the mass air flow 172, ;, into the manifold. Diesel engines are either
unthrottled or very moderately throttled in some operating points in order to
ensure a sufficient exhaust gas recirculation. Exhaust gas recirculation is not
considered in the following model.

The charge mass air flow out from the manifold into the cylinders i, depends
on the pressure level in the intake manifold p,, (and the pressure in the cylinder
pe). To control the air-fuel ratio A correctly also in transients, the injected amount
of fuel must be adapted to the mass air flow into the cylinder 71, rather than
to the mass air flow i, ;, into the intake manifold.

The pressure oscillations shown in Figure 3.16 shall be neglected in the fol-
lowing deduction (averaged model). A change in mass air flow 7h, results in a
delayed change in manifold pressure p,,. The according differential equation is
derived from an energy equilibrium: The change of the internal energy of the air
mass in the intake manifold is equal to the sum of in- and outgoing energy flows
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Figure 3.17 Cross-section of intake manifold

plus the balance of energy changes of the gas due to the displacement work pV'.
By introducing the specific internal energy v = U/m and the specific enthalpy
h = H/m the differential equation becomes:

d . . . .
_(mmum) = Mg, inWUin — Mac,airlac T PaVin — PmVac (342)

dt

In this model, resonances within the manifold are neglected by assuming identical
pressure p,, at the throttle and the inlet pipes '. Additionally, the heat radiation
from the engine is supposed to match the thermal heat required for the evapora-
tion of the fuel. Therefore, no additional terms are added to Equation 3.42. The
enthalpies at the inlet and outlet are equivalent to:

mu,inhin = ma,in“in""pavin (343>

mac,airhac = mac,airuac + pmvac (344)
which can be inserted in Equation 3.42:
My U, + M Uy, = ma,inhin - mac,ai?“hac (345)

Using the specific heat coefficients ¢, = du/99 and ¢, = Oh/IV as well as the air
density p = m/V we get

pm‘/mcvﬁ:m + Cvﬁmpm‘/m = ma,incp'ﬂa - mac,aircpﬂm, (346)

and after division by ¢, 