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Preface

The goal of this book is to provide a modern, systematic, and thorough theoretical
background for the study of the dynamics and control of robotic systems. The presen-
tation of the material emphasizes the underlying principles of dynamics and control
that can be employed in a host of contemporary applications. Consequently, at its core,
the goal of this book is quite ambitious. Not only do we seek to give a detailed pre-
sentation of the precepts of robotics, but also we aim to provide methodologies that
are applicable to realistic robotic systems. These robotic systems include the following
well known examples: classical industrial manipulators, humanoid robots, autonomous
ground vehicles, autonomous air vehicles, autonomous marine vehicles, robotic surgical
assistants, space vehicles, and computer controlled milling machines. Modern robotic
systems are inherently complex, and the representation of their dynamics and the syn-
thesis of their control can be unavoidably complicated.

One of the principal reasons for creating this book has been to show how modern
computational and analytical tools expand and enhance our ability to address problems
in robotics. Even a few years ago, the complexity of modern robotic systems rendered
intractable the solution by hand of all but the most simple examples. The formulation
of dynamic models of common robotic systems was once too tedious for the classroom.
The advent of symbolic, numeric, and general purpose computational engines over the
past few decades is particularly relevant to the problems addressed in this book. With
higher level computing environments such as MATLAB, Mathematica, Maple and sim-
ilar programs, the envelope of problems that can be addressed by undergraduate and
graduate students has expanded dramatically. These tools enable students to focus on
principles and theory, and free them from tedious exercises in algebraic gymnastics that
merely distract from the technical foundations. It is critical, in our opinion, that the
student concentrates on the systematic application of the underlying principles.

This text evolved from class notes and problem assignments for courses in dynam-
ics, control, and robotics taught by the authors over a period of several years. These
courses have been taught at several top tier universities in the United States, and our
approach in presenting the material has continuously evolved during this time. This
material is suitable for a two semester sequence in dynamics, control, and robotics at
the senior undergraduate or first year graduate student level. A course intended for the
senior year of an undergraduate curriculum can focus on the fundamentals of kinemat-
ics and dynamics as applied to robotic systems. This first semester can be built primarily
from topics extracted from Chapters 2, 3, and 4, and to a lesser degree from Chapter 5. A
second semester can concentrate on the techniques of analytical mechanics in Chapter 5
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xiv Preface

and control theory in Chapter 6. Specific advanced topics such as the recursive order N
formulation in Chapters 3 and 4, or the vision-based control methodologies in Chapter 7
can also be covered in the second semester.

The authors have worked hard to demonstrate that a wide array of design and analysis
problems for robotic systems are made tractable through the use of modern computa-
tional and analytical tools. To this end, an extensive collection of examples and problems
are included in the text. The solutions of many of the examples or problems have been
carried out using either MATLAB, Simulink or Mathematica, or a combination of both.
It is important that the students who use this book realize that the authors are not
advocating the use of a particular computational tool, but rather espousing a common
philosophy. For nearly every problem in this book, the computational tools are inter-
changeable: a student can use whatever software package with which he or she is most
familiar. The theoretical foundations, however, are irreplaceable and constitute the com-
mon language for addressing any specific problem.

September 2019 Andrew J. Kurdila
Pinhas Ben-Tzvi
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1

Chapter 1

Introduction

In this chapter the collection of robotic systems that are studied in this book are intro-
duced. The field of robotics embraces topics requiring expertise in a number of technical
disciplines including mechanical engineering, electrical engineering, computer science,
applied mathematics, industrial engineering, cognitive science, psychology, biology,
bio-inspired design, and software engineering. Moreover, the family of robotic systems
that can be designed and fabricated today is growing rapidly. Reasons for this trend are
based in economics and the maturity of the technological infrastructure supporting
robotics. A wide variety of sensing and actuation technologies that are portable,
compact, and inexpensive are now readily available. These building blocks can be used
to construct a plethora of robotic systems using commercial off-the-shelf technology.
The broad scope of the robotics field precludes a comprehensive theoretical summary
of the disciplines relevant to all of these diverse systems being given. Instead, this text
specifically deals with the construction of models of the kinematics and dynamics of
typical robotic systems, and the derivation of control strategies for these systems. Upon
completion of this chapter, the student should be able to:
• Discuss a variety of definitions of a robotic system and explain their key attributes.
• Discuss the general structure and components of robotic systems.
• Describe a variety of methods for classifying robotic systems.
• Describe the classical robotic manipulators, including the Cartesian, cylindrical,

spherical, SCARA, PUMA, and articulated robotic manipulators.
• Describe other common, contemporary robotic systems.
• Describe the fundamental problems of forward kinematics, inverse kinematics,

forward dynamics, and control synthesis for robotic systems.

1.1 Motivation

Over the past few decades, the robotic systems that undergraduate and graduate
students are expected to be able to design and analyze has expanded dramatically. It is
now commonplace in varying engineering disciplines to ask relatively inexperienced
engineers and researchers to design, analyze, and construct prototypical robotic
systems. Students may encounter such challenges in either undergraduate or graduate
design projects, or immediately upon taking a job in industry or at a national laboratory.
Projects may be as varied as the development of a computer controlled, multi-axis
stage for positioning of laser Doppler vibration measurements, the development of a

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems

http://www.wiley.com/go/kurdila/robotic-systems
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Mechanical 
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Figure 1.1 Fields of expertise associated with mechatronics.

flapping wing autonomous flight vehicle, the modification of a commercial vehicle for
autonomous operation, or the development of a humanoid robot. The diversity and
complexity of this list continues to grow every year.

While the study of robotics has been popular for several decades, the recent rapid
expansion of robotic systems in commercial markets can be attributed in part to the
fact that sensors and actuators have become increasingly cost effective, modular, and
portable. This trend has lead to the emergence of the field of mechatronics, which has
played a key role in the spread of robotics technologies. Mechatronics is a multidis-
ciplinary field of study that integrates aspects of mechanisms, electronics, computer
hardware/software, systems theory, and information technologies into a unified practi-
cal design methodology. The fusion of these topical areas that define the study of mecha-
tronics is depicted in Figure 1.1. A key feature of mechatronic systems is that they often
feature built-in intelligence that is applied to the task for which they are designed.

Although the range of mechatronic systems is vast, there are features common to
most, if not all, such systems. Figure 1.2 illustrates a schematic drawing of signal flow
for a typical mechatronic system. Computer systems connect the mechatronic system
to sources of intelligence, be it user inputs/outputs to include humans in the opera-
tion and/or algorithms to interpret sensor data and make decisions for the mechatronic
systems. The electrical system conditions signals passing between the computer and
mechanical systems, along with regulating the electrical power provided to the mecha-
tronic system. The mechanical systems consist of the physical system(s) that interact
with their environment. Commands from the digital computer systems to the analog
electrical systems pass through a digital-to-analog converter, and these commands are
implemented on actuators connecting the electrical and mechanical systems. Sensors

Computer
Systems

Electrical
Systems Sensors

Digital-to-
Analog

Converter

Analog-to-
Digital

Converter

Actuators Mechanical
Systems

Figure 1.2 Structure of a typical mechatronic system.
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1.1 Motivation 3

integrated into the mechanical systems generate signals passed to the electrical sys-
tems, and these signals (after conditioning) are communicated to the computer systems
through an analog-to-digital converter.

Mechatronics is elevated to a field distinct from its contributing fields by the need
to balance consideration of mechanical, electrical and information technology factors
when designing an overall system. Assessing the signal processing and algorithmic
requirements for operating a physical system, and meeting these requirements
intelligently and efficiently, distinguishes mechatronics as a unique discipline and
not simply an exercise in hardware connectivity. While some systems may require
complex multi-core processors to operate in real time, others may simply require a
simple embedded controller. Interested readers can refer to the following textbooks
for a more in-depth study of mechatronics as an integrating approach to engineering
design [1, 8, 11].

As the robotics infrastructure has matured, expectations of students in the field of
robotics has correspondingly increased. A decade ago a beginning student might have
been asked to create a simple two-dimensional model of a robotic system. Older text-
books are filled with such introductory problems that serve to familiarize students with
the fundamentals. However, technical tools and analytical skills are now required that
facilitate modeling of robot kinematics and dynamics in three spatial dimensions.

Fortunately, the tools that are applicable throughout the design and analysis process
have also evolved and matured. A few years ago, the computational tools available for
the systematic design, analysis, and study of complex robotic systems were limited in
number. At that time a student faced with the creation of a detailed model of a realistic
robotic system was confronted with a daunting task. The determination of the kine-
matics and dynamics of robotic systems via hand calculation was a lengthy and tedious
job for all but the simplest cases. Once the heroic effort of deriving a formulation was
complete, the student was faced with coding the governing equations in a low level pro-
gramming language such as C or Fortran. It is no exaggeration that the time involved in
this task could be measured in months, or worse, years, of effort.

Now, two separate and complementary collections of commercial software packages
make this problem much more manageable. First, there is an ever expanding list of spe-
cialized three dimensional modeling programs such as

• Autodesk Inventor
• SolidWorks
• Pro Engineer
• MSC Adams
• LabView

that are available for building highly detailed and general models of the kinematics,
dynamics, and control of robotic systems. These packages vary in the generality of their
simulation capabilities, but all allow numerical approximation of the solutions of the
forward kinematics and dynamics problems. Some also incorporate programming inter-
faces for the introduction of user-defined controls. These software packages can be
expensive to purchase. However, most universities have software contracts with the
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vendors of these packages. Most large engineering firms or government laboratories
also have licenses for a portfolio of these analysis programs. Many of the more complex
examples in this book have been modeled by students under an academic license for
Autodesk Inventor.

As useful as the programs above can be, sometimes greater flexibility is needed in
formulating the governing equations of dynamics or in deriving a control architecture
for a robotic system. As an example, when a model is created for the purpose of
constructing a controller for a specific robot system, a symbolic set of equations
for hardware implementation is often required. Some programs have the option of
explicitly generating symbolic code that is suitable for hardware implementation. It
should be noted that the packages listed above vary dramatically in the ways that they
handle code generation. There is currently a highly competitive market of software
tools to download controller equations to specific hardware platforms. Still, it is often
the case that a standard commercially available software simulation tool, such as those
listed above, does not allow the flexibility that a practicing control engineer requires. It
can also be the case that an analyst wants to implement a controller in terms of a highly
efficient algorithm, like the recursive formulations discussed in Chapters 3 or 4. These
algorithms may not be supported by a specific commercial software package. It should
come as no surprise that no matter how well a commercial package is designed, a user
will often desire some functionality that is not available.

In such cases, the software packages that support symbolic computation can be used
to great advantage. These are general purpose, object-oriented, high level programs that
define their own computing languages. Examples include:

• MATLAB
• Mathematica
• Mathcad
• Maple

Each of these software programs has developed its own object oriented, high level
language that performs calculations on a large number of different types of mathemat-
ical objects. For example, they usually have a large library of operators based on linear
algebra, signal processing, and calculus. The mathematical objects may be matrices and
vectors, or they can be discrete dynamical systems, or they might take the form of
systems of ordinary differential equations. A few lines of code in the language of these
packages can replace thousands of lines of code in a low level programming language
like C, C++ or Fortran. Perhaps most importantly for this text, each of these programs
has a syntax that enables symbolic computation. This is a computing engine that incor-
porates most well known operations defined in differential or integral calculus. For the
most part, tedious operations can be performed using these symbolic variables with
minimal input from the analyst. Both public domain and commercial packages designed
expressly for the study of robotic systems have been written in several of these comput-
ing languages. This text makes extensive use of some of these packages in solving the
examples in the text and the problems at the end of each chapter. In many cases the solu-
tions of the problems are carried out by writing general purpose programs that address
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1.2 Origins of Robotic Systems 5

fundamental robotics problems; a family of high level functions that solve core robotics
problems are provided with the solutions for this text.

1.2 Origins of Robotic Systems

Robotic systems have been traced historically to efforts by early artists, artisans,
craftsmen, engineers, and scientists to create machines that mimic humans in action
or reasoning. The modern notion of a robotic system emerged as society sought to
create surrogates that can replace human labor in jobs that are menial, tiresome or
even dangerous. Even before industrial robots became commonplace, the potentially
transformative role of automatons in the workplace was imagined. The role of robots as
factory workers has been noted repeatedly over the years. The word “robot” was coined
by the Czech writer Karel Capek in the play Rossum’s Universal Robots published in
1920. Capek wanted to describe the repetitive and boring nature of robotic tasks. The
word “robot” originates from the Czech word “robota” which means “work” or “forced
labor”. The play studied moral questions arising in the creation and use of digitally
programmed slaves. This has been a recurring theme in novels, plays, and movies. For
example, the novelist Kurt Vonnegut explores the angst and disillusionment of a society
with the displacement of human workers by automation in the more recent novel
Player Piano.

Despite these cautionary tales, robots have proliferated as a means of replacing human
labor in adverse environments. The first reprogrammable digitally controlled robot was
created in 1954 by George Devol. This robot, Unimate, was an industrial manipulator
having a spherical workspace and was used to lift and move heavy production parts in
a factory setting. It was purchased by General Motors in 1960 and was the forerunner
of the large collection of industrial robots that are now commonplace along modern
factory assembly lines. Demands on performance have been a driving force in the use
of robotics in industry. The load capacity, repeatability, precision, and speed afforded by
modern robotic systems far exceed the capabilities of man.

Current definitions of what constitutes a robotic system vary dramatically, but
all definitions convey the idea that robots perform menial or repetitive tasks.
Merriam-Webster’s Dictionary defines a robot as

• a machine that looks like a human being and performs various complex tasks, or
• a device that automatically performs complicated often repetitive tasks.

The first definition above requires that robots appear to be humanoid, and while some
robotic systems do indeed have a humanoid appearance, this definition would exclude
many of the robotic systems in this book. A critical attribute of robotic systems that this
definition omits, one that is important to engineers and scientists who actually build
robotic systems, is that robots are controlled by computers. This fact is made explicit in
the Cambridge Dictionary which defines a robot as

• a machine used to perform jobs automatically, which is controlled by a computer.
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Some definitions of robots have arisen in view of the historical concentration of
robots in factories and along assembly lines. The Robotics Institute of America defines
a robot as

• a reprogrammable, multi-functional manipulator designed to move material, parts,
tools, or specialized devices through various programmed motions for the perfor-
mance of a variety of tasks.

This definition focuses on the robot as a multifunctional manipulator or robotic arm,
but neglects a wide range of mobile robots designed to explore and map environments
without the need for a manipulator to interact with these environments.

All of the definitions of robots above are accurate in some contexts, but do not describe
the breadth of systems that will be considered in this book. The definition of a robotic
system that will be used in this book is given below.

Definition 1.1 (Robotic System) A robotic system is a reprogrammable,
computer-controlled mechanical system that may sense and react to attributes of
its surroundings as it performs assigned tasks with some degree of autonomy.

This definition expands those previously introduced and is broad enough to encom-
pass the examples encountered in this book. A robot need not have humanoid form, and
it does not necessarily have the form of a multi-functional manipulator. The above defi-
nition emphasizes that robotic systems exhibit some level of autonomy. They operate, to
varying degrees, independent of human intervention. They have sensors such as cam-
eras, laser ranging sensors, acoustic proximity sensors, or force transducers that allow
them to sense their environment via measurements. This data is subsequently used by
the robot to react to its environment. For example, an autonomous ground, air, marine,
or space vehicle may change course to avoid obstructions or debris; a dexterous manip-
ulator may change the pressure with which a tool is gripped based on force transducer
measurements; a robotic manipulator may use camera measurements to position a tool
in the workspace. Finally, the definition makes explicit that a robot is a mechanical sys-
tem, one that is built from the interconnection of components.

In summary, a robotic system is made possible through the synthesis of theory and
techniques from many fields, perhaps most notably mechanical engineering, electri-
cal engineering, and information technology. The field of mechatronics facilitates and
enables the development of complex robotic systems from standard sub-systems and
has accelerated the maturation of the robotics field in recent years. This relationship
among some of the primary fields contributing to robotics is depicted in Figure 1.3.

M e c h a t r o n i c s

Mechanisms Electronics Computing
Automation,

Software
Design

MotorDrivers,
Signal

Conditioning

Mechanical
Design,

Dynamics

R o b o t i c s

Figure 1.3 Fields contributing to robotics.
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1.3 General Structure of Robotic Systems

As will be discussed in the following sections, there are a diverse population of robots
that have been developed over the years, ranging from robotic manipulators to mobile
robots that traverse the air, land, or sea. These robots may emulate humans or animals,
or have novel topologies to accomplish desired tasks. However, despite these differ-
ences, there are some common features that many robots share that are discussed in
this section.

Figure 1.4 depicts several components of a typical robotic system. Nearly all robotic
systems feature actuators. The actuators serve as the muscles of the system and produce
motion. Their power is usually supplied electrically, pneumatically, or by hydraulics.
Since many robots are either controlled remotely or make provision for interruptions
to their autonomous operation from outside agents, many robots include a communica-
tor of some sort. The communicator is a unit that transmits information to a host and/or
receives instructions from a remote operator. As noted earlier, an essential feature of any
robot is that it exhibit some level of autonomy or intelligence. A control unit is a vital
component of nearly all robotic systems. It may consist of a single processor, or may be a
central computer that integrates the activities of several microprocessors. Many robotic
manipulator systems, underwater autonomous vehicles, or space robots must directly
mechanically manipulate their environment. An end effector that consists of a gripping
device at the end of a manipulator arm can therefore be essential to the operation of

Vision System

Manipulator

Communication

Locomotion

Control Unit, Power

Supply, Actuators

End-effector

Figure 1.4 Typical mobile robotic system components [4–6].
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the robot. The end effector can be used to make intentional contact with an object or to
produce the robot’s final effect on its surroundings. In some cases there may be several
manipulator arms or gripping mechanisms. Since a robot must interact with its envi-
ronment, and usually lacks much information about its surroundings, many robots also
include sensor suites that include a variety of sensing modalities. Each sensor is usually a
transducer of some kind whose inputs are physical phenomena and whose outputs con-
sist of electronic signals. Finally, since mobility, sensing and actuation require energy
expenditure, a robot must have a power supply of some type. Most frequently this is an
energy storage device such as a battery. In some instances the robot may be tethered to
a fixed power supply. For example, a military or industrial exoskeleton may require so
much power that it is only feasible to connect to a remote local power supply while the
suit is worn in a warehouse to move heavy payloads.

Any particular robotic system may include many of these components, or simply a few
in each category. An autonomous military ground vehicle will usually host a wide vari-
ety of vision sensors, motion sensors including a ground positioning system (GPS) and
compass, thermal sensors, and chemical sensors. A simple table top robotic manipulator
in a laboratory might only have joint encoders to sense motion. Figure 1.5 illustrates a
typical robotic manipulator that might be suitable for a laboratory benchtop. The figure
emphasizes the data flow within the robotic system. In this system, the robot is usu-
ally equipped with rotary encoders that return measurements of angular motion at the
joints to the controller and computer. In this particular system, a vision or laser track-
ing sensor is also configured to provide measurements of the end effector position and
velocity. This measurement is returned to the computer to assist controlling the posi-
tion tracking of the end effector along a desired trajectory. It should also be noted that
this figure, while giving a general picture of the topology and connectivity of a robotic
system, lacks many details that are necessary for a real robotic system. For example, the

Robot

Workpiece

Vision or Laser
Tracking
System

Feedback

Feedback

Command

Feedback

Motor
Control

Controller

Computer

Figure 1.5 Typical robotic manipulator system components.
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motor controllers are not shown in the figure, nor are the amplifiers or signal condition-
ers that may be required between the primary components.

1.4 Robotic Manipulators

An important type of robotic system that is studied often in this text is the robotic
manipulator or robotic arm. Robotic systems of this kind were some of the first to
achieve widespread use in industry. As noted in the previous section, robotic mani-
pulators have become a standard feature of modern assembly lines. They perform a host
of tasks including welding, spraying, pick and place operations, drilling, cutting, and lift-
ing. Many of the analytical techniques, modeling methodologies, and control strategies
introduced in this text are demonstrated on examples that treat robotic manipulators.
The reasons for this choice are numerous. Robotic manipulators are some of the simplest
examples of practical robotic systems. Their study helps clarify the underlying princi-
ples and problems encountered when studying more complex systems. Although an
autonomous marine vehicle may not resemble a robot on an assembly line, the gen-
eral form of the mathematical problem that must be solved to control these two types
of systems can be surprisingly similar. The same is true for modeling and control of
autonomous ground or air vehicles. General methodologies applicable to one system
can often be a starting point for the development of models and controllers for oth-
ers. Moreover, it is often the case that a sub-system of an autonomous robotic system
can be modeled or controlled using techniques developed for robotic manipulators. For
example, the arms or legs of a humanoid robot or an imaging payload that actively con-
trols the line of sight of a camera on an autonomous air vehicle may be modeled using
techniques from robotic manipulators.

1.4.1 Typical Structure of Robotic Manipulators

Many robots consist of a number of individual bodies or links that are connected by
joints. The individual bodies that make up the robot are often treated as rigid bodies, and
that is the assumption throughout this text. However, for high speed or highly loaded
mechanisms, elastic effects of the material body become significant and should be taken
into consideration. The joints that connect the links in the robot can be quite complex
and may themselves exhibit highly non-trivial mechanics including flexibility, hystere-
sis, backlash, or friction. An ideal joint is an interconnection between rigid bodies of a
robotic system that allows only specific, predefined relative motions such as translation
or rotation. Mathematically, an ideal joint imposes a kinematic constraint on the motion
between rigid bodies that is based on the joint geometry. Common types of ideal joints
include revolute, prismatic, universal, spherical or screw joints. Figure 1.6 depicts a few
of these ideal joints and summarizes some of their properties.

The two simplest types are the prismatic joint or revolute joint. Nearly all of the robotic
systems studied in this text consist of these two types. Many of the other types of ideal
joints can be modeled by combining these two. For example, a universal joint consists
of a pair of revolute joints with their joint axes orthogonal to one another. A prismatic
joint allows only relative translation between two links along a prescribed axis, while the
revolute joint permits only relative rotation about a prescribed axis.
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Name of Pair Geometric Form Schematic Representation Degrees of Freedom

Revolute
Planar Spatial

1

Prismatic
Planar Spatial

1

Screw/Helix
Spatiall = p𝜃

l

𝜃
1

Universal
Spatial

2

Cylindrical
Spatial

2

Spherical
Spatial

3

Figure 1.6 Ideal joints and their properties.

An independent variable that is used to describe the motion of a robot, or the relative
motion allowed by an ideal joint, is often called a degree of freedom. The number of
degrees of freedom of an ideal joint is the number of independent variables required
to model the relative motion that the joint permits. A robot has N degrees of freedom
if it requires N independent variables to describe all of its possible configurations. The
revolute and prismatic joints are consequently single degree of freedom joints. If the joint
constraints are independent of one another, the number of degrees of freedom N for a
general mechanism can be calculated as

N = 𝜆(n − 1) −
k∑

i=1
(𝜆 − fi) (1.1)

where n is then number of links, k is the number of joints, and fi is the number of degrees
of freedom for joint i. For planar mechanisms 𝜆 = 3 and for spatial mechanisms 𝜆 = 6.
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Example 1.1 Consider the pantograph mechanism depicted in Figure 1.7.

J7

J8

J6

J3

J1

J2

J4, J5

B5

B6B7

B3

B1

B2

B4

Figure 1.7 Pantograph mechanism.

When Equation (1.1) is applied to the pantograph in Figure 1.7, the values 𝜆 = 3, n = 7
(including the ground link), k = 8, and fi = 1 for i = 1,… , 8 are determined. It follows
that the number of degrees of freedom N = 2.

More details on the properties of the ideal joints are presented in Chapters 3 and 4.
Precise mathematical definitions of the degrees of freedom for mechanical systems, and
robots in particular, are discussed in Chapter 5.

1.4.2 Classification of Robotic Manipulators

Now that the basic definitions of links, joints, and degrees of freedom for typical robotic
manipulators have been defined, a summary of different ways in which robots are classi-
fied is provided. Again, although this discussion focuses on robotic manipulators, some
of the classifications are pertinent to other classes of robots. For example, classification
of robots by driver technology and drive power applies equally well to all types of mobile
robots whether they operate in the air, on land, under water, or on the water’s surface.

1.4.2.1 Classification by Motion Characteristics
One of the most common means of differentiating among different robot architectures
considers motion characteristics. A planar manipulator is one in which all the moving
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links in the mechanism perform planar motions that are parallel to one another.
In contrast, a spatial manipulator is one in which at least one of the moving links
demonstrates a general spatial motion. In other words 𝜆 = 6 in Equation (1.1). In some
cases the manipulator is constructed so that only very specific kinds of motion are
possible. A spherical manipulator is constructed so that the moving links perform
spherical motions about a common stationary point. A cylindrical manipulator is
constructed so that the end effector travels on the surface of a cylinder. More details of
these two types of manipulators are discussed in Sections 1.4.3.2 and 1.4.3.4.

1.4.2.2 Classification by Degrees of Freedom
Another means of classifying robots is based on the number and type of degrees of free-
dom. A general purpose robot possesses 𝜆 = 3 degrees of freedom if it is a planar robot
or 𝜆 = 6 degrees of freedom if it is spatial robot. A robot is redundant if it posses more
than 𝜆 degrees of freedom. A redundant robot can be used to move around obstacles
and operate in tightly confined spaces. A robot is deficient if it has less than 𝜆 degrees
of freedom.

1.4.2.3 Classification by Driver Technology and Drive Power
Robots are often characterized by the nature and type of their drive technology. An elec-
tric robot employs DC servo motors or stepper motors. These robots have the advantage
that they are clean and relatively easy to control. A hydraulic robot is preferred for tasks
that require a large load carrying capacity. Care and maintenance is required to han-
dle leaks and fluid compressibility problems. For high speed applications, a pneumatic
robot is often preferred. These robots are generally clean, but can be hard to control due
to challenges associated with air compressibility.

A direct drive manipulator is one in which each joint is driven directly by an actua-
tor without any torque transmission mechanism. These drives can be bulky and heavy
but do not exhibit backlash or drive flexibility, which can render robotic control more
difficult. Finally, a conventional manipulator generates a driver torque that is magni-
fied by a transmission mechanism. Usually this is achieved via gear reduction or by a
harmonic drive unit. This design allows the use of smaller actuators. However, the gear
mechanisms suffer from backlash, and the harmonic drives inherently exhibit flexibility
effects.

1.4.2.4 Classification by Kinematic Structure
Kinematic structure is a topic of great importance to robotics and is yet another means
that can be used to classify different types of robots. The kinematic structure of a robot
results from its system connectivity. This topic has been studied extensively in multibody
dynamics and has had a profound impact on robotics. The study of multibody dynamics
is closely related to robotics, and strong references for the basic theory can be found in
[14, 24, 46]. Many of the results discussed in this book can be considered as special cases
within the general study of multibody dynamics. Generally speaking, the field of robotics
is usually more concerned with problems of forward kinematics, inverse kinematics,
or control synthesis, and the field of multibody dynamics tends to focus more on the
study of numerical methods for approximations of the solution of the forward dynamics
problem. It has been known for some time in the field of multibody dynamics that the
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connectivity topology of a system can have a dramatic influence on the complexity of
simulating or deriving a control strategy for a system.

A robotic system is said to have the connectivity of a kinematic chain if there is one
and only one connected path that traverses a system from the first to the last link. Such
a robot is also often referred to as a serial manipulator or as a open loop manipulator
in the robotics literature. A single arm or leg of a humanoid robot is a good example
of a kinematic chain. Multibody systems that form a kinematic chain have the simplest
connectivity topology. It is this class of robotic systems for which the richest collection
of formulations and control strategies have been derived. The kinematics of chains is
studied carefully in Chapter 3, their dynamics is studied in Chapters 4 and 5, and their
control is the topic of Chapters 6 and 7.

A multibody system is said to have tree topology connectivity when it is built from an
assembly of kinematic chains and no closed loops are formed by their interconnection.
A full body humanoid robot or a space station in orbit are two familiar examples of
systems having a tree topology connectivity. It is relatively straightforward to extend
the techniques for modeling and control of kinematic chains to treat systems that have
tree topology connectivity, although such methods must often be extended to account
for the rigid body motion of the robotic system as a whole.

Finally, a robotic system is said to have closed loop connectivity whenever it is possible
to construct a continuous path that starts at one link, traverses several other links, and
finally connects to the original link. The multibody model of an autonomous ground
vehicle is an example of a system that has closed loop topology if its suspension system
has closed loops. Two robotic manipulators that cooperate in the task of lifting a large
payload also form a system that has closed loop topology. The Stewart platform depicted
in Figure 1.8 is a common robotic platform that has closed loop connectivity.

Robotic manipulator systems with closed loop connectivity are commonly referred
to as parallel manipulators in the field of robotics. General robotic systems that have
closed loop topology are not addressed in this introductory book.

Of course, some systems are constructed from sub-systems that constitute both open
and closed loop chains. In some industrial manipulators, such as the Fanuc S-900W,
a four-bar push-rod linkage is used to drive the intermediate joints, which in turn are

Figure 1.8 Industrial Stewart platforms.
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mounted on the robot base or waist. This design reduces the inertia of the manipulator.
Such a system, which contains both open and closed loop chains as sub-systems, is
known as a hybrid manipulator.

In summary, robotic systems that have the form of a kinematic chain are the most
basic; other more complicated robotic systems can be assembled from them. Meth-
ods for analyzing, simulating, or synthesizing a controller for kinematic chains can be
applied to sub-systems having more complex connectivity. Robotic manipulators serve
as prototypical examples of robots that form kinematic chains.

1.4.2.5 Classification by Workspace Geometry
The last method for classifying the robots discussed looks at their workspace geometry.
The manipulator workspace is the volume of space that the end effector can reach. The
set of points where every point can be reached by the end effector in at least one ori-
entation or pose is the reachable workspace. The set of points where every point can
be reached by the end effector in all possible orientations or poses is called the dex-
trous workspace. By definition, it follows that the dexterous workspace is a subset of
the reachable workspace. It should be noted that most industrial serial manipulators
are designed with their first three moving links longer than the remaining links. These
inner links are used primarily for controlling the end effector position. The remaining
outboard links are used typically for controlling the end effector pose or orientation.
Often, the sub-assembly associated with the first three links is denoted the arm, and the
remaining outboard links constitute the wrist. Figure 1.9 shows four common types of
workspaces.

1.4.3 Examples of Robotic Manipulators

In the next few sections a few of the most common robotic manipulators are described.
All of these examples consist of a few links joined by either prismatic joints or revolute
joints. These joints can be either driven or passive.

A driven joint is one in which an actuator directly generates motion, either translation
(prismatic joint) or rotation (revolute joint). In a driven joint, a linear or rotational motor

Cartesian Cylindrical Spherical Articulated
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Figure 1.9 Various workspace geometries.
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is connected to each link constrained by the joint. If a joint is not driven by an actuator, it
is said to be a passive joint. For example, in the pantograph shown in Figure 1.7, assume
the two prismatic joints (J1 and J2) are controlled by linear actuators. These are thus
driven joints. The remaining revolute joints (J3–J8) are now passive joints, as the motion
between the bodies at these joints is prescribed by the motion of the two active joints.

Usually, the manipulators are designated by a sequence such as PPP or RPP that indi-
cate the type and ordering of the prismatic (P) and revolute (R) joints that make up
the robot. For example, a PPP robotic manipulator is constructed from three prismatic
joints, while an RPP robot is built from a revolute joint that is followed by two succes-
sive prismatic joints. This designation is often a good indicator, in broad terms, of the
general geometry and functionality of a robotic manipulator.

1.4.3.1 Cartesian Robotic Manipulator
A Cartesian robot is a PPP manipulator defined by three mutually orthogonal prismatic
joints. Figure 1.10 depicts a typical example. The PPP arm is one of the simplest robotic
manipulators. This type of multi-functional arm is sometimes called a gantry or a tra-
verse, depending on the context in which it is used. A gantry is usually a suspended
version of a Cartesian robot used for positioning large industrial payloads. A traverse
is often used for positioning optical experiments or surgical tools. A PPP manipula-
tor has several advantages owing to its simple geometry. Models for PPP robots are
easy to derive, as are the control laws that are used to position and move these robots.
The simplest models for PPP manipulators have equations of translational motion along
three perpendicular directions that are decoupled. Since no rotational degrees of free-
dom are included in a Cartesian robot, these systems tend to be rigid or structurally
stiff. They can sustain and deliver large loads and achieve high precision in position-
ing. One drawback of this robot is that it requires a large area in which to operate, and
the workspace is smaller than the robot itself (Figure 1.9). Another drawback is that

Figure 1.10 Cartesian robot by the Sepro Group. http://www.sepro-group.com.

http://www.sepro-group.com
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Figure 1.11 Cylindrical robot by ST Robotics. http://www.strobotics.com/index.htm.

the guides for the prismatic joints must be sealed from foreign substances, which can
complicate maintenance.

1.4.3.2 Cylindrical Robotic Manipulator
Suppose the first prismatic joint in the Cartesian robot is replaced with a revolute joint.
By making a judicious choice of the direction of the axis of rotation, the resulting RPP
robot is an example of a cylindrical robot. One example of a cylindrical robot that is
analyzed in this text is depicted in Figure 1.11. It is easy to see that the location of the
end of the horizontal arm in the cylindrical robot can be expressed in terms of cylin-
drical coordinates, which gives this robot its name. Its workspace takes the form of a
hollow cylinder. Again, this manipulator has several advantages owing to its structural
simplicity. While the kinematic and dynamic models of a cylindrical manipulator are
more complex than that of a Cartesian robot, they are still simple to derive. The associ-
ated control laws are likewise quite straightforward to determine. The topology of the
RPP manipulator makes it well suited for reaching into work pieces that have cavities
or other similar complex geometries. It can achieve high precision and is used for pick
and place operations on an assembly line. One disadvantage of this type of robot is that
the back of the robot can protrude into the workspace in some configurations. This can
cause interference with the workspace and complicates path planning and control. As
in any robot that uses prismatic joints with external guides, the guide surfaces must be
clean and free of debris. This can make upkeep and maintenance more difficult.

1.4.3.3 SCARA Robotic Manipulator
The SCARA (selective compliance articulated robot arm) RRP robot was introduced as
a compromise between highly rigid robots such as the Cartesian robotic manipulator
and robots that can access geometrically complex workspace s such as the spherical
manipulator. One example of this robot is shown in Figure 1.12. Since the axes of the

http://www.strobotics.com/index.htm
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Figure 1.12 Epson SynthisTM T3 all-in-one SCARA robot. http://www.epsonrobots.com.

two revolute joints are parallel in a SCARA robot, this robot is relatively compliant in
motion that occurs in the horizontal plane and relatively stiff in motion normal to this
plane. The variation in compliance between these two modes of motion gives this robot
its name. The workspace of this robot is highly structured. The SCARA manipulator can
be an attractive robot for precision pick and place operations, for example.

1.4.3.4 Spherical Robotic Manipulator
The RRP spherical robotic manipulator is formed from two perpendicular revolute
joints and a prismatic joint. For some choices of the fixed offset dimensions between
the joints, the motion of the tool or tip of the manipulator arm can be expressed in
terms of spherical coordinates, which gives this robot its name. Some of the most
famous robotic manipulators that have appeared over the years have been of this type.
The Unimate robot discussed in Section 1.2 and shown in Figure 1.13 is an example of
a spherical manipulator.

The primary advantage of this robot architecture is its suitability to a wide range of
tasks that must be carried out over complex geometries. The spherical workspace acces-
sible by this robot is large compared to the robot size. Unfortunately, this flexibility
comes at a cost. The kinematic and dynamic models of the spherical robot are more

Figure 1.13 Unimate spherical robot.

http://www.epsonrobots.com
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Figure 1.14 PUMA Robot.

complicated than those for Cartesian or cylindrical manipulators, which leads to control
laws that are likewise more complex. The introduction of an additional perpendicular
axis of rotation yields a robot that is less rigid and more compliant than the Cartesian
manipulator. The result is that the spherical robot can be less precise in positioning.
Generally speaking, a spherical robot can be more appropriate for tasks such as weld-
ing or painting that require somewhat less precision than pick and place operations, but
require accessibility over a large and complex workspace.

1.4.3.5 PUMA Robotic Manipulator
Historically, one of the most widely used robotic manipulators on assembly lines is the
PUMA (Programmable Universal Machine for Assembly) RRR robot. An example of a
PUMA robot is depicted in Figure 1.14. The first revolute joint of this robot is about the
vertical axis, and the next two parallel revolute joints are perpendicular to the vertical
axis. The widespread use of the PUMA robot can be attributed to the fact that it has a
rich kinematics and can access a large hemispherical workspace. With the introduction
of three rotational axes along two perpendicular directions, however, the PUMA is less
rigid than the Cartesian robot. It is well suited to applications that require a large and
highly reconfigurable workspace.

1.4.4 Spherical Wrist

The previous section presented variants of the PPP, RPP, RRP, and RRR robotic arms
and gave an overview of some of their advantages. The spherical wrist is an RRR robotic
component that often appears as a sub-system that is attached to these more com-
plex manipulators. Figure 1.15 illustrates the spherical wrist in detail. The wrist is built
from three revolute joints whose axes of rotation intersect at a common point, the wrist
center. The anthropomorphic arm in Figure 1.16 is similar: a spherical wrist sub-system
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Figure 1.15 Spherical wrist.

Figure 1.16 Articulated robotic arm. http://www.kuka-robotics.com.

http://www.kuka-robotics.com
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is connected to the end of the arm. Not only does this design resemble human anatomy,
it has an important pragmatic implication for control design. This common geometry is
attractive in that it makes it possible to decouple the task of positioning the wrist center
and orienting the tool at the end of the spherical wrist. This topic is discussed in Chapter
3 when inverse kinematics is covered.

1.4.5 Articulated Robot

The articulated robot arm or anthropomorphic robot arm is a manipulator that is able
to achieve motions that resemble those of the human arm. All anthropomorphic robot
arms have at least three revolute joints, and it is common that they have five, six, or
more, revolute joints. A typical configuration is depicted in Figure 1.16 where a spheri-
cal wrist has been attached to an RRR robotic arm. Note that the first three degrees of
freedom resemble that of the PUMA robot studied in Section 1.4.3.5. The first, vertical
revolute joint permits the motion that is sometimes known as the arm sweep. The next
two joints are referred to as the shoulder and elbow joints, respectively. The result is an
arm that can access a large workspace, and it can pose the tool located at its tip at an
arbitrary orientation. The anthropomorphic arm finds widespread use in welding and
spraying on assembly lines. In comparison to the other robotic manipulators discussed,
this arm does have a complicated geometry. The corresponding equations that describe
the kinematics and dynamics of this robotic system are complicated in form, as are the
control laws derived from these models.

1.5 Mobile Robotics

In the last section several of the most common multi-functional robotic arms were
described. It was noted that they can can vary dramatically in form, operation,
and application. This section summarizes another major subset of robotics: mobile
robots, including humanoid or full-body anthropomorphic robot, and autonomous
air/ground/marine vehicles.

1.5.1 Humanoid Robots

It was shown in Section 1.4.5 that anthropomorphic or humanoid arms have reached a
point of maturity in the robotics field: they are ubiquitous in factories throughout the
world. The creation of full-body humanoid robots, in comparison, remains an area of
active research. From the earliest stages in the emergence of the robotics field, designers
have dreamed of creating robots that resemble humans in both appearance and function.
Early craftsmen and artisans, as well as artists and inventors, sought to create mechan-
ical systems that would emulate human actions. These early researchers included such
notables as Leonardo Da Vinci. His early efforts, and those of others, while visionary,
met with limited success due to the lack of technological infrastructure. Today, the
infrastructure has evolved to the point where current anthropomorphic robots are eval-
uated in the performance of sometimes surprisingly complex tasks. A good example is
the RoboCup international autonomous soccer competition. Since the inception of the
humanoid league in 2002, teams that create humanoid robots have come from all over
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Figure 1.17 Humanoid robot for RoboCup soccer competition. Created by students at Virginia Tech
under the direction of Professor Dennis Hong, currently of UCLA.

the world to this annual event. Figure 1.17 illustrates one such robot created by student
researchers at Virginia Tech under the direction of Professor Dennis Hong, who is now
a professor at the University of California, Los Angeles (UCLA).

The complexity of these humanoid soccer players is impressive. Each robotic player
must be able to run, walk, kick, and block shots, which are difficult mobility challenges
for two legged robots. Each robot must also be capable of image based perception and
feature recognition during the course of a match. Finally, the robots must have the
onboard processing hardware and software that enables them to predict and react to
the play of the game in a strategic and coordinated fashion. Full scale humanoid robots
are also currently under development by researchers around the world. While the
potential applications are diverse, it is hoped that these full scale robots will have roles
in the care of the elderly or in the design and testing of prosthetics. Figure 1.18 shows
CHARLI, a full scale humanoid robot also created by students under the supervision of
Professor Dennis Hong.

The full complexity of humanoid robot design, analysis, and fabrication far exceeds
the scope of this text. This text does, however, show how to develop kinematic mod-
els, dynamic models, and control schemes that are applicable to typical subsystems that
make up such a humanoid robot. Examples and problems related to the arm or leg
assemblies of humanoid robots can be found in Chapters 2, 3, 4, 5, 6, and 7. Typical
research topics for this class of robot that continues to fascinate researchers include the
study of the dynamics and control of bipedal locomotion, perception, vision based con-
trol, vision based perception, dexterous manipulation, and human–machine interaction.
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Figure 1.18 Humanoid robot CHARLI. Created by students at Virginia Tech under the direction of
Professor Dennis Hong, currently of UCLA.

1.5.2 Autonomous Ground Vehicles

The design, analysis, and fabrication of robotic ground vehicles, or autonomous
ground vehicles (AGV) has been carried out in this country and around the world
for several years. Most of the autonomous ground vehicles that have appeared over
the years fall within the class of research vehicles that have been designed to establish
the feasibility of a solution for some specific technical problem in the field of mobile
robotics.

Only recently has it become clear that the field of AGV robotics has matured to the
point where it is reasonable to expect the appearance of reliable, high performance
commercial and military robots in the near future. One reason for optimism is the spec-
tacular success of the DARPA (Defense Advanced Research Projects Agency) Grand
Challenge and Urban Challenge competitions that were held between 2004 and 2008.
The DARPA Grand Challenge was first held in 2004. After a series of qualification events,
robot developers from across the country met at a 142 mile test track in the California
desert. While no team completed the entire course in the first year that the event was
held, four teams finished the race in 2005. In 2007 the DARPA Urban Challenge was
held. This contest required that entry vehicles operate autonomously in an urban envi-
ronment, reacting to other vehicles in traffic. Figure 1.19 illustrates the AGV Odin. This
vehicle was created by students under the direction of Dr. Al Wicks of Virginia Tech and
full time researchers at TORC, a company specializing in the creation of autonomous
ground vehicles. The vehicle Odin was one of three robotic cars that successfully com-
pleted the DARPA Urban Challenge.

Figure 1.20 depicts examples of military ground vehicles, also created by Dr. Al Wicks
and TORC, that evolved from the technology derived from the vehicle Odin. The use
of autonomous ground vehicles by the military reduces the risk to troops. Contempo-
rary research topics pertinent to AGVs can include autonomous guidance, navigation
and control, autonomous exploration and mapping, sensor fusion, estimation and fil-
tering techniques, hybrid AGV design, and active energy management for increased
endurance.
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Team VictorTango’s autonomous
vehicle ‘Odin’ for the DARPA
Urban Challenge.

Figure 1.19 Autonomous ground vehicle Odin. Created by students directed by Dr. Alfred Wicks of
Virginia Tech and researchers from TORC, www.torctech.com.

Figure 1.20 The autonomous remote controlled HMMWV, ARCH. Created by students directed by
Dr. Alfred Wicks of Virginia Tech and researchers from TORC, www.torctech.com.

1.5.3 Autonomous Air Vehicles

Over the past five years, it has become commonplace to encounter news on the
radio, television, or internet that describes military operations that feature the use
of autonomous air vehicles (AAVs). Since, as noted earlier, robots have proliferated
historically in jobs that are dirty, dull, or dangerous, it should come as no surprise that
they have become a critical part of the military air vehicle inventory.

While present generation drones are remotely piloted and do not make decisions to
engage targets autonomously, the do exhibit some autonomy. They react to their envi-
ronment, for example, as they sense their orientation, heading and position, and as
they correct for navigational errors via an autopilot. In this sense, every commercial

http://www.torctech.com
http://www.torctech.com
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Figure 1.21 Autonomous rotorcraft for radiation sensing. Created by students under the direction of
Professor Kevin Kochersberger of Virginia Tech.

or military aircraft with an autopilot can be considered a robotic system. By convention,
however, AAVs are usually classified as those air vehicles that do not contain a pilot
and exhibit some level of mission-level autonomy. The degree of autonomy exhibited by
AAVs increases with each passing year. Current strategic plans make provision for AAVs
that engage targets autonomously in the next few decades.

By their nature, AAVs are necessarily more complex than their ground based coun-
terparts. With this complexity comes an increased cost that limits the routine use of
autonomous flight vehicles, at least presently. Most examples of AAVs have been fielded
by the military of governments all over the world. Despite their expense, applications
of robotic air vehicles continue to expand in the commercial sector. Many applications
have been identified by government agencies other than the military. Autonomous
flight vehicles have been proposed for applications in agriculture, disaster relief, police
surveillance, and border security. Figure 1.21 depicts an autonomous helicopter that is
being used to conduct geophysical mapping of radioactive sources. This research effort
is under the direction of Dr. Kevin Kochersberger of the Unmanned System Laboratory
at Virginia Tech.

One noteworthy trend in this segment of the robotic industry is the increasing number
of small air vehicles, or even micro air vehicles, that have been introduced over the past
few years. It is now common to find examples of small, fixed wing robotic air vehicles that
have a wing span measuring from a few inches to a few feet in length. Figure 1.22 shows

Figure 1.22 Fleet of SPAARO AAVs. Used in the research program of Professor Craig Woolsey of
Virginia Tech.
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the fleet of SPAARO autonomous aircraft that Professor Craig Woolsey at Virginia Tech
uses in a variety of research activities. These vehicles support research in applications
ranging from automation of commercial agriculture and remote sensing of airborne
pathogens to coordinated control of autonomous vehicle teams.

1.5.4 Autonomous Marine Vehicles

Just as there are significant differences in the design and fabrication of AGVs and AAVs,
the development of an autonomous marine vehicle poses its own special challenges. The
nature of these obstacles is illustrated in a number of the autonomous surface vehicles
(ASVs) and autonomous underwater vehicles (AUVs) that have been developed over the
past few years. Consider the task of operating a robotic surface marine vehicle along a
river or a coastal region.

Often, some notion of the overall path to be taken is known, but littoral waters can
have numerous unforeseen hazards. They must be sensed and avoided during any
mission. Obstacles and hazards can be on the surface, at the waterline, or under the
surface. For military vehicles, the ability to attack or flee at high speeds is an important
capability to have. The task of navigating a vehicle along a partially unknown course,
at high speed, defines a control problem of exceptional difficulty. As difficult as is
the control of an AAV such as the Predator, it does not have to operate routinely in
close proximity to collision hazards. The reaction time and computational time for
deciding contingent actions is very short when obstacles loom immediately ahead or
below a marine vehicle. Figure 1.23 depicts one example of an ASV that was created
by student researchers under the direction of Dr. Dan Stilwell of Virginia Tech. These
researchers have concentrated on the creation of robotic marine vehicles that operate
autonomously, potentially at high speeds, in riverine environments. Of course, the
deployment of autonomous marine vehicles is further complicated by the fact that
the vehicles may be limited to travel on the surface of a body of water, or they can be
designed for undersea travel. Figure 1.24 depicts an AUV created at Virginia Tech by
Professor Dan Stilwell.

Figure 1.23 ASV. Created by students under the direction of Dr. Dan Stilwell of Virginia Tech.
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Figure 1.24 AUV Javelin. Created by students under the direction of Professor Dan Stilwell of
Virginia Tech.

1.6 An Overview of Robotics Dynamics and Control Problems

The overview in Sections 1.2, 1.4, and 1.5 mentions some of the disciplines that influ-
ence the study of robotic systems. This book studies several classical problems that arise
in the dynamics and control of nearly all robotic systems. These are the problems of for-
ward kinematics, inverse kinematics, forward dynamics, and inverse dynamics/feedback
control of robotic systems. The essential features of these problems will be described in
Sections 1.6.1, 1.6.2, 1.6.3, and 1.6.4 and these sections discuss how they arise for typical
robotic systems. The presentation uses the flapping wing robot depicted in Figure 1.25
as a case study to illustrate the underlying principles. Section 1.6.5 discusses how,
despite their apparent dissimilarity, these same problems arise in the control of mobile
robots.
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Figure 1.25 Flapping wing robot.



�

� �

�

1.6 An Overview of Robotics Dynamics and Control Problems 27

1.6.1 Forward Kinematics

Just as researchers have sought to design and build robots that mimic humans in form
and action, so too have designers striven to build robots that resemble animals. Efforts
to create bio-inspired flapping wing robots are one particularly challenging example.
These designs represent a significant departure from that of most existing commercial
flying vehicles. A successful design of a flapping wing robot is difficult in part due to
a lack of understanding of the inherently complex nonlinear and unsteady aerodynam-
ics surrounding the vehicle. This area continues to be an active topic of research. In
this section we discuss various robotic analysis problems for a robot that drives a flap-
ping wing for wind tunnel testing. The task of building a flapping wing vehicle, while
exceptionally difficult, provides an excellent example of how the classical problems of
forward kinematics, inverse kinematics, forward dynamics, and feedback control can
arise in applications.

One of the first considerations in building a model of a robot of the type depicted
in Figure 1.25 is the choice of the variables that will be used in its representation. This
topic is discussed in general terms in Chapter 2, and a summary of the more common
representations for articulated robotic systems is presented in Chapter 3. While there
are exceptions, the most popular choice of variables for articulated mechanical systems
is joint variables that define how the bodies of a robotic system move relative to one
another. If the entire robotic system also undergoes rigid body motion with respect to a
defined ground reference (instead of being fixed to that reference), as seen in the study
of the space robotics or full body humanoids, the joint variables must be supplemented
with additional variables to represent the net motion.

In Figure 1.26, the robot is fixed rigidly to the ground. Therefore, the use of joint vari-
ables alone suffices to represent the dynamics. The joint variables in this example are
the joint angles 𝜃1, 𝜃2, 𝜃3, and 𝜃4 that determine the relative rotations of the bodies at
individual revolute joints. It is also frequently the case that joint variables are selected
to be the relative displacements between the bodies when a robot includes prismatic
joints that permit translation. In general, a generic set of joint variables is denoted by
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Figure 1.26 Robotic flapping using robot and joint variables 𝜃1, 𝜃2, 𝜃3, and 𝜃4.
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by qi(t) for i = 1,… ,N where N is the number of degrees of freedom. The problem of
forward kinematics studies how the configuration of the robot changes as the joint vari-
ables are varied. For example, for the flapping wing robot, it is desired to design a system
such that the wings trace out motions that resemble as closely as possible the motion of
actual birds. The problem of forward kinematics seeks to find the position, velocity, and
acceleration of typical points like s on the robot in Figure 1.25 given the time histories
qi(t) of the joint variables for i = 1,… ,N .

This problem can be stated succinctly: let r0,s(t), v0,s(t) and a0,s(t) be the position, veloc-
ity and acceleration of the point s relative to the ground, or 0, frame; find the mapping
from the joint variables and their derivatives to the position, velocity and acceleration
of point s on the robot.

q(t), q̇(t), q̈(t) → r0,s(t), v0,s(t), a0,s(t).

It is important to realize that this problem must be solved as part of nearly all modeling
or control tasks. The specific choice of joint angles used in Figure 1.26 are defined using
the Denavit–Hartenberg convention, one of the most commonly used general strategies
for describing articulated robots that form kinematic chains. This topic is covered in
detail in Chapter 3.

1.6.2 Inverse Kinematics

While solving the problem of forward kinematics is an important first step in many mod-
eling and control problems, it does not answer all the important questions regarding the
motion of a given robot. In the case at hand of the flapping wing robot, the wings should
be able to trace out trajectories that mimic those of real birds, or as close as possible
given the robot geometry. By taking video recordings of birds in flight, it is possible to
generate estimates of the trajectories that certain points on the wings trace out as a func-
tion of time. Suppose these experimentally collected trajectories of point s on the wings
are treated as input data. That is, suppose the position, velocity and acceleration of the
point s as a function of time are given. The problem of inverse kinematics seeks to find
the joint variables and their derivatives given the position, velocity, and acceleration of
a point s on the robotic system. In other words the mapping from the positions, veloci-
ties, and accelerations of point s on the robot to the joint variables and their derivatives
should be found.

r0,s(t), v0,s(t), a0,s(t) → q(t), q̇(t), q̈(t).

It is evident that this problem seeks to find the inverse of the mapping studied in the
forward kinematics problem. It is well known that the inverse kinematics problem can
be much more difficult to solve than the forward kinematics problem. The inverse kine-
matics problem can have no solutions or multiple solutions, depending on the robot
geometry and design objectives. Chapter 3 discusses some of the difficulties encoun-
tered in the solution of inverse kinematic problems.

1.6.3 Forward Dynamics

The problems of forward kinematics and inverse kinematics are purely geometric in
nature. There is no provision for or consideration of the forces or moments that must
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be applied to achieve a specific motion. For many of the robotic systems studied in this
book, the governing equations can be written in the form

M(q(t))q̈(t) = n(q(t), q̇(t)) + 𝝉(t)

where M(q) is an N × N nonlinear generalized mass or inertia matrix, n(q, q̇) is an
N × 1 vector of nonlinear functions including Coriolis and centripetal terms, and 𝝉 is
an N × 1 vector of forces or torques applied to the robot by actuators. This is a nonlin-
ear, second-order system of coupled ordinary differential equations (ODEs). A common
general strategy for studying these equations introduces the state variables x that stacks
the generalized coordinates q and their derivatives q̇ in the form

x(t) ∶=
{

x1(t)
x2(t)

}
∶=

{
q(t)
q̇(t)

}

and rewrites the governing system of equations as

ẋ(t) = f(x(t),u(t)) ∶=
{

x2(t)
M−1(x1(t))(n(x1(t), x2(t)) + u(t))

}
(1.2)

where u(t) ∶= 𝝉(t) is the set of control inputs.
The problem of forward dynamics seeks to solve these equations for the state x(t),

thereby obtaining the joint variables q(t) and their derivatives q̇(t), given the input forces
and torques in 𝝉(t). The solution procedure may be analytic or numerical, but the models
of most practical robots are so complex that analytic solutions are not usually feasi-
ble. The numerical approximate solution of these equations utilizes the rich and well
developed collection of time stepping numerical algorithms for nonlinear ordinary dif-
ferential equations. Specific algorithms that are commonly used to generate numerical
approximations of the solutions include the popular family of Runge–Kutta techniques,
linear multi-step methods, and specialized schemes that are tailored to stiff systems. The
solution of the forward dynamics problem can be used in many facets of robotic design
and analysis.

1.6.4 Inverse Dynamics and Feedback Control

The problem of forward dynamics can be solved to understand how a specific set of
input forces and torques in 𝝉(t) induce a corresponding time history of the joint vari-
ables q(t) for t ≥ 0. The solution of the forward dynamics problem can be described as
finding the dynamic behavior of the system given an input actuation time history 𝝉(t),
t ≥ 0. Similar to the relationship between forward and inverse kinematics, the problem
of inverse dynamics of a robotic system can be thought of as asking a converse ques-
tion: what must the control input history 𝝉(t), t ≥ 0, be as a function of the generalized
coordinates 𝝉(t) ∶= 𝝉(q1(t),… , qn(t), t) to yield a specific dynamic behavior?

However, when considering practical systems, there is often a disconnect between
the prescribed desired state vector qd and the estimated state vector qe from sensors
associated with the robotic system, internal (e.g., joint encoders) or external (e.g.,
workspace cameras. By incorporating techniques from control theory alongside inverse
dynamic analysis, feedback control laws may be designed to calculate appropriate
actuation inputs trajectories 𝝉(t) as a function of the desired and estimated states qd
and qe.
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While there are numerous specific control problems that make sense for a robotic
system, a tracking control problem is easy to pose for the flapping wing robot. Suppose
again that video post-processing methods have been used to identify the trajectories
of points on the wings of actual birds in flight. One example of a trajectory tracking
problem seeks to find the input torques and forces 𝝉(t) as a function of time that will
drive the robot so that the points on the wing approach the experimentally collected
trajectories as time t increases. Many variants of this problem can be defined depend-
ing on the type of measurements and the metric used to define how closely the robot
follows the desired trajectories. Mathematically, many of these control problems can
be interpreted as a constrained optimization problem where some cost or performance
functional J is minimized. The optimization problem is solved for the best input u∗ in
the set of admissible controls  in the sense that

u∗ = argmin
u∈

J(x,u) (1.3)

subject to the constraint that the state x satisfies the equations of motion in
Equation (1.2).

1.6.5 Dynamics and Control of Robotic Vehicles

The fundamental dynamics and control problems for robotics, and their role in the
study of a typical flapping wing robot, were discussed in Sections 1.6.1, 1.6.2, 1.6.3, and
1.6.4. The example used for illustration in these sections could just as well have been
selected to be any of the robotic manipulators. The structural similarity among these sys-
tems is striking. Perhaps surprisingly, each of the fundamental problems of robotics and
dynamics – forward kinematics, inverse kinematics, forward dynamics, and feedback
control synthesis – can also be stated when robotic systems that are autonomous vehi-
cles are considered. In many cases the language used to describe the variants of these
problems is different depending on the type of vehicle, even though the underlying
problems are structurally similar in form. For example, the trajectory tracking or path
following problem that seeks to position a tool mounted on a robotic arm is mathemati-
cally similar to that of guidance and navigation of autonomous vehicles. In addition, it is
also common that robotic manipulators are mounted on autonomous vehicles, as shown
in Figure 1.27. Another example of this latter type includes the combined space shuttle

Figure 1.27 AGV, iRobot PackBot, with manipulator arm.



�

� �

�

1.7 Organization of the Book 31

and remote manipulator system. It is possible to speak of the guidance and navigation of
the vehicle and the control of the robotic manipulator. These problems are in fact cou-
pled, and the solution of dynamics and control problems for the coupled system can be
substantially more difficult than that associated with only the base vehicle or only the
manipulator.

While the study of robotic manipulators provides a foundation that can be used to
help formulate and solve dynamics and control problems for autonomous systems, there
remain many substantial differences between methodologies for autonomous vehicles.
One of the principal differences between formulations of the dynamics of AGVs, AAVs,
ASVs, or AUVs is that the set of variables used to describe motion must be capable
of representing rigid body motion. While the general study of kinematics in Chapter 2
covers many of the topics needed to study this problem, the specific methodologies for
robots having the form of kinematic chains in Chapter 3 are not sufficient to represent
the rigid body motion of an autonomous vehicle. Fortunately, for many of the differ-
ent types of autonomous vehicles, it is the case that governing equations have the form
shown in Equation (1.2). Many problems of vehicle control are solved by casting the
control problem as one of optimization, as summarized in Equation (1.3).

1.7 Organization of the Book

The study of robotic systems begins with an exposition of the fundamental principles
of kinematics in Chapter 2. The chapter constitutes a self-contained introduction to the
field of kinematics in three spatial dimensions and establishes notation and conventions
for common mathematical expressions used throughout the book. Particular empha-
sis is placed on the foundations of kinematics in three spatial dimensions, including
the study of vectors, coordinate systems, and rotation matrices. General definitions of
linear position, velocity, and acceleration with respect to different frames of reference
are introduced, as well as angular velocity and angular acceleration. The chapter con-
cludes with a collection of some of the most commonly used theorems of kinematics.
These include the theorems that introduce relative velocity (Theorem 2.16) and relative
acceleration (Theorem 2.17), the derivative theorem (Theorem 2.12) and the addition
theorem (Theorem 2.15) for angular velocity.

Chapter 3 introduces refinements of the principles of kinematics that are tailored to
specific types of robotic systems. The chapter introduces homogeneous transformations
that are used to relate rigid body motions of links in a robotic system. Mathematical
models of ideal joints between the links that comprise the system are discussed. In addi-
tion to these general topics in kinematics of robotic systems, the chapter discusses two
popular methods (Denavit–Hartenberg and recursive) for the representation of robotic
systems that form kinematic chains. In the presentation of the Denavit–Hartenberg
convention, explicit constructions of the homogeneous transforms associated with the
bodies in a kinematic chain are derived. A general procedure is detailed for defining
the link parameters that determine the kinematics of a serial chain. The recursive
formulation of the forward kinematics problem, in contrast to the Denavit–Hartenberg
formulation, has been specifically based on efficiency in calculation. This formulation
notes the highly structured nature of the kinematic relationship between successive
bodies in a kinematic chain, and it exploits this structure to derive algorithms for
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recursive calculation of the kinematics. The chapter closes with a discussion of inverse
kinematics.

Chapter 4 discusses the strategy for deriving the equations of motion of robotic
systems using Newton–Euler formulations. General definitions of linear and angular
momentum of rigid bodies are introduced. The inertia matrix of a rigid body is
introduced to facilitate the calculation of the angular momentum of components in a
robotic system. The Newton–Euler equations are introduced as a means for deriving
the equations of motion of general robotic systems. This chapter further extends the
recursive formulation first studied in Chapter 3, and the resulting approach is used for
the derivation of the equations of motion of robotic systems. It is demonstrated that the
equations of motion of kinematic chains can be derived recursively by exploiting the
structure of the same matrices that arise in the kinematics formulation. The equations
of motion derived via the Newton–Euler formulation have the form of nonlinear
differential-algebraic equations, or DAEs. It is demonstrated in the chapter that these
equations can be re-cast as a set of nonlinear ordinary differential equations, or ODEs.

Methods of analytical mechanics, as they are used to derive the equations of motion of
robotic systems, are introduced in Chapter 5. The chapter begins with the statement of
Hamilton’s principle and explains how it can be interpreted as a problem of variational
calculus. Its solution yields the equations of motion for the robotic system. Since the
kinetic energy and potential energy of many robotic systems have the same functional
form, it is possible to derive Lagrange’s equations from the variational calculus prob-
lem generated by Hamilton’s principle. Hamilton’s extended principle is presented as a
means of incorporating contributions due to the presence of non-conservative forces in
the equations of motion. A standard form for the governing equations for a large class of
robotic systems is derived using Lagrange’s equations. Finally, the chapter presents the
method of Lagrange’s equations with Lagrange multipliers that is appropriate for deriv-
ing governing equations in terms of redundant collections of variables. This approach
results in a system of nonlinear DAEs, in general.

Methods of feedback control of robotic systems are presented in Chapter 6. The
general form and structure of control problems are discussed, and an overview of
stability theory is given. The fundamental principles of stability theory are presented,
and the use of the Lyapunov functions to establish stability for practical robotic systems
is discussed. These techniques are critical to modern approaches of control synthesis
for robotic systems. Lyapunov’s direct method and LaSalle’s invariance principle
are applied to establish stability and convergence of typical set point and tracking
controllers. Feedback controllers based on exact feedback linearization or computed
torque control, approximate dynamic inversion, and passivity principles are derived.
The chapter finishes with an introduction to actuator models, emphasizing electric
motors and electromechanical linear actuators.

The final chapter of this book, Chapter 7, discusses techniques of image-based control
for robotic systems. The ideal pinhole camera model is discussed in detail, which enables
a succinct presentation of image based visual servo (IBVS) control strategies. Stability
and asymptotic stability of IBVS control methods is established, as well as the role of
singular configurations in the performance of these methods. The general approach of
task space control formulations, in contrast to the joint space methods described in
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Chapter 6, is presented. Task space formulations of visual control objectives is the final
topic in Chapter 7.

1.8 Problems for Chapter 1

Problem 1.1. Briefly summarize the origins of the word “robot”.

Problem 1.2. Define what is meant by a robotic system in this book. How does this
definition differ from other common definitions?

Problem 1.3. Define the following terms that commonly appear in the study of robotics:
Actuator
Sensor
Workspace
Ideal joint
Joint variable
Passive joint
Driven joint
Precision, accuracy, and resolution
Repeatability
Tool frame
End effector.

Problem 1.4. Define the following robotic manipulators, describe their general features,
and find commercially available examples of each.
Cartesian robot
Cylindrical robot
Spherical robot
SCARA robot
PUMA robot
Anthropomorphic arm.

Problem 1.5. Define the fundamental problems of
Forward kinematics
Inverse kinematics
Forward dynamics
Feedback control
for robotic systems. Find and describe an explicit example of each problem for a com-
mercially available robotic system.

Problem 1.6. Discuss examples of how the fundamental problems of the dynamics
and control of robots (forward kinematics, inverse kinematics, forward dynamics, and
feedback control) may arise in the development of humanoid robots. Describe specific
sub-problems for each of the fundamental problems in this application area.
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Problem 1.7. Discuss examples of how the fundamental problems of the dynamics and
control of robots (forward kinematics, inverse kinematics, forward dynamics, and feed-
back control) may arise in the development of autonomous ground vehicles. Describe
specific sub-problems for each of the fundamental problems in this application area.

Problem 1.8. Discuss examples of how the fundamental problems of the dynamics and
control of robots (forward kinematics, inverse kinematics, forward dynamics, and feed-
back control) may arise in the development of autonomous air vehicles. Describe specific
sub-problems for each of the fundamental problems in this application area.
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Chapter 2

Fundamentals of Kinematics

The study of dynamics is comprised of the fields of kinematics and kinetics. Kinematics
is the study of the geometry of motion and does not consider the forces and moments
that give rise to that motion. Kinetics studies the causality between the applied forces or
moments and the motion that they generate. This chapter focuses on kinematics, while
Chapters 4 and 5 introduce kinetics. Chapter 3 applies the general results of this chapter
to obtain formulations specific to robotic systems. Upon the completion of this chapter,
the student should be able to:

• Define different frames of reference or coordinate systems.
• Define rotation matrices and use them to change coordinate representations.
• Parameterize rotation matrices in terms of angles that measure rotation.
• Calculate the angular velocity and acceleration of frames in mechanical systems.
• Calculate the position, velocity and acceleration of points in mechanical systems.

2.1 Bases and Coordinate Systems

It is now commonplace to employ a number of bases, or frames of reference, or coordi-
nate systems, to describe the motion of engineering systems. The remote manipulator
system in Figure 2.1, the autonomous vehicle in Figure 2.2, or the humanoid robot in
Figure 2.3 are just a few of the robotic systems that require numerous frames of ref-
erence to describe their motion. To aid in definition of these frames and the rotation
matrices defined between these frames for mechanical systems, a few preliminaries are
in order.

2.1.1 N-Tuples and M × N Arrays

First, a few comments on notation. Throughout this text the notation ℝ will be used to
denote the set of real numbers, andℂwill be used to denote the set of complex numbers.
Integers will typically be referred to using the lower case letters i, j, k, l,m, n… when the
integer is an index and capital letters I, J ,K , L,M,N … when the integer is the upper
limit or lower limit of a sequence of integers. An N-tuple is defined as an ordered col-
lection of N real or complex numbers; no other properties are implied when referring to
an N-tuple of numbers. The domain of an N-tuple of real numbers is ℝN , and N-tuples

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems

http://www.wiley.com/go/kurdila/robotic-systems


�

� �

�

36 2 Fundamentals of Kinematics

Figure 2.1 Space station with remote manipulator system.
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Figure 2.2 MULE autonomous vehicle, orientation.

will be denoted by lowercase bold letters, such as u, and, by chosen convention, will be
arranged in columns:

u: =

⎧⎪⎪⎨⎪⎪⎩

u1

u2

⋮

uN

⎫⎪⎪⎬⎪⎪⎭
where un is the nth element of the N-tuple u. In addition, : = should be read as “is defined
to be” and not simply as “equals.” The norm ||u|| of an N-tuple u is given by the square



�

� �

�

2.1 Bases and Coordinate Systems 37

Figure 2.3 Humanoid robot.

root of the sum of the squares of its elements, such that

||u||:=
{ N∑

n=1
u2

n

}1∕2

.

This definition of the norm || • || is actually a specific example of a more general group
of operations: it is the 2-norm or Euclidean norm of the N-tuple. In later chapters,
for example, when numerical methods are addressed, or Chapter (5) when methods of
analytical mechanics are introduced, the more general p-norm for p = 1,… ,∞ will be
introduced. If u, v are two N-tuples, their dot product is defined as

u ⋅ v:=
N∑

n=1
unvn.

By definition, ||u||2 = u ⋅ u.
The set of M × N real matrices, that is, arrays of real numbers having M rows and N

columns, will be denoted by ℝM×N . Uppercase bold letters such as A are used to repre-
sent arrays, while the matrix element in the ith row and jth column of A is denoted by
the lowercase aij. For an M × N matrix A, the transpose AT is defined to be the N × M
array obtained by interchanging rows and columns, such that

AT = B ⇔ amn = bnm 1 ≤ m ≤ M, 1 ≤ n ≤ N . (2.1)
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Suppose that A ∈ ℝI×J , B ∈ ℝJ×K , and C ∈ ℝI×K . Recall that matrix multiplication is
defined for the matrices A,B,C via

C:= AB,
where the entry cik of C is given by the formula

cik :=
J∑

j=1
aijbjk

for i = 1… I, k = 1…K . This definition is meaningful only if the number of columns
of A is equal to the number of rows of B. The result of multiplying matrices A and B is a
matrix C that has the same number of rows as A and the same number of columns as B.

The previously stated convention that N-tuples are interpreted as columns means that
an N-tuple may also be interpreted as an N × 1 array. This fact has many implications.
In particular, it means that the product v:= Au is sensible whenever the number of
columns of the M × N array A is equal to the length of the N-tuple u. By definition,
the vector v is an M-tuple,

v:= Au ⇔ vm =
N∑

n=1
amnun for m = 1,… ,M.

An array is said to be a sparse matrix if the number of zero elements overwhelmingly
exceeds the number of non-zero elements. Otherwise, it is called a full matrix. An array
is a square matrix if it has the same number of rows and columns. The main diagonal or
principal diagonal of a matrix A ∈ ℝN×N is the collection of elements ajj for j = 1…N .
An array is a diagonal matrix if its elements are equal to zero except on the main diag-
onal.

The identity matrix is the unique matrix denoted 𝕀 such that A𝕀 = 𝕀A = A for every
square matrix A. The identity matrix is a diagonal matrix with ones for each element
of its principal diagonal. The identity matrix will be used to help describe the matrix
inverse in the following definition.

Definition 2.1 (Matrix inverse) A square matrix A ∈ ℝM×M is invertible if and
only if there is a matrix B such that

AB = BA = 𝕀

where 𝕀 is the identity matrix. When such a matrix B exists, the inverse matrix is
unique and denoted as

A−1:= B.

The matrix inverse arises in a natural way when solving a set of linear matrix
equations. Given a set of equations having the matrix form

Au = v,
and the matrix A is invertible, both sides of the above equation can be multiplied by A−1

to obtain a solution for u:
A−1Au = 𝕀u = u = A−1v.
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A discussion of the existence and uniqueness of solutions to such systems of linear
matrix equations can be found in the Appendix. This inverse A−1 may be calculated
in closed form analytically or approximately using a numerical solver. Both cases are
important in the dynamics and control of autonomous systems. Another consequence
of identifying an M-tuple as an M × 1 array is the ability to partition an M × N array A
into its columns

A:=
[

a1 a2 a3 … aN .
]

(2.2)

By definition, each of the columns an for n = 1…N is an M-tuple, or M × 1 array. It is
also possible to partition a matrix by rows by observing that the transpose of an M × 1
array is a 1 × M array. Since the convention is that any M-tuple u corresponds to a col-
umn, the 1 × M array is denoted by uT . As a result, the N × M matrix obtained by taking
the transpose AT of the matrix A in (2.2) is just

AT =

⎡⎢⎢⎢⎢⎢⎣

aT
1

aT
2

⋮

aT
N

⎤⎥⎥⎥⎥⎥⎦
.

Finally, suppose that AT ∈ ℝI×J and B ∈ ℝJ×K , so that the product AT B is valid. This
matrix product can be calculated by the conformal partition of the matrices AT and B
into rows, and columns, respectively.

AT B =

⎡⎢⎢⎢⎢⎢⎣

aT
1

aT
2

⋮

aT
I

⎤⎥⎥⎥⎥⎥⎦

[
b1 b2 b3 … bK

]
=

⎡⎢⎢⎢⎢⎢⎣

aT
1 b1 aT

1 b2 … aT
1 bK

aT
2 b1 aT

2 b2 … aT
2 bK

⋮ … … ⋮

aT
I b1 aT

I b2 … aT
I bK

⎤⎥⎥⎥⎥⎥⎦
. (2.3)

Each of the entries aT
i bk = ai ⋅ bk is the dot product of the J-tuples ai and bk , for

i = 1… I and k = 1…K . Other examples of conformal partitions of products of
matrices are discussed in the problems.

2.1.2 Vectors, Bases and Frames

In the previous section, N-tuples and M × N arrays were defined, and techniques for
manipulating them were discussed. In this section, vectors in ℝ3 are introduced. While
not every 3-tuple is a vector in ℝ3, all vectors in ℝ3 are 3-tuples. As a result, the methods
for organizing and manipulating 3-tuples discussed in Section 2.1.1 will be applied to
the representation of vectors.

However, a vector is a much more general construct than an N-tuple. A vector is
defined to be an element of a vector space, which can contain abstract mathemati-
cal objects. For example, in the discussion of analytical mechanics in Chapter 5, more
general notions of vectors are introduced. The directions or variations that arise in state-
ments of variational calculus can be construed as vectors that exist in a suitably defined
vector space. Section A.1 of the appendix summarizes some of the most fundamental
properties of vector spaces. Some texts do not distinguish between N-tuples of numbers
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and vectors. See for example [18]. However, the distinction between N-tuples and vec-
tors in a general setting can be considerably more abstract, and the interested reader
can study [34] or [9] for details.

The level of rigor and abstraction introduced in [9] is an important tool in graduate
treatments of dynamics and control: topics including differential geometry or Lie algebra
can provide important insights into the structure of different robotics problems. These
topics require substantially more preparation in the mathematics that underlie vector
spaces, tensor analysis, and the foundations of manifolds. An example of the applications
of these foundations in robotics can be found in [36].

In this text, only those properties of vectors that will aid in solving specific problems in
the dynamics and control of robotic systems at an undergraduate or beginning graduate
level are introduced. In this chapter, it is important to note the following differences
between an N-tuple and vector in ℝN .

• Vectors are mathematical entities characterized by a direction and length. An N-tuple
is just an ordered collection of numbers.

• Physically observable, or measurable, quantities such as velocity, angular velocity, and
momentum are idealized as vectors.

• Vectors obey transformation laws or change of basis formulae. The physically observ-
able quantities they represent also transform according to these rules.

• A vector has an infinite number of different yet equivalent representations.
• Each representation of a vector specifies the coordinates or components of the vector

with respect to a specific basis or frame.

This presentation of vectors will proceed with a review of their basic properties in
Section 2.1.2.1, followed by a discussion of the transformation laws used in the change
of basis formulae in Sections 2.1.2.2 and 2.2.

2.1.2.1 Vectors
A vector v in ℝ3 is represented by a 3-tuple and is characterized by its direction and
length. The length of a vector v ∈ ℝ3 is given by the norm of the 3-tuple

length(v) = ||v|| =
{ 3∑

i=1
|vi|2

} 1
2

,

while its direction is given by the unit vector u

direction(v) = u = v
||v|| .

It is immediate that the length of a unit vector length(u) = 1. In Section 2.1.1 the dot
product of two N-tuples u, v is defined to be

u ⋅ v = u1v1 + u2v2 + u3v3. (2.4)

It is well known from introductory calculus that the dot product of u and v can also be
written as

u ⋅ v = ||u||||v|| cos 𝜃u,v (2.5)
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where cos 𝜃u,v is the cosine of the angle 𝜃u,v between the vectors u and v. Finally, the cross
product w of two vectors u, v in ℝ3 is defined by

w = u × v (2.6)

where

w =
⎧⎪⎨⎪⎩

w1

w2

w3

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

u2v3 − u3v2

u3v1 − u1v3

u1v2 − v1u2

⎫⎪⎬⎪⎭
.

Note that the dot product yields a scalar, whereas the cross product defines a vector. The
length of the cross product of two vectors satisfies a formula similar to Equation (2.5).

||u × v|| = ||u||||v|| sin 𝜃u,v.

There are many alternatives that are commonly used to represent the cross product in
Equation (2.6). One that will be used frequently in this text, particularly in applications
to robotics, makes use of the skew operator S(⋅). The skew operator S(⋅) assigns to a
vector u the matrix

S(u): =
⎡⎢⎢⎣
0 −u3 u2
u3 0 −u1
−u2 u1 0

⎤⎥⎥⎦
.

The cross product w = u × v is then expressed as the action of a matrix on the vector v
in

w = u × v,

= S(u)v,

=
⎡⎢⎢⎢⎣

0 −u3 u2

u3 0 −u1

−u2 u1 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

v1

v2

v3

⎫⎪⎬⎪⎭
.

2.1.2.2 Bases and Frames
A coordinate system or frame 𝕏 for a vector in ℝ3 is defined by a right handed (dextral),
orthonormal collection of three vectors xi ∈ ℝ3 where i = 1, 2, 3. The set of vectors xi
for i = 1, 2, 3 is called the basis for the frame 𝕏.

Saying x1, x2, x3 is a dextral, orthonormal collection of vectors is a compact way of
describing three properties of this set of vectors:

• each is a unit vector,
• each vector is perpendicular to the other two, and
• the vectors permute cyclically under the cross product.

The first property enforces three independent constraints on the magnitude of the three
basis vectors xi, such that

||xi|| = 1 i = 1, 2, 3.
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The second property enforces three additional independent constraints on the dot prod-
ucts of pairs of the three basis vectors, such that

xi ⋅ xj = 0 when i ≠ j.

The third property dictates the relative directions of the vectors (positive or negative)
along the axes specified by the first two properties.

Sets of vectors that satisfy the first two of these conditions (mutually orthogonal unit
vectors) are said to be orthonormal. A more concise way of stating the orthonormality
condition is

xi ⋅ xj = 𝛿ij (2.7)

where 𝛿ij is the Kronecker delta function,

𝛿ij =

{
0 if i ≠ j,

1 if i = j.
(2.8)

This definition takes advantage of the fact that the norm of a unit vector is the same as
the dot product of the unit vector with itself.

Saying these vectors define a right-handed or dextral basis means that the basis vectors
permute cyclically under the cross product. Vectors that permute cyclically under the
cross product satisfy

xi × xj = xk

where {i, j, k} = {1, 2, 3}, {2, 3, 1} or {3, 1, 2}. Since the sign of the cross product
changes if the order of the vectors in the cross product is changed, it follows that
xi × xj = −xk whenever {i, j, k} = {2, 1, 3}, {3, 2, 1} or {1, 3, 2}. Figure 2.4 is a graphic
representation of how vectors permute cyclically under the cross product.

These observations are summarized in the following definition.

Definition 2.2 (Vector basis/frame) A basis or frame 𝕏 in ℝ3 is defined by a set
{x1, x2, x3} of orthonormal vectors that permute cyclically under the cross product
according to the right hand rule.

Another common approach used both in this textbook and the broader literature is to
denote the three orthogonal basis vectors as xi, yi and zi for frame i. In this notation, the

x1

x2x3

x1 × x2 = x3x2 = x1 × x3

x2 × x3 = x1

Figure 2.4 Cyclic permutations for vectors x1, x2, x3.
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vector denotes the specific basis vector, and the subscript denotes the associated frame
(as opposed to the vector specifying the frame, and the subscript specifying the basis
vector as defined earlier in this section). This approach is particularly useful when using
numbers to name frames, as in Example 2.8.

The next example shows the need models for practical robotic systems have for
numerous frames of reference and emphasizes the need for systematic techniques to
model these systems.

Example 2.1 Consider the humanoid robot depicted in Figure 2.3. Create a detailed
figure of one leg and its connectivity to the pelvis. Define a collection of frames or bases,
each of which moves with a particular rigid body in the leg sub-assembly. This set is a
collection of body fixed frames for the mechanical system. Describe how each pair of
adjacent frames in the leg assembly move relative to one another as the leg undergoes
general motion.

Solution: Figures 2.5 and 2.6 depict the model representing the humanoid robot.
There are many choices of individual frames that make sense for this problem.
Specific conventions for defining frames for robotic systems are studied in Chapter
3. The detailed definitions of the body fixed frames in this example are shown in
Figure 2.6.

Figure 2.5 Detailed model of humanoid robot.
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a2

a3

b2

b3

d2d3

e2

f2

f3

g2

g3

e3

g1

d1

e1

f1

c2

c3

a1

c1

b1

Figure 2.6 Detailed model of leg assembly.

The frames are denoted as 𝔸 through 𝔾, having bases (a1, a2, a3) through (g1, g2, g3),
respectively. Each frame is fixed in a particular rigid body, as shown in Table 2.1 for this
example.

Table 2.1 Frames assignment for the detailed model of the leg assembly
illustrated in Figure 2.6.

Frame Description Frame color

𝔸 Fixed in rigid body 𝔸 that models the pelvis Red
𝔹 Fixed in rigid body 𝔹 that models the upper hip Blue
ℂ Fixed in rigid body ℂ that models the lower hip Orange
𝔻 Fixed in rigid body ℂ that models the thigh Green
𝔼 Fixed in rigid body 𝔼 that models the shin Red
𝔽 Fixed in rigid body 𝔽 that models the ankle Blue
𝔾 Fixed in rigid body 𝔾 that models the foot Orange

For this set of frames, there is a single frame fixed to each rigid body. However, this
need not be the case. It is often convenient to have multiple frames fixed to a single body.
For example, a frame may be included for each joint, along with a frame at the center of
mass. This portion of the robot is constructed of eight rigid bodies that are connected
to each other by seven revolute joints. Each pair of frames that are fixed to adjacent rigid
bodies rotate relative to one another about a common axis. While the net motion of
the leg assembly can be complex, the relative motion of each pair of adjacent frames is
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simple. The seven joints between adjacent pairs of rigid bodies are detailed in Table 2.2,
including the axes in each frame parallel to the revolute joint axis.

Table 2.2 The seven joints between adjacent pairs of rigid bodies
illustrated in Figure 2.6.

Rigid
body 1

Rigid
body 2

Axes parallel to
revolute joint axis

𝔸 𝔹 a1 and b1

𝔹 ℂ b3 and c3

ℂ 𝔻 c2 and d2

𝔻 𝔼 d2 and e2

𝔻 𝔽 e2 and f2

𝔽 𝔾 f1 and g1

Given a basis {x1, x2, x3}, any vector v in ℝ3 can be expressed uniquely in terms of the
basis vectors,

v = v𝕏1 x1 + v𝕏2 x2 + v𝕏3 x3 =
3∑

i=1
v𝕏i xi, (2.9)

where the coefficients v𝕏:= {v𝕏1 , v
𝕏
2 , v

𝕏
3 }

T are the components or coordinates of the vec-
tor v with respect to the {x1, x2, x3} basis vectors. If u =

∑3
i=1 u𝕏

i xi is another vector
expressed in the same basis 𝕏, then the dot product is defined to be

u ⋅ v = uT v = vT u =
3∑

i=1
u𝕏

i v𝕏i .

Using the orthonormality of the basis vector 𝕏, a direct calculation shows that

v𝕏i = v ⋅ xi and u𝕏
i = u ⋅ xi.

These facts are summarized in Theorem 2.1.

Theorem 2.1 (Vector coordinates) Let x1, x2, x3 be the basis for the frame 𝕏 in
ℝ3. For any vector v ∈ ℝ3, there is a unique expansion v =

∑3
i=1 v𝕏i xi. The coefficients

v𝕏1 , v
𝕏
2 , v

𝕏
3 are the coordinates or components of the vector v with respect to the 𝕏

frame. The coordinates v𝕏 of the vector v with respect to the 𝕏 frame are defined as

v𝕏:=
⎧⎪⎨⎪⎩

v𝕏1
v𝕏2
v𝕏3

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

v ⋅ x1

v ⋅ x2

v ⋅ x3

⎫⎪⎬⎪⎭
.
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Suppose that the vectors u and v are defined as above and that w =
∑3

i=1 w𝕏
i xi. The

vector w is the cross product of u and v, that is w = u × v, if the components of these
vectors satisfy the equation

⎧⎪⎨⎪⎩
w𝕏

1
w𝕏

2
w𝕏

3

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎣

0 −u𝕏
3 u𝕏

2
u𝕏

3 0 −u𝕏
1

−u𝕏
2 u𝕏

1 0

⎤⎥⎥⎦
⎧⎪⎨⎪⎩

v𝕏1
v𝕏2
v𝕏3

⎫⎪⎬⎪⎭
⇔ w𝕏 = S(u𝕏)v𝕏.

There is an infinite number of bases or frames for ℝ3. Suppose two frames with different
sets of basis vectors in ℝ3 are given: frame 𝕏 with basis {x1, x2, x3}, and frame 𝕐 with
basis {y1, y2, y3}. For any arbitrary vector v ∈ ℝ3 there is a unique expansion having the
form in Equation (2.9). There is also a unique expansion for the vector v in terms of the
basis {y1, y2, y3}

v = v𝕐1 y1 + v𝕐2 y2 + v𝕐3 y3 =
3∑

i=1
v𝕐i yi. (2.10)

Given the orthonormality of the two sets of basis vectors, a matrix relationship between
the two vector representations, and by extension the two frames, may be defined. The
following theorem provides a concise solution to the problem of relating v𝕏 and v𝕐 .

Theorem 2.2 (Changing vector frame) Let 𝕏 and 𝕐 be two frames in ℝ3 and let
v𝕏 and v𝕐 be the coordinate representations of a fixed vector v with respect to the
frames 𝕏 and 𝕐 , respectively. The coordinate representations v𝕏 and v𝕐 are related
by the matrix equations

v𝕏 = R𝕏
𝕐 v𝕐 (2.11)

v𝕐 = R𝕐
𝕏v𝕏 (2.12)

where the matrices R𝕏
𝕐 and R𝕐

𝕏 are defined as

R𝕏
𝕐 =

⎡⎢⎢⎢⎣

(x1 ⋅ y1) (x1 ⋅ y2) (x1 ⋅ y3)
(x2 ⋅ y1) (x2 ⋅ y2) (x2 ⋅ y3)
(x3 ⋅ y1) (x3 ⋅ y2) (x3 ⋅ y3)

⎤⎥⎥⎥⎦

R𝕐
𝕏 =

⎡⎢⎢⎢⎣

(y1 ⋅ x1) (y1 ⋅ x2) (y1 ⋅ x3)
(y2 ⋅ x1) (y2 ⋅ x2) (y2 ⋅ x3)
(y3 ⋅ x1) (y3 ⋅ x2) (y3 ⋅ x3)

⎤⎥⎥⎥⎦
.

Proof : Given that Equations (2.9) and (2.10) are both equal to v, they may be set equal
to one another. By taking the dot product of both sides of these equations with x1, x2
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and x3, the following three equations are obtained

⎧⎪⎨⎪⎩

v𝕏1 (x1 ⋅ x1) + v𝕏2 (x1 ⋅ x2) + v𝕏3 (x1 ⋅ x3)

v𝕏1 (x2 ⋅ x1) + v𝕏2 (x2 ⋅ x2) + v𝕏3 (x2 ⋅ x3)

v𝕏1 (x3 ⋅ x1) + v𝕏2 (x3 ⋅ x2) + v𝕏3 (x3 ⋅ x3)

⎫⎪⎬⎪⎭

=
⎧⎪⎨⎪⎩

v𝕐1 (x1 ⋅ y1) + v𝕐2 (x1 ⋅ y2) + v𝕐3 (x1 ⋅ y3)

v𝕐1 (x2 ⋅ y1) + v𝕐2 (x2 ⋅ y2) + v𝕏3 (x2 ⋅ y3)

v𝕐1 (x3 ⋅ y1) + v𝕐2 (x3 ⋅ y2) + v𝕐3 (x3 ⋅ y3)

⎫⎪⎬⎪⎭
.

By orthonormality of the 𝕏 basis, all of the dot products on the left hand side of these
equations are either zero or one. These equations can be written as a matrix relationship
between the 𝕏 basis and 𝕐 basis coefficients:

⎧⎪⎨⎪⎩

v𝕏1
v𝕏2
v𝕏3

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

(x1 ⋅ y1) (x1 ⋅ y2) (x1 ⋅ y3)

(x2 ⋅ y1) (x2 ⋅ y2) (x2 ⋅ y3)

(x3 ⋅ y1) (x3 ⋅ y2) (x3 ⋅ y3)

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

v𝕐1
v𝕐2
v𝕐3

⎫⎪⎬⎪⎭
. (2.13)

Alternatively, the dot product on both sides of these equations may be taken with y1, y2
and y3 to construct a matrix expression that explicitly solves for the 𝕐 frame coefficients:

⎧⎪⎨⎪⎩

v𝕐1
v𝕐2
v𝕐3

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

(y1 ⋅ x1) (y1 ⋅ x2) (y1 ⋅ x3)

(y2 ⋅ x1) (y2 ⋅ x2) (y2 ⋅ x3)

(y3 ⋅ x1) (y3 ⋅ x2) (y3 ⋅ x3)

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

v𝕏1
v𝕏2
v𝕏3

⎫⎪⎬⎪⎭
. (2.14)

Equations (2.13) and (2.14) give a complete description of how the coefficients of
any vector that is expressed with respect to the two different frames 𝕏 and 𝕐 can be
related. ◽

Note that the above definitions of R𝕏
𝕐 and R𝕐

𝕏 satisfy the equation

(R𝕏
𝕐 )

T = R𝕐
𝕏.

As discussed in the next section, this property that the matrix associated with an inverse
transformation is simply the transpose of the original transformation matrix is of fun-
damental importance in kinematics. Section 2.2 will show that R𝕏

𝕐 and R𝕐
𝕏 are examples

of rotation matrices or direction cosine matrices and play a key role in spatial robot
kinematics.

Example 2.2 Consider a pair of frames 𝔸 and 𝔹 that share a common origin and have
a single common basis vector a3 = b3. From an initial alignment with frame 𝔸, the 𝔹
frame is rotated 30∘ counter clockwise about the a3 axis in relation to the 𝔸 frame, as
shown in Figure 2.7. The coordinates VA of vector v relative to the 𝔸 frame is defined
as v𝔸 =

{
1 1.2 1.5

}T . Calculate the representation of vector v in relation to frame 𝔹,
or v𝔹.
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a3 = b3

a2
30°

v

b2

b1

30°

a1

Figure 2.7 Frames 𝔸 and 𝔹 and vector v for Example 2.2.

Solution: The matrix R𝔹
𝔸 is used to change the basis from the 𝔸 frame to the 𝔹 frame

using the equation v𝔹 = R𝔹
𝔸v𝔸. This matrix R𝔹

𝔸 may be constructed using the expression
in Theorem 2.2

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

b1 ⋅ a1 b1 ⋅ a2 b1 ⋅ a3

b2 ⋅ a1 b2 ⋅ a2 b2 ⋅ a3

b3 ⋅ a1 b3 ⋅ a2 b3 ⋅ a3

⎤⎥⎥⎥⎦
.

The basis vectors are unit vectors, which implies that the dot products reduce to the
cosine of the angle between each pair of unit vectors. For the geometry described in this
problem,

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

cos 30∘ cos 60∘ 0

cos 120∘ cos 30∘ 0

0 0 1

⎤⎥⎥⎥⎦
,

which may be further simplified into a form that only utilized the rotation angle 30∘ as
the trigonometric argument

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

cos 30∘ sin 30∘ 0

− sin 30∘ cos 30∘ 0

0 0 1

⎤⎥⎥⎥⎦
.

Using this form of R𝔹
𝔸, v𝔹 may be calculated as

v𝔹 = R𝔹
𝔸v𝔸 =

⎡⎢⎢⎢⎣

0.866 .5 0

−.5 .866 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

1

1.2

1.5

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

1.466

.538

1.5

⎫⎪⎬⎪⎭
.
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2.2 Rotation Matrices

In the last section equations were derived that relate the components v𝕏 and v𝕐 of a
vector v expressed in frames 𝕏 and 𝕐 , respectively. In this section, the relationships in
Equations (2.13) and (2.14) will be demonstrated as rotation matrices. Since these are
used extensively throughout the book, they will be studied in detail.

Definition 2.3 (Rotation matrix) A rotation matrix, or orthogonal matrix, is a
matrix R for which its inverse R−1 is equal to its transpose RT , that is

R−1 = RT .

A rotation matrix R corresponds to a right hand, or dextral, basis if det(R) = +1. A
rotation matrix R corresponds to a left hand, or sinister, basis if det(R) = −1.

Recalling the notation introduced in Theorem 2.2, if 𝕏 and 𝕐 are frames, then the
coordinate representations v𝕏 and v𝕐 of a vector v with respect to these two frames are
related via the formulae

v𝕏 = R𝕏
𝕐 v𝕐 , (2.15)

v𝕐 = R𝕐
𝕏v𝕏. (2.16)

The matrix R𝕏
𝕐 maps the v𝕐 frame components into the 𝕏 frame components. Con-

versely, the matrix R𝕐
𝕏 maps the v𝕏 frame components into the 𝕐 frame components.

Thus, this pair of equations defines a change of basis formula.

Theorem 2.3 (Rotation matrix as change of basis) The matrices R𝕏
𝕐 and R𝕐

𝕏 in
the change of basis formulae (2.11) and (2.12) are rotation matrices, and

(R𝕐
𝕏)

−1 = (R𝕐
𝕏)

T = R𝕏
𝕐 .

Proof : Begin by substituting Equation (2.15) into (2.16), and factoring out v𝕐 ,

(𝕀 − R𝕐
𝕏R𝕏

𝕐 )v
𝕐 = 𝟎.

Since this equation must hold for arbitrary v𝕐 , it must be true that

𝕀 = R𝕐
𝕏R𝕏

𝕐 . (2.17)

By the same reasoning, substituting Equation (2.16) into (2.15), and factoring out v𝕏,

(𝕀 − R𝕏
𝕐 R𝕐

𝕏)v
𝕏 = 0

from which it likewise follows that

𝕀 = R𝕏
𝕐 R𝕐

𝕏. (2.18)

Equations (2.17) and (2.18) yield

𝕀 = R𝕏
𝕐 R𝕐

𝕏 = R𝕐
𝕏R𝕏

𝕐
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from which it may be observed that the matrices are inverses of one another,

R𝕏
𝕐 = (R𝕐

𝕏)
−1.

By inspection of Equations (2.13) and (2.14), these matrices are also transposes of one
another. These two properties

(R𝕏
𝕐 )

−1 = (R𝕏
𝕐 )

T , (R𝕐
𝕏)

−1 = (R𝕐
𝕏)

T ,

together show that the two matrices under consideration are rotation matrices. ◽

The definition of a rotation matrix in Definition 2.3 might not be intuitive at first
glance, but the columns (or rows) of a rotation matrix have a simple interpretation.
The columns (or rows) of an orthogonal matrix form a basis for ℝ3. If they permute
cyclically under the cross product, the rotation matrix corresponds to a right handed
basis.

Theorem 2.4 (Rotation matrix properties) Suppose that R = [r1 r2 r3] is a
rotation matrix. Then

(1) The columns {ri}i=1,2,3 are a basis for ℝ3.
(2) The determinant det(R) = det(RT ) = ±1.
(3) The cross product r1 × r2 = ±r3.
(4) The following statements are equivalent: .

(4.1) The cross product r1 × r2 = +r3.
(4.2) The determinant det(R) = +1.
(4.3) The columns (or rows) of R form a right handed basis.

Proof : First, partition R as R = [r1 r2 r3] and its transpose RT as

RT =

⎡⎢⎢⎢⎢⎣

rT
1

rT
2

rT
3

⎤⎥⎥⎥⎥⎦
.

The product RT R can then be written (see Equation (2.3)) as

RT R =

⎡⎢⎢⎢⎢⎣

rT
1

rT
2

rT
3

⎤⎥⎥⎥⎥⎦
[

r1 r2 r3
]
=

⎡⎢⎢⎢⎢⎣

rT
1 r1 rT

1 r2 rT
1 r3

rT
2 r1 rT

2 r2 rT
2 r3

rT
3 r1 rT

3 r2 rT
3 r3

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎥⎦
. (2.19)

The last equality on the right hand side follows from the definition of an orthogonal
matrix. Recall that for any i, j, the product rT

i rj is just the matrix multiplication of a 1 × 3
vector and a 3 × 1 vector. That is, rT

i rj = ri ⋅ rj for i, j = 1, 2, 3. The off-diagonal entries
of the matrix equation in (2.19) yield r1 ⋅ r2 = r2 ⋅ r3 = r3 ⋅ r1 = 0. This shows that each
of the columns is orthogonal to the others. The diagonal entries of this matrix equation
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yield the scalar equations r1 ⋅ r1 = r2 ⋅ r2 = r3 ⋅ r3 = 1. Hence, each of the columns is a
unit vector. Moreover, recall that the determinant det(R) is given by

det(R) = r1 × r2 ⋅ r3,

the scalar triple product (see Problem 2.12). It is already established that the columns
are mutually orthogonal. Hence, sin(𝜃r1,r2

) = 1 where 𝜃r1,r2
is the angle between r1

and r2. From the identity ||r1 × r2|| = ||r1||||r2|| sin(𝜃r1,r2
) = 1, it is seen that r1 × r2

is a unit vector. Since the direction of r1 × r2 is always perpendicular to the plane
spanned by r1 and r2, it follows that r1 × r2 must equal ±r3. The dot product of r1 × r2
with r3 will be +1 if the vectors permute cyclically under the cross product, and −1
otherwise. ◽

Now consider the structure of the matrices R𝕏
𝕐 and R𝕐

𝕏 in the light of Theorem 2.4.
The columns of R𝕏

𝕐 are precisely the representations of the basis x1, x2, x3 in terms of
the 𝕐 -basis. The columns of R𝕐

𝕏 are precisely the representations of the basis y1, y2, y3 in
terms of the 𝕏-basis.

Theorem 2.5 (Rotation matrices from basis vectors) Let {x1, x2, x3} be a basis
for the frame 𝕏 and {y1, y2, y3} be a basis for the frame 𝕐 . The rotation matrices R𝕏

𝕐
and R𝕐

𝕏 are given by

R𝕏
𝕐 =

[
y𝕏

1 y𝕏
2 y𝕏

3
]

R𝕐
𝕏 =

[
x𝕐

1 x𝕐
2 x𝕐

3
]
.

Proof : For any vector v, based on the construction of the matrix R𝕏
𝕐 , it is true that

v𝕏 = R𝕏
𝕐 v𝕐 (2.20)

where v𝕏 is the representation v with respect to the 𝕏 frame, and v𝕐 is the representa-
tion of v with respect to the 𝕐 frame. Assume v = y1. By definition, this vector y1 has a
straightforward expansion in terms of the 𝕐 -basis:

y𝕐
1 =

⎧⎪⎨⎪⎩

1

0

0

⎫⎪⎬⎪⎭
.

When this representation is substituted into Equation (2.20), it results in

y𝕏
1 = R𝕏

𝕐 y𝕐
1 = R𝕏

𝕐

⎧⎪⎨⎪⎩

1

0

0

⎫⎪⎬⎪⎭
.



�

� �

�

52 2 Fundamentals of Kinematics

Since multiplication of the matrix R𝕏
𝕐 by the vector

{
1 0 0

}T isolates the first column
of R𝕏

𝕐 , the first column of R𝕏
𝕐 must be equal to y𝕏

1 . This process may be repeated for
columns 2 and 3 for R𝕏

𝕐 , and a similar argument can be made for R𝕐
𝕏. ◽

2.3 Parameterizations of Rotation Matrices

For the next step, the definition of a general rotation matrix will be connected to
physically meaningful quantities such as angles of rotation that define the relative
orientation between two frames. This is the problem of determining rotation matrix
parameterizations. The parameters that define the rotation matrix are usually selected
to be different angles that measure rotation; however, the choice of the type of rotation
angle can be made in a variety of ways.

Each rotation matrix contains 9 entries, which are the direction cosines that relate
the bases of the two frames that are associated with the rotation matrix. By definition,
these entries are not independent; there are 6 constraints that are implied in the defini-
tion of any rotation matrix. The dot product of any column/row of the rotation matrix
with itself must be equal to 1 since each column/row is a unit vector. The dot product
of any column/row with a different column/row must equal zero since they constitute
an orthogonal set of basis vectors. This means that in the most general case 3 = 9 − 6
independent variables are required to parameterize a given rotation matrix.

There do exist parameterizations of a general rotation matrix that use more than three
variables. One example is the axis-angle parameterization that utilizes a unit vector
along the direction of rotation and a rotation angle about that axis. A total of four scalar
variables are therefore used in this case. However, they are not independent variables.
There is a single constraint equation that relates these four variables, the requirement
that the norm of the unit vector entries is equal to one. Any parameterization of a rota-
tion matrix using more than 3 variables is necessarily redundant, and there must be
constraint equations that imply the variables are dependent.

In summary, a minimal parameterization of a general rotation matrix defines 3 inde-
pendent variables. For some important special geometries, a rotation matrix can be
parameterized with fewer than 3 parameters. For example, the relative pose between two
bodies connected by a universal joint may be defined by only 2 rotation angles. How-
ever, the simplest examples of rotation matrix parameterizations are those associated
with single axis rotations.

2.3.1 Single Axis Rotations

Single axis rotations play a central role in the study of kinematics. Not only are
they of interest in their own right in a variety of problems, they are also used as the
building blocks for more general constructions in three dimensions. Figures 2.8a,
2.8b, and 2.8c depict the canonical single axis rotations about the 1, 2 and 3 axes,
respectively.

In the ith single axis rotation, the frame rotates by angle 𝛼i about the axis xi = yi. The
frame 𝕏 is interpreted as the initial frame, which is mapped into the final frame 𝕐 . The
following theorem establishes the structure of the single axis rotation matrices.
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a3
a1 = b1

a2
b2

b2α1

α1

b3
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α2

α2
α2

a1

(b)

α3
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α3
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a1

b1
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Figure 2.8 Canonical single axis rotations. (a) About 1 axis. (b) About 2 axis. (c) About 3 axis.

Theorem 2.6 (Single axis rotations) The single axis rotation matrices associ-
ated with rotation 𝛼i, as shown in Figures 2.8a, 2.8b and 2.8c, respectively, are

R𝕏
𝕐 = R1(𝛼1) =

⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛼1 − sin 𝛼1

0 sin 𝛼1 cos 𝛼1

⎤⎥⎥⎥⎦

R𝕏
𝕐 = R2(𝛼2) =

⎡⎢⎢⎢⎣

cos 𝛼2 0 sin 𝛼2

0 1 0

− sin 𝛼2 0 cos 𝛼2

⎤⎥⎥⎥⎦

R𝕏
𝕐 = R3(𝛼3) =

⎡⎢⎢⎢⎣

cos 𝛼3 − sin 𝛼3 0

sin 𝛼3 cos 𝛼3 0

0 0 1

⎤⎥⎥⎥⎦
.

Proof : The case for i = 3 will be proven, and the other cases will be left as exercises.
Begin by projecting the basis vectors for frame 𝕐 onto the basis vectors for frame 𝕏,
such that

y1 = cos 𝛼3x1 + sin 𝛼3x2,

y2 = − sin 𝛼3x1 + cos 𝛼3x2,

y3 = x3.

These equations lead to definitions for the representations y𝕏
1 , y

𝕏
2 , y

𝕏
3 :

y𝕏
1 =

⎧⎪⎨⎪⎩

cos 𝛼3

sin 𝛼3

0

⎫⎪⎬⎪⎭
, y𝕏

2 =
⎧⎪⎨⎪⎩

− sin 𝛼3

cos 𝛼3

0

⎫⎪⎬⎪⎭
, y𝕏

3 =
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
.
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Theorem 2.5 gives the rotation matrix R𝕏
𝕐 in terms of these representations

R𝕏
𝕐 (𝛼3) = [ y𝕏

1 y𝕏
2 y𝕏

3 ] =

⎡⎢⎢⎢⎢⎣

cos 𝛼3 − sin 𝛼3 0

sin 𝛼3 cos 𝛼3 0

0 0 1

⎤⎥⎥⎥⎥⎦
. (2.21)

Alternatively, from Theorem 2.2

R𝕏
𝕐 =

⎡⎢⎢⎢⎢⎣

x1 ⋅ y1 x1 ⋅ y2 x1 ⋅ y3

x2 ⋅ y1 x2 ⋅ y2 x2 ⋅ y3

x3 ⋅ y1 x3 ⋅ y2 x3 ⋅ y3

⎤⎥⎥⎥⎥⎦
.

However, since the single axis rotation about the 3 axis is under consideration, by defini-
tion x3 ⋅ y3 = 1 and x1 ⋅ y3 = x2 ⋅ y3 = x3 ⋅ y1 = x3 ⋅ y2 = 0. Moreover, x1 ⋅ y1 = x2 ⋅ y2 =
cos 𝛼3. Finally, trigonometric identities yield

x1 ⋅ y2 = cos(90∘ + 𝛼3) = cos 90∘ cos 𝛼3 − sin 90∘ sin 𝛼3 = − sin 𝛼3,

x2 ⋅ y1 = cos(90∘ − 𝛼3) = cos 90∘ cos 𝛼3 + sin 90∘ sin 𝛼3 = sin 𝛼3. ◽

Example 2.3 The form of the rotation matrices derived in Theorem 2.6 was deter-
mined by drawing the two dimensional rotation of bases and using the geometry to
express one set of bases in terms of another. In Theorem 2.3 the change of basis formulae
is expressed in terms of rotation matrices that satisfy

(R𝕐
𝕏)

−1 = (R𝕐
𝕏)

T = R𝕏
𝕐 .

Show that the rotation matrices in Theorem 2.6 satisfy the conditions of Theorem 2.3.

Solution: R𝕏
𝕐 (𝛼1)will be considered, since the other matrices associated with single axis

rotations can be treated in a similar way. Recall that the inverse of a general, invertible
2 × 2 matrix is[

a b

c d

]
= 1

(ad − bc)

[
d −b

−c a

]

where (ad − bc) is the determinant of the matrix. This formula can be used to calculate
the inverse of a 3 × 3 matrix that has the special form

⎡⎢⎢⎢⎣

1 0 0

0 a b

0 c d

⎤⎥⎥⎥⎦

−1

=

⎡⎢⎢⎢⎢⎢⎣

1 0 0

0 d
ad − bc

−b
ad − bc

0 −c
(ad − bc)

a
(ad − bc)

⎤⎥⎥⎥⎥⎥⎦
.
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The rotation matrix R𝕏
𝕐 (𝛼1) in Theorem 2.3 has the form

R𝕏
𝕐 (𝛼1) =

⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛼1 − sin 𝛼1

0 sin 𝛼1 cos 𝛼1

⎤⎥⎥⎥⎦
,

and the inverse is calculated using the expression above, resulting in

(R𝕏
𝕐 (𝛼1))−1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0

0
cos 𝛼1

cos2𝛼1 + sin2
𝛼1

sin 𝛼1

cos2𝛼1 + sin2
𝛼1

0
− sin 𝛼1

cos2𝛼1 + sin2
𝛼1

cos 𝛼1

cos2𝛼1 + sin2
𝛼1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=
⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛼1 sin 𝛼1

0 − sin 𝛼1 cos 𝛼1

⎤⎥⎥⎥⎦

= (R𝕏
𝕐 (𝛼1))T .

When using principal or canonical rotation matrices in Theorem 2.6 in applications,
the product of two or more of these matrices is often needed. If a rotation matrix R1 is
followed by the rotation R2, the resulting matrix R given by

R = R2R1

is always a rotation matrix. This is evident from the fact that det(AB) = det(A) det(B) for
any two matrices A and B. Since the determinants of R1 and R2 are both+1 by definition,
so too is the determinant of R. This line of reasoning can be extended to show that the
product of any finite number of rotation matrices is itself a rotation matrix.

However, for the general case, the product of rotation matrices does not commute.
If R1 and R2 are two rotation matrices, then the products R1R2 and R2R1 do not in
general represent the same change in pose or relative orientation. The following example
illustrates this fact.

Example 2.4 Consider a pair of canonical rotations: a rotation RA about the x1 axis
through angle 90∘, and a rotation RB about the x3 axis through angle 90∘. Show the
product of the rotations does not commute.

Solution: Figure 2.9 illustrate the two sequences of rotations under consideration:
RBRA (top pair) and RARB (bottom pair). As the final configurations do not match for
this specific sequence of rotations, rotations matrices do not commute.
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Figure 2.9 General non-commutation of rotation matrix multiplication.

2.3.2 Cascades of Rotation Matrices

While the geometries to which the principal or canonical rotations in Theorem 2.6 are
applicable are limited, standard methods are available to combine these rotation matri-
ces to construct more general rotation matrices. These techniques generate what are
known as cascade or concatenated rotations.

2.3.2.1 Cascade Rotations about Moving Axes
First, the construction of cascades of rotation matrices about moving axes will be consid-
ered. Starting from an initial frame 𝔸, an axis ai is selected and the associated canonical
rotation Ri(𝛼i) in Theorem 2.6 is applied to map the original 𝔸 frame into the new 𝔹
frame. As a result

b = RT
i (𝛼i)a,

where a:=
[
a1 a2 a3

]T and b:=
[
b1 b2 b3

]T . Next, choose an axis bj of the 𝔹 frame and
apply the associated canonical rotation Rj(𝛼j) to the 𝔹 frame to generate a new frame ℂ
so that

c = RT
j (𝛼j)b = RT

j (𝛼j)RT
i (𝛼i)a.

This process can be repeated an arbitrary number of times, but often it is applied three
times to create a general rotation matrix in three dimensions defined by the chosen axes
of rotation and parameterized by the three rotation angles. With a final rotation Rk(𝛼k)
applied about the ck axis, the mapping from the origninal 𝔸 to the final 𝔻 frame is

d = RT
k (𝛼k)RT

j (𝛼j)RT
i (𝛼i)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R𝔻
𝔸

a.

In robotics applications (and particularly for autonomous vehicles), the 𝔻 frame is often
fixed to the moving body and the 𝔸 frame is fixed to the ground. The 𝔹 and ℂ frames are
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used only for intermediate calculations and often do not appear explicitly in a problem
formulation. Conversely, the rotation matrix R𝔸

𝔻 that maps the vehicle fixed frame into
the ground frame is given by

R𝔸
𝔻 = Ri(𝛼i)Rj(𝛼j)Rk(𝛼k). (2.22)

2.3.2.2 Cascade Rotations about Fixed Axes
Another strategy for building cascades of rotation matrices applies a sequence of rota-
tions defined with reference to the original, fixed frame 𝔸.

Recall that in the last section, the frame first rotated by the angle 𝛼i about ai, then the
second frame by 𝛼j about bj, and then the third frame by 𝛼k about ck . In this section, the
sequence of rotations is applied in the reverse order about basis vectors of the original
𝔸 frame. First, the 𝔹 frame is created by rotating by 𝛼k about the ak axis,

b = RT
k (𝛼k)a.

Next, a rotation matrix is created for a rotation by angle 𝛼j about the aj axis and maps
the 𝔹 frame into the ℂ frame:

c = RT
j (𝛼j)b.

Finally, a rotation matrix is created for a rotation by angle 𝛼i about the ai axis and maps
the ℂ frame into the 𝔻 frame:

d = RT
i (𝛼i)c.

As in the last section, this process can be repeated any number of times, but three rota-
tions is sufficient to construct a general spatial rotation defined by three parameters.
The rotation matrix that maps the original 𝔸 frame into the final 𝔻 frame is given by the
formula

d = RT
k (𝛼k)RT

j (𝛼j)RT
i (𝛼i)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R𝔻
𝔸

. (2.23)

Equations (2.22) and (2.23) result in the same final rotation matrix. In other words, when
rotations about moving axis are applied in the sequence

𝛼i about ai =⇒ 𝛼j about bj =⇒ 𝛼k about ck ,

the same overall rotation matrix is obtained when rotations about the fixed frame 𝔸 are
applied in the sequence

𝛼k about ak =⇒ 𝛼j about aj =⇒ 𝛼i about ai

2.3.3 Euler Angles

To define a general spatial rotation matrix that maps the frame 𝔸 into the frame 𝔻, as
shown in Figures 2.2 or 2.10, Section 2.3 noted that three parameters are required. A
common method to define these three parameters concatenates three single axis rota-
tions about a known sequence of basis vectors to generate a spatial rotation matrix. This
approach leads to the family of Euler angle methods.
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The Euler angle approach defines three parameters, such as 𝛼, 𝛽, 𝛾 , to be single axis
rotation angles applied in succession. A first axis i1 is selected, and the original frame 𝔸
is rotated about the i1 axis by the angle 𝛼. A new axis i2(≠ i1) is selected from the rotated
frame, and the frame is rotated about this axis i2 by the angle 𝛽. This process is repeated
a final time by choosing a third axis i3(≠ i2) from the second rotated frame, and rotating
the frame about this axis by angle 𝛾 . The above construction defines the (i1 − i2 − i3)
Euler angles 𝛼, 𝛽, 𝛾 . The order of the axis in this notation is critical; for example, the
(3 − 2 − 1) Euler angles are not the same as the (2 − 1 − 3) Euler angles.

For a mathematically precise definition, let 𝔸 denote the original frame, 𝔹 denote the
frame resulting from the 𝛼 angle rotation of frame 𝔸, ℂ denote the frame resulting from
the 𝛽 angle rotation of frame 𝔹, and 𝔻 denote the frame resulting from the 𝛾 angle rota-
tion of frame ℂ. Introduce the single axis rotation matrices R𝔸

𝔹(𝛼), R𝔹
ℂ(𝛽), and Rℂ

𝔻(𝛾)
corresponding to the rotations associated with angles 𝛼, 𝛽, and 𝛾 that map one frame
into the next. For an arbitrary vector v, its representations v𝔸, v𝔹, vℂ, v𝔻 may be related
in terms of these frames by

v𝔸 = R𝔸
𝔹(𝛼)v

𝔹, (2.24)

v𝔹 = R𝔹
ℂ(𝛽)v

ℂ, (2.25)

vℂ = Rℂ
𝔻(𝛾)v

𝔻. (2.26)

The desired rotation matrix R𝔸
𝔻 that relates the frames 𝔸 and 𝔻 is obtained by substitut-

ing (2.25) into (2.24), and subsequently substituting (2.26) into that result. This sequence
of substitutions yields

v𝔸 = R𝔸
𝔹(𝛼)R

𝔹
ℂ(𝛽)R

ℂ
𝔻(𝛾)v

𝔻.

Since this equation holds for an arbitrary vector v, the desired matrix R𝔸
𝔻 is given by the

equation

R𝔸
𝔻(𝛼, 𝛽, 𝛾) = R𝔸

𝔹(𝛼)R
𝔹
ℂ(𝛽)R

ℂ
𝔻(𝛾). (2.27)

The most common sequences of Euler angles utilized in applications are discussed in
the next few sections.

2.3.3.1 The 3-2-1 Yaw-Pitch-Roll Euler Angles
One of the most common sequences of Euler angles is the (3-2-1) Euler angles, more
commonly known as the yaw-pitch-roll angles and sometimes as Tait–Bryan angles.
The yaw angle 𝜓 , pitch angle 𝜃 and roll angle 𝜙 are illustrated in Figure 2.10 for an
autonomous air vehicle. In this figure, the final frame 𝔻 is fixed rigidly to the air vehicle,
and the initial frame 𝔸 is fixed to Earth. Often in navigation problems, the ground fixed
basis vectors a1, a2, and a3 are aligned with true north, true east and point toward the
center of gravity of the earth, respectively, but this is not necessary. See Problem 2.27
for a related problem. For the vehicle fixed frame 𝔻, the d1 axis points out the nose of
the aircraft, the d2 axis is oriented along the right wing, and the d3 axis completes the
right handed frame.

First, the intermediate frame 𝔹 will be defined. As a starting point, assume frames 𝔹
and 𝔸 are aligned. For all time, the vectors a3 and b3 will remain coincident, but vectors
b1 and b2 may rotate in the a1, a2 plane while preserving their dextral orthogonality.
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a2

a3, d3

a1

d1

d2

θ

ψ
ϕ

Figure 2.10 Orientation of an autonomous air vehicle, yaw-pitch-roll Euler angles.

The yaw angle 𝜓 is defined as the rotation about the axis a3 = b3 that maps the a1 basis
vector into the b1 basis vector. An isometric view of the yaw angle and frames 𝔸 and 𝔹
is shown in Figure 2.11. The single axis rotation matrix associated with yaw 𝜓 is given
in Theorem 2.6 and is

R𝔸
𝔹(𝜓) =

⎡⎢⎢⎢⎢⎣

cos𝜓 − sin𝜓 0

sin𝜓 cos𝜓 0

0 0 1

⎤⎥⎥⎥⎥⎦
. (2.28)

Next, the second intermediate frame ℂ will be defined. Assuming the frames 𝔹 and 𝔻
are known, let c2 = b2 and and c1 = d1. Complete the right handed frame by defining
c3 = c1 × c2. The pitch angle 𝜃 is defined as the rotation about axis c2 = b2 that maps the
b1 basis vector into the c1 basis vector. An isometric view of the pitch angle and frames
𝔹 andℂ is shown in Figure 2.12. The single axis rotation matrix associated with the pitch

a3 = b3

a2

a1

b2

ψ

ψ

b1

Figure 2.11 Yaw angle definition.
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a1
a2 = b2

b1

a1

b1

θ 

θ 

Figure 2.12 Pitch angle definition.

angle 𝜃 is defined in Theorem 2.6 to be

R𝔹
ℂ(𝜃) =

⎡⎢⎢⎢⎣

cos 𝜃 0 sin 𝜃

0 1 0

− sin 𝜃 0 cos 𝜃

⎤⎥⎥⎥⎦
. (2.29)

The roll angle 𝜙 is the angle about the c1 = d1 axis that maps the c2 basis vector onto
the d2 basis vector, and by orthogonality, the c3 basis vector onto the d3 vector. An iso-
metric view of the roll angle and frames ℂ and 𝔻 is shown in Figure 2.13. The single axis
rotation matrix associated with the pitch angle 𝜃 is defined in Theorem 2.6 to be

Rℂ
𝔻(𝜙) =

⎡⎢⎢⎢⎣

1 0 0
0 cos𝜙 − sin𝜙
0 sin𝜙 cos𝜙

⎤⎥⎥⎥⎦
. (2.30)

a2

a3 = b3

b2

a1

b1

ϕ

ϕ

Figure 2.13 Roll angle definitions, 3D and 2D.
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The single axis rotations in Equations (2.28), (2.29), and (2.30) are combined to obtain
the general rotation matrix in Equation (2.27).

R𝔸
𝔻(𝜓, 𝜃, 𝜙) = R𝔸

𝔹(𝜓)R
𝔹
ℂ(𝜃)R

ℂ
𝔻(𝜙),

=

⎡⎢⎢⎢⎢⎣

cos𝜓 − sin𝜓 0

sin𝜓 cos𝜓 0

0 0 1

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃 0 sin 𝜃

0 1 0

− sin 𝜃 0 cos 𝜃

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0

0 cos𝜙 − sin𝜙

0 sin𝜙 cos𝜙

⎤⎥⎥⎥⎦
,

=

⎡⎢⎢⎢⎢⎣

cos 𝜃 cos𝜓 (cos𝜓 sin 𝜃 sin𝜙 − cos𝜙 sin𝜓) (sin𝜙 sin𝜓 + cos𝜙 cos𝜓 sin 𝜃)

cos 𝜃 sin𝜓 (cos𝜙 cos𝜓 + sin 𝜃 sin𝜙 sin𝜓) (cos𝜙 sin 𝜃 sin𝜓 − cos𝜓 sin𝜙)

− sin 𝜃 cos 𝜃 sin𝜙 cos 𝜃 cos𝜙

⎤⎥⎥⎥⎥⎦
.

See Examples 2.1 and 2.2 of the MATLAB Workbook for DCRS.

Example 2.5 It has been stated that the order in which the finite rotations are defined
in an Euler angle sequence is critical to the definition. If the order of the axes about which
the rotations are defined is changed, the resulting rotation matrices can be different.
Show that this is true even in a simple case.

Suppose that the yaw angle 𝜓 = 0, but that the order of the pitch rotation about the 2
axis and the roll rotation about the 1 axis are switched. Sometimes it is observed that a
rotation matrix associated with (infinitesimally) small yaw 𝜓 , pitch 𝜃 and roll 𝜙 angles
does not depend on the order in which the rotations are carried out. This conflicts with
the situation where the rotations are finite. Linearize the derived 3-2-1 Euler angle rota-
tion matrices but now assume that 𝜃 and 𝜙 are small. Linearize the rotation matrix
obtained when the order in which the rotation are performed is reversed. Show that
the linearized rotation matrices are the same.

Solution: The rotation matrix for pitch and roll, if performed in the order described in
Section 2.3.3.1 is

R𝔸
𝔻 =

⎡⎢⎢⎢⎢⎣

cos 𝜃 0 sin 𝜃

0 1 0

− sin 𝜃 0 cos 𝜃

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0

0 cos𝜙 − sin𝜙

0 sin𝜙 cos𝜙

⎤⎥⎥⎥⎦
,

=

⎡⎢⎢⎢⎢⎣

cos 𝜃 sin 𝜃 sin𝜙 sin 𝜃 cos𝜙

0 cos𝜙 − sin𝜙

− sin 𝜃 cos 𝜃 sin𝜙 cos 𝜃 cos𝜙

⎤⎥⎥⎥⎥⎦
.



�

� �

�

62 2 Fundamentals of Kinematics

If the order is reversed, the rotation matrix relating the 𝔸 and 𝔻 frames is

(R𝔸
𝔻)reversed =

⎡⎢⎢⎢⎣

1 0 0

0 cos𝜙 − sin𝜙

0 sin𝜙 cos𝜙

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃 0 sin 𝜃

0 1 0

− sin 𝜃 0 cos 𝜃

⎤⎥⎥⎥⎦
,

=
⎡⎢⎢⎢⎣

cos 𝜃 0 sin 𝜃

sin 𝜃 sin𝜙 cos𝜙 − cos 𝜃 sin𝜙

− sin 𝜃 cos𝜙 sin𝜙 cos 𝜃 cos𝜙

⎤⎥⎥⎥⎦
.

Obviously, these two matrices are not the same. If the matrices are linearized above
for small angles using the approximations sin 𝜃 ≈ 𝜃, sin𝜙 ≈ 𝜙, cos 𝜃 ≈ 1, cos𝜙 ≈ 1, the
matrices simplify to

R𝔸
𝔻 =

⎡⎢⎢⎢⎣

1 𝜃𝜙 𝜃

0 1 −𝜙

−𝜃 𝜙 1

⎤⎥⎥⎥⎦
, (R𝔸

𝔻)reversed =
⎡⎢⎢⎢⎣

1 0 𝜃

𝜃𝜙 1 −𝜙

−𝜃 𝜙 1

⎤⎥⎥⎥⎦
.

Given that 𝜃 and𝜙 are assumed to be small angles, their product may be as approximated
as 𝜙𝜃 ≈ 0. As a result, the final approximation of both matrices for small angles 𝜃 and 𝜙
are both

R𝔸
𝔻 = (R𝔸

𝔻)reversed =
⎡⎢⎢⎢⎣

1 0 𝜃

0 1 −𝜙

−𝜃 𝜙 1

⎤⎥⎥⎥⎦
.

2.3.3.2 The 3-1-3 Precession-Nutation-Spin Euler Angles
Another well known sets of Euler angles are the 3-1-3 Euler angles that define precession
𝛼, nutation 𝛽 and spin 𝛾 in the study of gyroscopics. These were originally defined by
Leonhard Euler (1707–1783) in the study of rigid body kinematics. Figures 2.14a, 2.14b,
and 2.14c depict one common, compact way of visualizing this set of Euler angles. The
initial frame 𝔸 is, as in the last section, fixed to ground (i.e. Earth), and the final frame 𝔻
is fixed to the body under consideration. For this sequence of Euler angles, the a1 = b1
axis is given a special name: the line of nodes.

a1

b1

α α

a3 = b3

a2

b2

(a)

c3 b3β

b1 = c1

c2

b2

β

(b)

c1 d1

γ

c3 = d3

c2

d2

γ

(c)

Figure 2.14 Euler angles: precession, nutation, spin. (a) Precession. (b) Nutation. (c) Spin.
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The first intermediate frame 𝔹 initially aligns with the 𝔸 frame and is rotated by the
angle 𝛼 about the a3 = b3 axis. The second intermediate frame ℂ initially aligns with the
𝔹 frame and is rotated about the b1 = c1 axis through the angle 𝛽 until the c3 basis vector
is aligned with the body fixed d3 basis vector. The final frame 𝔻 is reached by rotating
about the c3 = d3 axis by the angle 𝛾 until the c1 and c2 basis vectors are mapped onto
the d1 and d2 basis vectors. The three single axis rotation matrices R𝔸

𝔹(𝛼), R𝔹
ℂ(𝛽), and

Rℂ
𝔻(𝛾), associated with the precession 𝛼, nutation 𝛽 and spin 𝛾 , are

R𝔸
𝔹(𝛼) =

⎡⎢⎢⎢⎣

cos 𝛼 − sin 𝛼 0

sin 𝛼 cos 𝛼 0

0 0 1

⎤⎥⎥⎥⎦
, R𝔹

ℂ(𝛽) =
⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛽 − sin 𝛽

0 sin 𝛽 cos 𝛽

⎤⎥⎥⎥⎦
,

Rℂ
𝔻(𝛾) =

⎡⎢⎢⎢⎣

cos 𝛾 − sin 𝛾 0

sin 𝛾 cos 𝛾 0

0 0 1

⎤⎥⎥⎥⎦
.

These rotation matrices may be verified using Theorem 2.6. The rotation matrix
R𝔸
𝔻(𝛼, 𝛽, 𝛾) is given by the product

R𝔸
𝔻(𝛼, 𝛽, 𝛾)

=
⎡⎢⎢⎢⎣

cos 𝛼 − sin 𝛼 0

sin 𝛼 cos 𝛼 0

0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛽 − sin 𝛽

0 sin 𝛽 cos 𝛽

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝛾 − sin 𝛾 0

sin 𝛾 cos 𝛾 0

0 0 1

⎤⎥⎥⎥⎦
,

=
⎡⎢⎢⎢⎣

(cos 𝛼 cos 𝛾 − cos 𝛽 sin 𝛼 sin 𝛾) (− cos 𝛼 sin 𝛾 − cos 𝛽 cos 𝛾 sin 𝛼) sin 𝛽 sin 𝛼

(cos 𝛾 sin 𝛼 + cos 𝛽 cos 𝛼 sin 𝛾) (cos 𝛽 cos 𝛼 cos 𝛾 − sin 𝛼 sin 𝛾) − cos 𝛼 sin 𝛽

sin 𝛽 sin 𝛾 cos 𝛾 sin 𝛽 cos 𝛽

⎤⎥⎥⎥⎦
.

See Example 2.3 of the MATLAB Workbook for DCRS for an example of a MATLAB
function to calculate the rotation matrix generated by the 3-1-3 Euler angles.

Example 2.6 Figures 2.15a, 2.15b, and 2.15c depict the geometry that can be used to
define the kinematics of an autonomous satellite system. It will be shown that the frames
used in this example correspond to a set of 3-1-3 Euler angles. The 𝔼 frame is fixed at
the center of the Earth, and the e1 − e2 plane coincides with the equatorial plane. The
orientation of an orbit of the satellite is defined in terms of the inclination 𝜓 and the
right ascension 𝜙 of the orbit.

The orbital plane of the satellite around the Earth intersects the e1–e2 plane along
the line of nodes, which coincides with the vector a1. The 𝔸 frame is defined with a
single axis rotation by the angle 𝜙 about the e3 axis. The right ascension 𝜙measures this
angle between the e1 and a1 axes. A second frame 𝔹 is introduced using a single axis
rotation by angle 𝜓 about the a1 axis from an initial alignment with the 𝔸 frame. The
angle𝜓 is the inclination of the orbital plane relative to the equatorial plane. Theℂ frame
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a1

e1

e3 = a3

e2

a2

ϕ

(a)

a3
b3

b2

a2

ψ

(b)

c1

b1

b2

c2

α

(c)

a1 = b1

b3 = c3

Figure 2.15 Kinematic model of a satellite orbit around Earth. (a) Precession, (b) nutation, (c) spin.

corresponding to the satellite’s orientation relative to Earth is obtained from the𝔹 frame
by rotating by the angle 𝛼 about the b3 axis. The c1 axis is along the position vector from
the Earth to the satellite/frame ℂ origin, and c3 is perpendicular to the orbital plane.

Calculate the rotation matrix that maps the basis for the Earth frame 𝔼 to the basis for
the ℂ frame.

Solution: As before, the rotation matrix Rℂ
𝔼 is a composition of three single axis rotation

matrices

Rℂ
𝔼 = Rℂ

𝔹R𝔹
𝔸R𝔸

𝔼 .

By inspection of geometry, the basis for 𝔸 can be written in terms of the basis for 𝔼 as

a1 = cos𝜙e1 + sin𝜙e2,

a2 = − sin𝜙e1 + cos𝜙e2,

a3 = e3.

Similarly, the basis for 𝔹 can be written in terms of the basis for 𝔸 as

b1 = a1,

b2 = cos𝜓a2 + sin𝜓a3,

b3 = − sin𝜓a2 + cos𝜓a3.

The basis for ℂ is expressed in terms of the basis for 𝔹 in the equations

c1 = cos 𝛼b1 + sin 𝛼b2,

c2 = − sin 𝛼b1 + cos 𝛼b2,

c3 = b3.

The corresponding rotation matrices are

R𝔸
𝔼 =

⎡⎢⎢⎢⎣

cos𝜙 sin𝜙 0

− sin𝜙 cos𝜙 0

0 0 1

⎤⎥⎥⎥⎦
, R𝔹

𝔸 =
⎡⎢⎢⎢⎣

1 0 0

0 cos𝜓 sin𝜓

0 − sin𝜓 cos𝜓

⎤⎥⎥⎥⎦
, Rℂ

𝔹 =
⎡⎢⎢⎢⎣

cos 𝛼 sin 𝛼 0

− sin 𝛼 cos 𝛼 0

0 0 1

⎤⎥⎥⎥⎦
.
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The final expression for the composite rotation matrix is Rℂ
𝔼 = Rℂ

𝔹R𝔹
𝔸R𝔸

𝔼 , and we can
write

Rℂ
𝔼 =

⎡⎢⎢⎢⎢⎣

cos 𝛼 sin 𝛼 0

− sin 𝛼 cos 𝛼 0

0 0 1

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

1 0 0

0 cos𝜓 sin𝜓

0 − sin𝜓 cos𝜓

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

cos𝜙 sin𝜙 0

− sin𝜙 cos𝜙 0

0 0 1

⎤⎥⎥⎥⎥⎦
.

The transpose R𝔹
ℂ = (Rℂ

𝔹)
T of this rotation matrix is identical to that generated by the

3-1-3 Euler angles. See Example 2.3 in the MATLAB Workbook.

2.3.4 Axis Angle Parameterization

Sections 2.3.3.1 and 2.3.3.2 address two of the most common examples of concatenated,
body fixed rotations that define particular Euler angle sequences. This section focuses
on another common approach to representing general rotation matrices in three dimen-
sions, the axis angle parameterization. This technique differs substantially from the
family of Euler angle methods discussed in Section 2.3.3. This case utilizes the property
of rotation matrices that states that any generalized rotation matrix may be reached by
a single rotation by angle 𝜙 about an axis of rotation u. The geometry and definition
of the variables 𝜙 and u are shown in Figure 2.16. The following theorems give a con-
cise description of the rotation matrix R𝔹

𝔸 for the transformation shown in Figure 2.16
parameterized by 𝜙 and u.

a1

b1

a2

b3

ϕ

ϕ

ϕ

a3

b2
u

Figure 2.16 Definition of direction of rotation u and angle of rotation 𝜙.
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Theorem 2.7 (Rotation matrix exponential) The matrix exponential eS(𝜙u) is a
rotation matrix for any scalar 𝜙 and unit vector u and is given by

eS(𝜙u) = cos𝜙(𝕀 − uuT ) + sin𝜙S(u) + uuT , (2.31)
= 𝕀 + (1 − cos𝜙)S2(u) + sin𝜙S(u).

Conversely, any rotation matrix can be written as eS(𝜙u) for some choice of𝜙 and unit
vector u.

Theorem 2.8 (Axis angle parameterization) Suppose the frame𝔸 is mapped to
the frame 𝔹 in Figure 2.16 via rotation 𝜙 about the unit vector u. The rotation matrix
R𝔹
𝔸 is given by the matrix exponential

R𝔹
𝔸 = eS(𝜙u) (2.32)

where S(⋅) is the skew operator.

Proof : The proof of these two theorems is lengthy; as such, it will only be shown that
the formula in Equation (2.31) holds for any scalar 𝜙 and unit vector u. The proof that
the matrix exponential eS(𝜙u) is a rotation matrix is addressed in Problem 2.34. The proof
that eS(𝜙u) is the rotation matrix associated specifically with rotation through an angle
𝜙 about the u direction is addressed in Problem 2.29. The derivation of a few of the
identities used in the proof that follows are addressed in Problems 2.15 and 2.16.

The matrix exponential for any matrix A is defined via the infinite series

eA =
∞∑

i=0

Ai

i!
= 𝕀 + A + 1

2!
A2 + 1

3!
A3 +… ,

and for the axis-angle parameterization, eS(𝜙u) expands as

eS(𝜙u) = 𝕀 + S(𝜙u) + 1
2!

S2(𝜙u) + 1
3!

S3(𝜙u) +… ,

= 𝕀 + 𝜙S(u) + 1
2!
𝜙2S2(u) + 1

3!
𝜙3S(u) +… ,

since S(𝜙u) = 𝜙S(u) for any scalar 𝜙. Problems 2.16 and 2.17 show that for any 𝝎 in R3

S2(𝝎) = − ∥𝝎∥2𝕀 + 𝝎𝝎T ,

S3(𝝎) = − ∥𝝎∥2S(𝝎).

Using these identities, it is determined that

S2(u) = −(𝕀 − uuT ),
S3(u) = −S(u),
S4(u) = (𝕀 − uuT )(𝕀 − uuT ) = 𝕀 − uuT ,

S5(u) = S(u)(𝕀 − uuT ) = S(u),
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since (uuT )S(u) = S(u)uuT = 0. The following expression is obtained when these iden-
tities are substituted into the series expression for the matrix exponential

eS(𝜙u) = 𝕀 + 𝜙S(u) − 1
2!
𝜙2(𝕀 − uuT ) − 1

3!
𝜙3S(u)

+ 1
4!
𝜙4(𝕀 − uuT ) + 1

5!
𝜙5S(u) +… ,

= 𝕀 + (1 − 𝜙2

2!
+ 𝜙4

4!
− 𝜙6

6!
+…)(𝕀 − uuT ) − (𝕀 − uuT )

+ (𝜙 − 1
3!
𝜙3 + 1

5!
𝜙5 +…)S(u),

= cos𝜙(𝕀 − uuT ) + sin𝜙S(u) + uuT . ◽

Example 2.7 Let the rotation matrix R be given by

R =
⎡⎢⎢⎢⎣

cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦
.

Use the equation
e𝜙u:= 𝕀 + (1 − cos𝜙)S2(u) + sin𝜙S(u)

derived in Theorem 2.8 to show that this rotation matrix corresponds to rotation about
the 3 axis through the angle 𝜃.

Solution: For this solution, the rotation matrix R and unit vector u will be parameter-
ized by rij and ui, respectively. First, the expression for S2(u) will be expanded in terms
of ui, such that

S2(u) = −𝕀 + uuT =
⎡⎢⎢⎢⎣

−(u2
2 + u2

3) u1u2 u1u3

u2u1 −(u2
1 + u2

3) u2u3

u3u1 u3u2 −(u2
1 + u2

2)

⎤⎥⎥⎥⎦
.

Using this expression to expand e𝜙u results in

e𝜙u =
⎡⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎦
+ (1 − cos𝜙)

⎡⎢⎢⎢⎣

−(u2
2 + u2

3) u1u2 u1u3

u2u1 −(u2
1 + u2

3) u2u3

u3u1 u3u2 −(u2
1 + u2

2)

⎤⎥⎥⎥⎦
+ sin𝜙

⎡⎢⎢⎣
0 −u3 u2
u3 0 −u1
−u2 u1 0

⎤⎥⎥⎦
.

In parallel, the rotation matrix may be expanded such that

R =
⎡⎢⎢⎢⎣

r11 r12 r13

r21 r22 r23

r31 r32 r33

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎢⎣

cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦
. (2.33)
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An equation for𝜙may be found by taking the traces of e𝜙u and R and setting them equal
to one another, resulting in

3 − 2(1 − cos𝜙) = 2 cos 𝜃 + 1,

1 + 2 cos𝜙 = 2 cos 𝜃 + 1,

cos 𝜃 = cos𝜙.

This equation is true provided 𝜃 = ±𝜙. By convention, it is assumed that 𝜃 = 𝜙; if the
converse assumption was made, the resulting axis of rotation would be−u. Next, expand
the off-diagonal entries r12 and r21 to see that

sin 𝜃 = r12 = (1 − cos𝜙)u1u2 + sin𝜙(−u3),

− sin 𝜃 = r21 = (1 − cos𝜙)u2u1 + sin𝜙(u3),

and subtract the first equation from the second to obtain
2 sin 𝜃 = −2 sin𝜙u3,

u3 = − sin 𝜃
sin𝜙

= −1.

Because u is a unit vector, u1 = u2 = 0. Substituting the expressions for 𝜙 and u into the
expression for e𝜙u results in the expected form of the rotation matrix.

e𝜙u =
⎡⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎦
+ (1 − cos 𝜃)

⎡⎢⎢⎢⎣

−1 0 0
0 −1 0
0 0 0

⎤⎥⎥⎥⎦
+ sin 𝜃

⎡⎢⎢⎢⎣

0 1 0
1 0 0
0 0 0

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎢⎣

cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦
.

See Example 2.4 in the MATLAB Workbook for DCRS for an m-file that can be used to
construct the rotation matrix e𝜙u for any rotation angle 𝜙 and unit vector u.

2.4 Position, Velocity, and Acceleration

The study of kinematics is based on the definitions of position, velocity, and accelera-
tions of points on rigid bodies that make up mechanical systems. As already discussed,
in applications related to robotics there can be numerous frames of reference in a sin-
gle mechanical system. As a result, a systematic methodology is required for utilizing
these numerous frames of reference. This framework for a systematic treatment of com-
plex systems, one that accommodates numerous frames of reference, distinguishes the
approach in this text from an introductory account. As a starting point, definitions are
presented that capture the behavior of one frame varying with respect to another, and
subsequently define the total time derivative of a vector.

Definition 2.4 (Time varying representation) Suppose𝕏 and𝕐 are frames with
bases x1, x2, x3 and y1, y2, y3, respectively. The frame 𝕐 is time varying with respect
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to 𝕏 if the representation y𝕏
1 , y

𝕏
2 , y

𝕏
3 has the form

y𝕏
1 = y𝕏

1 (t), y𝕏
2 = y𝕏

2 (t), y𝕏
3 = y𝕏

3 (t).

When the background frame 𝕏 is understood, the frame 𝕐 may be written with time
varying bases y1(t), y2(t), y3(t).

The above definition agrees with intuition. In addition, this definition is symmetric
in the sense that if 𝕐 varies with respect to 𝕏, 𝕏 also varies with respect to 𝕐 , since
R𝕏
𝕐 (t) = (R𝕐

𝕏(t))
T .

In addition, the fact that one frame varies with respect to another is often implicit,
rather than explicit, in the description of a problem. It is often simply stated that the
frame 𝕐 has a time varying basis y1(t), y2(t), y3(t) without explicitly discussing the rep-
resentations y𝕏

1 (t), y
𝕏
2 (t), y

𝕏
3 (t).

Example 2.8 A cylindrical robotic manipulator is depicted in Figure 2.17, along with
frames chosen for each of its rigid bodies. Frame 0 is fixed to the ground link, frame 1 is
fixed in the vertical link, frame 2 is fixed in the horizontal link, and frame 3 is attached
to the tool. Using Definition 2.4, determine whether the following pairs of frames vary
with respect to one another: (i) frames 0 and 1, (ii) frames 1 and 2, (iii) frames 2 and 3.

Solution: From inspection of Figure 2.17, the basis vectors of frame 1 can be repre-
sented with respect to the basis vectors of frame 0, such that

x1 = cos 𝜃1x0 + sin 𝜃1y0,

y1 = − sin 𝜃1x0 + cos 𝜃1y0,

z1 = z0,

Link 2

Link 1

Link 0

y0

y1

y3

y2

x1

x3

x2

x0

z1

z2

z3

s

r

q

p

z0,

Link 3

Figure 2.17 Cylindrical robot, frames.
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which implies that the rotation matrix R1
0 is given as

R1
0 =

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0

− sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦
=
[

x1
0 y1

0 z1
0
]
.

In other words, when the joint angles are written as explicit functions of time

x1
0(t) =

⎧⎪⎨⎪⎩

cos 𝜃1(t)

− sin 𝜃1(t)

0

⎫⎪⎬⎪⎭
, y1

0(t) =
⎧⎪⎨⎪⎩

sin 𝜃1(t)

cos 𝜃1(t)

0

⎫⎪⎬⎪⎭
, z1

0(t) =
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
,

and since the inverse relationship may be found by taking the transpose of R1
0 and iso-

lating the columns

x0
1(t) =

⎧⎪⎨⎪⎩

cos 𝜃1(t)

sin 𝜃1(t)

0

⎫⎪⎬⎪⎭
, y0

1(t) =
⎧⎪⎨⎪⎩

− sin 𝜃1(t)

cos 𝜃1(t)

0

⎫⎪⎬⎪⎭
, z0

1(t) =
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
,

the frames 0 and 1 are shown to vary with respect to one another, according to Defini-
tion 2.4. However, for frames 1 and 2, for all time t,

x2 = y1,

y2 = z1,

z2 = x1

or equivalently

R2
1 =

⎡⎢⎢⎢⎣

0 1 0

0 0 1

1 0 0

⎤⎥⎥⎥⎦
.

The following unit vectors can be extracted from the columns of R2
1

x2
1 =

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
, y2

1 =
⎧⎪⎨⎪⎩

1
0
0

⎫⎪⎬⎪⎭
, z2

1 =
⎧⎪⎨⎪⎩

0
1
0

⎫⎪⎬⎪⎭
,

and the columns of R1
2 can likewise be written as

x1
2 =

⎧⎪⎨⎪⎩

0
1
0

⎫⎪⎬⎪⎭
, y1

2 =
⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
, z1

2 =
⎧⎪⎨⎪⎩

1
0
0

⎫⎪⎬⎪⎭
.
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These representations are constant with respect to time, so by Definition 2.5, frame 2
does not vary with respect to frame 1. By a similar argument, since the rotation matrix

R3
2 =

⎡⎢⎢⎢⎣

1 0 0

0 0 1

0 −1 0

⎤⎥⎥⎥⎦
is constant, frames 2 and 3 do not vary with respect to one another.

For the definitions of velocity and acceleration, vector derivatives are required This
task is made more difficult by the fact that there may be many frames of reference in
a given system. The derivative of a vector v must always be defined, either explicitly
or implicitly, with respect to some background frame, as the following theorem makes
clear.

Definition 2.5 (Total time derivative) Suppose that the frame𝕐 is time-varying
relative to the frame 𝕏, and denote the basis for the frame 𝕐 as y1(t), y2(t), y3(t).
The total time derivative with respect to the frame 𝕏 of a vector v(t) = v1(t)y1(t) +
v2(t)y2(t) + v3(t)y3(t) is given by the chain rule

d
dt

||||𝕏(v(t)) = v̇1(t)y1(t) + v̇2(t)y2(t) + v̇3(t)y3(t) (2.34)

+ v1(t)
d
dt

||||𝕏(y1(t)) + v2(t)
d
dt

||||𝕏(y2(t)) + v3(t)
d
dt

||||𝕏(y3(t)). (2.35)

There is a common structure to the total time derivative of the vector v(t) in
Definition 2.5 that occurs in many of the problems discussed in this book. The first
three terms in the total derivative involve the derivatives of the coefficients that
multiply the unit vectors y1(t), y2(t), y3(t). These three terms constitute the basis fixed
derivative in frame 𝕐 or the derivative with respect to an observer fixed in the 𝕐 frame.
The last three terms in the total time derivative involve the derivative of unit vectors; it
will be shown that these three terms can be expressed in terms of angular velocity in
Section 2.5 in Theorem 2.12.

Definition 2.6 (Basis fixed derivative) Let 𝕐 and v be as in Definition 2.5. The
basis fixed derivative in frame 𝕐 is defined as

d
dt

||||𝕐 v(t):= v̇1(t)y1(t) + v̇2(t)y2(t) + v̇3(t)y3(t). (2.36)

The derivative in Equation (2.36) is also known as the derivative with respect to an
observer fixed in the 𝕐 frame.
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If the direction and length of a coordinate vector with respect to a particular basis is
constant, then the derivative of the vector while holding that basis fixed is equal to zero.
Because this property is used so frequently, the following theorem is introduced.

Theorem 2.9 (Derivative of fixed basis frame) Let y1, y2, y3 be a basis for the 𝕐
frame and suppose that

v(t) = v1y1(t) + v2y2(t) + v3y3(t)

where v1, v2 and v3 are constants. By definition
d
dt

||||𝕐 v(t) = 0.

In particular, it is always the case that
d
dt

||||𝕐 yi(t) = 0

for i = 1, 2, 3.

Proof : This theorem follows directly from Definition 2.6. ◽

The next example illustrates how Definitions 2.5 and 2.6 and Theorem 2.9 are used
directly in problems.

Example 2.9 Consider again the cylindrical robot studied in Example 2.8 and
depicted in Figure 2.17. Let the vector u(t) be defined as

u(t) = ln tx1(t) + ety1(t) + (t3 + sin𝛺t)z1(t) (2.37)

where x1(t), y1(t), z1(t) are the basis vectors of the frame 1. What is the derivative of u(t)
with respect to the 0 frame?

Solution: By Definition 2.5,

d
dt

||||0(u(t)) = u̇1(t)x1(t) + u̇2(t)y1(t) + u̇3(t)z1(t)

+ u1(t)
d
dt

||||0(x1(t)) + u2
d
dt

||||0(y1(t)) + u3
d
dt

||||0(z1(t)).

The first three terms on the right are obtained by differentiating the coefficients of x1(t),
x2(t) and x3(t) in Equation (2.37).

u̇1x1(t) + u̇2y1(t) + u̇3z1(t) =
1
t

x1(t) + ety1(t) + (3t2 +𝛺 cos𝛺t)z1(t).

The time derivatives of x1(t), y1(t) and z1(t) relative to the 0 frame are calculated by
expanding the basis vectors that define the 0 frame and differentiating the resulting
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expressions

d
dt

||||0(x1(t)) =
d
dt

||||0(cos 𝜃1(t)x0 + sin 𝜃1(t)y0) = 𝜃̇(t)(− sin 𝜃1(t)x0 + cos 𝜃1(t)y0)

= 𝜃̇y1(t),
d
dt

||||0(y1(t)) =
d
dt

||||0(− sin 𝜃1(t)x0 + cos 𝜃1(t)y0) = −𝜃̇(t)(cos 𝜃1(t)x0 + sin 𝜃1(t)y0)

= −𝜃̇x1(t),
d
dt

||||0z1 = d
dt

||||0z0 = 0.

Implict in the above differentiation is that

d
dt

||||0(x0) =
d
dt

||||0(y0) =
d
dt

||||0(z0) = 0

from Theorem 2.9 above. Combining these two halves of the total time derivative results
in

d
dt

||||0(u(t)) =
1
t

x1(t) + ety1(t) + (3t2 +𝛺 cos𝛺t)z1(t) + ln t𝜃̇y1(t) − et 𝜃̇x1(t),

=
(1

t
− et 𝜃̇1

)
x1(t) + (et + ln t𝜃̇1)y1(t) + (3t2 +𝛺 cos𝛺t)z1(t).

See Example 2.5 of the MATLAB Workbook for DCRS for this problem.

Finally, the primary focus of this section: the definition of the position, velocity,
and acceleration of points p in a mechanical system that contains multiple frames of
reference.

Definition 2.7 (Position, velocity, and acceleration) Suppose that frame 𝕏 has
basis x1, x2, x3. The position vector r𝕏,p(t) of particle p in the 𝕏 frame is the vector
that connects the origin of the 𝕏 frame to the particle p for all time t.

The velocity v𝕏,p(t) of particle p with respect to the 𝕏 frame is the derivative of the
position r𝕏,p(t) of the point p with the 𝕏 basis held fixed

v𝕏,p(t) =
d
dt

||||𝕏r𝕏,p(t)

The acceleration a𝕏,p(t) of the point p with respect to the frame 𝕏 is the derivative
of the velocity v𝕏,p(t) of the point p with the 𝕏 basis held fixed

a𝕏,p(t) =
d
dt

||||𝕏v𝕏,p(t)
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Example 2.10 Return again to the robotic system studied in Examples 2.8 and 2.9, and
depicted in Figure 2.17. What is the position vector in frame 0 of the point s? Express
your answer in terms of the basis for frames 2, 1 and 0. What is the position vector in
frame 1 of the point s? Express your answer in terms of the basis for frames 1 and 0.

Solution: The position vector r0,s of the point s in frame 0 is the vector that connects
the origin of frame 0 to the point s. This vector can be written

r0,s = dp,qz0
⏟⏟⏟

from p to q

+ dq,r(t)z0
⏟⏟⏟

from q to r

+ dr,s(t)z2
⏟⏟⏟

from r to s

.

This expression can be recast in any of a number of equivalent ways by a simple change
of basis. The representations relative to the 2 frame and 1 frame are, respectively,

r0,s = (dp,q + dq,r(t))y2 + dr,s(t)z2,

= dr,s(t)x1 + (dp,q + dq,r(t))z1.

The representation in terms of the basis for the 0 frame is given by

r0
0,s = R0

1

⎧⎪⎨⎪⎩

dr,s(t)

0

dp,q + dq,r(t)

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

cos 𝜃1 − sin 𝜃1 0

sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

dr,s(t)

0

dp,q + dq,r(t)

⎫⎪⎬⎪⎭

=
⎧⎪⎨⎪⎩

dr,s(t) cos 𝜃1

dr,s(t) sin 𝜃1

dp,q + dq,r(t)

⎫⎪⎬⎪⎭
.

The position vector r1,s of the point s in frame 1 is the vector that connects the origin of
frame 1 to the point s. This vector is written in terms of the basis for frame 1 as

r1,s = dr,s(t)x1 + dq,r(t)z1.

In terms of the basis for frame 0, its components are given by

r0
1,s = R0

1r1
1,s =

⎡⎢⎢⎢⎣

cos 𝜃1 − sin 𝜃1 0

sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

dr,s(t)

0

dq,r(t)

⎫⎪⎬⎪⎭
,

= dr,s(t)
⎧⎪⎨⎪⎩

cos 𝜃1

sin 𝜃1

0

⎫⎪⎬⎪⎭
+ dq,r(t)

⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
.

This Example can be found in the MATLAB Workbook for DCRS in example 2.6.
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Example 2.11 Consider the robot depicted in Figure 2.17. What is the velocity in the
0 frame of point s? What is the acceleration in the 0 frame of point s?

Solution: By definition, the velocity in the 0 frame of point s is given by

v0,s =
d
dt

||||0r0,s.

In Example 2.10, the position vector r0,s is determined to be

r0,s = dr,s(t) cos 𝜃1x0 + dr,s(t) sin 𝜃1y0 + (dp,q + dq,r(t))z0.

Direct application of the definition yields

v0,s =
d
dt

||||0r0,s,

= (ḋr,s cos 𝜃1 − dr,s𝜃̇1 sin 𝜃1)x0 + (ḋr,s sin 𝜃1 + ḋr,s𝜃̇1 cos 𝜃1)y0 + Ḣz0

+ dr,s cos 𝜃1
d
dt

||||0x0

⏟⏟⏟

0

+ dr,s sin 𝜃1
d
dt

||||0y0

⏟⏟⏟

0

+ (dp,q + dq,r(t))
d
dt

||||0z0

⏟⏟⏟

0

,

= (ḋr,s cos 𝜃1 − dr,s𝜃̇1 sin 𝜃1)x0 + (ḋr,s sin 𝜃1 + dr,s𝜃̇1 cos 𝜃1)y0 + ḋq,rz0.

The acceleration a0,s is obtained in a similar manner:

a0,s =
d
dt

||||0v0,s,

= (d̈r,s cos 𝜃1 − ḋr,s𝜃̇1 sin 𝜃1 − dr,s𝜃̈ sin 𝜃1 − ḋr,s𝜃̇
2
1 cos 𝜃1)x0

+ (d̈r,s sin 𝜃1 + ḋr,s𝜃̇1 cos 𝜃1 + ḋr,s𝜃̇1 cos 𝜃1 + dr,s𝜃̈1 cos 𝜃1 − ḋr,s𝜃̇
2
1 sin 𝜃1)y0

+ d̈q,rz0.

It should be noted that the components of the velocity and acceleration expressions
above can also be rewritten in terms of the cylindrical coordinate system, as described
in Theorem 2.18,

v0
0,s = ḋr,s

⎧⎪⎨⎪⎩

cos 𝜃1

sin 𝜃1

0

⎫⎪⎬⎪⎭
+ dr,s𝜃̇1

⎧⎪⎨⎪⎩

− sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
+ ḋq,r

⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
,

a0
0,s = (d̈r,s − dr,s𝜃̇

2
1)
⎧⎪⎨⎪⎩

cos 𝜃1

sin 𝜃1

0

⎫⎪⎬⎪⎭
+ (dr,s𝜃̈1 + 2ḋr,s𝜃̇1)

⎧⎪⎨⎪⎩

− sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
+ d̈q,r

⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
.

The velocity v0,s and acceleration a0,s are calculated using MATLAB in Example 2.7 of
the MATLAB Workbook for DCRS.
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Example 2.12 Consider the robot depicted in Figure 2.17 again. What is the velocity
in the 1 frame of point s? What is the acceleration in the 1 frame of point s?

Solution: The definition of the velocity v1,s in the 1 frame of point s asserts that

v1,s =
d
dt

||||1r1,s

where r1,s is the position in the 1 frame of point s. From Example 2.10, r1,s is defined as

r1,s = dr,s(t)x1 + dq,r(t)z1,

and the velocity v1,s is

v1,s = ḋr,sx1 + ḋq,rz1 = d
dt

||||1dr,s(t)x1 + dq,r(t)z1,

= ḋr,sx1 + dr,s
d
dt

||||1x1

⏟⏟⏟

0

+ ḋq,rz1 + dq,r
d
dt

||||1z1

⏟⏞⏞⏟⏞⏞⏟

0

,

= ḋr,sx1 + ḋq,rz1.

For the acceleration a1,s

a1,s =
d
dt

||||1v1,s =
d
dt

||||1ḋr,sx1 + ḋq,rz1,

= d̈r,sx1 + ḋr,s
d
dt

||||1x1

⏟⏟⏟

0

+ d̈q,rz1 + ḋq,r
d
dt

||||1z1

⏟⏟⏟

0

,

= d̈r,sx1 + d̈q,rz1.

Note that the velocities and acceleration above are not obtained from the velocity and
acceleration in the 0 frame as calculated in Example 2.11 and subsequently changing
basis. The position vectors that are used to define v1,s and v0,s are not the same.

This calculation is also carried out in Example 2.8 of the MATLAB Workbook
for DCRS.

In many problems the notation (⋅)|𝕏 is omitted since the background frame should be
clear. However, it is crucial to note that r𝕏,p and r𝕐 ,p are not representations of the same
vector in different frames; they are different vectors from different frame origins to the
same point. The following definition emphasizes this fact by introducing the notion of
the relative position d𝕏,𝕐 of the frames 𝕏 and 𝕐 .

Definition 2.8 (Relative position) Suppose that frame 𝕏 has basis x1, x2, x3, and
suppose that frame 𝕐 with basis y1(t), y2(t), y3(t) varies with respect to 𝕏 as depicted
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in Figure 2.18. The relative position d𝕏,𝕐 (t) of frame 𝕐 with respect to frame 𝕏 is the
vector from the origin of the𝕏 frame to the origin of the 𝕐 frame. The position r𝕏,p(t)
of the particle p with respect to the 𝕏 frame, the position r𝕐 ,p of the particle p with
respect to the 𝕐 frame, and the relative position d𝕏,𝕐 (t) of the frame 𝕐 with respect
to the frame 𝕏 satisfy the equation

r𝕏,p(t) = d𝕏,𝕐 (t) + r𝕐 ,p(t).

x3 x1

x2

y1

y2y3

dX,Y

rX,p

rY,p

p

Figure 2.18 Position Vectors.

2.5 Angular Velocity and Angular Acceleration

The calculation of velocity and acceleration in Definition 2.7 often requires differentia-
tion of unit vectors or differentiation of rotation matrices. These two topics are closely
related and are often defined using the angular velocity between two different frames of
reference. If the expressions for the velocity in Definition 2.7 are further differentiated
to obtain the acceleration, the derivative of angular velocity, or angular acceleration is
also required. Angular velocity is defined in Section 2.5.1, while Section 2.5.2 discusses
angular acceleration.

2.5.1 Angular Velocity

Angular velocity is a fundamental quantity in kinematics. Its definition for two dimen-
sional or planar motion is trivial, as shown in Theorem 2.13, and is easy to interpret
geometrically. However, the definition of angular velocity in three dimensions does not
lend itself to a simple geometric interpretation. The definition that follows shows that
at a fundamental level the definition of angular velocity is connected to the calculation
of the time derivative of rotation matrices.

Definition 2.9 (Angular velocity) Let frame 𝕐 rotate relative to frame 𝕏 and
suppose that the rotation matrix R𝕏

𝕐 (t) is a differentiable function of time t. The angu-
lar velocity vector 𝝎𝕏,𝕐 of the 𝕐 frame with respect to the 𝕏 frame is the unique vec-
tor such that the linear operator 𝝎𝕏,𝕐 × (•) has the matrix representation Ṙ𝕏

𝕐 (R
𝕏
𝕐 )

T

with respect to the basis for the 𝕏 frame.
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Before proceeding to some applications and problems, this definition should be
shown to be self-consistent. At least a few points should be noted about Definition 2.9.
For any possible angular velocity vector 𝝎𝕏,𝕐 , the operator 𝝎𝕏,𝕐 × (•) acts on vectors
in ℝ3. Since this operator is a linear operator on vectors, it has a representation that
depends on the basis chosen for ℝ3. If x1, x2, x3 are chosen for the vectors in ℝ3, the
action of the operator 𝝎𝕏,𝕐 × (•) on vectors expanded in this basis is given by the usual
expression

S(𝝎𝕏
𝕐 ,𝕏) (2.38)

where, again, S(•) is the skew operator.
This last expression can be expanded to emphasize the point. Suppose that the com-

ponents of the angular velocity𝝎𝕏,𝕐 are abbreviated in terms of the basis for the𝕏 frame
as 𝜔1, 𝜔2, 𝜔3. That is, the following shorthand is introduced

𝝎
𝕏
𝕏,𝕐 =

⎧⎪⎨⎪⎩

𝜔1

𝜔2

𝜔3

⎫⎪⎬⎪⎭
(2.39)

for the explicit expression

𝝎
𝕏
𝕏,𝕐 = 𝜔1x1 + 𝜔2x2 + 𝜔3x3. (2.40)

With these conventions and assumptions, the matrix representation of the operator
𝝎𝕏,𝕐 × (•) acting on vectors that have been expanded in terms of the basis for the 𝕏
frame is

S(𝝎𝕏
𝕐 ,𝕏) =

⎡⎢⎢⎢⎣

0 −𝜔3 𝜔2

𝜔3 0 −𝜔1

−𝜔2 𝜔1 0

⎤⎥⎥⎥⎦
. (2.41)

As a result, this matrix is given by the relationship

S(𝝎𝕏
𝕏,𝕐 ) = Ṙ𝕏

𝕐 (R
𝕏
𝕐 )

T . (2.42)

These comments are summarized in the following theorem.

Theorem 2.10 (Rotation matrix derivative) Let 𝕏 and 𝕐 be two frames, and
let the rotation matrix that relates them be time varying, R𝕏

𝕐 (t). The time derivative
d
dt

R𝕏
𝕐 (t) is given by

d
dt

R𝕏
𝕐 (t) = S(𝝎𝕏

𝕏,𝕐 (t))R
𝕏
𝕐 (t)

where S(•) is the skew symmetric operator and 𝝎
𝕏
𝕏,𝕐 is the representation with

respect to the 𝕏 basis of the angular velocity vector𝝎𝕏,𝕐 of the frame 𝕐 with respect
to the frame 𝕏.
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Proof : This theorem follows from Definition 2.9 and the preceding comments after not-
ing that

(𝝎𝕏,𝕐 × (⋅))𝕏 = S(𝝎𝕏
𝕏,𝕐 ) = Ṙ𝕏

𝕐 (Ṙ
𝕏
𝕐 )

T . ◽

While Definition 2.9 is not intuitive, it has a host of applications to practical problems.
Considerable effort can sometimes be saved in particular examples through the careful
use of angular velocity. The definition of the angular velocity is motivated by considering
the velocity of a point that is fixed on a rigid body.

Theorem 2.11 (Velocity of point fixed bodies) Suppose that the point p is fixed
in frame 𝔹 with basis b1,b2,b3 that moves relative to the 𝕏 frame. As shown in
Figure 2.19, assume that the origin of the 𝔹 and 𝕏 frames coincide for all time. The
velocity v𝕏,p of the point p in the 𝕏 frame is given by

v𝕏,p = 𝝎𝕏,𝔹 × r𝕏,p (2.43)

where 𝝎𝕏,𝔹 is the angular velocity of the 𝔹 frame relative to the 𝕏 frame.

x1

x2

x3

b1

b2

b3

p

rX,p

Figure 2.19 A Point p Fixed in Frame 𝔹.

Proof : First note that the position vector r𝕏,p with respect to the frame 𝕏 is identical
to the position vector r𝔹,p with respect to the frame 𝔹 because the origins of the two
frames coincide for all time. The velocity of the point p in the frame 𝕏 is defined to be
the derivative of the position vector r𝕏,p with the basis for the frame 𝕏 held fixed,

v𝕏,p = d
dt

||||𝕏r𝕏,p. (2.44)
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The fact that the basis for the frame 𝕏 is held constant is noted by omitting time depen-
dence when writing x1, x2, x3, whereas the basis for frame𝔹 is written as b1(t),b2(t),b3(t)
to emphasize that it changes with respect to frame 𝕏. The vector r𝕏,p can be expressed
in either the 𝔹-basis as

r𝕏,p = 𝛼𝔹1 b1(t) + 𝛼𝔹2 b2(t) + 𝛼𝔹3 b3(t), (2.45)

or the 𝕏-basis,

r𝕏,p = 𝛼𝕏1 (t)x1 + 𝛼𝕏2 (t)x2 + 𝛼𝕏3 (t)x3. (2.46)

There are two important observations to be made regarding the expansions in
Equations (2.45) and (2.46). Since the point p is fixed with respect to frame 𝔹, it
does not move relative to the frame 𝔹. This means that the coefficients 𝛼𝔹1 , 𝛼

𝔹
2 , 𝛼

𝔹
3 in

Equation (2.45) are constants: they do not depend on time. By contrast, the coefficients
𝛼𝕏1 (t), 𝛼

𝕏
2 (t), 𝛼

𝕏
3 (t) of the point p with respect to the frame 𝕏 do vary with time. In fact,

the relationship between these two sets of coefficients is known to be

⎧⎪⎨⎪⎩

𝛼𝕏1 (t)

𝛼𝕏2 (t)

𝛼𝕏3 (t)

⎫⎪⎬⎪⎭
= R𝕏

𝔹 (t)
⎧⎪⎨⎪⎩

𝛼𝔹1

𝛼𝔹2

𝛼𝔹3

⎫⎪⎬⎪⎭
. (2.47)

This equation can also be written as

r𝕏𝕏,p = R𝕏
𝔹r𝔹𝕏,p.

Both sides of the 3-tuples of coordinates in the above equation can be differentiated to
obtain

⎧⎪⎨⎪⎩

𝛼̇𝕏1 (t)

𝛼̇𝕏2 (t)

𝛼̇𝕏3 (t)

⎫⎪⎬⎪⎭
= d

dt
(R𝕏

𝔹 )
⎧⎪⎨⎪⎩

𝛼𝔹1

𝛼𝔹2

𝛼𝔹3

⎫⎪⎬⎪⎭
(2.48)

and by the orthogonality of the rotation matrix, the product (R𝕏
𝔹 )

T R𝕏
𝔹 may be inserted

into the equation

⎧⎪⎨⎪⎩

𝛼̇𝕏1 (t)

𝛼̇𝕏2 (t)

𝛼̇𝕏3 (t)

⎫⎪⎬⎪⎭
= d

dt
(R𝕏

𝔹 )(R
𝕏
𝔹 )

T R𝕏
𝔹

⎧⎪⎨⎪⎩

𝛼𝔹1

𝛼𝔹2

𝛼𝔹3

⎫⎪⎬⎪⎭
. (2.49)

Next, the definition of the angular velocity vector is introduced, resulting in

⎧⎪⎨⎪⎩

𝛼̇𝕏1 (t)

𝛼̇𝕏2 (t)

𝛼̇𝕏3 (t)

⎫⎪⎬⎪⎭
= S(𝝎𝕏

𝕏,𝔹)R
𝕏
𝔹

⎧⎪⎨⎪⎩

𝛼𝔹1

𝛼𝔹2

𝛼𝔹3

⎫⎪⎬⎪⎭
= S(𝝎𝕏

𝕏,𝔹)
⎧⎪⎨⎪⎩

𝛼𝕏1 (t)

𝛼𝕏2 (t)

𝛼𝕏3 (t)

⎫⎪⎬⎪⎭
. (2.50)

This last equation provides the desired result: the left hand side of the equality contains
the coefficients of the velocity vector v𝕏,p with respect to the 𝕏 basis, while the right
hand side of the equality is the matrix representation for 𝝎𝕏,𝔹 × r𝕏,p with respect to the
𝕏 basis. ◽



�

� �

�

2.5 Angular Velocity and Angular Acceleration 81

Theorem 2.11 provides a physical interpretation for the angular velocity definition in
three dimensions. The velocity of a point on a rigid body that has a single point fixed in
the inertial frame can be expressed in terms of the cross product of the angular veloc-
ity of the body and a vector that connects the point fixed in the inertial frame to the
point p.

The following theorem shows that the angular velocity for two frames𝕏 and𝕐 can also
be used to relate derivatives d

dt
|||𝕏(⋅) and d

dt
|||𝕐 (⋅). In addition, this theorem is equivalent

to Theorem 2.10; Theorem 2.12 can be derived from Theorem 2.10, or vice versa.

Theorem 2.12 (Derivative theorem) Let 𝕏 and 𝕐 be two frames of reference,
and let a be an arbitrary vector. The derivative of a holding the basis for the frame
𝕏 fixed and the derivative of a holding the basis for the frame 𝕐 fixed satisfy the
equation

d
dt

||||𝕏a = d
dt

||||𝕐 a + 𝝎𝕏,𝕐 × a. (2.51)

Proof : The vector a can be written in terms of either the basis for the 𝕏 frame, or the
basis for the 𝕐 frame, as shown below.

a = 𝛼𝕏1 x1 + 𝛼𝕏2 x2 + 𝛼𝕏3 x3,

= 𝛼𝕐1 y1 + 𝛼𝕐2 y2 + 𝛼𝕐3 y3.

By definition,

⎧⎪⎨⎪⎩

𝛼̇𝕏1

𝛼̇𝕏2

𝛼̇𝕏3

⎫⎪⎬⎪⎭
=
(

d
dt

||||𝕏a
)𝕏

and

⎧⎪⎨⎪⎩

𝛼̇𝕐1

𝛼̇𝕐2

𝛼̇𝕐3

⎫⎪⎬⎪⎭
=
(

d
dt

||||𝕐 a
)𝕐

.

The coordinates a𝕏 and a𝕐 relative to these two frames are related by the change of basis
formula

a𝕏 =
⎧⎪⎨⎪⎩

𝛼𝕏1

𝛼𝕏2

𝛼𝕏3

⎫⎪⎬⎪⎭
= R𝕏

𝕐 a𝕐 = R𝕏
𝕐

⎧⎪⎨⎪⎩

𝛼𝕐1

𝛼𝕐2

𝛼𝕐3

⎫⎪⎬⎪⎭
.
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When the coordinates above are differentiated,
⎧⎪⎨⎪⎩

𝛼̇𝕏1

𝛼̇𝕏2

𝛼̇𝕏3

⎫⎪⎬⎪⎭
= R𝕏

𝕐

⎧⎪⎨⎪⎩

𝛼̇𝕐1

𝛼̇𝕐2

𝛼̇𝕐3

⎫⎪⎬⎪⎭
+ d

dt
(R𝕏

𝕐 )a
𝕐 ,

= R𝕏
𝕐

⎧⎪⎨⎪⎩

𝛼̇𝕐1

𝛼̇𝕐2

𝛼̇𝕐3

⎫⎪⎬⎪⎭
+ S(𝝎𝕏

𝕏,𝕐 )R
𝕏
𝕐 a𝕐 ,

= R𝕏
𝕐

⎧⎪⎨⎪⎩

𝛼̇𝕐1

𝛼̇𝕐2

𝛼̇𝕐3

⎫⎪⎬⎪⎭
+ S(𝝎𝕏

𝕏,𝕐 )a
𝕏.

The left hand side of the expression above is just the derivative of the vector a holding
the basis for 𝕏 fixed, expressed in terms of the 𝕏 basis. The first term on the right above
is the derivative of the vector a holding the basis for 𝕐 fixed, expressed in terms of the 𝕏
basis. The second term on the right above is 𝝎𝕏,𝕐 × a expressed in terms of the 𝕏 basis.
In other words, this equation can be rewritten(

d
dt

||||𝕏a
)𝕏

= R𝕏
𝕐

(
d
dt

||||𝕐 a
)𝕐

+ (𝝎𝕏,𝕐 × a)𝕏,
(

d
dt

||||𝕏a
)𝕏

=
(

d
dt

||||𝕐 a
)𝕏

+ (𝝎𝕏,𝕐 × a)𝕏

which shows the expected relationship between these two derivatives. ◽

Several important theorems that are used frequently in applications follow from these
definitions. Some of the most important are summarized in Section 2.6, and particu-
larly in Theorems 2.16 and 2.17. This section is closed by focusing on the study of two
dimensional, single axis rotations. For example, the angular velocity vector for a single
axis rotation can be viewed as the rate of rotation about a unit vector determined by the
right hand rule.

Theorem 2.13 (Axis angle rotation angular velocity) Suppose that the frame
𝔹 and the frame 𝕏 have a common origin, and that the frame 𝔹 rotates relative to
the frame 𝕏 through the angle 𝜃(t) about the unit vector u. The angular velocity𝝎𝕏,𝔹
of the 𝔹 frame relative to the 𝕏 frame is given by

𝝎𝕏,𝔹 = 𝜃̇(t)u.

The following theorem shows that it is particularly easy to verify the structure of the
matrices in Theorem 2.10 in the event that the motion corresponds to a single axis
rotation.
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Theorem 2.14 (Time derivative of rotation matrix) Let R𝕏
𝕐 (𝛼i(t)) be the single

axis rotation matrix associated with a rotation of 𝛼i(t) about the xi = yi axis for i =
1, 2 or 3. The time derivative d

dt
(R𝕏

𝕐 (𝛼i(t))) is given by the product

d
dt

(R𝕏
𝕐 (𝛼i(t))) = S

(d𝛼i(t)
dt

ei

)
R𝕏
𝕐

where S(•) is the 3 × 3 skew operator and ei is the ground frame i direction unit vector
(e.g., e3:=

[
0 0 1

]
).

Proof : It will be shown that this identify holds when i = 3, and the other cases will be
left for exercises. For i = 3, Theorem 2.6 gives an explicit formula for R𝕏

𝕐 , such that

R𝕏
𝕐 (𝛼3(t)) =

⎡⎢⎢⎢⎣

cos 𝛼3(t) − sin 𝛼3(t) 0

sin 𝛼3(t) cos 𝛼3(t) 0

0 0 1

⎤⎥⎥⎥⎦
.

Differentiating this matrix explicitly results in the expected form of the equation.

d
dt

(R𝕏
𝕐 (𝛼3(t))) =

⎡⎢⎢⎢⎢⎢⎣

− sin 𝛼3(t)
d𝛼3

dt
− cos 𝛼3(t)

d𝛼3

dt
0

cos 𝛼3(t)
d𝛼3

dt
− sin 𝛼3(t)

d𝛼3

dt
0

0 0 1

⎤⎥⎥⎥⎥⎥⎦
,

=

⎡⎢⎢⎢⎢⎢⎣

0 −
d𝛼3

dt
0

d𝛼3

dt
0 0

0 0 0

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝛼3(t) − sin 𝛼3(t) 0

sin 𝛼3(t) cos 𝛼3(t) 0

0 0 1

⎤⎥⎥⎥⎦
,

= S
(d𝛼3

dt
e3

)
R𝕏
𝕐 (𝛼3(t)). ◽

2.5.2 Angular Acceleration

In Definition 2.7, the velocity and acceleration of a point p in the 𝕏 frame was intro-
duced. The acceleration of the point p in the𝕏 frame is the time derivative of the velocity
with respect to the𝕏 frame with the basis for the𝕏 frame held fixed. Similarly, the angu-
lar acceleration of the 𝕐 frame with respect to the𝕏 frame is the derivative of the angular
velocity 𝝎𝕏,𝕐 with the basis 𝕏 held fixed.

Definition 2.10 (Angular acceleration) Suppose that 𝕏 and 𝕐 are two frames.
The angular acceleration of the 𝕐 frame with respect to the 𝕏 frame is defined to be

(Continued)
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the time derivative of the angular velocity 𝝎𝕏,𝕐 with respect to an observer in the 𝕏
frame.

𝜶𝕏,𝕐 := d
dt

||||𝕏𝝎𝕏,𝕐 .

2.6 Theorems of Kinematics

The definitions of velocity, acceleration, angular velocity and angular acceleration are
sufficient to solve any problem of three dimensional kinematics. Still, considerable work
can be avoided in some problems by using one or more of the theorems discussed in this
section.

2.6.1 Addition of Angular Velocities

One of the most powerful theorems studied in this chapter is the addition theorem for
angular velocities.

Theorem 2.15 (Addition theorem for angular velocities) Let 𝕏,𝕐 ,ℤ be three
arbitrary frames:

𝝎𝕏,ℤ = 𝝎𝕏,𝕐 + 𝝎𝕐 ,ℤ. (2.52)

Proof : The proof of this theorem follows from the identity

S(𝝎𝕏
𝕏,ℤ) = Ṙ𝕏

ℤ(R
𝕏
ℤ)

T .

Since R𝕏
ℤ = R𝕏

𝕐 R𝕐
ℤ,

S(𝝎𝕏
𝕏,ℤ) =

d
dt

(R𝕏
𝕐 R𝕐

ℤ)(R
𝕏
𝕐 R𝕐

ℤ)
T .

Expanding the derivative on the right hand side results in the expected form of the
equation

S(𝝎𝕏
𝕏,ℤ) = Ṙ𝕏

𝕐 R𝕐
ℤ(R

𝕐
ℤ)

T (R𝕏
𝕐 )

T + R𝕏
𝕐 Ṙ𝕐

ℤ(R
𝕐
ℤ)

T (R𝕏
𝕐 )

T ,

= Ṙ𝕏
𝕐 (R

𝕏
𝕐 )

T + R𝕏
𝕐 S(𝝎𝕐

ℤ,𝕐 )(R
𝕏
𝕐 )

T ,

= S(𝝎𝕏
𝕏,𝕐 ) + R𝕏

𝕐 S(𝝎𝕐
𝕐 ,ℤ)(R

𝕏
𝕐 )

T ,

= S(𝝎𝕏
𝕏,𝕐 ) + S(𝝎𝕏

𝕐 ,ℤ),

where the last line follows since S(Rw) = RS(w)RT for any rotation matrix R and arbi-
trary vector w (see Problem 2.33). ◽
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Example 2.13 In this example the angular velocities of the links that make up the leg
assembly of the humanoid robot first discussed in Example 2.1 are studied. As depicted
in Figure 2.20, frames are fixed in the links corresponding to the pelvis (𝔸, red), upper
hip (𝔹, blue), lower hip (ℂ, orange), upper leg (𝔻, green), lower leg (𝔼, red), ankle (𝔽 ,
blue), and foot (𝔾, orange). The upper hip 𝔹 rotates relative to the pelvis 𝔸 through the
angle 𝜃𝔹 about an axis parallel to the a1 and b1 axes, where 𝜃𝔹 is measured from the a2
to the b2 axis. The lower hip ℂ rotates relative to the upper hip 𝔹 through the angle 𝜃ℂ
about an axis parallel to the b3 and c3 axes, where 𝜃ℂ is measured from the b1 to the
c1 axis. Find the angular velocity 𝝎𝔸,ℂ and angular acceleration 𝜶𝔸,ℂ of the upper leg ℂ
relative to hips 𝔸 of the leg assembly. Express these answers first in terms of the basis
for the 𝔸 frame, and then in terms of the basis for the 𝔹 frame.

a3b3

c3

c1

c2

d2

e2

e1

f1

g1

d1

d3

e3
f3

g3

g2

f2

b2

a2

a1
b1

Figure 2.20 Definition of frames for leg assembly.

Solution: The addition Theorem 2.15 relates the 𝝎𝔸,ℂ to the sum of 𝝎𝔸,𝔹 and 𝝎𝔹,ℂ,

𝝎𝔸,ℂ = 𝝎𝔸,𝔹 + 𝝎𝔹,ℂ,

= 𝜃̇𝔹a1 + 𝜃̇ℂb3,

= 𝜃̇𝔹b1 + 𝜃̇ℂc3.

The rotation matrices that relate the 𝔸,𝔹 and ℂ frames are

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

1 0 0

0 cos 𝜃𝔹 sin 𝜃𝔹
0 − sin 𝜃𝔹 cos 𝜃𝔹

⎤⎥⎥⎥⎦
, Rℂ

𝔹 =
⎡⎢⎢⎢⎣

cos 𝜃ℂ sin 𝜃ℂ 0

− sin 𝜃ℂ cos 𝜃ℂ 0

0 0 1

⎤⎥⎥⎥⎦
.
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The expression for the angular velocity 𝝎𝔸,ℂ in terms of the basis for the 𝔸 frame is

𝝎
𝔸
𝔸,ℂ =

⎧⎪⎨⎪⎩

𝜃̇𝔹

0

0

⎫⎪⎬⎪⎭
+ R𝔸

𝔹

⎧⎪⎨⎪⎩

0

0

𝜃̇ℂ

⎫⎪⎬⎪⎭
,

=
⎧⎪⎨⎪⎩

𝜃̇𝔹

0

0

⎫⎪⎬⎪⎭
+
⎡⎢⎢⎢⎣

1 0 0

0 cos 𝜃𝔹 − sin 𝜃𝔹
0 sin 𝜃𝔹 cos 𝜃𝔹

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜃̇ℂ

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

𝜃̇𝔹

−𝜃̇ℂ sin 𝜃𝔹
𝜃̇ℂ cos 𝜃𝔹

⎫⎪⎬⎪⎭
.

The expression for the angular velocity 𝝎𝔸,ℂ in terms of the ℂ basis is

𝝎
ℂ
𝔸,ℂ = Rℂ

𝔹

⎧⎪⎨⎪⎩

𝜃̇𝔹

0
0

⎫⎪⎬⎪⎭
+
⎧⎪⎨⎪⎩

0
0
𝜃̇ℂ

⎫⎪⎬⎪⎭
,

=
⎡⎢⎢⎢⎣

cos 𝜃ℂ sin 𝜃ℂ 0
− sin 𝜃ℂ cos 𝜃ℂ 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜃̇𝔹

0
0

⎫⎪⎬⎪⎭
+
⎧⎪⎨⎪⎩

0

0

𝜃̇ℂ

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

𝜃̇𝔹 cos 𝜃ℂ
−𝜃̇𝔹 sin 𝜃ℂ

𝜃̇ℂ

⎫⎪⎬⎪⎭
.

Shifting to considering the angular acceleration, by definition, the angular acceleration
𝜶𝔸,ℂ is calculated using the identity

𝜶𝔸,ℂ = d
dt

||||𝔸𝝎𝔸,ℂ.

Since

𝝎
𝔸
𝔸,ℂ =

⎧⎪⎨⎪⎩

𝜃̇𝔹

𝜃̇ℂ sin 𝜃𝔹
𝜃̇ℂ cos 𝜃𝔹

⎫⎪⎬⎪⎭
,

these coordinates can be differentiated to see

𝜶
𝔸
𝔸,ℂ =

⎧⎪⎨⎪⎩

𝜃̈𝔹

−𝜃̈ℂ sin 𝜃𝔹 − 𝜃̇𝔹𝜃̇ℂ cos 𝜃𝔹
𝜃̈ℂ cos 𝜃𝔹 − 𝜃̇𝔹𝜃̇ℂ sin 𝜃𝔹

⎫⎪⎬⎪⎭
.

Alternatively, the derivative Theorem 2.12 can be applied directly to the definition to
compute

𝜶𝔸,ℂ = d
dt

||||𝔸(𝝎𝔸,ℂ),

= d
dt

||||𝔸(𝜃̇𝔹a1) +
d
dt

||||𝔸(𝜃̇ℂb3),
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= 𝜃̈𝔹a3 +
d
dt

||||𝔹(𝜃̇ℂb3) + 𝝎𝔸,𝔹
⏟⏟⏟

𝜃̇𝔹b1

× (𝜃̇ℂb3),

= 𝜃̈𝔹a1 + 𝜃̈ℂb3 − 𝜃̇𝔹𝜃̇ℂb2.

This result is identical to the first calculation.

𝜶
𝔸
𝔸,ℂ =

⎧⎪⎨⎪⎩

𝜃̈𝔹

0
0

⎫⎪⎬⎪⎭
+
⎧⎪⎨⎪⎩

0
− sin 𝜃𝔹
cos 𝜃𝔹

⎫⎪⎬⎪⎭
𝜃̈ℂ −

⎧⎪⎨⎪⎩

0
cos 𝜃𝔹
sin 𝜃𝔹

⎫⎪⎬⎪⎭
𝜃̇𝔹𝜃̇ℂ.

As demonstrated, the algebraic manipulations become complicated in even this rela-
tively simple case where only the first few frames 𝔸,𝔹,ℂ are considered. In Example
2.9 of the MATLAB Workbook for DCRS, these calculations are carried out efficiently
using a symbolic manipulation program.

2.6.2 Relative Velocity

The following theorem relates the velocity of two points in the 𝕏 frame when these two
points are fixed in a frame 𝔹 that moves in 𝕏.

Theorem 2.16 (Velocities of two points on a single body) Let p and q be two
points fixed in a frame 𝔹 that moves in the frame 𝕏. The velocity of the point p in
the frame 𝕏 and the velocity of the point q in the frame 𝕏 satisfy

v𝕏,p = v𝕏,q + 𝝎𝕏,𝔹 × dq,p

where𝝎𝕏,𝔹 is the angular velocity of the frame𝔹 in the frame𝕏. The term𝝎𝕏,𝔹 × dq,p
is referred to as the relative velocity of the point p with respect to the point q.

Proof : As shown in Figure 2.21 the positions of points p and point q in the frame 𝕏 can
be related to one another according to

r𝕏,p = r𝕏,q + dq,p.

x3 x1

x2

y1

y2
y3

dq,p
rX,p

p

rX,q

q

Figure 2.21 Points p and q on the Same Rigid Body.
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When the derivative of both sides of this equation are taken with respect to an observer
in the 𝕏 frame

d
dt

||||𝕏r𝕏,p = d
dt

||||𝕏r𝕏,q +
d
dt

||||𝕏dq,p,

v𝕏,p = v𝕏,q +
d
dt

||||𝕏dq,p.

The derivative Theorem 2.12 can be used to calculate the last term in this expression.
Since the vector dq,p does not change magnitude or direction with respect to an observer
fixed in the 𝔹 frame, the derivative becomes

v𝕏,p = v𝕏,q +

d
dt

||||𝔹dq,p

⏟⏞⏟⏞⏟

0

+ 𝝎𝕏,𝔹 × dq,p.

◽

2.6.3 Relative Acceleration

Just as the velocities of two points fixed in one frame can be expressed succinctly in
terms of the angular velocity of that frame, their accelerations can be written in terms
of angular acceleration.

Theorem 2.17 (Accelerations of two points on a single body) Let p and q be two
points fixed in the frame 𝔹 that moves in the frame 𝕏. The acceleration of the point
p in the frame 𝕏 and the acceleration of the point q in the frame 𝕏 satisfy

a𝕏,p = a𝕏,q + 𝜶𝕏,𝔹 × dq,p + 𝝎𝕏,𝔹 × (𝝎𝕏,𝔹 × dq,p)

The terms 𝜶𝕏,𝔹 × dq,p + 𝝎𝕏,𝔹 × (𝝎𝕏,𝔹 × dq,p) are referred to as the relative accelera-
tion of the point p with respect to the point q.

Proof : Direct calculation shows that

a𝕏,p = d
dt

||||𝕏v𝕏,p = d
dt

||||𝕏v𝕏,q +
d
dt

||||𝕏𝝎𝕏,𝔹 × dq,p,

= a𝕏,q +
d
dt

||||𝕏𝝎𝕏,𝔹 × dq,p + 𝝎𝕏,𝔹 × d
dt

||||𝕏dq,p.

The required result is obtained when the definition 𝜶𝕏,𝔹 = d
dt
|||𝕏𝝎𝕏,𝔹 is introduced and

the derivative theorem is employed to calculate d
dt
|||𝕏dq,p.

◽

Example 2.14 The robotic arm and torso assembly is shown in Figure 2.22.
The frames are fixed in the torso (𝔸), shoulder (𝔹), upper arm (ℂ), lower arm (𝔻) and

hand (𝔼). The distances between the points a, b, c, d, and e are da,b, db,c, dc,d, and dd,e. The
angle 𝜃𝔹 measures the rotation of the 𝔹 frame relative to the 𝔸 frame about the a3 axis.
The angle 𝜃ℂ measures the rotation of the ℂ frame relative to the 𝔹 frame about the b1
axis. The angle 𝜃𝔻 measures the rotation of the 𝔻 frame relative to the ℂ frame about the
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a1

a3

b1

c1

d1

d3

e1

a2

c2

d2

e2

e3

c3

b2

b3

Figure 2.22 Robotic arm and torso assembly.

c3 axis. The angle 𝜃𝔼 measures the rotation of the 𝔼 frame relative to the 𝔻 frame about
the d1 axis.

Calculate the velocity of point d (the origin of frame 𝔻) in the 𝔸 frame. Calculate the
acceleration of point d in the 𝔸 frame. Express these answers in terms of the basis for
the 𝔸 frame.

Solution: First, the angular velocities of frames 𝔹,ℂ,𝔻 and 𝔼 with respect to frame 𝔸
are calculated using the addition theorem

𝝎𝔸,𝔹 = 𝜃̇𝔹b3,

𝝎𝔸,ℂ = 𝝎𝔸,𝔹 + 𝜃̇ℂc1,

𝝎𝔸,𝔻 = 𝝎𝔸,ℂ + 𝜃̇𝔻d3.

The position of point b in the 𝔸 frame is observed to not change as a function of time,
due to the alignment of the 𝔸3 and 𝔹3 axes, such that

r𝔸,b = da,ba3,

v𝔸,b = 𝟎,
a𝔸,b = 𝟎.

In the shoulder (with respect to frame 𝔹), points b and c are fixed in relation to one
another. Therefore, their velocities satisfy the equation

v𝔸,c = v𝔸,b
⏟⏟⏟

𝟎

+ 𝝎𝔸,𝔹
⏟⏟⏟

𝜃̇𝔹b3

× db,c
⏟⏟⏟

db,cb3

= 𝟎.

This is due to the fact that point c, like point b, lies on the vector a3. Taking the derivative
of this expression results in the relative acceleration of point c as a𝔸,c = 0. The points c
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and d are fixed on the upper arm ℂ. The relative velocity equation for this pair of points
is

v𝔸,d = v𝔸,c
⏟⏟⏟

𝟎

+ 𝝎𝔸,ℂ
⏟⏟⏟

(𝜃̇𝔹b3+𝜃̇ℂc1)

× dc,d
⏟⏟⏟

(dc,dc3)

,

= dc,d𝜃̇𝔹b3 × c3 − dc,d𝜃̇ℂc2.

Since c3 = − sin 𝜃ℂb2 + cos 𝜃ℂb3, this equation can be rewritten as

v𝔸,d = dc,d𝜃̇𝔹 sin 𝜃ℂb1 − dc,d𝜃̇ℂc2.

The expression for the velocity in terms of the basis for the 𝔸 frame is

v𝔸
𝔸,d = R𝔸

𝔹

⎧⎪⎨⎪⎩

dc,d𝜃̇𝔹 sin 𝜃ℂ
0

0

⎫⎪⎬⎪⎭
− R𝔸

𝔹R𝔹
ℂ

⎧⎪⎨⎪⎩

0

dc,d𝜃̇ℂ

0

⎫⎪⎬⎪⎭
where

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

cos 𝜃𝔹 sin 𝜃𝔹 0

− sin 𝜃𝔹 cos 𝜃𝔹 0

0 0 1

⎤⎥⎥⎥⎦
, Rℂ

𝔹 =
⎡⎢⎢⎢⎣

1 0 0

0 cos 𝜃ℂ sin 𝜃ℂ
0 − sin 𝜃ℂ cos 𝜃ℂ

⎤⎥⎥⎥⎦
.

The accelerations of the points c and d satisfy the equation

a𝔸,d = a𝔸,c + 𝝎𝔸,ℂ × (𝝎𝔸,ℂ × dc,d) + 𝜶𝔸,ℂ × dc,d.

This expression will be built term-by-term. The angular acceleration is defined to be

𝜶𝔸,ℂ = d
dt

||||𝔸𝝎𝔸,ℂ,

= d
dt

||||𝔹𝜃̇𝔹b3 + 𝜃̇ℂb1 + 𝝎𝔸,𝔹 × (𝜃̇ℂb1 + 𝜃̇𝔹b3),

= 𝜃̈𝔹b3 + 𝜃̈ℂb1 + 𝜃̇𝔹𝜃̇ℂb2.

Next, expanding the terms that involve cross products

𝜶𝔸,ℂ × dc,d =

||||||||

b1 b2 b3

𝜃̈ℂ 𝜃̇𝔹𝜃̇ℂ 𝜃̈𝔹

0 −dc,d sin 𝜃ℂ dc,d cos 𝜃ℂ

||||||||
,

= dc,d((𝜃̇𝔹𝜃̇ℂ cos 𝜃ℂ + 𝜃̈𝔹 sin 𝜃ℂ)b1 − 𝜃̈ℂ cos 𝜃ℂb2 − 𝜃̈ℂ sin 𝜃ℂb3).
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𝝎𝔸,ℂ×(𝝎𝔸,ℂ×dc,d) = 𝝎𝔸,ℂ ×

||||||||

b1 b2 b3

𝜃̇ℂ 0 𝜃̇𝔹

0 −dc,d sin 𝜃ℂ dc,d cos 𝜃ℂ

||||||||
,

=

||||||||||||

b1 b2 b3

𝜃̇ℂ 0 𝜃̇𝔹

(dc,d𝜃̇𝔹 sin 𝜃ℂ) (−dc,d𝜃̇ℂ cos 𝜃ℂ) (−dc,d𝜃̇ℂ cos 𝜃ℂ)

||||||||||||
,

= dc,d(𝜃̇𝔹𝜃̇ℂ cos 𝜃ℂb1+(𝜃̇2
𝔹 sin 𝜃ℂ+ 𝜃̇2

ℂ cos 𝜃ℂ)b2− 𝜃̇2
ℂ cos 𝜃ℂb3).

The expression for the acceleration of point d relative to frame 𝔸, expressed in terms of
the basis for the 𝔸 frame, is obtained by collecting these terms

a𝔸
𝔸,d = dc,dR𝔸

𝔹

⎧⎪⎨⎪⎩

𝜃̈𝔹 sin 𝜃ℂ + 2 cos 𝜃ℂ𝜃̇ℂ𝜃̇ℂ
𝜃̇2
𝔹 sin 𝜃ℂ + 𝜃̇2

ℂ cos 𝜃ℂ − 𝜃̈ℂ cos 𝜃ℂ + 2𝜌𝜙̇𝜃̇ cos𝜙

−𝜃̇2
ℂ cos 𝜃ℂ − 𝜃̈ℂ sin 𝜃ℂ

⎫⎪⎬⎪⎭
.

The calculations above can also be found in Example 2.10 of the MATLAB Workbook
for DCRS.

2.6.4 Common Coordinate Systems

Before closing this chapter on kinematics, some common coordinate systems that occur
frequently in applications are summarized. Each of the rotational coordinate systems
may be viewed as defining at least one rotating frame that moves with respect to the
background frame. The definition of angular velocity in Section 2.5.1, the addition
theorem for angular velocity in Section 2.6.1, and the relative velocity and relative
acceleration theorems in Sections 2.6.2 and 2.6.3 all provide insight into the structure
of the velocity and acceleration expressions in terms of these coordinate systems.

2.6.4.1 Cartesian Coordinates
The simplest coordinate system is the Cartesian system. In this construction there is a
single frame of reference 𝕏 with basis x1, x2, x3. The basis for the frame 𝕏 is assumed
to be stationary. The position, velocity and acceleration of a point p that follows some
time-varying trajectory are given by

r𝕏,p(t) = x(t)x1 + y(t)x2 + z(t)x3,

v𝕏,p(t) = ẋ(t)x1 + ẏ(t)x2 + ż(t)x3,

a𝕏,p(t) = ẍ(t)x1 + ÿ(t)x2 + z̈(t)x3.
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x1

r

θ
x2

x3

y1

y2

y3

z

prX,p

Figure 2.23 Frame definitions for cylindrical coordinates.

2.6.4.2 Cylindrical Coordinates
Cylindrical coordinates can be constructed by introducing a frame 𝕐 that rotates rela-
tive to the stationary frame 𝕏. In this construction the position vector r𝕏,p is projected
onto the x1 − x2 plane, as shown in Figure 2.23, and the vector y1 is oriented along this
projection. The angle 𝜃 measures the angle from the x1 basis vector to the y1 basis vec-
tors. The unit vector y2 lies in the x1 − x2 plane, is perpendicular to y1, and is oriented
in the direction of increasing 𝜃, as shown in Figure 2.23. The unit vector y3 is selected so
that the 𝕐 defines a dextral, orthonormal frame. The bases for the frames 𝕏 and 𝕐 are
related by the rotation matrix

R𝕏
𝕐 =

⎡⎢⎢⎢⎣

cos 𝜃 − sin 𝜃 0

sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦
. (2.53)

The position vector r𝕏,p = x(t)x1 + y(t)x2 + z(t)x3 can now be written as

r𝕏,P = r(t)y1(t) + z(t)y2(t) (2.54)

where the radius r(t) is always measured along the projection of the position vector
onto the x1 − x2 plane (r ≥ 0). The cylindrical coordinate system uses the parameters
(r, 𝜃, z) to characterize position, velocity, and acceleration of the particle p instead of the
parameters (x, y, z) used in the Cartesian coordinate system. The purpose of introduc-
ing the additional frame 𝕐 is to obtain the position, velocity, and acceleration vectors
r𝕏,p, v𝕏,p, and a𝕏,p with respect to the background frame 𝕏 in terms of (r, 𝜃, z) and the
basis for the 𝕐 frame.

Theorem 2.18 (Cylindrical coordinate position, velocity and acceleration)
The position r𝕏,p, velocity v𝕏,p and acceleration a𝕏,p of the point p with respect to the
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𝕏 frame is given in terms of the cylindrical coordinates (r, 𝜃, z) and cylindrical basis
𝕐 by the expressions

r𝕏,p = ry1 + zy2, (2.55)

v𝕏,p = ṙy1 + r𝜃̇y2 + ży3, (2.56)

a𝕏,p = (r̈ − r𝜃̇2)y1 + (2ṙ𝜃̇ + r𝜃̈)y2 + z̈y3. (2.57)

Proof : There are several ways to derive the above equations. It is possible to change coor-
dinates between the Cartesian coordinates (x, y, z) and cylindrical coordinates (r, 𝜃, z) by
using the change of variables that are given by the functional relationships

x = r cos 𝜃, (2.58)
y = r sin 𝜃,
z = z,

or the inverse of these relationships,

r =
√

x2 + y2 + z2,

𝜃 = Atan(y∕x),
z = z.

For example, since the velocity v𝕏,p in Cartesian coordinates is given by

v𝕏,p = ẋx1 + ẏx2 + żx3. (2.59)

ẋ, ẏ, ż can be calculated from above, substituted the into Equation (2.59), and substitute
the rotation matrix in Equation (2.53) to obtain a velocity expression in terms of (r, 𝜃, z)
and y1, y2, y3. This approach is tedious and is left as an exercise in favor of illustrating
the effectiveness of the theorems introduced in Section 2.5.1.

These theorems greatly simplify this calculation. By construction, the angular velocity
of the cylindrical coordinate frame 𝕐 with respect to the 𝕏 frame is just

𝝎𝕏,𝕐 = 𝜃̇x3 = 𝜃̇y3 (2.60)

according to Theorem 2.13. The derivative of the position vector r𝕏,P can be obtained
with the 𝕏 basis held fixed as

v𝕏,p = d
dt

||||𝕏r𝕏,p = d
dt

||||𝕐 r𝕏,p + 𝝎𝕏,𝕐 × r𝕏,p,

= ṙy1 + ży3 + 𝜃̇y3 × (ry1 + zy3),
= ṙy1 + r𝜃̇y2 + ży3.
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The derivative can be calculated a second time to obtain the acceleration

a𝕏,p = d
dt

||||𝕏v𝕏,p = d
dt

||||𝕐 v𝕏,p + 𝝎𝕏,𝕐 × v𝕏,p,

= r̈y1 + (ṙ𝜃̇ + r𝜃̈)y2 + z̈y3

+ 𝜃̇y3 × (ṙy1 + r𝜃̇y2 + ży3),

= (r̈ − r𝜃̇2)y1 + (2r𝜃̇ + r𝜃̈)y2 + z̈y3. ◽

2.6.4.3 Spherical Coordinates
The definition of spherical coordinates is achieved with the introduction of two rotating
frames of reference, in contrast to the single rotating frame introduced for cylindrical
coordinate systems. The definition of these two rotating frames is discussed in Problem
2.26, and this construction is briefly reviewed here. First, the position vector r𝕏,p is pro-
jected onto the x1–x2 plane, and this projected vector defines the direction of the z1 unit
vector. The angle 𝜃 measures the rotation of the vector z1 from the x1 axis. The z2 unit
vector is defined so that it lies in the x1–x2 plane, is perpendicular to the vector y1, and
points in the direction of increasing angle 𝜃. The unit vector z3 is defined such that the
frame ℤ is a dextral, orthonormal basis.

Next, the second rotating frame 𝕐 is introduced defined by a right handed, orthonor-
mal set of unit vectors denoted by y𝜙, y𝜃, y𝜌 so that they are initially coincident with the
basis for the ℤ frame. Then, the vectors y𝜙, y𝜃y𝜌 are rotated about the y𝜃 = x2 axis until
the y𝜌 unit vector aligns with the position vector r𝕏,p.

The frame ℤ is obtained by rotating the original frame 𝕏 through an angle of 𝜃 about
the x3 = z3 axis, and the frame 𝕐 is constructed by subsequently rotating through an
angle of 𝜙 about the z2 = y𝜃 axis. When these two rotations have been performed, the
position vector of the point p can be written in terms of the distance 𝜌 from the point
p to the origin. The goal of this construction is to write the position r𝕏,p, velocity v𝕏,p,
and acceleration v𝕏,p with respect to the stationary frame 𝕏 in terms of the spherical
coordinates (𝜌, 𝜙, 𝜃) and spherical basis y𝜌, y𝜙, y𝜃 .

Theorem 2.19 (Spherical coordinate position, velocity, and acceleration) The
position r𝕏,p, velocity v𝕏,p and acceleration a𝕏,p of the point p with respect to the
𝕏 frame is given in terms of the spherical coordinates (𝜌, 𝜙, 𝜃) and spherical basis
y𝜌, y𝜙, y𝜃 by the expressions

r𝕏,p = 𝜌y𝜌,

v𝕏,p = 𝜌̇y𝜌 + 𝜌𝜃̇ sin𝜙y𝜃 + 𝜌𝜙̇y𝜙,

a𝕏,p = (𝜌̈ − 𝜌𝜃̇2sin2
𝜙 − 𝜌𝜙̇2)y𝜌

+ (2𝜌̇𝜃̇ sin𝜙 + 𝜌𝜃̈ sin𝜙)y𝜃
+ (𝜌𝜙̈ + 2𝜙̇𝜌̇ − 𝜌𝜃̇2 sin𝜙 cos𝜙)y𝜙.
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Proof : As in the discussion of cylindrical coordinates, it is possible to derive the conclu-
sions in this theorem several different ways. The most direct method uses the definition
of angular velocity in Section 2.5 and the derived theorems in that section. The angular
velocity of the 𝕐 frame in the 𝕏 frame follows from Theorem 2.15

𝝎𝕏,𝕐 = 𝜃̇z3 + 𝜙̇y𝜃.

The time derivative of the position with respect to an observer fixed in the 𝕏 frame can
be calculated as

v𝕏,p = d
dt

||||𝕏r𝕏,p = d
dt

||||𝕐 r𝕏,p + 𝝎𝕏,𝕐 × (r𝕏,p),

= 𝜌̇y𝜌 + (𝜃̇z3 + 𝜙̇y𝜃) × 𝜌y𝜌,

= 𝜌̇y𝜌 + 𝜌𝜃̇
(z3 × y𝜌)
⏟⏞⏟⏞⏟

sin𝜙y𝜃
+ 𝜌𝜙̇

(y𝜃 × y𝜌)
⏟⏞⏟⏞⏟

y𝜙
,

= 𝜌̇y𝜌 + 𝜌𝜃̇ sin𝜙y𝜃 + 𝜌𝜙̇y𝜙.

The acceleration can evaluated by calculating the derivative of the velocity. The calcula-
tion of the cross product 𝝎𝕏,𝕐 × r𝕏,p is evaluated using the expression 𝝎𝕏,𝕐 = 𝜃̇z3 + 𝜙̇y𝜃
directly. An alternative approach is taken in this case. The angular velocity in terms of
the 𝕐 basis is expressed as

𝝎𝕏,𝕐 = 𝜃̇z3 + 𝜙̇y𝜃 = 𝜃̇(cos𝜙y𝜌 − sin𝜙y𝜙) + 𝜙̇y𝜃.

With this expression, the acceleration of the point p can be calculated as

a𝕏,p = d
dt

||||𝕐 v𝕏,p + 𝝎𝕏,𝕐 × v𝕏,p,

= 𝜌̈y𝜌 + (𝜌̇𝜙̇ + 𝜌𝜙̈)y𝜙 + (𝜌̇𝜃̇ sin𝜙 + 𝜌𝜙̇𝜃̇ cos𝜙 + 𝜌𝜃̈ sin𝜙)y𝜃

+

||||||||

y𝜙 y𝜃 y𝜌
−𝜃̇ sin𝜙 𝜙̇ 𝜃̇ cos𝜙

𝜌𝜙̇ 𝜌𝜃̇ sin𝜙 𝜌̇

||||||||
.

The cross product is expanded to yield
||||||||

y𝜙 y𝜃 y𝜌
−𝜃̇ sin𝜙 𝜙̇ 𝜃̇ cos𝜙

𝜌𝜙̇ 𝜌𝜃̇ sin𝜙 𝜌̇

||||||||
= (𝜌̇𝜙̇ − 𝜌𝜃̇2 sin𝜙 cos𝜙)y𝜙

+ (𝜌𝜙̇𝜃̇ cos𝜙 + 𝜌̇𝜃̇ sin𝜙)y𝜃 − (𝜌𝜃̇2sin2
𝜙 + 𝜌𝜙̇2)y𝜌.

Terms are collected to get the final expression for the acceleration
a𝕏,p = (𝜌̈ − 𝜌𝜃̇2sin2

𝜙 − 𝜌𝜙̇2)y𝜌 + (2𝜌̇𝜃̇ sin𝜙 + 2𝜌𝜙̇𝜃̇ cos𝜙 + 𝜌𝜃̈ sin𝜙)y𝜃
+ (2𝜌̇𝜙̇ + 𝜌𝜙̈ − 𝜌𝜃̇2 sin𝜙 cos𝜙)y𝜙. ◽

The final form of the velocity and acceleration in spherical coordinates are also calcu-
lated in Example 2.11 of the MATLAB Workbook for DCRS.
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2.7 Problems for Chapter 2, Kinematics

2.7.1 Problems on N-tuples and M × N Arrays

Problem 2.1. Consider the matrix product AT BA where A ∈ ℝM×N and B ∈ ℝM×M.
Derive an expression for element in the ith row and jth column of this product in terms
of the rows aT

i of AT , the columns aj of A and the matrix B.

Problem 2.2. Consider the transpose (AB)T of the product AB where A ∈ ℝI×J and B ∈
ℝJ×K . Show that the transpose (AB)T is given by

(AB)T = BT AT .

Problem 2.3. Generalize the results of Problem 2.2. Show that for any finite sequence
of consistently dimensioned matrices A1,A2 · · · An

(A1A2 · · · An−1An)T = AT
n AT

n−1 · · ·AT
2 AT

1 .

Problem 2.4. The identity matrix of order N is the unique matrix 𝕀 such that

𝕀A = A𝕀 = A

holds for all A ∈ ℝN×N . Show that the identity matrix is equal to a diagonal matrix
of ones.

Problem 2.5. The inverse matrix A−1 is defined for a matrix A whenever

(A−1)A = A(A−1) = 𝕀.

Note that this equation can hold true only for square matrices. Show that not every
matrix has an inverse.

Problem 2.6. When a matrix A ∈ ℝN×N has an inverse, it is unique. Prove this fact.

Problem 2.7. The definition of the inverse A−1 of a square matrix A was stated in terms
of the two conditions

A−1A = 𝕀,

and

AA−1 = 𝕀.

Each of these conditions can be generalized so that they apply to non-square matrices.
A matrix BL ∈ ℝN×M is the left inverse of a matrix A ∈ ℝM×N provided

BLA = 𝕀N
where 𝕀N is the identify matrix on ℝN . A matrix BR ∈ ℝN×M is the right inverse of a
matrix A ∈ ℝM×N provided

ABR = 𝕀M
where 𝕀M is the identity matrix on ℝM.
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It is clear from these definitions that a square matrix is invertible if and only if it has a
left inverse and a right inverse and these two matrices are identical. Find a matrix that
has a left inverse, but does not have a right inverse. Find a matrix that has a right inverse,
but does not have a left inverse.

Problem 2.8. Suppose that the matrix equation
Au = 𝟎

holds for any arbitrary N-tuple u ∈ ℝN , where A ∈ ℝM×N . Argue that it must be the
case that the matrix A is identically equal to zero,

A ≡ 𝟎 ∈ ℝM×N .

Why must u be emphasized as any arbitrary N-tuple? Construct a counterexample
where

Au = 𝟎
for some specific u, but it holds that A ≠ 𝟎.

Problem 2.9. An orthogonal matrix is a matrix A for which the inverse exists and is
equal to its transpose.

A−1 = AT .

Show that multiplying a vector v ∈ ℝ3 by an orthogonal matrix A ∈ ℝ3×3 does not
change its length.

Problem 2.10. A square matrix A is diagonalizable if there is an invertible matrix P such
that

P−1AP = D
where D is a diagonal matrix. Show that every diagonalizable matrix is invertible.

2.7.2 Problems on Vectors, Bases, and Frames

Problem 2.11. Derive Equation (2.5) from Equation (2.4).

Problem 2.12. The scalar triple product of three vectors u, v,w is given by
u × v ⋅ w.

Show that the the scalar triple product is equal to the volume of the parallelepiped
spanned by the vectors u, v,w.

Problem 2.13. Prove that the following properties hold for the scalar triple product
u × v ⋅ w of three vectors u, v,w.
(i) The value of u × v ⋅ w changes sign if any pair of the three vectors u, v,w are inter-

changed. That is,
u × v ⋅ w = −v × u ⋅ w,

= −u × w ⋅ v,
= −w × v ⋅ u.
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(ii) The value of u × v ⋅ w does not change if the dot and cross products are inter-
changed. That is,

u × v ⋅ w = u ⋅ v × w.

Problem 2.14. Show that the determinant of a 3 × 3 matrix is equal to the scalar triple
product of its columns, that is,

det(A) = a1 × a2 ⋅ a3

where

A = [ a1 a2 a3 ].

Problem 2.15. Show that the cross product w = u × v can be written as the product of
a matrix S(u) (whose elements depend on u) and the 3-tuple that represents v in

w =
⎧⎪⎨⎪⎩

w1

w2

w3

⎫⎪⎬⎪⎭
= S(u)v.

Problem 2.16. Show that

S2(w) = −||w||2𝕀 + ww2

for any w ∈ ℝ3.

Problem 2.17. Show that

S3(w) = −||w||2S(w)

for any w ∈ ℝ3.

2.7.3 Problems on Rotation Matrices

Problem 2.18. Show that the product of any finite number of rotation matrices Ri, for
i = 1…N ,

R1R2 ⋅ RN

is a rotation matrix. If the product R1R2 …RN maps representations of a vector v with
respect to the frame 𝕐 into the frame 𝕏 via the relationship

v𝕏 = (R1R2 · · ·RN )v𝕐 ,

what is the inverse transformation that maps the representation v𝕏 into v𝕐 ?

Problem 2.19. The following problem has been submitted by Professor Joseph Vignola
of the Catholic University of America. Figures 2.24, 2.25, and 2.26 depict the popular
puzzle Rubik’s Cube. Devise a system that could be used to describe the steps taken in
solving the puzzle using the concepts of frames.
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g1

o1y1
y2

y3

b3b2

b1

o2

o3

w1r1

Figure 2.24 Definition of frames on Rubik’s cube.

Rotations
R1

B1

W1

O1

O3

G3

Y3

R3

Figure 2.25 First sequence of rotations.

Rotations
R1

B1

W1

O1

O3

G3

Y3

R3

Figure 2.26 Second sequence of rotations.

Problem 2.20. Derive the single axis rotation matrix R𝕏
𝕐 (𝛼1) in Theorem 2.6 by carrying

out the following two steps: project the y2, y3 axes onto the axes x2, x3, and then use
Theorem 2.5.

Problem 2.21. Derive the single axis rotation matrix R𝕏
𝕐 (𝛼2) in Theorem 2.6 by carrying

out the following two steps: project the y1, y3 axes onto the axes x1, x3, and then use
Theorem 2.5.
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Problem 2.22. Derive the single axis rotation matrix R𝕐
𝕏(𝛼1) in Theorem 2.6 two differ-

ent ways. In the first approach, project the axes x2, x3 onto the axes y2, y3, and then use
Theorem 2.5. In the second approach, use the results of Problem 2.20 and Theorem 2.3.

Problem 2.23. Derive the single axis rotation matrix R𝕐
𝕏(𝛼2) two different ways. In the

first approach, project the axes x1, x3 onto the axes y1, y3, and then use Theorem 2.5. In
the second approach, use the results of Problem 2.21 and Theorem 2.3.

Problem 2.24. Derive the single axis rotation matrix R𝕐
𝕏(𝛼3) two different ways. In the

first approach, project the axes x1, x2 onto the axes y1, y2, and then use Theorem 2.5. In
the second approach, use the results of Theorem 2.6 and Theorem 2.3.

Problem 2.25. Let R𝕏
𝕐 be the rotation matrix that relates the frames 𝕐 and 𝕏. Show

that +1 is an eigenvalue of the matrix R𝕏
𝕐 . What is the physical interpretation of the

eigenvector v corresponding to the eigenvalue +1?

Problem 2.26. The classical definition of spherical coordinates from calculus is shown
in Figure 2.27. The change of basis from rectangular Cartesian coordinates to spherical
coordinates is a simple application of the techniques derived in this section: two single
axis rotations are used. The first rotation matrix R𝕏

ℤ(𝜃) maps the 𝕏 basis x1, x2, x2 into
the intermediate ℤ frame, which has the basis z1, z2, z3, and the second rotation matrix
Rℤ
𝕐 (𝜙) maps the intermediate ℤ frame into the frame 𝕐 with spherical coordinates basis

y𝜙, y𝜃, y𝜌. First, define the rotation matrix R𝕏
ℤ(𝜃) associated with rotation through the

angle 𝜃 about the common x3 = z3. Next, define the rotation matrix Rℤ
𝕐 (𝜙) generated by

rotation through the angle 𝜙 about the common z2 = y𝜃 axis. Finally, any vector v can
be written in rectangular Cartesian coordinates as

v𝕏 =
⎧⎪⎨⎪⎩

x1

x2

x3

⎫⎪⎬⎪⎭
.

x1 θ

x2

x3

z1

z2

yϕ

yθ

yρ

z3

ϕ
ρ

Figure 2.27 Spherical Coordinates.
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The representation of the same vector with respect to the 𝕐 frame is just

v𝕐 =
⎧⎪⎨⎪⎩

0

0

𝜌

⎫⎪⎬⎪⎭
where 𝜌2 = x2

1 + x2
2 + x2

3. Use the change of basis relationship

v𝕏 = R𝕏
ℤ(𝜃)R

ℤ
𝕐 (𝜙)v

𝕐

to obtain the classical spherical coordinate definitions of x1, x2, x3 in terms of 𝜌, 𝜃, 𝜙.

Problem 2.27. Azimuth 𝜃 and elevation 𝜙 angles are a common pair of angles
used to determine the line-of-sight (LOS) of celestial observations. The defini-
tions of these two angles is depicted in Figure 2.28. The symbol 𝕏 denotes the
local-vertical-local-horizontal (LVLH) frame with basis x1, x2, x3. In a flat world model
it is reasonable to take x1 aligned with true north, to take x2 aligned with true east,
and to take x3 to point toward the center of gravity of the earth. The angle 𝜃 measures
the rotation about the x3 axis from x1 to the projection of the LOS direction yLOS onto
the local horizontal plane. The elevation 𝜙 is measured from (the projection of the
LOS direction onto) the local horizontal plane to the LOS direction yLOS. Determine
the rotation matrix R𝕐

𝕏 as the product of two single axis rotations by introducing an
intermediate frame.

Problem 2.28. Define a sequence of frames of reference that are attached to the rigid
bodies that make up the two-arm subsystem shown in Figures 2.29 through 2.32. The
frame 𝕐 rotates through the angle 𝜃1 about the x1 = −y2 axis. The frame ℤ rotates
through the angle 𝜃2 about the y3 = z3 axis. The frame 𝔸 rotates through the angle 𝜃3
about the a3 = −z3 axis. What are the rotation matrices R𝕏

𝕐 ,R
𝕐
ℤ,R

ℤ
𝔸, and R𝕏

𝔸?

x1

θ

x2

x3

yθ

yLOS

ϕ

EAST

NORTH

yϕ

Figure 2.28 Azimuth (𝜃) and elevation (𝜙) angles relative to an LVLH frame.
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Body A
Body C

Body B

Body D

Figure 2.29 Detail illustration of a two arm model.

a1

θ1

θ1

a2

b1

b2

b3

a3

Figure 2.30 Definition of frames 𝔸,𝔹.

Problem 2.29. Derive the expression in Theorem 2.8 for the axis-angle parameter-
ization of a rotation matrix that maps the 𝔸 frame into the 𝔹 frame as depicted in
Figure 2.16. Use a graphical procedure to carry out the proof.

2.7.4 Problems on Position, Velocity, and Acceleration

Problem 2.30. The frame 𝕐 rotates with respect to the frame 𝕏, and the rotation matrix
that relates these two frames is given by

R𝕏
𝕐 (t) =

⎡⎢⎢⎢⎣

cos(2𝜋t) sin(2𝜋t) 0

− sin(2𝜋t) cos(2𝜋t) 0

0 0 1

⎤⎥⎥⎥⎦
.
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θ2

b1

c1

c2

b3, c3

b2

Figure 2.31 Definition of frames 𝔹,ℂ.

d3

d1

d2

c2

c3

c1

Figure 2.32 Definition of frames ℂ,𝔻.

The vector v can be expressed in terms of the 𝕐 frame as

v = 8y1 − 13y2 + 17y3.

Find each of the following:
1. Calculate the derivative of the vector v with the 𝕐 basis held fixed.
2. Calculate the derivative of the vector v with the 𝕏 basis held fixed.
3. Interpret the motion of the 𝕐 frame relative to the 𝕏 frame.
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Problem 2.31. The frame 𝕐 rotates with respect to the frame 𝕏, and the rotation matrix
that relates these two frames is given by

R𝕏
𝕐 (t) =

⎡⎢⎢⎢⎣

cos(40𝜋t) 0 − sin(40𝜋t)

0 1 0

sin(40𝜋t) 0 cos(40𝜋t)

⎤⎥⎥⎥⎦
.

The vector v can be expressed in terms of the 𝕏 frame as

v = 3x1 + 7x2 − 11x3.

Find each of the following:
1. Calculate the derivative of the vector v with the 𝕐 basis held fixed.
2. Calculate the derivative of the vector v with the 𝕏 basis held fixed.
3. Interpret the motion of the 𝕐 frame relative to the 𝕏 frame.

Problem 2.32. A compact disk with body fixed frame 𝔹 rotates relative to the hous-
ing that has body fixed frame 𝕏. A bug crawls on the surface of the compact disk.
The location of the bug as a function of time relative to the compact disk is given by
r𝔹,p(t) = 8t2b1 + (9t + et)b2.
1. Calculate the velocity of the bug v𝔹,p with respect to the𝔹 frame. Express your answer

in the 𝔹 basis. Express your answer in the 𝕏 basis.
2. Calculate the velocity of the bug v𝕏,p with respect to the𝕏 frame. Express your answer

in the 𝔹 basis. Express your answer in the 𝕏 basis.
3. Calculate the acceleration of the bug a𝔹,p with respect to the 𝔹 frame. Express your

answer in the 𝔹-basis. Express your answer in the 𝕏-basis.
4. Calculate the acceleration of the bug a𝕏,p with respect to the 𝕏 frame. Express your

answer in the 𝔹 basis. Express your answer in the 𝕏 basis.

2.7.5 Problems on Angular Velocity

Problem 2.33. Show that

S(R𝝎) = RS(𝝎)(R)T

for any rotation matrix R and any 3-tuple 𝝎.

Problem 2.34. Show that the matrix eS(𝝎) is a rotation matrix for any 3-tuple 𝝎.

2.7.6 Problems on the Theorems of Kinematics

2.7.6.1 Problems on the Addition of Angular Velocities
Problem 2.35. Let the orientation of the 𝔻 frame relative to the 𝔸 frame be given by the
3-2-1 Euler angles. Show that

𝝎
𝔸
𝔸,𝔻 =

⎡⎢⎢⎢⎣

cos 𝜃 cos𝜓 − sin𝜓 0

cos 𝜃 sin𝜓 cos𝜓 0

− sin 𝜃 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎬⎪⎭
.
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Problem 2.36. Let the orientation of the 𝔻 frame relative to the 𝔸 frame be given by the
3-2-1 Euler angles. Show that

𝝎
𝔻
𝔸,𝔻 =

⎡⎢⎢⎢⎣

1 0 − sin 𝜃

0 cos𝜙 cos 𝜃 sin𝜙

0 − sin𝜙 cos 𝜃 cos𝜙

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎬⎪⎭
.

Problem 2.37. Let the orientation of the 𝔻 frame relative to the 𝔸 frame be given by the
3-1-3 Euler angles. Show that

𝝎
𝔸
𝔸,𝔻 =

⎡⎢⎢⎢⎣

0 cos 𝛼 sin 𝛼 sin 𝛽

0 sin 𝛼 − cos 𝛼 sin 𝛽

1 0 cos 𝛽

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝛼̇

𝛽̇

𝛾̇

⎫⎪⎬⎪⎭
.

Problem 2.38. Let the orientation of the 𝔻 frame relative to the 𝔸 frame be given by the
3-1-3 Euler angles. Show that

𝝎
𝔻
𝔸,𝔻 =

⎡⎢⎢⎢⎣

sin 𝛽 sin 𝛾 cos 𝛾 0

cos 𝛾 sin 𝛽 − sin 𝛾 0

cos 𝛽 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝛼̇

𝛽̇

𝛾̇

⎫⎪⎬⎪⎭
.

Problem 2.39. Consider the construction of spherical coordinates in terms of two suc-
cessive rotation matrices discussed in Problem 2.26. What are the angular velocities
𝜔𝕏,ℤ, 𝜔ℤ,𝕐 , 𝜔𝕏,𝕐 ? Express your answer in terms of the 𝕏 basis. Express your answer in
terms of the 𝕐 basis.

Problem 2.40. Consider the construction of the frame𝕐 that is used for determining the
line of sight in Problem 2.27. What is the angular velocity 𝜔𝕏,𝕐 ? Express your answer in
terms of the 𝕏 frame. Express your answer in terms of the 𝕐 frame.

2.7.7 Problems on Relative Velocity and Acceleration

Problem 2.41. The PUMA robot shown in Figure 2.33 is modeled via frames 1, 2 and 3
that are fixed in links 1, 2, and 3, respectively. The ground frame is denoted the 0 frame
in the figure. The angle 𝜃i measures the rotation of frame i relative to frame i − 1 for
i = 1, 2, 3 is measured from xi−1 to xi about the zi−1 axis. Find the velocity in the ground
frame of the point r using the theorem on the relative velocity of two points on the same
rigid body. Express your answer in terms of the basis for the 1 frame and the 2 frame.

Problem 2.42. Calculate the acceleration in the 0 frame of the point r on the PUMA
robot studied in Problem 2.41 and shown in Figure 2.33. Use the relative acceleration
formula to calculate your solution. Express your answer in terms of the basis for the 1
frame.

Problem 2.43. The SCARA robot shown in Figure 2.34 is modeled via frames 1, 2 and
3 that are fixed in links 1, 2, and 3, respectively. The ground frame is denoted as frame
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Figure 2.33 Definition of frames for PUMA robot.
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Figure 2.34 Definition of frames and points for the SCARA robot in Problem 2.43.

0 in the figure. The angle 𝜃i measures the rotation of frame i relative to the frame i − 1
about the zi−1 axis for i = 1, 2, 3. Each angle 𝜃i is measured from the xi−1 axis to the xi
about the zi−1 axis for i = 1, 2, 3. Find the velocity in the 0 frame of the point t. Express
your answer in terms of the basis for the 0 frame and the 2 frame.

Problem 2.44. Calculate the acceleration in the 0 frame of the point t on the SCARA
robot studied in Problem 2.43 and depicted in Figure 2.34. Use the relative acceleration
formula to calculate your solution. Express your answer in terms of the basis for the 1
frame.

Problem 2.45. The spherical wrist depicted in Figure 2.35 has four links numbered 0,
1, 2, and 3. Frame i is fixed in link i for i = 0, 1, 2, 3. The angle 𝜓 measures the rotation
of the 2 frame about the z0 = z1 axis. The angle 𝜃 measures the rotation of the 2 frame
relative to the 1 frame about the y1 = y2 axis. The angle 𝜙 measures the rotation of the
3 frame relative to the 2 frame about the x2 = x3 axis. Find the velocity v0,q using the
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θ
𝜙

ψ

Figure 2.35 Definition of frames for Problem 2.45.

relative velocity formula by noting that the points p and q have fixed positions relative
to frame 2. Express your answer in terms of the basis for the 0 and 2 frames.

Problem 2.46. Using the relative acceleration formula for two points on the same rigid
body, calculate the acceleration in the 0 frame of the point q on the spherical wrist stud-
ied in Problem 2.45 and depicted in Figure 2.35. Express your answer in terms of the
basis for the 1 frame.

Problem 2.47. What are the velocities in the ground frame of the masses m1 and m2 in
Figure 5.17?

Problem 2.48. What is the velocity in the ground frame of the midpoint of the bar in
Figure 5.18?

Problem 2.49. What are the velocities in the ground frame of the link mass centers in
Figure 5.24?

Problem 2.50. What is the velocity in the ground frame of point s of the PUMA robot
studied in Problem 2.41? Write your answer in terms of the basis of the 1 frame.

Problem 2.51. What are the velocities in the ground frame of the link mass centers of
the PUMA robot in Problem 2.41?

Problem 2.52. What are the velocities in the ground frame of the link mass centers of
the Cartesian robot in Problem 5.24? Express your answer in terms of the basis for the
0 frame.

Problem 2.53. What are the velocities in the ground frame of the link mass centers of
the spherical wrist studied in Problem 2.45 and depicted in Figure 2.35? Express your
answer in terms of the basis for the 2 frame.
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Problem 2.54. What are the velocities in the ground frame of the link mass centers of
the SCARA robot in Problem 5.26 and depicted in Figure 5.31? Express your answer in
terms of the basis for the 1 frame.

Problem 2.55. What are the velocities in the ground frame of the link mass centers of
the cylindrical robot studied in Problem 5.28 and depicted in Figure 5.33? Express your
answer in terms of the basis for the 1 frame.

2.7.8 Problems on Common Coordinate Systems

Problem 2.56. Consider the construction of position, velocity and acceleration within
the cylindrical coordinate system in Theorem 2.18. Derive the expressions in Equations
(2.55), (2.56) and (2.57) by following the alternative strategy discussed at the beginning
of the proof of Theorem 2.18. That is, directly use the change of variables that are given
by the functional relationships

x = r cos 𝜃, (2.61)

y = r sin 𝜃, (2.62)

z = z. (2.63)

Specifically, carry out the following steps:
1. Calculate ẋ, ẏ, ż from Equations (2.61)–(2.63) in terms of (r, 𝜃, z) and their time

derivatives.
2. Substitute these results into Equation (2.59).
3. Finally, use the rotation matrix in Equation (2.53) to eliminate the basis vec-

tors x1, x2, x3 to obtain a final expression in terms on (r(t), 𝜃(t), z(t)), their time
derivatives, and y1, y2, y3.

Problem 2.57. Consider the construction of position, velocity and acceleration
expressed in terms of the spherical coordinate system in Theorem 2.19. Use the results
of Problem 2.26 and the strategy outlined in Problem 2.56 to verify the expressions in
Theorem 2.19. Specifically, carry out the following steps:
1. Calculate 𝜌̇, 𝜙̇, 𝜃̇ from the solution of Problem 2.26 in terms of (𝜌, 𝜙, 𝜃) and their time

derivatives.
2. Substitute these results into Equation (2.59).
3. Finally, use the rotation matrix R𝕏

𝕐 that relates the basis y𝜌, y𝜙, y𝜃 of the spherical
coordinates to the basis for the Cartesian coordinates to eliminate the basis vec-
tors x1, x2, x3, and thereby obtain a final expression for velocities and accelerations
in terms on (𝜌(t), 𝜙(t), 𝜃(t)), their time derivatives, and y𝜌, y𝜙, y𝜃 .
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Chapter 3

Kinematics of Robotic Systems

In this chapter, the general principles of kinematics in Chapter 2 are applied to robotics
to help model their geometry and enable the construction of dynamic models. Applica-
tions of these principles are diverse and include the study of industrial robotic manipula-
tors, the design and analysis of ground vehicles, the creation of models of flight vehicles,
and the development of models of space vehicles. This chapter introduces the special
structure that the principles of kinematics can take in the study of robotic systems that
have the form of a kinematic chain or are constructed from assemblies of kinematic
chains that do not form closed loops. Robotic systems having a tree topology are an
example of the latter class. Upon the completion of this chapter, the student should be
able to:

• Define and use homogeneous transformations to represent rigid body motion.
• Define and use homogeneous coordinates to represent position vectors.
• Define the assumptions underlying the Denavit–Hartenberg convention.
• Use the Denavit–Hartenberg convention to model a kinematic chain.
• Derive the Jacobian matrix relating derivatives of the generalized coordinates to the

velocity and angular velocity.
• Derive and use the recursive O(N) formulation of kinematics.

3.1 Homogeneous Transformations and Rigid Motion

Sections 2.1 and 2.4 in Chapter 2 discuss the fundamental properties of rotation
matrices and their use in change of basis formulae. In applications to robotics, however,
information about both the rotation and the translation of coordinate systems is often
required. This section will show that homogeneous transformations are a succinct way
of describing these rigid body motions.

Suppose there are two bodies with body fixed frames 𝕏 and 𝕐 , respectively, as shown
in Figure 3.1. The location of a generic point p with respect to the two different frames
𝕏 and 𝕐 is defined through the vector identity

r𝕏,p = r𝕐 ,p + d𝕏,𝕐 , (3.1)

which is defined in Figure 3.1. In this equation r𝕏,p is the position of the point p relative
to the frame 𝕏, while r𝕐 ,p is the position of the point p with respect to the frame 𝕐 . The
vector d𝕏,𝕐 is the relative offset between the origin of the 𝕏 frame and the 𝕐 frame.

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems

http://www.wiley.com/go/kurdila/robotic-systems
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x3 x1

x2

y1

y2y3

dX,Y

rX,p

rY,p

p

Figure 3.1 Two rigid bodies, body fixed frames, and position vectors.

No particular basis is implied in Equation (3.1): it is an equation in terms of vectors. If
the vectors that appear in Equation (3.1) are expressed in terms of coordinates relative
to their respective body fixed frames,

r𝕏𝕏,p = R𝕏
𝕐 r𝕐𝕐 ,p + d𝕏

𝕏,𝕐 , (3.2)

where R𝕏
𝕐 is the rotation matrix relating the frames. This identity follows from the fun-

damental definitions and properties of rotation matrices.
Note that the position r𝕏,p is expressed in terms of the 𝕏 basis, and the position r𝕐 ,p

is expressed in terms of the 𝕐 basis. This convention is common in robotics and is the
foundation of many of the approaches in this chapter that are tailored to the study of
robotics. It is desirable to relate the coordinate representations r𝕏𝕏,p and r𝕐𝕐 ,p, so the
4 × 4 homogeneous transformation matrix H𝕏

𝕐 is introduced in Equation (3.3) to cast
Equation (3.2) in the form of a matrix equation.{

r𝕏𝕏,p
1

}
=

[
R𝕏
𝕐 d𝕏

𝕏,𝕐

𝟎 1

]

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

H𝕏
𝕐

{
r𝕐𝕐 ,p

1

}
. (3.3)

In contrast to the techniques associated with 3 × 3 rotation matrices and the change
of basis formulae introduced in Chapter 2, the homogeneous transformation operates
on 4-tuples of homogeneous coordinates p𝕏 and p𝕐 of the point p, such that

p𝕏 ∶=

{
r𝕏𝕏,p

1

}
and p𝕐 ∶=

{
r𝕐𝕐 ,p

1

}
.

It is a standard convention in robotics literature to suppress all the subscripts in the
definition of the homogeneous coordinates. However, it is important to keep in mind
that the homogeneous coordinates are implicitly associated with a specific choice of
both the origin of position vectors and basis. In this text, although the notation is
cumbersome, the subscripts and superscripts will be retained to make explicit the
origins and bases used.
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The final form of the transformation that represents a rigid body motion can be
expressed as

p𝕏 =

[
R𝕏
𝕐 d𝕏

𝕏,𝕐

𝟎T 1

]

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

H𝕏
𝕐

p𝕐 ,

or more succinctly as,

p𝕏 = H𝕏
𝕐 p𝕐 . (3.4)

The notation in Equation (3.4) closely resembles the matrix equation that relates the
coordinates v𝕏 and v𝕐 of a vector v under a rotation of basis,

v𝕏 = R𝕏
𝕐 v𝕐 . (3.5)

While notation has been chosen such that Equations (3.4) and (3.5) have the same
appearance, there is a substantial difference between the matrices H𝕏

𝕐 and R𝕏
𝕐 . A

homogeneous transformation is not an orthogonal transformation. That is, in general,
(H𝕏

𝕐 )
−1

≠ (H𝕏
𝕐 )

T . Instead, the inverse of a homogeneous transformation is explicitly
derived in Theorem 3.1.

Theorem 3.1 (Homogeneous transformation inverse) The inverse (H𝕏
𝕐 )

−1 of
any homogeneous transformation H𝕏

𝕐 defined as

H𝕏
𝕐 ∶=

[
R𝕏
𝕐 d𝕏

𝕏,𝕐

𝟎T 1

]

is given by

(H𝕏
𝕐 )

−1 =

[
(R𝕏

𝕐 )
T −(R𝕏

𝕐 )
T d𝕏,𝕐

𝟎T 1

]
.

Proof : The coordinates of the point p with respect to the 𝕏 frame and 𝕐 frame satisfy

r𝕏𝕏,p = R𝕏
𝕐 r𝕐𝕐 ,p + d𝕏

𝕏,𝕐 .

This equation may be solved for the coordinates r𝕐𝕐 ,p relative to the frame 𝕐 and obtain

r𝕐𝕐 ,p = (R𝕏
𝕐 )

T r𝕏𝕏,p − (R𝕏
𝕐 )

T d𝕐
𝕏,𝕐 .

This last expression can be put in matrix form and the theorem is proved. ◽

The following example shows how the use of homogeneous transformations and homo-
geneous coordinates can facilitate the study of typical robotic subsystems.
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Example 3.1 This example studies a robotic system designed to expand the workspace
of a planar laser rangefinder, shown in Figure 3.2a into a spatial workspace. As shown
in Figure 3.2b, this sensor payload mounts the laser scanner from Figure 3.2a onto a
robotic platform capable of yaw-angle motion. Within the scanner, a laser sweeps in
a planar motion to make range measurements along the line of sight of the laser. In
Figure 3.2b, frame 𝔸 is fixed to the base of the sensor payload, frame 𝔹 is fixed to the
motorized carriage that rotates relative to the fixed base, frame ℂ is fixed to the casing
of the scanner unit, and frame 𝔻 is fixed to the laser moving within the scanner unit.
The line of sight of the laser is always along the x𝔻 axis of the frame 𝔻.

(a) (b)

ZA,
ZB

XB

XA

XD

XC

yD

yC

zC

ZD

yB

yA

Figure 3.2 Articulating laser ranging sensor. (a) Commercial laser rangefinder. (b) System frames.

The angle 𝜃 measures the rotation of the carriage frame ℂ relative to the base frame
𝔻 about the positive z𝔸 = z𝔹 axis, from the positive x𝔸 axis to the positive x𝔹 axis. The
scanner housing is rigidly attached to the carriage, therefore frames 𝔹 and ℂ do not
rotate relative to one another. The angle 𝜙 measure the rotation of the laser frame 𝔻
relative to the housing frame ℂ about the positive z𝔻 = −yℂ axis, from the positive xℂ
axis to the positive y𝔻 axis.

The relative positioning of the frames 𝔸,𝔹,ℂ and 𝔻 is shown in Figure 3.3. Use homo-
geneous transformations to represent the kinematics of this robotic subsystem and show
how laser ranging measurements made in frame 𝔻 may represented in frame 𝔸.

Solution: The problem statement aims to represent a point p defined by a known posi-
tion vector known in the 𝔻 frame p𝔻 with respect to the 𝔸 frame, or p𝔸. This is done by
constructing the homogeneous transformation H𝔸

𝔻, such that

p𝔸 = H𝔸
𝔻p𝔻.

By definition, H𝔹
ℂ is given by

H𝔹
ℂ =

[
R𝔹
ℂ d𝔹

𝔹,ℂ

𝟎 1

]
.
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xA

xB

yA

zA,
zB

yB

zC

yC
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yD

xD

o

p

r

q

Figure 3.3 Relative positioning of frames 𝔸,𝔹,ℂ,𝔻.

Since the sensor frame ℂ does not rotate relative to the carriage frame 𝔹, the rotation
matrix R𝔹

ℂ is the identity matrix. The vector that connects the origin of the 𝔹 frame to
the origin of the ℂ frame is

d𝔹,ℂ = dq,rx𝔹 + dp,qz𝔹.

The homogeneous transformation H𝔹
ℂ is then

H𝔹
ℂ =

⎡⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

dq,r

0

dp,q

⎫⎪⎬⎪⎭
{

0 0 0
}

1

⎤⎥⎥⎥⎥⎥⎥⎦

.

The homogeneous transformation H𝔸
𝔹 is calculated in a similar fashion. As before,

H𝔸
𝔹 =

[
R𝔸
𝔹 d𝔸

𝔸,𝔹

𝟎T 1

]
.

The basis vectors of frames 𝔸 and 𝔹 may be related such that

x𝔹 = cos 𝜃x𝔸 + sin 𝜃y𝔸,

y𝔹 = − sin 𝜃x𝔸 + cos 𝜃y𝔸,

z𝔹 = z𝔸.

From these expressions it is seen that the rotation matrix that relates the 𝔸 and 𝔹 frames
is a single axis rotation about the common z𝔸 = z𝔹 axis, such that

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

cos 𝜃 sin 𝜃 0

− sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦
.
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The vector that connects the origin of the 𝔸 frame to the origin of the 𝔹 frame is

d𝔸,𝔹 = do,pz𝔸.

When this rotation matrix and vector offset are substituted into the homogeneous trans-
formation, H𝔸

𝔹 is determined to be

H𝔸
𝔹 =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃 − sin 𝜃 0

sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

do,p

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦
.

These two homogeneous transformations transformations satisfy the equations

p𝔹 = H𝔹
ℂpℂ and p𝔸 = H𝔸

𝔹p𝔹.

It follows that

p𝔸 = H𝔸
𝔹H𝔹

ℂpℂ,

=

⎡⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃 − sin 𝜃 0

sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

do,p

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

dq,r

0

dp,q

⎫⎪⎬⎪⎭
{

0 0 0
}

1

⎤⎥⎥⎥⎥⎥⎥⎦

pℂ.

The measurement made by the sensor returns a range r(t) along the line of sight of the
laser at time t,

r𝔻,p = r(t)xℝ.

The line of sight of the laser rotates relative to the frame ℂ that is fixed in the casing of
the scanner unit. Based on the frame representations in Figure 3.2b, the basis vectors
of frames ℂ and 𝔻 may be related and used to create a rotation matrix between the two
frames, such that

x𝔻 = sin𝜙xℂ − cos𝜙zℂ,

y𝔻 = cos𝜙xℂ + sin𝜙zℂ,

z𝔻 = −yℂ,

and R𝔻
ℂ =

⎡⎢⎢⎢⎣

sin𝜙 0 − cos𝜙

cos𝜙 0 sin𝜙

0 −1 0

⎤⎥⎥⎥⎦
.

The range measurement in the line of sight frame can be related to the ground frame by
the expressions

p𝔸 = H𝔸
𝔹H𝔹

ℂHℂ
𝔻

⎧⎪⎪⎨⎪⎪⎩

r(t)

0

0

1

⎫⎪⎪⎬⎪⎪⎭
and Hℂ

𝔻 =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

sin𝜙 cos𝜙 0

0 0 −1

− cos𝜙 sin𝜙 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦
.
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In summary, the kinematic relation that gives the coordinates of the image point rela-
tive to the 𝔸 frame, in terms of the range reading r ∶= r(t) and the rotation angles 𝜃 and
𝜙, is the matrix product

p𝔸 =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃 − sin 𝜃 0

sin 𝜃 cos 𝜃 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

do,p

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

dq,r

0

dp,q

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

sin𝜙 cos𝜙 0

0 0 −1

− cos𝜙 sin𝜙 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎨⎪⎪⎩

r

0

0

1

⎫⎪⎪⎬⎪⎪⎭
,

=

⎡⎢⎢⎢⎢⎢⎣

cos 𝜃 sin𝜙 cos𝜙 cos 𝜃 sin 𝜃 dq,r cos 𝜃

sin𝜙 sin 𝜃 cos𝜙 sin 𝜃 − cos 𝜃 dq,r sin 𝜃

− cos𝜙 sin𝜙 0 do,p + dp,q

0 0 0 1

⎤⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎨⎪⎪⎩

r

0

0

1

⎫⎪⎪⎬⎪⎪⎭
.

Example 3.1 of the MATLAB Workbook for DCRS solves this problem using symbolic
computation.

3.2 Ideal Joints

Before introducing some specific conventions and algorithms for studying the kine-
matics of robotic systems, a few preliminaries are required that go beyond the funda-
mental theorems of kinematics introduced in Chapter 2. The specialized principles of
kinematics and dynamics employed for robotic systems fall within the broader study
of multibody dynamics. Multibody dynamics is the study of the dynamics of mechan-
ical systems that are comprised of several interconnected bodies. The most common
assumption in classical multibody dynamics is that the bodies are rigid, but generaliza-
tions that consider flexible bodies have also been developed. An account of the funda-
mentals of multibody dynamics can be found in [45]. In this book, the bodies under
consideration are assumed to be rigid.

Just as models for the individual bodies can vary in their complexity, so too can the
nature of the mathematical constraints that relate their motion. Later in Chapter 5,
a common, general form for constraints on permissible motions will be defined. This
chapter will focus on specific constraints induced by ideal joints (e.g., Figure 1.6 from
Chapter 1) that connect two rigid bodies.

Suppose there are two rigid bodies denoted 𝔸 and 𝔹 undergoing independent
motions. From prior study of rigid motions, it is known that for the most general
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Figure 3.4 Two rigid bodies with joint coordinate systems prior to constraint.

motions of the rigid bodies 𝔸 and 𝔹, three translation variables and three angles are
required to define the location and orientation of each body. 12 variables in total are
required to describe the kinematics of the two independent bodies. However, when
considering robotic systems, bodies will be interconnected. When the two bodies
are interconnected, the number of variables required to describe the location and
orientation of both bodies is reduced in number. For example, suppose the bodies are
“welded” together. If the position and orientation of one of the bodies is prescribed as
a function of time, the location and orientation of the other body is also known as a
function of time. In this case, only six variables that depend on time are required to
describe the constrained motion of the system that consists of two rigid bodies.

It is possible to expand on this idea and study more complicated notions of the ways
the two bodies can interact with one another. The discussion of constraints between
bodies will describe how different frames 𝔸 and 𝔹 that are fixed in each rigid body can
move relative to each other. The frames 𝔸 and 𝔹 will be referred to as joint coordinate
systems or joint frames since they will be used to define precisely the manner in which the
two bodies can interact. The joint coordinate systems are used to relate how the joint
frames 𝔸 and 𝔹 may rotate relative to one another, or how the origins of the the two
frames can translate relative to one another. A schematic figure of the two bodies with
their joint coordinate systems before enforcing any constraints is given in Figure 3.4.

3.2.1 The Prismatic Joint

A prismatic joint is an ideal joint that only allows relative translation along a single direc-
tion that is fixed in each of the joint frames 𝔸 and 𝔹. Schematics of a typical prismatic
joint are shown in Figures 3.5a and 3.5b, with the direction of translation along the z axis
of the two coordinate frames 𝔸 and 𝔹. This joint does not allow change in the relative
orientation of the two bodies. The direction of relative translation is fixed and constant
relative to each of the bodies 𝔸 and 𝔹. Since no change in the relative orientation is
permitted between the two bodies, the rotation matrix R𝔹

𝔸 relating the joint coordinate
systems is constant.
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zB
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Figure 3.5 Ideal prismatic joint. (a) Line drawing. (b) CAD example.

This constraint is equivalent to requiring that the three relative rotation angles that
parameterize the relative rotation matrix are held constant. Frequently, the two joint
coordinate systems are chosen such that they are aligned, making R𝔹

𝔸 the identity matrix.
Suppose that z𝔸 is the direction of relative translation permitted by body 𝔸 and that

z𝔹 is the direction of relative translation permitted by body 𝔹. The relative offset vector
relating the origins of the joint frames must satisfy

d𝔸,𝔹(t) = d𝔸,𝔹(t)z𝔸 = d𝔸,𝔹(t)z𝔹. (3.6)

The definitions above imply that the homogeneous transform H𝔹
𝔸 relating the joint

coordinate systems 𝔸 and 𝔹 is given by

H𝔹
𝔸(t) =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

d𝔸,𝔹(t)

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦
, (3.7)

for all time t ∈ ℝ+. Analogous expressions can be derived if the 1 or 2 axes are used to
define the degree of freedom. The task of deriving the homogeneous transforms in these
cases is an exercise.

Altogether, there are five independent scalar conditions implied by Equation (3.7) and
the requirement that R𝔹

𝔸 is a constant matrix. Three constraints arise from the require-
ment that the frames do not rotate relative to one another, and two more constraints
enforce the condition that no translation perpendicular to the zA = zB axis occurs. Since
there are five constraints imposed on the motion of the two bodies, the prismatic joint is
a single degree of freedom ideal joint. The homogeneous transformation that character-
izes the relationship between the two joint coordinate systems can be written in terms of
a single time varying parameter, d𝔸,𝔹(t). The relative translation, or displacement, d𝔸,𝔹(t)
is the joint variable for the prismatic joint.

3.2.2 The Revolute Joint

In the last section, the prismatic joint was seen to constrain the motion of two bodies
so that only translation along a single direction is possible. The revolute joint is an
analogous single degree of freedom ideal joint that constrains the motion of two bodies
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Figure 3.6 Ideal revolute joint. (a) Line drawing. (b) CAD example.

so that only rotation about a single axis is possible. A schematic of a typical revolute
joint is given in Figures 3.6a and 3.6b with the axis of rotation fixed along the z axis of
frames 𝔸 and 𝔹.

The mathematical relationships that describe this physical constraint can, again, be
expressed in terms of the joint coordinate frames 𝔸 and 𝔹. The revolute joint restricts
the translational motion of the two bodies by requiring that the origin of the joint frames
𝔸 and 𝔹 differ by a constant vector, which is often selected to be zero. In the case that
the origins coincide for all time, d𝔸,𝔹(t) = 0.

d𝔸,𝔹(t) = 0. (3.8)

The bodies are able to rotate relative to one another about a single, common joint axis.
Suppose that the common axis of rotation is z𝔸 = z𝔹. The rotation matrix R𝔹

𝔸 that maps
the joint frame 𝔸 into the joint frame 𝔹 must have the form

R𝔹
𝔸(t) =

⎡⎢⎢⎢⎣

cos 𝜃(t) sin 𝜃(t) 0
− sin 𝜃(t) cos 𝜃(t) 0

0 0 1

⎤⎥⎥⎥⎦
, (3.9)

for all times t ∈ ℝ+. Again, similar expressions can be derived if the axis of rotation is
selected to be the 1 or 2 axes. These derivations are left as an exercise.

Equation (3.9) and the fact that d𝔸,𝔹(t) = 0 imply that the homogeneous transform
that relates the joint coordinate systems is given by

H𝔹
𝔸(t) =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃(t) sin 𝜃(t) 0

− sin 𝜃(t) cos 𝜃(t) 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦
.

Equation (3.9) and the condition d𝔸,𝔹(t) = 0 induce a total of five scalar constraints on
the motion of bodies 𝔸 and 𝔹. Three of the scalar constraints result from the condition
d𝔸,𝔹(t) = 0, which prevents relative translation. The rotational restraint in Equation (3.9)
imposes two additional scalar relationships. The revolute joint is a one degree of freedom
ideal joint. The angle 𝜃(t) is the joint variable for the single degree of freedom revolute
joint.



�

� �

�

3.2 Ideal Joints 119

3.2.3 Other Ideal Joints

In this book, the robotic systems that are considered are constructed from collections
of rigid bodies, or links, that are connected by either prismatic joints or revolute
joints. It is possible to construct other ideal joints using these two joint primitives by
introducing one or more “zero length links” that are connected by revolute and/or
prismatic joints. Any ideal joint having between 1 and 6 degrees of freedom can be
derived in this way. Alternatively, it is also possible to derive directly the form of the
homogeneous transformation that represents an ideal joint. The next example carries
this out for the universal joint.

Example 3.2 A universal joint is a common ideal mechanical joint and is depicted in
Figure 3.7. Let frames 𝔸 and 𝔹 be fixed in the links that are connected by the universal
joint in Figure 3.7. The frames are defined such that a rotation about the axis a3 induces
a rotation about the b3 axis.

a3

c3
c1

b2

b3

b1

a2

c2

a1

r

o

q

Figure 3.7 Universal joint frames.

What are the constraints imposed on the motion of links 𝔸 and 𝔹 by the univer-
sal joint? Find the homogeneous transformation that represents the rigid body motion
between frames 𝔸 and 𝔹.

Solution: The universal joint restricts the motion so that the position of the point o on
body 𝔸 coincides with the position of point o on body 𝔹 for all time. In other words, it
must be true that

r0,r − dr,oa3 = r0,q − dq,ob3

for any motion of the bodies that is consistent with the constraints imposed by the uni-
versal joint. The three entries of this vector equation impose 3 scalar constraints on the
motion of the bodies.
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Angles 𝜃𝔸 and 𝜃𝔹 may be chosen such that the rotation matrices that relate the 𝔸, 𝔹,
and ℂ frames are

Rℂ
𝔸 =

⎡⎢⎢⎢⎣

cos 𝜃𝔸 0 − sin 𝜃𝔸
0 1 0

sin 𝜃𝔸 0 cos 𝜃𝔸

⎤⎥⎥⎥⎦
and Rℂ

𝔹 =
⎡⎢⎢⎢⎣

0 1 0

sin 𝜃𝔹 0 cos 𝜃𝔹
cos 𝜃𝔹 0 − sin 𝜃𝔹

⎤⎥⎥⎥⎦
,

and the angular velocities of frame ℂ with respect to frames 𝔸 and 𝔹 satisfy

𝝎𝔸,ℂ = 𝜃̇𝔸c2 and 𝝎𝔹,ℂ = 𝜃̇𝔹c1.

Combining these two equations into a single condition with respect to c3 results in

(𝝎𝔸,ℂ − 𝝎𝔹,ℂ) ⋅ c3 = 0.

This equation is a fourth scalar constraint on the motion of the system, and the number
of degrees of freedom of the joint is 6 − 4 = 2.
The homogeneous transform that represents the rigid body motion between frames 𝔸
and 𝔹 can be expressed in terms of the two angles 𝜃𝔸 and 𝜃𝔹. The homogeneous trans-
formation H𝔹

𝔸 that relates the homogeneous coordinates p𝔸 and p𝔹 of some arbitrary
point p is, by definition,

p𝔸 =

[
R𝔸
𝔹 d𝔸

𝔸,𝔹

𝟎T 1

]

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

H𝔹
𝔸

p𝔹.

From the definitions of Rℂ
𝔸 and Rℂ

𝔹 above,

R𝔹
𝔸 =

⎡⎢⎢⎢⎣

0 sin 𝜃𝔹 cos 𝜃𝔹
1 0 0

0 cos 𝜃𝔹 − sin 𝜃𝔹

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R𝔹
ℂ

⎡⎢⎢⎢⎣

cos 𝜃𝔸 0 − sin 𝜃𝔸
0 1 0

sin 𝜃𝔸 0 cos 𝜃𝔸

⎤⎥⎥⎥⎦
,

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Rℂ
𝔸

=
⎡⎢⎢⎢⎣

cos 𝜃𝔹 sin 𝜃𝔸 sin 𝜃𝔹 cos 𝜃𝔹 cos 𝜃𝔸
cos 𝜃𝔸 0 − sin 𝜃𝔸

− sin 𝜃𝔸 sin 𝜃𝔹 cos 𝜃𝔹 − cos 𝜃𝔸 sin 𝜃𝔹

⎤⎥⎥⎥⎦
.

From inspection of Figure 3.7,

d𝔸,𝔹 = −dr,oa3 + dq,ob3.

Defining this with respect to the 𝔸 basis results in

d𝔸
𝔸,𝔹 =

⎧⎪⎨⎪⎩

0

0

−dr,o

⎫⎪⎬⎪⎭
+ dq,o

⎧⎪⎨⎪⎩

− sin 𝜃𝔸 sin 𝜃𝔹
cos 𝜃𝔹

− cos 𝜃𝔸 sin 𝜃𝔹

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

−dq,o sin 𝜃𝔸 sin 𝜃𝔹
dq,o cos 𝜃𝔹

−(dr,o + dq,o cos 𝜃𝔸 sin 𝜃𝔹)

⎫⎪⎬⎪⎭
.
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As a result, the homogeneous transformation that relates motion of the 𝔸 and 𝔹
frames is given by

H𝔸
𝔹 =

[
R𝔸
𝔹 d𝔸

𝔸,𝔹

𝟎T 1

]
,

=

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃𝔹 sin 𝜃𝔸 cos 𝜃𝔸 − sin 𝜃𝔸 sin 𝜃𝔹
sin 𝜃𝔹 0 cos 𝜃𝔹

cos 𝜃𝔹 cos 𝜃𝔸 − sin 𝜃𝔸 − cos 𝜃𝔸 sin 𝜃𝔹

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−dq,o sin 𝜃𝔸 sin 𝜃𝔹
dq,o cos 𝜃𝔹

−(dr,o + dq,o cos 𝜃𝔸 sin 𝜃𝔹)

⎫⎪⎬⎪⎭{
0 0 0

}
1

⎤⎥⎥⎥⎥⎥⎦
.

It is evident that H𝔸
𝔹 ∶= H𝔸

𝔹(𝜃𝔸, 𝜃𝔹); that is, the homogeneous transformation H𝔸
𝔹 that

relates the joint frames is a function of two time varying parameters, 𝜃𝔸 and 𝜃𝔹. As a
result, as noted earlier, the universal joint is a two degree of freedom ideal joint.

Example 3.2 in the MATLAB Workbook solves this problem using MATLAB.

3.3 The Denavit–Hartenberg Convention

Section 3.1 introduced homogeneous transformations and showed that they can be
used to represent rigid body motion. Each homogeneous transformation is specified
in terms of a rotation matrix describing the orientation and a vector describing the
translation of a rigid body motion. No particular framework was introduced for the
selection of the frames of reference that are implicit in the definition of a homogeneous
transform. It is always possible to choose the orientation and origin of the frames to fit
the problem at hand.

This section describes the Denavit–Hartenberg (DH) convention, one of the most pop-
ular conventions for the construction of homogeneous transformations associated with
robotic systems. This convention is used to model robots that have the structure of
kinematic chains. A wide variety of robotic systems are included in this class, including
the SCARA robot (Problem 3.1), cylindrical robots (Problem 3.2), and modular robots
(Problem 3.3).

Even if the robotic system under consideration does not have the form of a kinematic
chain, it is often possible to analyze subsystems of the robotic system using the DH
convention. If the system has the connectivity of a topological tree, the DH convention
can be used without modification to model the kinematics of any of the branches of the
tree relative to the core body. The anthropomorphic robot in Figure 2.3 is an example of
a robotic system that has the connectivity of a topological tree.

3.3.1 Kinematic Chains and Numbering in the DH Convention

The description of the connectivity of general robotic systems can be complex. Con-
nectivity of robotic systems is often categorized into three classes of systems: those that
(1) form kinematic chains, (2) form topological trees, and (3) contain closed loops. It is
possible to define connectivity in abstract form via the introduction of the connectivity
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graph of the system. The interested reader is referred to [46] for a detailed account. In
this book, the following definition will suffice.

Definition 3.1 (Kinematic chains) A mechanical system comprised of N + 1
rigid bodies that are interconnected by N ideal joints is a kinematic chain provided:

1) Exactly two of the bodies are connected to only one other body. These are the first
and last bodies in the kinematic chain. All of the remaining bodies are connected
to two different rigid bodies.

2) It is possible to traverse the mechanical system from the first to the last body
visiting every body in the system exactly one time.

In the DH convention we number the rigid bodies, or links, in the kinematic chain
starting with 0 for the first body and ending with N for the last body. We number the
ideal joints starting with 1 and ending with N .

In practice, there should not be a problem identifying a kinematic chain. However,
there are a few other conventions that are followed for describing the kinematics of a
chain. In the DH convention, each body i has a body fixed frame designated simply by i
for i = 0,… ,N . Frame 0 is denoted the root frame, core frame or the base frame of the
kinematic chain. Often the root frame is identified with the ground or inertial frame, as is
the case for a robotic manipulator that is located along an assembly line. However, there
are some common exceptions to this rule. In the case of a system having connectivity
of a topological tree, the frame 0 is often identified with the central body. The anthro-
pomorphic robot is an example of this case. Frame 0 may also not be fixed in an inertial
frame. For example, when constructing a model of the space shuttle remote manipulator
system (RMS), the shuttle is usually selected as the base frame. For the RMS, the shuttle
would be denoted the root frame.

Another convention followed in this book is based on the assumption that each joint
in the kinematic chain shown in Figure 3.8 is either a revolute joint or a prismatic joint.
The generic symbol qi(t) for i = 1,… ,N is used to denote the joint variable. In other
words,

qi(t) =
{
𝜃i(t) if joint i is a prismatic joint,
di(t) if joint i is a revolute joint.

By definition, joint variable qi(t) describes how frame i is articulated, or actuated, for
i = 1,… ,N . For example, if joint i is a revolute joint, the joint variable qi(t) = 𝜃i(t)
defines how frame i rotates relative to frame i − 1. Joint variable qi(t) is said to actuate
frame i or link i.

Finally, the vectors zi−1 are defined in the basis for frame i − 1 as the direction associ-
ated with the degree of freedom associated with joint i, for i = 1,… ,N . For example, z0
is the direction of the degree of freedom q1 in joint 1, z1 is the direction of the degree of
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Joint
2
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Figure 3.8 Body and joint numbering of a kinematic chain for the DH convention.

freedom q2 in joint z2, etc. The numbering of joints, links or bodies, frames and axes of
the degrees of freedom for a kinematic chain is depicted in Figure 3.8.

3.3.2 Definition of Frames in the DH Convention

The definition of a homogeneous transformation associated with some arbitrary rigid
body motion generally requires six parameters. If the frame under consideration is
located with an arbitrary origin position with an arbitrary orientation with respect to a
base frame, it will require in general three independent translational variables and three
independent rotational angles to map the frame onto the base frame, or vice versa. The
DH convention defines a specific set of criteria followed when selecting the frames that
are used to describe a kinematic chain. Between a given pair of bodies, two successive
frames in the chain are oriented as depicted in Figure 3.9. With these restrictions on the

zi-1

ai
di

αi

xi-1

yi-1

xi

yi

zi

𝜃i

Figure 3.9 Geometry of the DH convention.
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choice of the relative origin positions and relative orientations of the successive frames,
the DH convention uses four parameters to characterize the homogeneous transform
between pairs of frames.

Definition 3.2 (DH convention) A set of N + 1 frames that describe a kine-
matic chain satisfy the assumptions of the DH convention provided that the basis
vector xi of frame i intersects and is perpendicular to the basis vector zi−1 for all
i = 1…N . For such kinematic chains, for the ith link, the rotation 𝜃i, the twist 𝛼i,
the displacement di, and the offset ai of the ith link are defined in Figure 3.9. These
parameters are described below:

1) The link rotation 𝜃i is the angle from the positive xi−1 axis to the positive xi axis
about the zi−1 axis.

2) The link twist 𝛼i is the angle from the positive zi−1 axis to the positive zi axis about
the xi axis.

3) The link displacement di is the perpendicular distance from xi−1 to the xi axis.
4) The link offset ai is the perpendicular distance from zi−1 to the zi axis.

The DH convention relates each pair of body fixed frames i − 1 and i in the kinematic
chain using a homogeneous transform with a specific structure. The frames in the kine-
matic chain are selected so that they take the configuration shown in Figure 3.9. The
basis vector xi is chosen so that it intersects and is perpendicular to the basis vector
zi−1. This is the fundamental assumption underlying the DH convention.

3.3.3 Homogeneous Transforms in the DH Convention

If the frames i = 0,… ,N satisfy the DH convention in Definition 3.2, it is possible to
derive the corresponding transformation that maps homogeneous coordinates in frame
i onto the homogeneous coordinates in frame i − 1. Consider Figure 3.11 in which the
position vectors ri,p and ri−1,p are shown, along with the relative offset di−1,i between
the origin of frames i − 1 and i. The homogeneous transformation that relates these two
frames follows from the general definitions discussed in Section 3.1. The homogeneous
transformation Hi−1

i is defined such that

Hi−1
i =

[
Ri−1

i di−1
i−1,i

𝟎T 1

]
. (3.10)

The following theorem gives a succinct expression for the homogeneous transform Hi−1
i

between two consecutive frames in a kinematic chain that are constructed according to
the DH convention.
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Theorem 3.2 (DH convention homogeneous transformation) Suppose that
frames i − 1 and i are two consecutive frames in a kinematic chain that satisfies the
assumptions of the DH convention. The homogeneous transformation that relates
the homogeneous coordinates in the frames i − 1 and i is given by

Hi−1
i =

[
Ri−1

i di−1
i−1,i

0 1

]
,

with the rotation matrix Ri−1
i defined as

Ri−1
i =

⎡⎢⎢⎢⎣

cos 𝜃i − sin 𝜃i cos 𝛼i sin 𝜃i sin 𝛼i

sin 𝜃i cos 𝜃i cos 𝛼i − cos 𝜃i sin 𝛼i

0 sin 𝛼i cos 𝛼i

⎤⎥⎥⎥⎦
,

and the relative offset di−1,i given by

di−1
i−1,i =

⎧⎪⎨⎪⎩

ai cos 𝜃i
ai sin 𝜃i

di

⎫⎪⎬⎪⎭
.

The parameters 𝜃i, 𝛼i, di, and ai are the rotation, twist, displacement, and offset of
link i, respectively.

Proof : The conclusions of Theorem 3.2 are drawn using the principles of kinematics
derived in Chapter 2. Introduce the auxiliary 𝔸 frame depicted in Figure 3.10. The

zi-1,
zA

𝛼i
di

𝛼i

xi-1

yi-1

xi

yi

zi

xA

yA

θi

Figure 3.10 Intermediate frame 𝔸 in the DH convention.
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zi-1

xi-1

yi-1

xi

yi

zi

p

di-1,i
ri,p

ri-1,p

Figure 3.11 Construction of the Homogeneous Transform in the DH Convention

matrices that relate the i − 1,𝔸 and i frames are the single axis rotation matrices

R𝔸
i−1 =

⎡⎢⎢⎢⎣

cos 𝜃i sin 𝜃i 0

− sin 𝜃i cos 𝜃i 0

0 0 1

⎤⎥⎥⎥⎦
and Ri

𝔸 =
⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛼i sin 𝛼i

0 − sin 𝛼i cos 𝛼i

⎤⎥⎥⎥⎦
.

The rotation matrix from the i − 1 to the i frame is constructed from the cascade of
single axis rotations, such that

Ri
i−1 = Ri

𝔸R𝔸
i−1 =

⎡⎢⎢⎢⎣

1 0 0

0 cos 𝛼i sin 𝛼i

0 − sin 𝛼i cos 𝛼1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃i sin 𝜃i 0

− sin 𝜃i cos 𝜃i 0

0 0 1

⎤⎥⎥⎥⎦
,

=
⎡⎢⎢⎢⎣

cos 𝜃i sin 𝜃i 0

− cos 𝛼i sin 𝜃i cos 𝛼i cos 𝜃i sin 𝛼i

sin 𝛼i sin 𝜃i − sin 𝛼i cos 𝜃i cos 𝛼i

⎤⎥⎥⎥⎦
.

The vector from the origin of the i − 1 frame to the i frame is

di−1,i = aixi + dizi−1.

This vector can be written in terms components relative to the basis for the i − 1 frame as

di−1
i−1,i = ai

⎧⎪⎨⎪⎩

cos 𝜃i

sin 𝜃i

0

⎫⎪⎬⎪⎭
+ di

⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

ai cos 𝜃i

ai sin 𝜃i

di

⎫⎪⎬⎪⎭
.
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The homogeneous coordinates pi and pi−1 of an arbitrary point p are consequently
related via the identity{

ri−1
0,i−1
1

}

⏟⏞⏞⏟⏞⏞⏟

pi−1

=
[

Ri−1
i di−1

i−1,i
𝟎T 1

]

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

Hi−1
i

{
ri

0,i
1

}

⏟⏟⏟

pi

.

◽

Example 3.3 in the MATLAB Workbook for DCRS creates a function that calculates
homogeneous transformations that map between adjacent frames in a kinematic chain
using the DH convention.

3.3.4 The DH Procedure

The DH Convention can form the foundation for a systematic procedure for determining
the model of a kinematic chain. Suppose a kinematic chain is under consideration in
which the bodies are numbered from 0 to N , and the joints are numbered from 1 to N
as described in Definition 3.1. The first step in the procedure assigns the unit vectors z0
through zN−1 to the axes of the degrees of freedom for each of the joints. If the ith joint
is a revolute joint, zi−1 is assigned to the axis of rotation of the joint. If the ith joint is a
prismatic joint, zi−1 is assigned to the direction of translation in the joint.

After axes z0 through zN−1 have been assigned to the directions of the degrees of free-
dom, the origins of the frames are selected. The origin of frame 0 can be chosen to be
any convenient point along the z0 axis. The origin of each of the remaining frames for
i = 1…N must be selected so that successive pairs of frames are configured as illus-
trated in Figure 3.9.

The remaining origins are selected recursively, starting from z1 using the previously
defined z0, then z2 using z1, and continuing through zN−1. The origin of the frame i
must be selected so that the vector xi intersects and is perpendicular to zi−1. Carefully
adhering to this procedure ensures that the kinematic model is consistent with the DH
convention. The selection of xi and the origin of the i frame depends on the relative
orientation of the vectors zi−1 and zi.

If zi−1 and zi are not coplanar, there is a unique direction normal to both vectors. The
origin of frame i must be chosen so that xi aligns with this unique normal. Frame i is
then completed by defining yi = zi × xi to ensure the frame is dexterous.

If the vectors zi−1 and zi are coplanar, there are two cases to consider, leading to two
possibilities for the choice of the origin. The first case is when the coplanar vectors zi−1
and zi are parallel. In this case there are an infinite number of vectors that intersect and
are perpendicular to both zi−1 and zi. In principle, it is possible to choose the origin of
frame i in this case so that the xi axis aligns with any of the infinite number of common
normals. The second case is when the coplanar vectors zi−1 and zi intersect at a single
point. In this case the vector xi is defined to be normal to the plane spanned by zi−1 and
zi, and the origin of frame i is chosen as point of intersection of zi−1 and zi.

The procedure above is summarized in procedure shown in Figure 3.12.
The DH procedure, as summarized in Figure 3.12, is not a simple process, and the

frames generated by the procedure can be counter intuitive. An experienced analyst
might choose frames in a completely different manner. However, the advantage of the
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1) Number the links in the kinematic chain from 0, ...,N , and number the joints in the kinematic
chain from 1,… ,N .

2) Assign the unit vectors z0, z1,… , zN−1 to the axes of the degrees of freedom for joints 1,… ,N .
3) Choose the origin of the 0 frame along the z0 axis.
4) Repeat the following for i = 1,… ,N − 1:

4.1) If the vectors zi−1 and zi are not coplanar, select the origin of frame i so that xi is aligned
with the common normal to zi−1 and zi.

4.2) If the vectors zi−1 and zi are parallel, choose the origin i at any convenient location along
the zi axis. Choose xi along one of the infinite number of common normals to zi−1 and zi.

4.3) If the vectors zi−1 and zi intersect, choose the origin i at the point of intersection. Select xi
to be perpendicular to the plane spanned by zi−1 and zi.

4.4) Choose the axis yi to satisfy the right hand rule given zi and xi selected above.
5) Choose the last frame so that xN intersects and is perpendicular to zN−1. Otherwise, choose the

frame so that it is aligned with the problem at hand.

Figure 3.12 DH procedure for kinematic chains.

DH procedure is that it facilitates communication: anyone familiar with the procedure
can reconstruct how the unknowns have been selected from a simple table of link
parameters. The following examples show how the procedure can be used in practical
problems with a simple model that utilizes two body fixed frames.

Example 3.3 Derive a kinematic model for the 3D laser ranging sensor depicted in
Figure 3.13 using the DH convention.

Solution: Figure 3.14 depicts the DH compliant frames selected to model the three
bodies and two joints. First, the two joint axes z0 and z1 were assigned to the axes of
rotation of the two joints. The origin of frame 0 is chosen to lie within the horn of the
servo motor used to rotate the first joint. Since z0 and z1 intersect, the origin of frame 1
is chosen to be the point of intersection.

Figure 3.13 A laser ranging sensor assembly.
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y2

y0

x0

𝜃1

𝜃2

o

p

y1

z0

z1,z2

x2

x1

Figure 3.14 Assignment of frames to the scanner assembly.

The vector x0 is chosen as an arbitrary perpendicular vector to z0 starting from the
frame 0 origin. The vector x1 is chosen to be normal to the plane spanned by vectors
z0 and z1 and starting from the frame 1 origin. The vectors y0 and y1 both start at their
respective frame origins and are defined by z0 × x0 and z1 × x1, respectively. The link
rotation 𝜃1 is measured about the positive z0 axis from the x0 to the x1 axis. The link
twist 𝛼1 = 𝜋

2
is measured about the positive x1 axis from z0 and z1. The link displacement

d1 = do,p is the distance from the x0 axis to the x1 axis measured along the z0 direction.
The link offset a1 = 0 because the z0 and z1 axis intersect. For frame 2, the z2 axis is cho-
sen to align with z1. Since z1 and z2 are parallel, the origin of frame 2 may be arbitrarily
chosen along z2; for convenience, the frame 2 origin is chosen to coincide with the frame
1 origin. The axis x2 is chosen to be orthogonal to z2 = z1 and pass through point p. The
frame is then completed by setting y2 = z2 × x2. The link rotation is measured about the
z1 axis from the x1 to the x2 axis. The link twist 𝛼2 = 0 since the z1 and z2 axes coincide.
The link displacement d2 = 0 and link offset a2 = 0 because the origin of the 1 and 2
frames coincide.

In summary, the link parameters for the scanner assembly is shown in Table 3.1 below.

Table 3.1 DH parameters for the laser ranging scanner.

Joint Rotation 𝜽 Twist 𝜶 Displacement d Offset a

1 𝜃1
𝜋

2
do,p 0

2 𝜃2 0 0 0

Example 3.4 in the MATLAB Workbook for DCRS solves for homogeneous trans-
forms that map between successive frames in this kinematic chain using MATLAB.
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The last example required only two frames, but it is not uncommon that dozens of
frames are required in models of realistic robotic systems. The next example considers
a single leg of a humanoid robot model that utilizes five different frames.

Example 3.4 Define a set of frames 0 through 6 for the leg assembly depicted in
Figure 3.15 that is consistent with the DH convention. Choose frame 0 to be fixed in
the link that corresponds to the pelvis.

Figure 3.15 Leg assembly of the humanoid robot.

Solution: First, label the links and joints, assign the basis vectors z0, z1, z2, z3, z4, and z5
to the revolute joints of the leg assembly and select the origin for frame 0, as shown in
Figure 3.16. Choose z6 = z5 for the foot link frame.

z1

z0

z2

z3

z5
z4

Figure 3.16 Definitions of degree of freedom axes z0, z1, z2, z3, z4, z5.
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Next, the frame i origins and basis vectors xi are chosen so that xi intersects and is
perpendicular to zi−1 for joints 1 through 6. In the following analysis, the variable di,j
represents the unsigned distance from point i to point j.

Joint 1 is shown in Figure 3.17a. Since z0 and z1 are are not coplanar, the direction of
the unit vector x1 = z1 × z0 is defined as the normal of the plane spanned by z0 and z1,
and the origin of frame 1 is defined at point q such that x1 intersects z0 at point p. The
link displacement d1 = do,p is the distance between the x0 and x1 axes measured along
the z0 direction. The link rotation 𝜃1 is measured about the positive z0 axis, from x0 to x1.
The link offset a1 = −dp,q is the distance between the z0 and z1 axes measured along the
x1 direction. The link twist 𝛼1 = − 𝜋

2
is measured about the positive x1 axis, from z0 to z1.

(a) (b)

y0

y1

y1
x0

z0

z1

z1,
y2

z2

x1

x1

x2

o

p

q

q

r

Figure 3.17 Leg assembly joint 1 (a) and 2 (b) definitions.

Joint 2 is shown in Figure 3.17b. The z1 and z2 axes intersect at point r. Since x2 must
be perpendicular to and intersect both of these vectors, it passes through point r and
is perpendicular to the plane spanned by z1 and z2. The link displacement d2 = −dq,r
is the distance between the x1 and x2 axes measured along the z1 direction. The link
rotation 𝜃2 is measured about the positive z1 axis, from x1 to x2. The link offset a2 = 0
because axes z1 and z2 intersect. The link twist 𝛼2 = 𝜋

2
is measured about the positive

x2 axis, from z1 to z2.
Joint 3 is shown in Figure 3.18a. The z2 and z3 axes are parallel, allowing the origin

of frame 3 to be chosen at any point along z3; the origin of frame 3 is chosen as the
intersection of z3 and the plane spanned by x2 and y2. x3 is chosen as the unit vector
from the frame 2 origin to the frame 3 origin. The link displacement d3 = 0 because x2
and x3 intersect. The link rotation 𝜃3 is measured about the positive z2 axis, from x2 to
x3. The link offset a3 = dr,s is the distance between the z2 and z3 axes measured along
the x3 direction. The link twist 𝛼3 = 0 because axes z2 and z3 are parallel.

Joint 4 is shown in Figure 3.18b. The z3 and z4 axes are parallel, allowing the origin
of frame 4 to be chosen at any point along z4; the origin of frame 4 is chosen as the
intersection of z4 and the plane spanned by x3 and y3. x4 is chosen as the unit vector
from the frame 3 origin to the frame 4 origin. The link displacement d4 = 0 because x3
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(a) (b)
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Figure 3.18 Leg assembly joint 3 (a) and 4 (b) definitions.

and x4 intersect. The link rotation 𝜃4 is measured about the positive z3 axis, from x3 to
x4. The link offset a4 = ds,t is the distance between the z3 and z4 axes measured along
the x4 direction. The link twist 𝛼4 = 0 because axes z3 and z4 are parallel.

Joint 5 is shown in Figure 3.19a. The z4 and z5 axes intersect at point t. Since x5 must
be perpendicular to and intersect both of these vectors, it passes through point t and is
perpendicular to the plane spanned by z4 and z5. The link displacement d5 = 0 because
axes x1 and x2 intersect. The link rotation 𝜃5 is measured about the positive z4 axis, from
x4 to x5. The link offset a5 = 0 because axes z4 and z5 intersect. The link twist 𝛼5 = 𝜋

2
is

measured about the positive x5 axis, from z4 to z5.

(a) (b)

x5

z5
y6

y4

x4

x5x6

y5z4, y5

z5, z6

t t

u

Figure 3.19 Leg assembly joint 5 (a) and 6 (b) definitions.

Joint 6 is shown in Figure 3.19b. Since z5 and z6 axes are parallel, the origin of frame 6
may be set at any point along z6; the point u is chosen to position the foot frame origin
in the motor actuating the foot. x6 is chosen orthogonal to z6 = z5 such that x6 = x5
when 𝜃6 = 0. The link displacement d5 = −dt,u is the distance between the x5 and x6
axes measured along the z5 direction. The link rotation 𝜃6 is measured about the positive
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z5 axis, from x5 to x6. The link offset a6 = 0 because axes z4 and z5 intersect. The link
twist 𝛼5 = 0 is measured about the positive x6 axis, from z5 to z6. In summary, the link
parameters for the leg assembly are given in Table 3.2.

Table 3.2 DH parameters for a humanoid leg.

Joint Displacement d Rotation 𝜽 Offset a Twist 𝜶

1 do,p 𝜃1(t) −dp,q −𝜋
2

2 −dq,r 𝜃2(t) 0 𝜋

2
3 0 𝜃3(t) dr,s 0
4 0 𝜃4(t) ds,t 0
5 0 𝜃5(t) 0 𝜋

2
6 −dt,u 𝜃6(t) 0 0

Example 3.5 in the MATLAB Workbook solves for the homogeneous transforms that
describe the rigid body motion between each pair of frames in this example.

3.3.5 Angular Velocity and Velocity in the DH Convention

So far in Chapter , general principles of kinematics for three dimensional, complex sys-
tems have been introduced. This section adapts some of these principles to the analysis
of robotic systems that form kinematic chains and for which the DH convention applies.
This section introduces the Jacobian matrices that relate the velocity of specific points
of interest and the angular velocity of the bodies on which they lie to the time derivative
of the joint variables.

Theorem 3.3 (DH convention Jacobian matrix) Suppose there is an N link
kinematic chain whose bodies, joints and degrees of freedom are numbered consis-
tent with the DH convention. The 6 × N Jacobian matrix J0 relates the velocity of
point p fixed on body N and angular velocity of body N in the 0 frame to the time
derivatives of the joint variables q̇1,… , q̇N

{
v0

0,p

𝝎
0
0,N

}
= J0q̇ =

[
J0

v

J0
𝝎

]⎧⎪⎨⎪⎩

q̇1

⋮

q̇N

⎫⎪⎬⎪⎭
.

The 3 × N submatrix J0
𝝎

is given by

J0
𝝎
=

[
𝜌1z0

0 𝜌2z0
1 𝜌3z0

2 · · · 𝜌N z0
N−1

]
,

=
[
𝜌1e3 𝜌2R0

1e3 𝜌3R0
2e3 · · · 𝜌N R0

N−1e3
]
,

(Continued)
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where 𝜌i is equal to 1 if joint i is a revolute joint and is equal to 0 if joint i is a prismatic
joint.

The 3 × N submatrix J0
v is given by

J0
v =

[
j0
1 j0

2 · · · j0
N
]
.

If joint i is a prismatic joint, the ith column j0
i is defined by the equation

j0
i = z0

i−1 = R0
i−1e3.

If joint i is a revolute joint, the ith column j0
i is defined by the equation

j0
i = z0

i−1 × (r0
0,p − r0

0,i−1).

Proof : The derivation of the form of the sub-matrix J0
𝝎

follows directly from the addition
theorem for angular velocities. 𝝎0,N can be written expanded such that

𝝎0,N = 𝝎0,1 + 𝝎1,2 +…+ 𝝎N−1,N .

The angular velocity between a pair of bodies depends on whether the joint between
those bodies is prismatic or revolute. If joint i is prismatic, there will be no relative angu-
lar velocity and𝝎i−1,i = 𝟎. If joint i is revolute, the angular velocity between the bodies is
solely about the zi−1 axis at an angular speed of 𝜃̇i. As a result, the angular velocity 𝝎i−1,i
is defined as 𝜌i𝜃̇izi−1, where 𝜌i = 0 for prismatic joints and 𝜌i = 1 for revolute joints.
Collecting these into the formulation for 𝝎0,N results in

𝝎0,N = 𝜌1𝜃̇1z0 + 𝜌2𝜃̇2z1 + · · · + 𝜌N 𝜃̇N zN−1.

The form of J0
𝝎

stated in the theorem results when these vectors are expressed with
respect to the frame 0 basis.

The form of the matrix J0
v can be determined by first noting that each column j0

i con-
tains the coordinates of the velocity of point p in the 0 frame when all of the derivatives
of the joint variables are equal to zero except the ith, which is set to one. In this case,

v0
0,p = j0

i =
[
j0
1 j0

2 · · · j0
i · · · j0

N
]
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
0
⋮
1
⋮
0
0

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

If the ith joint is a prismatic joint, q̇i = ḋi = 1, and the other joint variable derivatives
are equal to zero, the velocity of the point p is ḋizi−1 = zi−1.
If the ith joint is a revolute joint, Theorem 2.16 can be applied to determine the velocity
in the 0 frame of the point p.

v0,p = v0,i−1
⏟⏟⏟

0

+ 𝝎0,i
⏟⏟⏟

𝝎i−1,i

× (r0,p − r0,i−1) = 𝝎i−1,i × (r0,p − r0,i−1),

= 𝜃̇izi−1 × (r0,p − r0,i−1) = zi−1 × (r0,p − r0,i−1).
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Recall that the calculation above assumes that all of the derivatives of the joint vari-
ables q̇j for j ≠ i are set equal to zero, and q̇i = 𝜃̇i = 1. The conclusion of the theorem is
obtained when these vectors are expressed in terms of coordinates relative to the basis
for the 0 frame. ◽

The superscript on Jk is used to denote that the velocity v0,p and angular velocity𝝎o,n are
expressed in components relative to the k frame, such that{

vk
0,p

𝝎
k
0,N

}
= Jkq̇.

By extension, the change of basis operation for the Jacobian may be defined as

J0 =

[
R0

k 𝟎

𝟎 R0
k

]
Jk .

Example 3.5 Calculate the Jacobian matrix J0 that relates the velocity v0,r of point r
and the angular velocity 𝝎0,2 of frame 2 in the 0 frame to the derivatives of the general-
ized coordinates q̇ of the leg assembly in Example 3.4. Since the required velocities only
depend on 𝜃1 and 𝜃2 and their derivatives, the 6 × 2 Jacobian matrix J0 may be expressed
concisely as{

v0
0,2

𝝎
0
0,2

}
= J0

{
q̇1

q̇2

}
.

Calculate the matrix J0 in two ways: (1) find the velocities and angular velocities from
first principles and identify the Jacobian matrix from these expressions, and (2) use
Theorem 3.3 to calculate the Jacobian matrix directly.

Solution: As a first steps, the rotation matrices R1
0 and R2

1 are calculated, such that

R1
0 =

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0
0 0 −1

− sin 𝜃1 cos 𝜃1 0

⎤⎥⎥⎥⎦
and R2

1 =
⎡⎢⎢⎢⎣

cos 𝜃2 sin 𝜃2 0
0 0 1

sin 𝜃2 − cos 𝜃2 0

⎤⎥⎥⎥⎦
.

Next, the angular velocity 𝝎0,2 is derived using the addition Theorem 2.15 from
Chapter 2, 𝝎0,2 = 𝜃̇1z0 + 𝜃̇2z1. The angular velocity may be expressed with respect to
frame 0 using R1

0, such that

𝝎
0
0,2 =

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
⏟⏟⏟

e3

𝜃̇1 +
⎡⎢⎢⎢⎣

cos 𝜃1 0 − sin 𝜃1

sin 𝜃1 0 cos 𝜃1

0 −1 0

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R0
1

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
⏟⏟⏟

e3

𝜃̇2 =
⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
𝜃̇1 +

⎧⎪⎨⎪⎩

− sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
𝜃̇2.
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Collecting these expressions into matrix form results in

𝝎
2
0,2 = J0

𝝎

{
𝜃̇1

𝜃̇2

}
=

⎡⎢⎢⎢⎣

0 − sin 𝜃1

0 cos 𝜃1

1 0

⎤⎥⎥⎥⎦

{
𝜃̇1

𝜃̇2

}
.

The velocity of the origin of the 2 frame (point r) is computed from the relative velocity
Theorem 2.16 in Chapter 2, due to the fact that points r and p have constant positioning
with respect to the upper hip basis (frame 1).

v0,r = v0,p
⏟⏟⏟

0

+ 𝝎0,1 × (−dp,qx1 − dq,rz1),

=

||||||||

x1 y1 z1

0 −𝜃̇1 0
−dp,q 0 −dq,r

||||||||
,

= dq,r𝜃̇1x1 − dp,q𝜃̇1z1.

Evaluating the velocity in terms of the basis for the 0 frame results in

v0
0,r =

⎡⎢⎢⎢⎣

cos 𝜃1 0 − sin 𝜃1

sin 𝜃1 0 cos 𝜃1

0 −1 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

dq,r𝜃̇1

0
−dp,q𝜃̇1

⎫⎪⎬⎪⎭
,

=
⎧⎪⎨⎪⎩

dq,r cos 𝜃1 + dp,q sin 𝜃1

dq,r sin 𝜃1 − dp,q cos 𝜃1

0

⎫⎪⎬⎪⎭
𝜃̇1 +

⎧⎪⎨⎪⎩

0
0
0

⎫⎪⎬⎪⎭
𝜃̇2.

v0
0,2 = J0

v

{
𝜃̇1

𝜃̇2

}
=

⎡⎢⎢⎢⎣

(dq,r cos 𝜃1 + dp,q sin 𝜃1) 0
(dq,r sin 𝜃1 − dp,q cos 𝜃1) 0

0 0

⎤⎥⎥⎥⎦

{
𝜃̇1

𝜃̇2

}
.

The full Jacobian matrix with respect to frame 0 can be constructed by concatenating
these two sub-matrices, such that{

v0
0,2

𝝎
0
0,2

}
=

[
Jv

J
𝝎

]{
𝜃̇1

𝜃̇2

}
,

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

(dq,r cos 𝜃1 + dp,q sin 𝜃1) 0
(dq,r sin 𝜃1 − dp,q cos 𝜃1) 0

0 0
0 − sin 𝜃1

0 cos 𝜃1

1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

{
𝜃̇1

𝜃̇2

}
. (3.11)
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For the second part of this solution, the same quantity will be computed using
Theorem 3.3. For this system every joint is revolute; thus,

𝜌1 = 𝜌2 = 1.
The unit vectors z0

0 and z0
1 are obtained from the formulations of the rotation matrices

R0
1 and R0

2 = R0
1R1

2, such that

z0
0 =

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
, z0

1 =
⎧⎪⎨⎪⎩

− sin 𝜃1
cos 𝜃1

0

⎫⎪⎬⎪⎭
.

Combining these into the submatrix J
𝝎

results in

J0
𝝎
=

[
𝜌1z0

0 𝜌2z0
1
]
=

⎡⎢⎢⎣
0 − sin 𝜃1
0 cos 𝜃1
1 0

⎤⎥⎥⎦
.

For the calculation of Jv, calculations are required for the two columns vectors
j0
i = z0

i−1 × (r0
0,2 − r0

0,i−1)

for i = 1, 2. For i = 1,

j1 = z0 × (r0,r − 𝟎) =
|||||||

x1 y1 z1
0 −1 0

−dp,q −do,p −dq,r

|||||||
= dq,rx1 − dp,qz1.

Representing this vector with respect to frame 0 results in

j0
1 =

⎡⎢⎢⎣
cos 𝜃1 0 − sin 𝜃1
sin 𝜃1 0 cos 𝜃1

0 −1 0

⎤⎥⎥⎦
⎧⎪⎨⎪⎩

dq,r

0
−dp,q

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

dq,r cos 𝜃1 + dp,q sin 𝜃1

dq,r sin 𝜃1 − dp,q cos 𝜃1

0

⎫⎪⎬⎪⎭
. (3.12)

For i = 2,

j2 = z1 × (r0,r − r0,q) =
|||||||
x1 y1 z1
0 0 1
0 0 −dq,r

|||||||
= 𝟎.

This vector remains 𝟎 regardless of frame representation. The resulting Jacobian
sub-matrix J0

v is given by

J0
v =

[
j0
i j0

2
]
=

⎡⎢⎢⎣
dq,r cos 𝜃1 + dp,q sin 𝜃1 0
dq,r sin 𝜃1 − dp,q cos 𝜃1 0

0 0

⎤⎥⎥⎦
.

As a result, the full Jacobian matrix calculated as

J =

[
J0

v

J0
𝝎

]

yields the same Jacobian matrix found in Equation (3.11).
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3.4 Recursive O(N) Formulation of Forward Kinematics

The DH procedure is one of many strategies that can be used to formulate the kinematics
of robotic systems. This section will introduce an alternative approach for modeling the
kinematics of robot systems. This technique is an example of a recursive formulation
of the kinematics of a robotic system. Numerous variants of these formulations have
appeared in the literature. The text [14] gives a comprehensive account of this approach
by one of the early developers of the method. The specific variant presented in this text
of this family of methods is based on the family of papers [38], [37], [22], [39], [16], [25],
[26] because they provide a unified approach to both kinematics and dynamics.

These papers deduce the recursive algorithms for kinematics and dynamics of robots
by employing the similar structure of techniques in estimation and filtering theory. For
example, [38] explains that recursive formulations can be interpreted in the framework
of Kalman filtering and smoothing. Kalman filtering is a well known procedure in esti-
mation theory that derives recursive updates of estimates, as well as associated efficient
numerical techniques for their computation. One of the major contributions of the fam-
ily of papers inspired by [38], and its immediate successors in [22], [23], [39], [25], and
[26] has been to show how certain factorizations that appear in the context of Kalman
filtering can be used directly to solve problems in dynamics and control of multi-body
systems. This chapter covers the recursive formulations of forward kinematics, while
Chapter 4 discusses the extension of these techniques to forward dynamics.

Figure 3.20 depicts a kinematic chain for which the kinematic equations will be
derived. This kinematic chain is comprised of N + 1 links numbered from N + 1 to 1,
which are connected with N joints numbered N to 1.

In contrast to the DH convention, the links and joints are numbered from the tip of
the kinematic chain to the root. This section and Chapter 4 will show that this method-
ology of numbering the bodies and joints yields system matrices that can be factored
as products of block lower triangular, diagonal and upper triangular factors. It is the
special structure of these matrices that enables fast and recursive solution procedures
to be devised. The numbering of consecutive joints in the kinematic chain is shown
in Figure 3.21. The notation b ∶= N + 1 will be used to refer to the base body, that is
link N + 1.

Body n+1

Body n−1

Body n

Body
1

Body 3

Body
2

Joint
2

Joint 3 Joint 1

Joint n

Joint
n−1

Joint n−2

hn

hn−1

h1

h2

h3

hn−2

Figure 3.20 Body and joint numbering of a kinematic chain for the recursive formulation.
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Joint k-1 Joint k

(k-1)− (k-1)+ k− k+

Link k−1 Link k Link k+1

Figure 3.21 Joint side labeling of a kinematic chain for the recursive formulation.

The two sides of joint k are denoted by k− and k+. Specifically, the notation k− refers
the point at joint k fixed on body k. By definition, point k− is on the outboard side of
joint k, toward the free end of the kinematic chain. The notation k+ refers to the point
at joint k fixed on body k + 1. The point k+ is on the inboard side of joint k, toward the
base body of the kinematic chain.

Each joint k is defined by a vector hk that describes the direction of the degree of free-
dom at joint k. For a revolute joint, hk is along the rotational axis, while for a prismatic
joint, hk is along the translational axis. In the following discussion, it will be assumed
that all joints under consideration are revolute. Modifications for prismatic joints are
discussed in Problem 3.3.

The velocities and angular velocities are collected in 6 × 1 vectors k− and k+ , and the
derivatives of the velocities and angular velocities are collected in the vectors k− and
k+ . This section will address the evaluation of k− and k+ , whereas k− and k+ will be
treated in Section 3.4.3. In this convention the superscript + or − denotes on which side
of joint k the quantity is calculated. The subscript is used to specify the joint at which
the velocities or their derivatives are calculated. These velocity vectors are defined as

k− ∶=

{
vk

b,k−

𝝎
k
b,k−

}
and k+ ∶=

{
vk+1

b,k+

𝝎
k+1
b,k+

}
.

By definition vb,k− is the velocity vector of point k− in the base frame b = N + 1, and
𝝎b,k− is the angular velocity vector of the body that contains point k− relative to the
base frame b = N + 1. The term vk

b,k− contains the components relative to the basis for
frame k of the velocity vector vb,k− . The term 𝝎

k
b,k− contains the components relative to

the basis for frame k of the angular velocity vector 𝝎b,k− . While this notation may seem
unnecessarily complex, the following observations may help make it easier to interpret
the entries in k− and k+ .

• The velocity and angular velocity vectors that are contained in k− and k+ refer to
the points k− and k+, respectively.

• The components of the velocity and angular velocity vectors that are contained in k−

are given with respect to the frame k in which the point k− is fixed. The components
of the vectors in k+ are given with respect to frame k + 1 in which the point k+ is
fixed.

Finally, it should be noted that the notation 𝝎b,k− and 𝝎b,k+ is somewhat misleading.
In general, the vector 𝝎𝔸,𝔹 is defined in Definition 2.9 as the angular velocity vector of
the frame 𝔹 in the frame 𝔸. Because the frames 𝔸 and 𝔹 are often fixed in some rigid
body, 𝝎𝔸,𝔹 is often described as the angular velocity of body 𝔹 relative to body 𝔸. The
vectors 𝝎b,k− and 𝝎b,k+ are the angular velocities of “the frame containing point k−” or
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“the frame containing point k+” relative to the base frame. That is

𝝎b,k− = 𝝎b,(k−1)+ = 𝝎b,k and 𝝎b,(k+1)− = 𝝎b,k+ = 𝝎b,k+1.

Since this notation is common in the literature, this convention will be utilized when
describing recursive formulations of kinematics and dynamics in Sections 3.4 and 4.8.

3.4.1 Recursive Calculation of Velocity and Angular Velocity

The following theorem summarizes the matrix equation that enables recursive calcula-
tion of velocities and angular velocities based on the numbering of bodies from the tip
to the base of the chain.

Theorem 3.4 (Recursive velocity and angular velocity) The velocities and
angular velocities {k−}k=1,…,N of the N link kinematic chain depicted in Figures 3.20
and 3.21 satisfy the equation

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1−

2−

3−

⋮

(N−1)−

N−

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 
T
2,1𝜑

T
2,1 0 · · · 0 0

0 0 
T
3,2𝜑

T
3,2 · · · 0 0

0 0 0 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · 0 
T
N−1,N𝜑

T
N−1,N

0 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1−

2−

3−

⋮

(N−1)−

N−

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(3.13)

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 · · · 0 0

0 2 0 · · · 0 0

0 0 3 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · N−1 0

0 0 0 · · · 0 N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝜃̇1

𝜃̇2

𝜃̇3

⋮

𝜃̇N−1

𝜃̇N

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(3.14)

where 𝜑T
k−1,k is given in Equation (3.21), k−1,k is given in Equation (3.25), and k is

given in Equation (3.25) for k = 1,… ,N .

Proof : Assuming that every joint is revolute, Theorem 2.17 ensures

vb,k− = vb,k+ , (3.15)

vb,(k−1)− = vb,k− + 𝝎b,k− × dk,(k−1). (3.16)



�

� �

�

3.4 Recursive O(N) Formulation of Forward Kinematics 141

In addition, the angular velocities of adjacent links are written using the addition
theorem for angular velocities in Theorem 2.15, resulting in

𝝎b,k− = 𝝎b,(k−1)+ , (3.17)

𝝎b,k− = 𝝎b,k+ + hk 𝜃̇k . (3.18)

Equation (3.18) implies that the rotation angle 𝜃k about joint k defines the rotation of
the outboard link k relative to the inboard link k + 1. Equations (3.15) through (3.18)
are vector equations, and the most convenient basis for computing solutions may be
chosen. Equation (3.16) and (3.17) may be expressed in terms of the basis for frame k
fixed in link k as

⎧⎪⎨⎪⎩

vk
b,(k−1)+

𝝎
k
b,(k−1)+

⎫⎪⎬⎪⎭
=

[
𝕀 −S(dk

k,k−1)

𝟎 𝕀

]{
vk

b,k−

𝝎
k
b,k−

}
=

[
𝕀 S(dk

k−1,k)

𝟎 𝕀

]{
vk

b,k−

𝝎
k
b,k−

}
(3.19)

=

[
𝕀 S(dk

k,k−1)
T

𝟎 𝕀

]{
vk

b,k−

𝝎
k
b,k−

}
(3.20)

where S(⋅) is the skew operator defined in Chapter 2. Recall that the 6 × 1 vectors k−

and k+ are defined as

k− ∶=

{
vk

b,k−

𝝎
k
b,k−

}
and (k−1)+ ∶=

{vk
b,(k−1)+

𝝎
k
b,(k−1)+

}
.

Defining the transposed transition operator 𝜑T
k,k−1 as

𝜑T
k,k−1 ∶=

[
𝕀 S(dk

k,k−1)
T

𝟎 𝕀

]
=

[
𝕀 −S(dk

k,k−1)

𝟎 𝕀

]
=

[
𝕀 S(dk

k−1,k)

𝟎 𝕀

]
(3.21)

allows Equation (3.19) to be written as

(k−1)+ = 𝜑T
k,k−1k− . (3.22)

Next, the vector equations from Equations (3.15) and (3.18) are cast as a single matrix
equation by expressing these equations in terms of their components relative to the basis
for either frame k or k + 1. By convention, it is assumed that k− contains components
relative to the basis for the frame in which point k− fixed, which is the k frame basis.
Similarly, k+ contains components relative to the basis for the frame in which point k+

is fixed, which is the k + 1 frame basis. It follows that{
vk

b,k−

𝝎
k
b,k−

}
=

[
Rk

k+1 𝟎

𝟎 Rk
k+1

]{
vk+1

b,k+

𝝎
k+1
b,k+

}
+

{
𝟎

hk
k

}
𝜃̇k . (3.23)

This equation can be written in the form

k− = k,k+1k+ +k 𝜃̇k (3.24)
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by introducing the notation

k ∶=

{
𝟎

hk
k

}
and k,k+1 ∶=

[
Rk

k+1 𝟎
𝟎 Rk

k+1

]
. (3.25)

The matrix k,k+1 is a rotation matrix: it satisfies the equation k,k+1 = 
T
k+1,k since its

constituent submatrices Rk,k+1 are rotation matrices. Equations (3.22) and (3.24) may be
combined to obtain

k− = k,k+1𝜑
T
k+1,k(k+1)− +k 𝜃̇k , (3.26)

which may also be written as

k− = 𝜙T
k,k−1(k+1)− +k 𝜃̇k ,

if 𝜙T
k,k−1 is defined such that

𝜙T
k,k−1 = 

T
k+1,k𝜑

T
k+1,k . (3.27)

Equation (3.13) results when Equation (3.26) is expressed for each of the joints k = 1...N
and organized in matrix form. It is assumed in the theorem that (N+1)− = 𝟎, although
the modification for a prescribed base motion is straightforward. ◽

The structure of Equation (3.13) facilitates a recursive algorithm for the solution of
velocities and angular velocities in the kinematic chain. Suppose the joint angular rates
𝜃̇1, 𝜃̇2,... 𝜃̇N are given for each of the joints in the kinematic chain. From Equation (3.13),
N− can be computed from the last row as

N− = N 𝜃̇N .

Next, from the (N − 1) row, (N−1)− may be calculated as

(N−1)− = 𝜙T
N−1,NN− +N−1𝜃̇N−1,

= 𝜙T
N−1,NN 𝜃̇N +N−1𝜃̇N−1.

Continuing this process from the inboard joints to the outboard joints provides a solu-
tion for all the velocities and angular velocities in the kinematic chain. These steps are
summarized in Figure 3.22.

1) Number the joints and links in the kinematic chain from N ,… , 1 starting at the base and moving
to the tip.

2) Assign the unit vectors hk to the joint degrees of freedom for k = 1,… ,N .
3) Define the relative position vectors dk,k+1 for k = 1,… ,N − 1.
4) Iterate from inboard to outboard joints for k = N ,N − 1,… , 2, 1.

4.1) Form the transposed transition operator

𝜙T
k,k−1 = 

T
k+1,k𝜑

T
k+1,k .

4.2) Calculate the velocity and angular velocity

k− = 𝜙T
k,k−1(k+1)− +k 𝜃̇k .

Figure 3.22 Table Recursive algorithm for velocities and angular velocities.
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3.4.2 Efficiency and Computational Cost

It is not necessary to form the entire matrix appearing in Equation (3.13) in practice.
The recursive algorithm can be used in either symbolic or numerical calculations. It is
efficient and fast. To help gauge the efficiency of the above algorithm in general terms, a
few standard metrics of computational workload for typical tasks in linear algebra will
be reviewed. One common unit of computational work is the floating point operation,
or flop, which is defined as the computational work required to perform a multiplication
of two real numbers and addition of two real numbers. Suppose that c(N) is the compu-
tational cost of a given algorithm measured in flops. An algorithm is said to require on
the order of the function f (N), or O(f (N)), flops whenever

lim
N→∞

c(N)
f (N)

= constant. (3.28)

For many common numerical tasks the function f (N) is some polynomial of N .
For example, it is easy to show that the dot product of two N-tuples requires on the
order of N flops. The multiplication of a general, full N × N matrix times an N-tuple
requires on the order of N2 floating point operations. The solution of a set of N linear
matrix equations, in comparison, requires on the order of N3 floating point operations
when the associated coefficient matrix is full. Additional discussion of computational
workload can be found in [18], as well as specifications of cost for various common
numerical algorithms.

This description gives information about the asymptotic cost of an algorithm as N
becomes large. The value of the constant is of interest when making finer comparisons
of the computational workload. The recursive algorithm above requires on the order of
N floating point operations. In other words, the computational cost grows like a lin-
ear function of the number of unknowns. This algorithm is one of the several variants
of recursive O(N) formulations of kinematics and dynamics for robotic systems. The
reduction in computational workload that is afforded via recursive O(N) formulations,
in comparison to alternatives that require either the multiplication or inversion of full
matrices, can be critical in applications involving the robotic system control. This topic
will be discussed in further detail in Chapter 4.

Example 3.6 Use the recursive formulation summarized in Figure 3.23 to calculate
the velocities and angular velocities of the two link robot shown in Figure 3.23 with link
lengths of L.

x1

y1

x3

x2

y2 y3

θ2 θ1

Link 3 (ground)

Link 2

Joint 1

Link 1

Joint 2

Figure 3.23 Two link robotic arm.
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Solution: From Figure 3.23 the rotation matrices that relate the bases for the frames
1, 2 and 3 are

⎧⎪⎨⎪⎩

x1

y1

z1

⎫⎪⎬⎪⎭
=

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0

− sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R1
2

⎧⎪⎨⎪⎩

x2

y2

z2

⎫⎪⎬⎪⎭
and

⎧⎪⎨⎪⎩

x2

y2

z2

⎫⎪⎬⎪⎭
=

⎡⎢⎢⎢⎣

cos 𝜃2 sin 𝜃2 0

− sin 𝜃2 cos 𝜃2 0

0 0 1

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R2
3

⎧⎪⎨⎪⎩

x3

y3

z3

⎫⎪⎬⎪⎭
.

Since all of the revolute joints are along the common z1 = z2 = z3 axis,

h1
1 =

⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
and 1 ∶=

{
𝟎

h1
1

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,

h2
2 =

⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
and 2 ∶=

{
𝟎

h2
2

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

.

The offset vectors that describe the relative position of the joints are obtained by
inspection as

d2
2,1 =

⎧⎪⎨⎪⎩

L

0

0

⎫⎪⎬⎪⎭
and d3

3,2 =
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
.

These definitions aid in the construction of the constituent matrices that form the recur-
sive equations. The transposed transition operator 𝜑T

2,1 and rotation matrix 
T
2,1 are

given by

𝜑T
2,1 =

[
𝕀 S(d2

1,2)

𝟎 𝕀

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

0 0 0

0 0 L

0 −L 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

0 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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
T
2,1 =

[
(R2

1)
T 0

0 (R2
1)

T

]
=

[
R1

2 0

0 R1
2

]
,

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0

− sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

0 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

0 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0

− sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

For the two link system shown, N = 2. The resulting recursive equations for the veloci-
ties are{

1−

2−

}
=

[
𝟎 

T
2,1𝜑

T
2,1

𝟎 𝟎

]{
1−

2−

}
+

[
1 0

0 2

]{
𝜃̇1

𝜃̇2

}
. (3.29)

From the last block of this set of equations, it can be seen that

2− =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
0
0
0
0
1

⎫⎪⎪⎪⎬⎪⎪⎪⎭

𝜃̇2.

Likewise, expressions for 𝜑T
2,12− and 

T
2,1𝜑

T
2,12− may be calculated as

𝜑T
2,12− =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
L
0
0
0
1

⎫⎪⎪⎪⎬⎪⎪⎪⎭

𝜃̇2 and 
T
2,1𝜑

T
2,12− =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

L sin 𝜃1
L cos 𝜃1

0
0
0
1

⎫⎪⎪⎪⎬⎪⎪⎪⎭

𝜃̇2.

Using these expression, the velocities and angular velocities in 1− may be calculated as

1− =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

L𝜃̇2 sin 𝜃1

L𝜃̇2 cos 𝜃1

0
0
0
𝜃̇2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

+

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
0
0
0
0
1

⎫⎪⎪⎪⎬⎪⎪⎪⎭

𝜃̇1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

L𝜃̇2 sin 𝜃1

L𝜃̇2 cos 𝜃1

0
0
0

𝜃̇1 + 𝜃̇2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.
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For this example, these calculations may be easily verified geometrically. Joint 2 does
not move in the ground frame, therefore v3,2− = 0 and 𝝎3,2− = 𝜃̇z2, leading to

2− =

{
v2

3,2−

𝝎
2
3,2−

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̇2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,

which matches the solution of the Equation (3.29) derived from the last row of the matrix
equation.

From Theorem 2.16, the velocity of joint 1 is given by
v3,1− = v3,2−

⏟⏟⏟

0

+ 𝝎3,2− × Lx2 = L𝜃̇2y2.

Using the rotation matrix R1
2 to calculate the components of this velocity in terms of the

basis for the 1 frame results in

v1
3,1− = L𝜃̇2

⎧⎪⎨⎪⎩

sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
.

From the addition Theorem 2.15, the angular velocity of link 1 is given by
𝝎3,1− = 𝜃̇2z2 + 𝜃̇1z1

= (𝜃̇1 + 𝜃̇2)z1,

and it has components relative to the basis for the 1 frame given by

𝝎
1
3,1− =

⎧⎪⎨⎪⎩
0
0

𝜃̇1 + 𝜃̇2

⎫⎪⎬⎪⎭
.

Assembling these two expressions into 1− results in

1− =

{
v1

3,1−

𝝎
1
3,1−

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

L𝜃̇2 sin 𝜃1

L𝜃̇2 cos 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̇1 + 𝜃̇2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,

which matches the solution to Equation (3.29) for the vector 1− associated with the
first link.
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3.4.3 Recursive Calculation of Acceleration and Angular Acceleration

This section derives recursive algorithms for calculating the acceleration and angular
acceleration of the bodies in a robot that form a kinematic chain. In Section 3.4.1 the
velocities and angular velocities have been collected in the 6 × 1 arrays

k− ∶=

{
vk

b,k−

𝝎
k
b,k−

}
and k+ ∶=

{
vk+1

b,k+

𝝎
k+1
b,k+

}
.

In this section the following derivatives of the velocities with respect to the link frame k
will be considered as the unknowns in the recursive formulation

k− ∶=
⎧⎪⎨⎪⎩

d
dt

||||k
vb,k−

d
dt

||||k
𝝎b,k−

⎫⎪⎬⎪⎭
and k+ ∶=

⎧⎪⎨⎪⎩

d
dt

||||k+1
vb,k+

d
dt

||||k+1
𝝎b,k+

⎫⎪⎬⎪⎭
.

It is assumed that the vectors k− and k+ have been written in terms of components
relative to the frames k and k + 1, respectively. The (⋅)k and (⋅)k+1 notation that describes
the basis used to define the components is suppressed in these definitions.

The entries in the vectors k− and k+ do not contain the linear accelerations
ab,k− and ab,k+ of the points k− and k+ in the base frame. In most applications these
accelerations ab,k− and ab,k+ in the base frame are the primary focus of the analysis, not
the accelerations in the body fixed frames. However, the linear accelerations in the base
frame can be calculated from the entries in k− and k+ . The derivative Theorem 2.12
results in

ab,k− = d
dt

||||b
vb,k− = d

dt
||||k

vb,k− + 𝝎b,k− × vb,k− ,

ab,k+ = d
dt

||||b
vb,k+ = d

dt
||||k+1

vb,k+ + 𝝎b,k+ × vb,k+ .

However, the vectors k− and k+ do contain the angular accelerations in the base
frame of the links k and k + 1, since by definition

𝜶b,k− = d
dt

||||b
𝝎b,k− = d

dt
||||k
𝝎b,k−k + 𝝎b,k− × 𝝎b,k−

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

0

,

𝜶b,k+ = d
dt

||||b
𝝎b,k+ = d

dt
||||k+1

𝝎b,k+ + 𝝎b,k+ × 𝝎b,k+

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

0

.

These calculations can be organized into a pair of 6 × 1 vectors as follows once the
derivatives of velocities k− and k+ are known{

ak
b,k−

𝜶
k
b,k−

}
= k− +

{
𝝎

k
b,k− × vk

b,k−

𝟎

}
,

{
ak+1

b,k+

𝜶
k+1
b,k+

}
= k+ +

{
𝝎

k+1
b,k+ × vk+1

b,k+

𝟎

}
.
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A set of matrix equations analogous to those presented in Theorem 3.4 can be obtained
for the derivatives of the velocities and angular velocities of a kinematic chain. These
algorithms can be derived using the matrix equation given in the following theorem.

Theorem 3.5 (Recursive velocity and angular velocity derivatives) The
derivatives of the velocities {k−}k=1,…,N of the N link kinematic chain depicted in
Figures 3.20 and 3.21 satisfy the equation

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1−

2−

3−

⋮

N−1−

N−

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 
T
2,1𝜑

T
2,1 0 · · · 0 0

0 0 
T
3,2𝜑

T
3,2 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · 0 
T
N ,N−1𝜑

T
N ,N−1

0 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1−

2−

3−

⋮

N−1−

N−

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(3.30)

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 · · · 0 0

0 2 0 · · · 0 0

0 0 3 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · N−1 0

0 0 0 · · · 0 N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝜃̈1

𝜃̈2

𝜃̈3

⋮

𝜃̈N−1

𝜃̈N

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1

2

3

⋮

N−1

N

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(3.31)

where𝜑T
k,k−1 is given in Equation (3.21),k−1,k is given in Equation (3.25), k is given

in Equation (3.25), and k is given in Equation (3.41) for k = 1…N .

Proof : The derivative while holding the basis for frame k constant of the velocity

vb,(k−1)+ = vb,k− + 𝝎b,k− × dk,k−1 (3.32)

is equal to
d
dt

||||k
vb,(k−1)+ = d

dt
||||k

vb,k− + d
dt

||||k
𝝎b,k− × dk,k−1,

= d
dt

||||k
vb,k− − dk,k−1 ×

d
dt

||||k
𝝎b,k− + 𝝎b,k− × d

dt
||||k
(dk,k−1)

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

0

. (3.33)

A similar calculation starting with the angular velocity

𝝎b,k− = 𝝎b,k+ + 𝝎k+,k− = 𝝎b,k+ + 𝝎k+1,k = 𝝎b,k+ + hk 𝜃̇k (3.34)

yields
d
dt

||||k
𝝎b,k− = d

dt
||||k
𝝎b,k+ + d

dt
||||k

hk 𝜃̇k . (3.35)
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This last equation is needed in recursive form. The derivative d
dt
|||k
𝝎b,k+ on the right hand

side of Equation (3.35) needs to be replace with with d
dt
|||k+1

𝝎b,k+ . These two derivatives
may be related by the expression

d
dt

||||k
(𝝎b,k+ ) = d

dt
||||k+1

(𝝎b,k+ ) + 𝝎k,k+1 × 𝝎b,k+ = d
dt

||||k+1
(𝝎b,k+ ) + (−hk 𝜃̇k) × 𝝎b,k+ . (3.36)

Combining Equations (3.34) and (3.36) yields
d
dt

||||k
(𝝎b,k− ) = d

dt
||||k+1

(𝝎b,k+ ) + hk 𝜃̈k + (−hk 𝜃̇k) × (𝝎b,k− − hk 𝜃̇k),

= d
dt

||||k+1
𝝎b,k+ + hk 𝜃̈k + (−hk 𝜃̇k) × 𝝎b,k− . (3.37)

All of the Equations (3.32) through (3.37) are vector equations; any convenient basis
to represent the vectors in these equations may be used. By convention in the recur-
sive formulation, the basis for the frame k is used for terms labeled (k − 1)+ or k−. This
implies that the basis for the frame k + 1 is used for terms labeled k+. When Equations
(3.33) and (3.37) are assembled, the result is

⎧⎪⎨⎪⎩

d
dt

||||k
vb,(k−1)+

d
dt

||||k
𝝎b,(k−1)+

⎫⎪⎬⎪⎭
=

[
𝕀 −S(dk

k,k−1)

0 𝕀

]⎧⎪⎨⎪⎩

d
dt

||||k
vb,k−

d
dt

||||k
𝝎b,k−

⎫⎪⎬⎪⎭
. (3.38)

Introducing the vectors (k−1)+ and k− results in

(k−1)+ =
⎧⎪⎨⎪⎩

d
dt

||||k
vb,(k−1)+

d
dt

||||k
𝝎b,(k−1)+

⎫⎪⎬⎪⎭
and k− =

⎧⎪⎨⎪⎩

d
dt

||||k
vb,k−

d
dt

||||k
𝝎b,k−

⎫⎪⎬⎪⎭
,

and this equation becomes

(k−1)+ = 𝜑T
k,k−1k− . (3.39)

An equation that relates (k−1)+ and k− requires the additional derivatives

d
dt

||||k
(vb,k− ) = d

dt
||||k
(vb,k+ ) = d

dt
||||k+1

(vb,k+ ) + 𝝎k,k+1 × vb,k+

= d
dt

||||k+1
(vb,k+ ) + (−hk 𝜃̇k) × vb,k+ (3.40)

Equations (3.37) and (3.40) may be combined to obtain

⎧⎪⎨⎪⎩

d
dt

||||k
vb,k−

d
dt

||||k
𝝎b,k−

⎫⎪⎬⎪⎭
=

[
Rk

k+1 𝟎

𝟎 Rk
k+1

]⎧⎪⎨⎪⎩

d
dt

||||k+1
vb,k+

d
dt

||||k+1
𝝎b,k+

⎫⎪⎬⎪⎭

+

{
𝟎

hk
k

}
𝜃̈k +

{
−hk

k 𝜃̇k × vb,k+

−hk
k 𝜃̇k × 𝝎b,k−

}
,
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which may be written in compact matrix form as

k− = k,k+1k+ +k 𝜃̈k +k ,

where

k =

{
−hk

k 𝜃̇k × vk
b,k+

−hk
k 𝜃̇k × 𝝎k

b,k+

}
=

{
−hk

k 𝜃̇k × vk
b,k−

−hk
k 𝜃̇k × 𝝎k

b,k−

}
=

[
−S(hk

k 𝜃̇k) 𝟎

𝟎 −S(hk
k 𝜃̇k)

]
k− . (3.41)

Equations (3.39) and (3.41) may be combined to obtain

k− = 
T
k+1,k𝜑

T
k+1,k(k+1)− +k 𝜃̈k +k

or equivalently

k− = 𝜙T
k+1,k(k+1)− +k 𝜃̈k +k . (3.42)

Equation (3.30) results when Equation (3.42) is expressed for each joint k = 1,…N
and the equations are collected in matrix form. Finally, once the derivatives of the veloc-
ity and angular velocity have been calculated, the accelerations and angular accelerations
of the links in the base frame may be determined from the following identities,

ab,k− = d
dt

||||b
vb,k− ,

= d
dt

||||k
vb,k− + 𝝎b,k × vb,k− ,

𝜶b,k− = d
dt

||||b
𝝎b,k− ,

= d
dt

||||k
𝝎b,k− + 𝝎b,k− × 𝝎b,k− ,

= d
dt

||||k
𝝎b,k− .

◽

It is important to note that the coefficient matrix

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 
T
2,1𝜑

T
2,1 0 · · · 0 0

0 0 
T
3,2𝜑

T
3,2 · · · 0 0

0 0 0 · · · 0 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · 0 
T
N ,N−1𝜑

T
N ,N−1

0 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.43)

on the right side of Equation (3.43) is identical to that in Equation (3.13). It is the struc-
ture of this matrix that enables a recursive calculation of the derivatives of the velocities.
Suppose the joint rates 𝜃̇1,𝜃̇2 … 𝜃̇N and the joint accelerations 𝜃̈1,𝜃̈2 … 𝜃̈N are given; the
associated velocities and angular velocities for the kinematic chain may be calculated
using the recursive algorithm from Figure 3.21. Then, using these results, the deriva-
tives of the velocity may be calculated. The last row in Equation (3.30) does not depend
on the other rows, enabling the solution of the equation N− = N 𝜃̈N +N for N− .
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1) Find the velocities and angular velocities using the algorithm in Section 3.4.1.
2) Iterate from inboard to outboard joints for k = N ,N − 1...2, 1, do the following:

2.1) Form the transposed position operator

𝜙T
k,k−1 = 

T
k,k−1𝜑

T
k,k−1

2.2) Calculate the bias acceleration

k =

{
−hk

k 𝜃̇k × vb,k+

−hk
k 𝜃̇k × 𝝎b,k+

}
=

[
−S(hk

k 𝜃̇k) 𝟎
𝟎 −S(hk

k 𝜃̇k)

]
k−

2.3) Calculate the derivative of the velocity

k− = 𝜙T
k+1,k(k+1)− +k 𝜃̈k +k

2.4) Calculate the accelerations and angular accelerations in the base frame.{
ak

b,k−

𝜶
k
b,k−

}
= k− +

{
𝝎

k
b,k− × vk

b,k−

𝟎

}

Figure 3.24 Recursive algorithm for calculation of accelerations and angular accelerations.

All of the terms on the right hand side of this equation are known. For example, the
equation

N =

{
−hN

N 𝜃̇N × vb,N+

−hN
N 𝜃̇n × 𝝎b,N+

}
=

[
−S(hN

N 𝜃̇N ) 0

0 −S(hN
N )𝜃̇N

]{
vN

b,N+

𝝎
N
b,N+

}

may be evaluated immediately since the velocity of the base body is assumed to be given;
it is equal to zero when the base b = N + 1 is stationary.

Next, (N−1)− is calculated from the equation (N−1)− = 𝜙T
N ,N−1N− +N−1𝜃̈N−1 +

N−1, so that

(N−1)− = 𝜙T
N ,N−1N− +N−1𝜃̈N−1 +

{−hN−1
N−1𝜃̇N−1 × vN−1

b,(N−1)+

hN−1
N−1𝜃̇N−1 × 𝝎N−1

b,(N−1)+

}
.

As before, the right hand side of this equation is known since the velocities and angu-
lar velocities have already been solved for, along with N− . The algorithm continues
recursively from the inboard to the outboard joints, until all the derivatives of velocity
N− ,(N−1)− ...1− are known. These steps are summarized in Figure 3.24.

Example 3.7 Use the recursive algorithm to solve for the derivative of the velocities
for the two link robotic arm depicted in Figure 3.23 with a link length of L. Check the
solutions by direct calculation from first principles.

Solution: Example 3.6 already derives 𝜑T
2,1 and 

T
2,1. The general form of the equations

of recursion for the derivatives of the velocities can be written as{
1−

2−

}
=

[
𝟎 

T
2,1𝜑

T
2,1

𝟎 𝟎

]{
1−

2−

}
+

[
1 𝟎

𝟎 2

]{
𝜃̈1

𝜃̈2

}
+

{
1

2

}
. (3.44)
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Each of the vectors k for k = 1, 2 is defined to be

k =

{
(−hk

k 𝜃̇k) × v3,k+

(−hk
k 𝜃̇k) × 𝝎3,k+

}
=

{
(−hk

k 𝜃̇k) × v3,k−

(−hk
k 𝜃̇k) × 𝝎3,k−

}
=

[
−S(hk

k 𝜃̇k) 𝟎

𝟎 −S(hk
k 𝜃̇k)

]
k− .

The validity of these equations may be verified by deriving the derivative of the velocities
directly. Starting at the joint nearest the root, for which k = 2, by definition

2− ∶=
⎧⎪⎨⎪⎩

d
dt

||||2
(v3,2− )

d
dt

||||2
(𝝎3,2− )

⎫⎪⎬⎪⎭
=

⎧⎪⎪⎨⎪⎪⎩

d
dt

||||3
(v3,2− ) + 𝝎2,3 × v3,2−

d
dt

||||3
(𝝎3,2− ) + 𝝎2,3 × 𝝎3,2−

⏟⏞⏞⏞⏟⏞⏞⏞⏟

0

⎫⎪⎪⎬⎪⎪⎭
=

{
a2

3,2−

𝜶
2
3,2−

}
+

{
𝝎

2
2,3 × v2

3,2−

𝟎

}
.

However, a3,2− = v3,2− = 𝟎 for all time since joint 2 is fixed in the base frame. Also, it
is known that 𝝎3,2− = 𝜃̇2z2 = 𝜃̇2z3 from which it follows that 𝜶3,2− = d

dt
|||3
(𝝎3,2− ) = 𝜃̈2z3.

Collecting these into 2− results in

2− ∶=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̈2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

. (3.45)

This is precisely the solution of the last row of the matrix Equation (3.44). To illustrate
this, for k = 2 the vector 2 is given by

2 = 𝟎 =

⎧⎪⎪⎨⎪⎪⎩

(−h2
2𝜃̇2) × v3,2−

⏟⏟⏟

0

(−h2
2𝜃̇2) × (h2

2𝜃̇2)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

0

⎫⎪⎪⎬⎪⎪⎭
, (3.46)

and the following solution is obtained for 2− when 2 = 𝟎 is substituted from above,
such that

2− ∶= 2𝜃̈2 +2 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

𝜃̈2 +

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
which is Equation (3.45).
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Next, the derivatives of the velocity and angular velocity for k = 1 will be calculated.
By definition,

1− ∶=
⎧⎪⎨⎪⎩

d
dt

||||1
(v3,1− )

d
dt

||||1
(𝝎3,1− )

⎫⎪⎬⎪⎭
.

The velocity of joint 1 has been calculated in Example 3.6 as

v3,1− = L𝜃̇2y2.

The derivative Theorem in 2.12 can be used to obtain
d
dt

||||1
L𝜃̇2y2 = d

dt
||||2

L𝜃̇2y2 + 𝝎1,2
⏟⏟⏟

(−𝜃̇1z1)

× (L𝜃̇2y2),

= L𝜃̈2y2 + L𝜃̇1𝜃̇2x2.

The rotation matrix R1
2 can be used to calculate the components of this vector relative

to the basis for the 1 frame,

(
d
dt

||||1
v3,1−

)1

= L𝜃̇1𝜃̇2

⎧⎪⎨⎪⎩
cos 𝜃1
− sin 𝜃1

0

⎫⎪⎬⎪⎭
+ L𝜃̈2

⎧⎪⎨⎪⎩
sin 𝜃1
cos 𝜃1

0

⎫⎪⎬⎪⎭
.

The angular velocity 𝝎3,1− can be differentiated directly to get

d
dt

||||1
(v3,1− ) = d

dt
||||1
(𝜃̇1 + 𝜃̇2)z1) = (𝜃̈1 + 𝜃̈2)z1,

or

(
d
dt

||||1
𝝎3,1−

)1

=
⎧⎪⎨⎪⎩

0
0

𝜃̈1 + 𝜃̈2

⎫⎪⎬⎪⎭
.

Collecting these results into the formulation for 1− results in

1− =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

L𝜃̇1𝜃̇2

⎧⎪⎨⎪⎩

cos 𝜃1

− sin 𝜃1

0

⎫⎪⎬⎪⎭
+ L𝜃̈2

⎧⎪⎨⎪⎩

sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̈1 + 𝜃̈2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

.

It will be shown that this expression for 1− follows from the general form in Equation
(3.44). In Equation (3.44), the top row can be extracted to yield

1− = 
T
2,1𝜑

T
2,12− +1𝜃̈1 +1.
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The nonlinear term 1 is evaluated to be

1 =

{
−h1

1𝜃̇1 × v3,1−

−h1
1𝜃̇1 × 𝝎3,1−

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
𝜃̇1 ×

⎧⎪⎨⎪⎩

sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
L𝜃̇2

−
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
𝜃̇1 ×

⎧⎪⎨⎪⎩

0

0

𝜃̇1 + 𝜃̇2

⎫⎪⎬⎪⎭
L𝜃̇2

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

L𝜃̇1𝜃̇2

⎧⎪⎨⎪⎩

cos 𝜃1

− sin 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

.

Substituting the expression for 1 into 1− results in

1− =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0
− sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃1 sin 𝜃1 0
− sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

0 0 0
0 0 L
0 −L 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
0
0
0
0
𝜃̈2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0
0
0
0
0
𝜃̈1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

+1,

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

L𝜃̈2 sin 𝜃1

L𝜃̈2 cos 𝜃1

0
0
0
𝜃̈2

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0
0
0
0
0
𝜃̈1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

L𝜃̇1𝜃̇2 cos 𝜃1

−L𝜃̇1𝜃̇2 sin 𝜃1

0
0
0
0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

L𝜃̈2 sin 𝜃1 + L𝜃̇1𝜃̇2 cos 𝜃1

L𝜃̈2 cos 𝜃1 − L𝜃̇1𝜃̇2 sin 𝜃1

0
0
0

𝜃̈1 + 𝜃̈2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

The same result was obtained when 
−
1 was calculated from first principles.

As noted in the discussion of recursive accelerations, the entries in 
−
k are not usually

of interest in applications themselves, but can be used in the calculation of quantities
of practical interest. Next, the accelerations and angular accelerations of interest will be
calculated First, the accelerations of the points 1− and 2− can be calculated from first
principles. Since the point 2− does not move with respect to the base frame, a3,2− = 𝟎.
Alternatively, the angular acceleration in the base frame of the 2 frame is

𝜶3,2− = d
dt

||||3
𝜃̇2z3 = 𝜃̈2z3 = 𝜃̈2z2.
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The acceleration and angular accelerations for link 2 are consequently

{
a2

3,2−

𝜶
2
3,2−

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̈2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

. (3.47)

The acceleration of point 1− is

a3,1− = −L𝜃̇2
2x2 + L𝜃̈2y2,

and the angular acceleration of link 1 is

𝜶3,1− = (𝜃̈1 + 𝜃̈2)z1.

The following expressions are obtained when these equations are cast in terms of com-
ponents relative to the basis for frame 1:

{
a3,1−

𝜶3,1−

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−L𝜃̇2
2

⎧⎪⎨⎪⎩

cos 𝜃1

− sin 𝜃1

0

⎫⎪⎬⎪⎭
+ L𝜃̈2

⎧⎪⎨⎪⎩

sin 𝜃1

cos 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̈1 + 𝜃̈2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

. (3.48)

The accelerations and angular accelerations in Equations (3.47) and (3.48) are cal-
culated using the recursive formulation and the quantities k− computed earlier. The
entries in k− are used to calculate the accelerations in the base frame from the identity

{
ak

3,k−

𝜶
k
3,k−

}
= k− +

{
𝝎

k
3,k− × vk

3,k−

𝟎

}
.

For the inboard link k = 2, the last term on the right is

{
𝝎

2
3,2− × v2

3,2−

𝟎

}
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

𝜃̇2

⎫⎪⎬⎪⎭
×
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

= 𝟎,



�

� �

�

156 3 Kinematics of Robotic Systems

while for the outboard link k = 1

{
𝝎

1
3,1− × v1

3,1

𝟎

}
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

𝜃̇1 + 𝜃̇2

⎫⎪⎬⎪⎭
×
⎧⎪⎨⎪⎩

L𝜃̇2 sin 𝜃1

L𝜃̇2 cos 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−L𝜃̇2(𝜃̇1 + 𝜃̇2) cos 𝜃1

L𝜃̇2(𝜃̇1 + 𝜃̇2) sin 𝜃1

0

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

,

=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(−L𝜃̇2
2 − L𝜃̇1𝜃̇2)

⎧⎪⎨⎪⎩

cos 𝜃1

sin 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

.

The acceleration in the ground frame of link k = 2 is

{
a2

3,2−

𝜶
2
3,2−

}
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̈2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

= 2− + 𝟎,

and the acceleration in the ground frame of the first link is

{a1
3,1−

𝜶
1
3,1−

}
=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨⎪⎪⎩

−L𝜃̇2
2 cos 𝜃1 + L𝜃̈2 sin 𝜃1

L𝜃̇2
2 sin 𝜃1 + L𝜃̈2 cos 𝜃1

0

⎫⎪⎪⎬⎪⎪⎭
⎧⎪⎪⎨⎪⎪⎩

0

0

𝜃̈1 + 𝜃̈2

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

= 1− +

{
𝝎

1
3,1− × v1

3,1

𝟎

}
.
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The recursive O(N) formulation does not impose restrictions on the selection of
the degrees of freedom as does the DH convention. For example, while it is always
the case that the axes z0, z1, z2 … zN−1 define the directions of the degrees of freedom
in the DH convention, the directions of the degrees of freedom h1,h2,h3 …hN in
the recursive O(N) formulation can be any axes. In fact, it is an easy matter to solve
for the velocities, accelerations or forces using the recursive O(N) formulation for
a system whose kinematic variables have been selected in accordance with the DH
convention; the only modification required is to reorder the degrees of freedom and
the frames used in the recursive order N formulation. This is shown in the next
example.

Example 3.8 Use the DH procedure to define the degrees of freedom for the arm
assembly shown in Figure 3.25. Solve for the velocities of the joints and angular velocities
of the links using the recursive O(N) formulation.

Figure 3.25 Humanoid arm.

Solution: Figure 3.26 illustrates a set of frames 0, 1, 2, 3 and 4 shown in the solution of
Problem 3.10 to satisfy the requirements of the DH convention.

y0

x0

x1

z1

z2

z0, y1

z3,
z4

v2

x2

x3

x4

y4y3

q

p

o

Figure 3.26 Definition of frames consistent with the DH convention.
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The rotation matrices that relate the 0, 1, 2, 3 and 4 frames of the DH convention are
shown in Problem 3.10 to be

R1
0 =

⎡⎢⎢⎣
cos 𝜃1 sin 𝜃1 0

0 0 1
sin 𝜃1 − cos 𝜃1 0

⎤⎥⎥⎦
, R2

1 =
⎡⎢⎢⎣

cos 𝜃2 sin 𝜃2 0
0 0 −1

− sin 𝜃2 cos 𝜃2 0

⎤⎥⎥⎦
,

R3
2 =

⎡⎢⎢⎣
cos 𝜃3 sin 𝜃3 0

0 0 1
sin 𝜃3 − cos 𝜃3 0

⎤⎥⎥⎦
, R4

3 =
⎡⎢⎢⎣

cos 𝜃4 sin 𝜃4 0
− sin 𝜃4 cos 𝜃4 0

0 0 1

⎤⎥⎥⎦
.

with the link rotations 𝜃1, 𝜃2, 𝜃3 and 𝜃4 defined about the z0, z1, z2 and z3 axes.
Using these frames, the joint velocities and link angular velocities will be formulated

in terms of the DH convention variables 𝜃1, 𝜃2, and 𝜃3 by employing the recursive O(N)
formulation. The ordering of the joints and links in the recursive O(N) formulation starts
at the outer most bodies and increases towards the base. The joint angles (q1(t), q2(t),
and q3(t)) for the recursive O(N) formulation are just the angles defined in the DH con-
vention in reverse order; that is

q(t) =
⎧⎪⎨⎪⎩

q1(t)
q2(t)
q3(t)

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

𝜃3(t)
𝜃2(t)
𝜃1(t)

⎫⎪⎬⎪⎭
.

Similarly, the frames used in the recursive O(N) formulation are also numbered in
reverse order. The frames 1, 2, 3, 4, 5 used in the recursive O(N) formulation, moving
from the outer to the inner bodies, are the frames 4, 3, 2, 1, 0 of the DH formulation.
This fact implies that the rotation matrices that relate the frames 1, 2, 3, 4 and 5 of the
recursive O(N) formulation are

R4
5 =

⎡⎢⎢⎣
cos 𝜃1 sin 𝜃1 0

0 0 1
sin 𝜃1 − cos 𝜃1 0

⎤⎥⎥⎦
, R3

4 =
⎡⎢⎢⎣

cos 𝜃2 sin 𝜃2 0
0 0 −1

− sin 𝜃2 cos 𝜃2 0

⎤⎥⎥⎦
,

R2
3 =

⎡⎢⎢⎣
cos 𝜃3 sin 𝜃3 0

0 0 1
sin 𝜃3 − cos 𝜃3 0

⎤⎥⎥⎦
, R1

2 =
⎡⎢⎢⎣

cos 𝜃4 sin 𝜃4 0
− sin 𝜃4 cos 𝜃4 0

0 0 1

⎤⎥⎥⎦
.

This ordering of the degrees of freedom and the frames in the recursive O(N) formula-
tion are depicted in Figure 3.27.

It only remains to define the offsets di+1,i between joint i + 1 and joint i and the direc-
tions of the degrees of freedom hi for i = 1, 2, 3, 4. The directions of the degrees of
freedom can be obtained directly from the figures, such that

h1
1 =

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
, h2

2 =
⎧⎪⎨⎪⎩

0
1
0

⎫⎪⎬⎪⎭
, h3

3 =
⎧⎪⎨⎪⎩

0
−1
0

⎫⎪⎬⎪⎭
, h4

4 =
⎧⎪⎨⎪⎩

0
1
0

⎫⎪⎬⎪⎭
.
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y2

x1

x5

q

p

o

x2

x3

y3
x4

y5

z3

z4

y1

z2,
z1

z5, y4

Figure 3.27 Definition of frames in recursive O(N) formulation of arm assembly.

The offset vectors that connect joints i + 1 and i may also be determined from the figures

d2
1,2 =

⎧⎪⎨⎪⎩

0
0
0

⎫⎪⎬⎪⎭
, d3

2,3 =
⎧⎪⎨⎪⎩

0
0

−dpq

⎫⎪⎬⎪⎭
, d3

3,4 =
⎧⎪⎨⎪⎩

0
0
0

⎫⎪⎬⎪⎭
, d4

4,5 =
⎧⎪⎨⎪⎩

0
0

−dop

⎫⎪⎬⎪⎭
.

When a symbolic mathematics computer program is used to carry out the recursive
O(N) formulation of this system, 1− , 2− , and 3− are determined to be

4− =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0

0

0

0

𝜃̇1

0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

3− =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0

0

0

0

−𝜃̇2

−𝜃̇1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

2− =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−dpq𝜃̇2 cos 𝜃3

−dpq𝜃̇2 sin 𝜃3

0

−𝜃̇1 sin 𝜃3

𝜃̇3 + 𝜃̇1 cos 𝜃3

−𝜃̇2

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,

1− =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

dpq𝜃̇2 sin 𝜃3 sin 𝜃4 − dpq𝜃̇2 cos 𝜃3 cos 𝜃4

−dpq𝜃̇2 cos 𝜃3 sin 𝜃4 − dpq ∗ 𝜃̇2 cos 𝜃4 sin 𝜃3

0

− sin 𝜃4(𝜃̇3 + 𝜃̇1 cos 𝜃3) − 𝜃̇1 cos 𝜃4 sin 𝜃3

cos 𝜃4(𝜃̇3 + 𝜃̇1 cos 𝜃3) − 𝜃̇1 sin 𝜃3 sin 𝜃4

𝜃̇4 − 𝜃̇2

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

.
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3.5 Inverse Kinematics

The general tools in Chapter 2 and the early sections of this chapter can be employed to
derive fast and systematic methods for the analysis of problems of forward kinematics.
As discussed in Chapter 1, however, applications abound in which problems of inverse
kinematics must also be solved. The synthesis of the flapping motion based on camera
measurement of the wings of a bird is an example of a problem of inverse kinematics.
There are several reasons why problems of inverse kinematics can be significantly more
difficult to solve than those of forward kinematics for a kinematic chain. First, it can
be difficult to determine if there exists any solution at all to some inverse kinematics
problems. Second, even if there is a solution, the solution may not be unique. Third, it is
not uncommon that the solution of an inverse kinematics problem is determined by the
roots of a transcendental, nonlinear set of algebraic equations for which the determina-
tion of the roots of these equations is far from trivial. Fourth, many inverse kinematics
problems arise as part of a more complex task. If a controller must be designed to drive a
robotic arm so that the tool follows some prescribed trajectory, corresponding perhaps
to a weld on an automotive frame, it may be necessary to solve the inverse kinematics
problem every few milliseconds. The solution of the tracking control problem uses the
solution of the inverse kinematics problem. In fact, the solution of the inverse kinematics
problem is also often used during the robotic design process. These optimization based
techniques can be used effectively in design studies, where the solution of the inverse
kinematics problem need not be solved in real time.

Because of these considerations, two general approaches, analytical and numerical, to
the solution of inverse kinematics problems will be studied in this section. The advan-
tages of analytical methods are that they are faster to execute and are therefore amenable
to applications, wherein the inverse kinematics problem has to be solved in real time.
These applications include problems of tracking control in which the inner loop defines
a set of joint variables that must be tracked, and the outer loop induces feedback that
depends on the tracking error. This control architecture is quite common in robotic
applications and is discussed in some detail in Chapter 5. However, an analytical solution
cannot be guaranteed in the general case for a kinematic chain. In contrast, numer-
ical techniques are significantly more general than analytical techniques, but can be
much more time consuming than the analytical methods owing to the use of an iterative
approach to estimate the solution, as opposed to a deterministic approach to calculate
the solution.

3.5.1 Solvability

In the study of inverse kinematics, the goal is to determine the values of the joint vari-
ables defining a manipulator configuration that will place the end effector at a desired
position and orientation. If the manipulator arm is a kinematic chain, the solution is
usually given relative to the base. In particular, if the DH parameterization is used, the
solution is specified in terms of the link displacements, offsets, twist, and rotation angles,
and by the location of the base frame in the world coordinate system.

In considering a general inverse kinematics problem, it may always be the case that no
solution exists for a specified target end effector location and orientation. For example,
suppose the kinematic chain is constructed solely of revolute joints and has a maximum
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total length while “stretched out” of 1 m. Now imagine that the target location and ori-
entation of the end effector is sought at a distance 2 m from the base of the robotic arm.
There is no choice of joint variables that can attain the desired end effector location and
pose due to the geometric limitations of the robotic arm. In this case the desired, or
target, position and orientation of the end effector is not feasible or consistent for the
robot arm under consideration. Clearly, the desired pose of the end effector must lie
in the workspace of the robotic arm, or the inverse kinematics problem is inconsistent
or unfeasible. The general study of which end effector poses yields well posed inverse
kinematics problems that can be quite subtle and falls under the topic of accessibility,
attainability, or controllability in nonlinear control theory [10, 33, 41].

Suppose an N degree of freedom kinematic chain is under consideration that consists
of revolute and prismatic joints. The inverse kinematics problem seeks to determine the
values of joint rotations or displacements for i = 1,… ,N , given the numerical value of
the homogeneous transformation matrix HN

0 . If the dimension of the task space is M,
then there are M independent equations with N unknown joint variables in this formu-
lation. Any of the following three situations may arise:

• M = N : There are enough equations to solve for the unknowns, if they are consistent.
However, these equations are nonlinear. Hence, there may be one or more solutions
to the inverse kinematics problem. The number of solutions is finite.

• M > N : The number of robot degrees of freedom is not sufficient to account for all
possibilities of end effector position and orientation. Hence, the inverse kinematics
problem may or may not have a solution.

• M < N : There are more degrees of freedom than required to provide the desired end
effector position and orientation. Hence, there may be an infinite collection of solu-
tions to the inverse kinematics problem. In this case the robotic arm is said to be
redundant.

The cases discussed above are illustrated in the following example, which clarifies the
qualitative differences between the three cases.

Example 3.9 Consider the planar manipulators shown in Figures 3.28a, 3.28b, and
3.28c.

Suppose that the lengths of the intermediate links are equal to 1 m, and that the end
effector frame n has its origin at (i) the end of link 2 for 3.28a, (ii) the joint between links
2 and 3 for 3.28b, and (iii) the joint between links 3 and 4 for 3.28c.

(a) (b) (c)

Figure 3.28 Solvability for a planar workspace end effector (m = 3). (a) n = 2 DOF: m > n. (b) n = 3
DOF: m = n. (c) n = 4 DOF: m < n.



�

� �

�

162 3 Kinematics of Robotic Systems

While many choices of joint variables are possible, the DH convention is employed
for the arms. The ground frame is therefore frame 0 and the end effector is frame N ,
where N = 2 in (a), N = 3 in (b), and N = 4 in (c). The link rotation 𝜃i for i = 1,… ,N is
measured from the frame fixed in link i − 1 to the frame fixed in link i. Since the manip-
ulators are constrained to lie in the plane, the pose of the end effector is determined by
the location of the origin of the end effector frame and the rotation of the end effec-
tor frame relative to its inboard neighboring link. Hence, the workspace has dimension
M = 3 for the manipulators shown in (a), (b), and (c).

For the manipulator in (a), the end effector is missing, and the number of degrees of
freedom is N = 2 < M = 3. The first two links are sufficient to position what would be
the base of the end effector frame, but the robot lacks the end effector to rotate into the
desired orientation. An alternative structure could have been to have a single link and
the end effector; the end effector could rotate to any desired orientation, but could only
be positioned along a circle of radius matching the distance between the two joints.

For the manipulator in (b), there are three degrees of freedom N = M = 3. According
to the above discussion, there may be one or more solutions to the inverse kinematics
problem; however, there will be a finite number of solutions.

For the manipulator in (c), there are N = 4 > 3 = M degrees of freedom. Because the
manipulator has more degrees of freedom than end effector constraints, it is possible
that there are an infinite number of solutions in this case. This can be visualized by
fixing the end effector to the desired position and orientation and observing the four
bar mechanism that results in the three intermediate links. This mechanism may be
adjusted into an infinite number of different configurations for the fixed end effector
configuration (assuming the end effector is not fixed at its outer workspace boundary.

The inverse kinematics problem studied in this chapter can be developed in terms of
homogeneous transforms. It is assumed that a robotic manipulator that has the form of
an N degree of freedom kinematic chain is given. The goal is to position the terminal
(or tool) frame of the arm at a prescribed position and orientation in the workspace.
The position and orientation of the tool frame in the ground frame is represented by the
usual product of homogeneous transforms

H0
N = H0

N (q1,… , qN ) ∶= H0
1(q1)H1

2(q2)…HN−1
N (qN ).

Each homogeneous transform Hi−1
i is a function of one of the joint variables

(q1, q2,… , qN ), and the composite transform H0
N that maps the tool frame N to the

ground frame 0 is a function of all N joint variables. Each joint variable qi is either a
rotation angle or displacement, depending on whether it corresponds to a revolute or
prismatic joint.

The inverse kinematics problem assumes that a desired location and orientation of
the tool frame is given that is represented by a homogeneous transformation H. A solu-
tion (q1, q2,… qn) of the inverse kinematics problem therefore must satisfy the matrix
equation

H0
N (q1,… qN ) = H0

1(q1)H1
2(q2)…HN−1

N (qN ) = H.

Since the last row of this matrix is identically equal to 0 or 1, there are 12 scalar
equations in this matrix equation. There are N unknowns. Nine of these scalar
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equations arise from the rotation matrix that appears as a submatrix of the homoge-
neous transformation, and three of these scalar equations that arise from the offset
vector contained in the homogeneous transform. As discussed in Chapter 2, a general
rotation matrix is characterized by three independent angles; therefore, six of the
nine scalar equations arising from the rotation matrix six are redundant. This matrix
equation can generates at most six independent scalar equations that relate the joint
variables to the pose of the end effector.

Two general strategies will be studied to solve this inverse kinematics problem: analyt-
ical and computational methods. Analytical methods are investigated in Section 3.5.2,
while the computational approaches are presented in Section 3.5.3.

3.5.2 Analytical Methods

Analytical methods for solving inverse kinematics problems often are tailored to a par-
ticular problem at hand, and a specific strategy adopted for one robot may not be appli-
cable to a different robot. However, general templates have been developed to guide the
construction of analytical solutions based on algebraic or geometric strategies. These
approaches are discussed in Section 3.5.2.1 and 3.5.3, respectively.

3.5.2.1 Algebraic Methods
This section presents an algebraic method for generating a solution of an inverse kine-
matics problem based on a guideline that loosely applies to all robots. Although it does
not prescribe a specific answer for a given problem, it guides the process by which an
analytical solution is developed.

For an N degree of freedom manipulator, the steps for constructing an analytic solu-
tion of an inverse kinematics problem are as follows:

1) Solve the forward kinematics problem: (i) assign the DH parameters and link coordi-
nate frames, (ii) derive the homogeneous transformation matrices H0

1,H
1
2,… ,HN−1

N ,
and (iii) obtain H0

N as a function of joint variables.
2) Symbolically compute the following matrix equation:

(H0
1)

−1H0
N = H1

2H2
3 · · ·HN−1

N ,

and equate corresponding elements of the matrices on both sides of the above
equation to search for “simpler” trigonometric equations for solving joint variables.

3) If required, continue repeating this process (multiplying each side by the next joint’s
inverse homogenous transform), until the joint variables are solved:

(H1
2)

−1(H0
1)

−1H0
N = H2

3H3
4 · · ·HN−1

N ,

(H2
3)

−1(H1
2)

−1(H0
1)

−1H0
N = H3

4H4
5 · · ·HN−1

N ,

⋮

As discussed, the algebraic approach summarized above does not prescribe a specific
set of equations that must be solved at each step of the procedure. The structure and
sparsity of the homogeneous matrix equations in each step must be studied carefully
to determine specific relationships between joint variables and end effector pose. This
process is illustrated in the next two examples that illustrate the use of the methodology
for simple robotic manipulators.
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In addition, given the large number of trigonometric functions present in many of
these examples, a shorthand is used. The functions sin 𝜃1 and cos 𝜃1 will instead be rep-
resented as s𝜃1 and c𝜃2, respectively.

Example 3.10 For the three degree of freedom, the planar manipulator shown in
Figure 3.29a with DH parameters defined in Table 3.3, the location (px, py) and the ori-
entation 𝛾 of the end effector is given.

(a)

pxpx

py
py

γ

γ

L1

y0

y1

x1

x0

x2y3

x3y2

𝜃1

𝜃2

𝜃3

L2

(b)

Figure 3.29 Three degrees of freedom robotic arm. (a) Frames and coordinates. (b) Configurations.

Table 3.3 DH parameters for the planar manipulator.

Joint Displacement d Rotation 𝜽 Offset a Twist 𝜶

1 0 𝜃1 L1 0
2 0 𝜃2 L2 0
3 0 𝜃3 0 0

Calculate the joint angles 𝜃1, 𝜃2 and 𝜃3 associated with this configuration.

Solution: By inspection of the geometry, the kinematics equations are obtained as

px = L1 cos 𝜃1 + L2 cos(𝜃1 + 𝜃2),
py = L1 sin 𝜃1 + L2 sin(𝜃1 + 𝜃2),
𝛾 = 𝜃1 + 𝜃2 + 𝜃3.

Given that the first two equations are only a function of 𝜃1 and 𝜃2, they may be solved
for these two angles. The third equation may then be used to calculate 𝜃3. As shown in
Figure 3.29b, two solutions exist for the inverse kinematics problem.
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Example 3.11 Consider the three degree of freedom robotic arm shown schematically
in Figure 3.30 with the DH parameters given in Table 3.4.

y0

y2x0

z2

y3

y1

x1

x2

x3

z1
z0

z3

o

q

p

r

Figure 3.30 Schematic of a three degrees of freedom robotic arm.

Table 3.4 DH parameters for the robotic arm.

Joint Displacement d Rotation 𝜽 Offset a Twist 𝜶

1 0 𝜃1 0 −90∘

2 0 𝜃2 do,q 0
3 dq,r 𝜃3 dr,p 0

Let the point p be the origin of the 3 frame, and pi the homogeneous coordinates of p
in the i frame for i = 1, 2, 3. The forward kinematics can be solved for this choice of DH
parameters to obtain the homogeneous transformations

H0
1 =

⎡⎢⎢⎢⎢⎣

c𝜃1 0 −s𝜃1 0
s𝜃1 0 c𝜃1 0
0 −1 0 0
0 0 0 1

⎤⎥⎥⎥⎥⎦
, H1

2 =

⎡⎢⎢⎢⎢⎢⎣

c𝜃2 −s𝜃2 0 do,qc𝜃2

s𝜃1 c𝜃2 0 do,qs𝜃2

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
, H2

3 =

⎡⎢⎢⎢⎢⎢⎣

c𝜃3 −s𝜃3 0 dr,pc𝜃3

s𝜃3 c𝜃3 0 dr,ps𝜃3

0 0 1 dq,r

0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
,

and

H0
3 =

⎡⎢⎢⎢⎢⎢⎣

c𝜃1c𝜃2c𝜃3 − c𝜃1s𝜃2s𝜃3 −c𝜃1c𝜃2s𝜃3 − c𝜃1s𝜃2c𝜃3 −s𝜃1 p0
1

s𝜃1c𝜃2c𝜃3 − s𝜃1s𝜃2s𝜃3 −s𝜃1c𝜃2s𝜃3 − s𝜃1s𝜃2c𝜃3 c𝜃1 p0
2

−s𝜃2c𝜃3 − c𝜃2s𝜃3 s𝜃2s𝜃3 − c𝜃2c𝜃3 0 p0
3

0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
,
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with
p0

1 = dr,p(c𝜃1c𝜃2c𝜃3 − c𝜃1s𝜃2s𝜃3) − dq,rs𝜃1 + do,qc𝜃1c𝜃2,

p0
2 = dr,p(s𝜃1c𝜃2c𝜃3 − s𝜃1s𝜃2s𝜃3) + dq,rc𝜃1 + do,qs𝜃1c𝜃2,

p0
3 = dr,p(−s𝜃2c𝜃3 − c𝜃2s𝜃3) − do,qs𝜃2.

The solution of the inverse kinematics problem begins by solving the equation

p0 = H0
2H2

3p3 → (H0
2)

−1p0 = H2
3p3

given

p3 =

⎡⎢⎢⎢⎢⎣

0
0
0
1

⎤⎥⎥⎥⎥⎦
, and p0 =

⎡⎢⎢⎢⎢⎣

p0
1

p0
2

p0
3

1

⎤⎥⎥⎥⎥⎦
.

The inverse transformation (H0
2)

−1 is given by

(H0
2)

−1 = (H0
1H1

2)
−1 =

⎡⎢⎢⎢⎢⎣

c𝜃1c𝜃2 s𝜃1c𝜃2 −s𝜃2 −do,q

−c𝜃1s𝜃2 −s𝜃1s𝜃2 −c𝜃2 0
−s𝜃1 c𝜃1 0 0

0 0 0 1

⎤⎥⎥⎥⎥⎦
,

which results in
⎡⎢⎢⎢⎢⎢⎣

c𝜃1c𝜃2 s𝜃1c𝜃2 −s𝜃2 −do,q

−c𝜃1s𝜃2 −s𝜃1s𝜃2 −c𝜃2 0

−s𝜃1 c𝜃1 0 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
p0 =

⎡⎢⎢⎢⎢⎢⎣

c𝜃3 −s𝜃3 0 dr,pc𝜃3

s𝜃3 c𝜃3 0 dr,ps𝜃3

0 0 1 dq,r

0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
p3.

When terms on both sides are equated, three scalar equations are obtained

c𝜃1c𝜃2p0
1 + s𝜃1c𝜃2p0

2 − s𝜃2p0
3 − do,q = dr,pc𝜃3, (3.49)

−c𝜃1s𝜃2p0
1 − s𝜃1s𝜃2p0

2 − c𝜃2p0
3 = dr,ps𝜃3, (3.50)

s𝜃1p0
1 + c𝜃1p0

2 − dq,r = 0. (3.51)

Iterating again leads to the equation

(H0
1)

−1p0 = H1
3p3.

Repeating this procedure results in three additional equations
c𝜃1p0

1 + s𝜃1p0
2 = dr,pc23 + do,qc𝜃2,

−s𝜃1p0
1 + c𝜃1p0

2 = dq,r,

p0
3 = −dr,ps23 − do,qs𝜃2,

where

c23 = cos(𝜃2 + 𝜃3) and s23 = sin(𝜃2 + 𝜃3).
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From Equation 3.51, 𝜃1 may be calculated as

𝜃1 = tan−1

(
p0

2

p0
1

)
± tan−1

⎛⎜⎜⎜⎝
dq,r√

(p0
1)2 + (p0

2)2 − dq,r
2

⎞⎟⎟⎟⎠
.

Next, summing the squares of Equations (3.49) through (3.51) results in

(p0
1)

2 + (p0
2)

2 + (p0
3)

2 = do,q
2 + dq,r

2 + dr,p
2 + 2do,qdr,pc𝜃3.

It follows that

c𝜃3 =
(p0

1)
2 + (p0

2)
2 + (p0

3)
2 − do,q

2 − dq,r
2 − dr,p

2

2do,qdr,p

with s𝜃3 =
√

1 − (c𝜃3)2 and tan 𝜃3 =
(

s𝜃3

c𝜃3

)
. If d is defined such that

d2 = (p0
1)

2 + (p0
2)

2 + (p0
3)

2 − dq,r
2
,

then

c𝜃3
2 =

(d2 − do,q
2 − dr,p

2)2

(2do,qdr,p)2 , s𝜃3 =

√
(2do,qdr,p)2 − (d2 − do,q

2 − dr,p
2)2

2do,qdr,p
,

and

tan 𝜃3 =

√
(2do,qdr,p)2 − (d2 − do,q

2 − dr,p
2)2

d2 − do,q
2 − dr,p

2 ,

=

√
(2do,qdr,p + d2 − do,q

2 − dr,p
2)(2do,qdr,p − d2 + do,q

2 + dr,p
2)

d2 − do,q
2 − dr,p

2 ,

=

√
(d2 − [do,q − dr,p]2)(−d2 + [do,q + dr,p]2)

d2 − do,q
2 − dr,p

2 .

Finally, from Equations (3.49) and (3.50), P and Q can be defined via the identities as

P = (c𝜃1c𝜃2p0
1 + s𝜃1c𝜃2p0

2 − s𝜃2p0
3)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1(a)

p0
3+

(−c𝜃1s𝜃2p0
1 − s𝜃1s𝜃2p0

2 − c𝜃2p0
3)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1(b)

(c𝜃1p0
1 + s𝜃1p0

2),

= ((p0
3)

2 + (c𝜃1p0
1 + s𝜃1p0

2)
2)s𝜃2,

= − p0
3(dr,pc𝜃3 + do,q) − dr,ps𝜃3(c𝜃1p0

1 + s𝜃1p0
2),
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and

Q = (c𝜃1c𝜃2p0
1 + s𝜃1c𝜃2p0

2 − s𝜃2p0
3)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1(a)

(c𝜃1p0
1 + s𝜃1p0

2)

+ (−c𝜃1s𝜃2p0
1 − s𝜃1s𝜃2p0

2 − c𝜃2p0
3)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1(b)

(−p0
3)

= ((p0
3)

2 + (c𝜃1p0
1 + s𝜃1p0

2)
2)c𝜃2

= − p0
3(dr,ps𝜃3) + (dr,pc𝜃3 + do,q)(c𝜃1p0

1 + s𝜃1p0
2).

As a result, 𝜃2 = tan−1
(

P
Q

)
.

The analytical techniques employed in this book are based on the fact that many
commercially available robotic manipulators terminate in a spherical wrist that carries
a payload or tool. This general topology allows the inverse kinematics problem to be
decomposed into two sub-problems: (i) positioning the wrist center, and (ii) orienting
the end effector through the wrist. The decomposition of the general inverse kinematics
problem into the independent problems of locating the wrist center and orienting the
tool frame is known as kinematic decoupling.

The following two examples illustrates this process for six degree of freedom robotic
manipulators.

Example 3.12 This example shows how kinematic decoupling can substantially sim-
plify the solution of an inverse kinematics problem. While the analytical solution for a
general six degrees of freedom robot is difficult to construct, the decomposition into
two independent three degrees of freedom problems makes the problem tractable.

The position of the wrist point w in Figure 3.31, which has homogeneous coordi-
nates wi in the frame i, does not depend on the rotation angles of the last three joints.
Therefore,

w0 = H0
3w3 = H0

3

⎡⎢⎢⎢⎣

0
0
d4
1

⎤⎥⎥⎥⎦
,

with

w0 = p0 − dw,p =⇒ w0 =

⎡⎢⎢⎢⎢⎢⎣

p0
1

p0
2

p0
3

1

⎤⎥⎥⎥⎥⎥⎦
−

⎡⎢⎢⎢⎢⎢⎣

R0
6

⎡⎢⎢⎢⎣

0

0

d6

⎤⎥⎥⎥⎦
1

⎤⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣

p0
1 − d6ax

p0
2 − d6ay

p0
3 − d6az

1

⎤⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣

w0
1

w0
2

w0
3

1

⎤⎥⎥⎥⎥⎥⎦
.

By equating the above two equations, three scalar equations will be obtained that can
be solved for three unknowns 𝜃1, 𝜃2 , and 𝜃3 . However, by premultiplying by the inverse
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Figure 3.31 FANUC robot.

of H0
1, simpler equations can be obtained. Starting from

(H0
1)

−1w0 = H1
3w3,

yields

w0
1c1 + w0

2s1 − a1 = a2c2 + a3c23 + d4s23,
w0

3 = a2s2 + a3s23 − d4c23,
w0

1s1 − w0
2c1 = 0.

First, by solving the third equation, 𝜃1 is obtained as

𝜃1
1 = Atan2

(
w0

2

w0
1

)
, and 𝜃2

1 = 𝜃1
1 + 180∘.

The angle 𝜃1
1 is the front reach solution and 𝜃2

1 is the back reach solution. Due to mechan-
ical constraints the second solution is not feasible for this manipulator.

Next, by solving the first two equations, 𝜃2 and 𝜃3 will be obtained from the expression

𝜃3 = 2Atan2

⎛⎜⎜⎜⎜⎝

d4 ±
√

d2
4 + a2

3 −
(

(w0
1c1+w0

2s1−a1)2+(w0
3)2−a2

2−a2
3−d2

4

2a2

)2

a3 +
(w0

1c1+w0
2s1−a1)2+(w0

3)2−a2
2−a2

3−d2
4

2a2

⎞⎟⎟⎟⎟⎠
.

The two solutions of 𝜃3 arise from the fully stretched and folded back configurations. In
case of no real root, the assigned wrist point position is not reachable. Then,

𝜃2 = Atan2
( sin 𝜃2

cos 𝜃2

)
,
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with

cos 𝜃2 =
(w0

1c1 + w0
2s1 − a1)(a2 + a3c3 + d4s3) + w0

3(a3s3 − d4c3)
(a2 + a3c3 + d4s3)2 + (a3s3 − d4c3)2 ,

sin 𝜃2 =
w0

3 − (a3s3 − d4c3) cos 𝜃2

(a2 + a3c3 + d4s3)
.

Given the wrist point location, mathematically there are at most four possible arm con-
figurations. Due to the mechanical constraints, only 2 of them are feasible.

Next, when solving for the final three joints, H3
6 is known and the forward kinematics

equation can be transformed into the equation

H3
6 = (H0

3)
−1H0

6.

Equating the (3, 3) elements of the matrices on each side of the equality above, it
follows that

cos 𝜃5 = (axc1s23 + ays1s23 − azc23),

sin 𝜃5 = ±
√

1 − (axc1s23 + ays1s23 − azc23)2.

Therefore, in general for each set of 𝜃1, 𝜃2, 𝜃3, two solutions exist for 𝜃5 via the expression

𝜃5 = ±Atan2
( s5

c5

)
.

Equating the (1, 3) and (2, 3) elements of the homogeneous transforms on either side
of the equality gives

cos 𝜃4 =
axc1c23 + ays1c23 + azs23

s5
,

sin 𝜃4 =
axs1 − ayc1

s5
.

Hence, corresponding to each set of solutions for 𝜃1, 𝜃2, 𝜃3, and 𝜃5, a unique solution
of 𝜃2 can be obtained from

𝜃4 = Atan2
( s4

c4

)
.

Similarly, equating the elements (3, 1) and elements (3, 2) yields

cos 𝜃6 = −
nxc1s23 + nys1s23 − nzc23

s5
,

sin 𝜃6 =
oxc1s23 + oys1s23 − ozc23

s5
,

and for each set of 𝜃1, 𝜃2, 𝜃3, and 𝜃5, a unique solution of 𝜃6 is obtained from

𝜃6 = Atan2
( s6

c6

)
.
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When 𝜃5 = 0 or 𝜋, the sixth joint axis z5 aligns with the fourth joint axis z3, making 𝜃4
and 𝜃6 not independent (this is an example of kinematic degeneracy). In this case, one
of them can be arbitrarily set to zero. For example, set 𝜃4 = 0 and 𝜃6 can be uniquely
obtained from elements (1, 1) and (2, 1) in the equations

(c1c23) cos 𝜃6 + s1 sin 𝜃6 = nx,

(s1c23) cos 𝜃6 − c1 sin 𝜃6 = ny.

In conclusion, for each solution set of the first three joints, there are two possible
wrist configurations. Hence, mathematically a total of eight configurations are possible.
However, due to physical limitations, only four of them are feasible. When 𝜃5 = 0 or 𝜋,
the wrist is in a singular configuration and only the sum or difference of 𝜃4 and 𝜃6 can
be computed.

Example 3.13 This example solves the inverse kinematics problem for the spherical
robotic manipulator shown in Figure 3.46 with a spherical wrist added to the initial
three links. Assume the desired position and orientation of the tool frame is defined in
terms of the prescribed homogeneous transform H given by

H0
n(q1 … qN ) = H =

[
R d

𝟎T 1

]
=

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

r11 r12 r13

r21 r22 r23

r31 r32 r33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

d1

d2

d3

⎫⎪⎬⎪⎭
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
.

When the DH convention is used to represent the kinematics of the robot, the homo-
geneous transform from the 3 frame to the 0 frame is given by

H0
3 =

[
R0

3 d0
0,3

𝟎T 1

]
, (3.52)

while that from the tool frame to the 3 frame

H3
6 =

[
R3

6 d3
3,6

𝟎T 1

]
.

The composite transform H0
6 from the tool frame to the 0 frame is given by the

product

H0
6 = H0

3H3
6 =

[
R0

3 d0
0,3

𝟎T 1

][
R3

6 d3
3,6

𝟎T 1

]

=

[
R0

3R3
6 (R0

3d3
3,6 + d0

0,3)

𝟎T 1

]
=

[
R0

6 d0
0,6

𝟎T 1

]
.
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By inspection of the robotic manipulator, it can be seen that d3
3,6 = 𝟎. It follows that

d0
0,6 = d0

0,3 =
⎧⎪⎨⎪⎩

dp,q cos 𝜃1 sin 𝜃2

dp,q sin 𝜃1 sin 𝜃2

do,p − dp,q cos 𝜃2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

d1

d2

d3

⎫⎪⎬⎪⎭
when p = q. The magnitude of the vector d0

0,6 can be used to calculate to find

d2
p,qcos2𝜃1sin2

𝜃2 + d2
p,qsin2

𝜃1sin2
𝜃2 + d2

p,qcos2𝜃2 = d2
1 + d2

2 + (d3 − do,p)2.

Thus, the axial extension dp,q is calculated in terms of the given parameters as

dp,q =
√

d2
1 + d2

2 + (d3 − do,p)2.

The angle 𝜃2 can consequently be calculated from the third entry as
𝜃2 = cos−1((do,p − d3)∕dp,q).

The angle 𝜃1 is computed from the first component of the vector d0
0,6 using the

expression
𝜃1 = cos−1(d1∕(dp,q sin 𝜃2)).

This completes the solution of the sub-problem that locates the wrist center, which
coincides with origin of frame 3. Next is the task of determining the joint angles that
orient the tool frame in the desired pose. It is required that

R0
3R3

6 = R. (3.53)
However, since this problem is kinematically decoupled, the rotation matrix R0

3 is a func-
tion of only 𝜃1 and 𝜃2

R0
3 = R0

3(𝜃1, 𝜃2),

and the matrix R3
6 is function of 𝜃4, 𝜃5, 𝜃6

R3
6 ∶= R3

6(𝜃4, 𝜃5, 𝜃6).

Since 𝜃1 and 𝜃2 have already been determined, Equation (3.53) can be premultiplied by
the matrix (R0

3)
T to obtain

R3
6 = (R0

3)
T R ∶= R ∶=

⎡⎢⎢⎢⎣

r11 r12 r13

r21 r22 r23

r31 r23 r33

⎤⎥⎥⎥⎦
.

A new rotation matrix R ∶= (R0
3)

T R has been defined in this equation, and all the entries
in the matrix R are known. By definition the matrix equation can be factored as

R3
6 = R3

4(𝜃4)R4
5(𝜃5)R5

6(𝜃6) = R,
with

R3
4 =

⎡⎢⎢⎢⎣

cos 𝜃4 0 − sin 𝜃4

sin 𝜃4 0 cos 𝜃4

0 −1 0

⎤⎥⎥⎥⎦
, R4

5 =
⎡⎢⎢⎢⎣

cos 𝜃5 0 sin 𝜃5

sin 𝜃5 0 − cos 𝜃5

0 1 0

⎤⎥⎥⎥⎦
, R5

6 =
⎡⎢⎢⎢⎣

cos 𝜃6 − sin 𝜃6 0

sin 𝜃6 cos 𝜃6 0

0 0 1

⎤⎥⎥⎥⎦
.
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Premultipling each side of this equation by (R3
4)

T results in

⎡⎢⎢⎢⎣

cos 𝜃5 cos 𝜃6 − cos 𝜃5 sin 𝜃6 sin 𝜃5

sin 𝜃5 cos 𝜃6 − sin 𝜃5 sin 𝜃6 − cos 𝜃5

sin 𝜃6 cos 𝜃6 0

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

cos 𝜃4 sin 𝜃4 0

0 0 −1

− sin 𝜃4 cos 𝜃4 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

r11 r12 r13

r21 r22 r23

r31 r32 r33

⎤⎥⎥⎥⎦
(3.54)

=
⎡⎢⎢⎢⎣

(r11 cos 𝜃4 + r21 sin 𝜃4) (r12 cos 𝜃4 + r22 sin 𝜃4) (r13 cos 𝜃4 + r23 sin 𝜃4)
−r31 −r32 −r33

(−r11 sin 𝜃4 + r21 cos 𝜃4) (−r12 sin 𝜃4 + r22 cos 𝜃4) (−r13 sin 𝜃4 + r23 cos 𝜃4)

⎤⎥⎥⎥⎦
.

(3.55)

The angle 𝜃5 may be solved for from the (2, 3) entry of the matrix Equation (3.54)

𝜃5 = cos−1(r33),

and then used to determine the angle 𝜃6 from the (2, 1) entry

𝜃6 = cos−1(−r31∕ sin 𝜃5).

The angle 𝜃4 may be found by postmultiplying Equation (3.54) by R
T

, which gives

⎡⎢⎢⎢⎣

cos 𝜃5 cos 𝜃6 − cos 𝜃5 sin 𝜃6 sin 𝜃5

sin 𝜃5 cos 𝜃6 − sin 𝜃5 sin 𝜃6 − cos 𝜃5

sin 𝜃6 cos 𝜃6 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

r11 r21 r31

r12 r22 r32

r13 r23 r33

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

cos 𝜃4 sin 𝜃4 0

0 0 −1

− sin 𝜃4 cos 𝜃4 0

⎤⎥⎥⎥⎦
.

When the product of the matrices on the left is calculated, the (1, 1) entry of the resulting
matrix product yields

𝜃4 = cos−1

⎛⎜⎜⎜⎝
[
cos 𝜃5 cos 𝜃6 − cos 𝜃5 sin 𝜃6 sin 𝜃5

] ⎡⎢⎢⎢⎣

r11

r12

r13

⎤⎥⎥⎥⎦

⎞⎟⎟⎟⎠
,

= cos−1(r11 cos 𝜃5 cos 𝜃6 − r12 cos 𝜃5 sin 𝜃6 + r13 sin 𝜃5 sin 𝜃6).

This step completes the sub-problem of finding the joint angles that orient the tool
frame at a specified pose. The above procedure shows that the solution procedure is
not unique. It is possible to derive other, equally valid, expressions for the kinematic
variables. For example, the angle 𝜃6 could have instead been calculated from the (2, 2)
entry of the matrix Equation (3.54)

𝜃6 = sin−1(r32∕ sin 𝜃5).

This is a common feature of analytical solution procedures for inverse kinematics
problems.
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3.5.2.2 Geometric Methods
An alternative approach for generating the analytical model for a kinematic chain’s
inverse kinematics is the geometric approach. In many kinematic chains, equations
for one or more of the kinematic variables may be found using geometric and/or
trigonometric identities based on the structure of the robot. Common identities used in
this process include the laws of sines and cosines and the Pythagorean theorem. How-
ever, this approach depends entirely on the geometry of a given kinematic chain and
cannot be generalized into a systematic algorithm for automated analysis. The following
provides an example of geometric analysis on a three degree of freedom kinematic chain.

Example 3.14 Use a geometric approach to determine the inverse kinematics of the
three degrees of freedom robotic manipulator shown in Figure 3.32. Assume the end
effector coordinates (xe, ye, ze) are given.

x0 y0

z0
(xc,yc,zc)

Figure 3.32 Elbow manipulator.

Solution: First, 𝜃1 may be calculated by the projection of the end effector point onto the
x, y plane, as shown in Figure 3.33. The x and y coordinates of the end effector position
may be represented by the parametric equations

xe = rxy cos 𝜃1, (3.56)

ye = rxy sin 𝜃1, (3.57)

x0

xc

yc

θ1

y0

Figure 3.33 x, y-plane projection for calculating 𝜃1.
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where rxy = (x2
e + y2

e)0.5 is the magnitude of the x, y plane projection. The four-quadrant
solution of these parametric equations is represented by

𝜃1 = Atan2(ye, xe) (3.58)
where Atan2 is the four-quadrant arctangent function. This function utilizes the signs of
ye and xe to determine the appropriate quadrant for the angle satisfying the arctangent
of the quotient. A second solution for 𝜃1 may also be found as

𝜃1 = 180∘ + Atan2(ye, xe). (3.59)
As seen in Figure 3.33, doing this requires an appropriately large 𝜃2 to revolve the arm
past 90∘ to point in the proper direction. This observation also indicates that the further
solutions of 𝜃2 and 𝜃3 depend on the value of 𝜃1. As a result, for the remainder of the
solution, the two cases must be considered separately. To determine the values of 𝜃2 and
𝜃3 associated with a given value of 𝜃1.

A special case is observed if xe = ye = 0. Neither solution above is valid in this case,
meaning that the inverse kinematics cannot be solved. This is a case of a singularity,
discussed in Section 3.5.4.1.

Assuming two valid values of 𝜃1 are calculated, the solution continues by considering
the planar kinematic chain created by joints 2 and 3, as shown in Figure 3.34. In this
plane, the end effector must reach point (re, ze). As shown in Figure 3.34, there are two
possible configurations that place the end effector at the desired point.

z0

zc

rxy

θ2

θ3

x-y plane

L2

L3

L1

Figure 3.34 Planar kinematic chain for calculating 𝜃2 and 𝜃3.

Figure 3.35 shows the trigonometric analysis used to calculate the two sets of angles
(𝜃2,a, 𝜃3,a), and (𝜃2,b, 𝜃3,b) for a given 𝜃1 that reach the desired end effector position. First,
the distance rxyz and angle 𝛾 are calculated using the expressions

rxyz = (r2
xy + z2

e )0.5, (3.60)

𝛾 = Atan2(ze, rxy). (3.61)
Then, the angle 𝛽 is found using the law of cosines, such that

L2
3 = r2

xyz + L2
2 − 2rxyzL2 cos 𝛽,

cos 𝛽 =
r2

xyz + L2
2 − L2

3

2rxyzL2
.
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zc-L1

rxy

θ2,a

θ3,a
L2

L3

θ2,b 𝛾

𝛽
𝛽 𝛼

𝛼 r xyz

θ3,b

Figure 3.35 Trigonometric analysis for 𝜃2 and 𝜃3.

Using the cosine, an appropriate value for 𝛽 given the geometry of the system may be
determined. Using 𝛾 and 𝛽, the two 𝜃2 values may be calculated such that

𝜃2 = 𝛾 ± 𝛽. (3.62)

To calculate 𝜃3, the angle 𝛼 may be calculated using the law of sines, such that
sin 𝛼
rxyz

= sin 𝛽
L3

. (3.63)

Using the sine, an appropriate value for 𝛽 given the geometry of the system may be
determined. Then, depending on the specific 𝜃2 chosen, 𝜃3 may be calculated such that

𝜃3 = ±(180∘ − 𝛼). (3.64)

3.5.3 Optimization Methods

The last example showed that kinematic decoupling can be used to derive the solution of
inverse kinematics problems via analytical methods. Still there exist many other robotic
system and inverse kinematics problems that are not amenable to analytic solution. Such
problems can often be tackled by using numerical techniques for the approximate solu-
tion of optimization problems. There is an extensive literature that studies these tech-
niques, and most introductory numerical methods courses taught in an undergraduate
curriculum include some discussion of the fundamentals. The details of the underly-
ing numerical algorithms will not be covered in this book, but rather concentrate on
casting the inverse kinematics problem in a canonical form. Any of a variety of stan-
dard approaches can then be used to approximate the solution of the inverse kinematics
problem.

The classical problem of optimization theory that concerns this book seeks to find the
extremum of a real valued function J ∶ ℝN → ℝ over some admissible subset  ⊆ ℝN .
The extrema of the function J are the set of points at which the function has a local
minima or local maxima, or at which it has an inflection point. The vector q∗ ∈  is
said to be a local minimizer of J if there is a neighborhood  containing q∗ such that

J(q∗) ≤ J(q) (3.65)
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for all q ∈  ⊆ . If the neighborhood  can be taken to be all of , q∗ is a global
minimizer of J over . The form

q∗ = argminq∈ J(q) (3.66)

can be used to designate the minimizer of J over the neighborhood  . Equations (3.65)
or (3.66) state a problem of constrained optimization. It is required that the optimal
q∗ exists in the admissible set  ⊆ ℝN . If the admissible set  ≡ ℝN , the problem is
an unconstrained optimization problem. The general conditions that dictate when the
extrema of a given function J exist and when they are unique can be very complex. The
derivation of equations that characterize the solutions of such optimization problems
can also be found in the literature. The interested student is referred to the large number
of good references on this subject, typical ones being [35] or [47]. This book aims to
cast the problems of inverse kinematics into the form of the problem in Equation (3.65)
or (3.66).

The first step in posing the inverse kinematics problems as an optimization problem
consists of defining an appropriate error or cost functional that must be optimized. For
example, to solve an inverse kinematics problem and find the joint variables q1,… , qN
that locate a point p fixed on the robot at some desired point pd in the inertial frame,
the cost functional J could be defined to be

J(q) ∶ = 1
2
||ro

o,p(q) − ro
o,pd

||2,

= 1
2
(ro

o,p(q) − ro
o,pd

)T (ro
o,p(q) − ro

o,pd
).

In this expression the position r0
0,p ∶= r0

0,p(q) of the point p on the robot depends on the
value of the joint variables q, but the position of the desired point r0

0,pd
does not. This

quadratic function is common in applications, but many alternative functions could also
be used. In general, a good cost functional is constructed so that

(1) it is a differentiable function of the unknowns q,
(2) it is non-negative, and
(3) it has a minimum value at the desired configuration.

Ideally, the minimum value is unique, but many problems of inverse kinematics are
structured such that there are many possible solutions. Example 3.15 discussed below
is of this type. Differentiable cost functions are chosen, if possible, because many algo-
rithms have been developed that can exploit derivatives in approximating the solution
of the extremization problem. Generally speaking, smooth cost functions lead to more
efficient solution techniques. Both the theory and collection of numerical methods for
optimization of smooth functionals are more mature and well developed than that for
non-smooth functions. In addition, the cost functional can often be expressed efficiently
in terms of the specialized kinematics formulations already developed for robotic sys-
tems. If pN are the homogeneous coordinates of point p in the tool frame N and p0

d are
the given homogeneous coordinates of the desired point pd in the ground frame, the
cost functional J can be written as

J(q) ∶= 1
2
(H0

N (q)p
N − p0

d)
T (H0

N (q)p
N − p0

d).
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For this choice of the cost functional, the problem of inverse kinematics is that of
finding q∗ ∈  where

q∗ = argminq∈ J(q)

for some neighborhood  ⊆  where  is the set of admissible joint variables.

Example 3.15 This example examines some of the inherent difficulties associated
with solving the inverse kinematic problem using standard numerical techniques for
optimization problems for complex robotic systems. Consider again the flapping wing
robotic system in Figure 1.25. Suppose that the trajectories of photoreflective markers
fixed to the wings of birds in flight have been experimentally collected using high speed
cameras. Derive an optimization problem whose solution could yield the joint angles
that induce the measured motion of the wings. Discuss any potential difficulties that
might be encountered in the numerical solution of this inverse kinematics problem.

Solution: When the DH convention is used to represent the kinematics of the flap-
ping wing robot, the following four homogeneous transformations relate the body fixed
frames 0, 1, 2, 3, 4:

H0
1(𝜃1) =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃1 0 sin 𝜃1

sin 𝜃1 0 − cos 𝜃1

0 1 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0
0

do,p

⎫⎪⎬⎪⎭
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
,

H1
2(𝜃2) =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃2 − sin 𝜃2 0
sin 𝜃2 cos 𝜃2 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

cos 𝜃2dp,q

sin 𝜃2dp,q

0

⎫⎪⎬⎪⎭
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
,

H2
3(𝜃3) =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃3 − sin 𝜃3 0
sin 𝜃3 cos 𝜃3 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

cos 𝜃3dq,r

sin 𝜃3dq,r

0

⎫⎪⎬⎪⎭
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
,

H3
4(𝜃4) =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣

cos 𝜃4 − sin 𝜃4 0
sin 𝜃4 cos 𝜃4 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

cos 𝜃4dr,s

sin 𝜃4dr,s

0

⎫⎪⎬⎪⎭
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
.
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An error function may be defined to measure how close the positions fixed on the
wings are to the desired, experimentally measured, positions. Suppose that these points
observed in the experiment are the origins of the 2, 3, and 4 frames, or points q, r, and
s. It is known that

q0 = H0
1(𝜃1)H1

2(𝜃2)q2 = H0
1(𝜃1)H1

2(𝜃2)
⎧⎪⎨⎪⎩

0
0
0
1

⎫⎪⎬⎪⎭
,

r0 = H0
1(𝜃1)H1

2(𝜃2)H2
3(𝜃3)r3 = H0

1(𝜃1)H1
2(𝜃2)H2

3(𝜃3)
⎧⎪⎨⎪⎩

0
0
0
1

⎫⎪⎬⎪⎭
,

s0 = H0
1(𝜃1)H1

2(𝜃2)H2
3(𝜃3)H3

4(𝜃3)s4 = H0
1(𝜃1)H1

2(𝜃2)H2
3(𝜃3)H3

4(𝜃4)
⎧⎪⎨⎪⎩

0
0
0
1

⎫⎪⎬⎪⎭
,

where q0, r0, s0 are the homogeneous coordinates of the points q, r, s in the 0
frame and q2, r3, s4 are the homogeneous coordinates of q, r, s in the 2, 3, 4 frames,
respectively. By inspection, points q, r, s have straightforward representations in the
frames 2, 3, 4,

q2 = r3 = s4 =
⎧⎪⎨⎪⎩

0
0
0
1

⎫⎪⎬⎪⎭
.

Suppose that the locations of the points q, r, s in the 0 frame that have been collected
in the experiments are denoted by q0

e , r0
e , s0

e . The tracking error can be written as

eq ∶= q0 − q0
e ,

er ∶= r0 − r0
e ,

es ∶= s0 − s0
e .

One possible and commonly used measure of error is the weighted quadratic cost

e ∶= 1
2

∑
i=q,r,s

wieT
i ei

where the summation is carried out over the points i = q, r, s and wi is a positive weight-
ing for each point i = q, r, s. Because the error measure is a sum of real quadratic terms,
the error measure is always non-negative and is equal to zero only when the positions
of points q, r, s exactly match the experimentally measured positions. The weights wi
for i = q, r, s enable the analyst to emphasize the contributions to the total error of the
error in matching the positions of q, r or s. When the definitions of the homogeneous
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transformations is substituted in the total error equation,

e ∶= e

⎛⎜⎜⎜⎜⎝

𝜃1
𝜃2
𝜃3
𝜃4

⎞⎟⎟⎟⎟⎠
,= 1

2
wq

⎛⎜⎜⎜⎜⎜⎝
H0

1(𝜃1)H1
2(𝜃2)

⎧⎪⎪⎨⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬⎪⎪⎭
− q0

e

⎞⎟⎟⎟⎟⎟⎠
⋅

⎛⎜⎜⎜⎜⎜⎝
H0

1(𝜃1)H1
2(𝜃2)

⎧⎪⎪⎨⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬⎪⎪⎭
− q0

e

⎞⎟⎟⎟⎟⎟⎠

+ 1
2

wT

⎛⎜⎜⎜⎜⎜⎝
H0

1(𝜃1)H1
2(𝜃2)H2

3(𝜃3)

⎧⎪⎪⎨⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬⎪⎪⎭
− r0

e

⎞⎟⎟⎟⎟⎟⎠
⋅

⎛⎜⎜⎜⎜⎜⎝
H0

1(𝜃1)H1
2(𝜃2)H2

3(𝜃3)

⎧⎪⎪⎨⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬⎪⎪⎭
− r0

e

⎞⎟⎟⎟⎟⎟⎠

+ 1
2

ws

⎛⎜⎜⎜⎜⎜⎝
H0

1(𝜃1)H1
2(𝜃2)H2

3(𝜃3)H3
4(𝜃4)

⎧⎪⎪⎨⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬⎪⎪⎭
− s0

e

⎞⎟⎟⎟⎟⎟⎠

⋅

⎛⎜⎜⎜⎜⎜⎝
H0

1(𝜃1)H1
2(𝜃2)H2

3(𝜃3)H3
4(𝜃4)

⎧⎪⎪⎨⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬⎪⎪⎭
− s0

e

⎞⎟⎟⎟⎟⎟⎠
.

Some insight into the qualitative features of the solution of the minimization problem
can be gained by considering a few simple examples. First, suppose that

do,p = dp,q = dq,r = dr,s = 0.05m,

wq = wr = 0,

s0
e =

⎧⎪⎪⎨⎪⎪⎩

0.1512
0

0.0512
1

⎫⎪⎪⎬⎪⎪⎭
.

The choice of wq = wr = 0 means that the total error does not depend on the relative
error between the points s, r and the experimentally observed values of these points.
Solving the optimization problem with this set of parameters will find a set of joint angles
that position the terminal point s close to the experimentally observed value. As is typical
for redundant manipulators, this problem does not have a unique set of joints angles
that minimize the error measure. Two such minimizers, designated as configurations A
and B, are

(𝜃A
1 , 𝜃

A
2 , 𝜃

A
3 , 𝜃

A
4 ) = (−3.14,−1.99,−2.45, 8.18) rad,

(𝜃B
1 , 𝜃

B
2 , 𝜃

B
3 , 𝜃

B
4 ) = (0, .819,−2.54, 1.48) rad.
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These two minimizers both yield a measure of error e that is equal to zero to machine
precision. Both choices of joint angles induce a tip position of point s that coincides,
within machine accuracy, with the experimentally observed position as shown in
Figure 3.36.

Configuration B

Configuration A

q

q

p

o

r

r

s

0.10

0.05

0.00
0.00

0.05
0.10

−0.02

0.00y

0.02

z

x

Figure 3.36 Two minimizers of the error functional, configurations A and B.

It is difficult to visualize the complexity of even this simple case because the joint
angles vary in a four dimensional set. Figures 3.37 and 3.38 depict the contours of the
error function that is “sliced” along a plane that passes through the optimum value

eA(𝜃2, 𝜃4) = e(𝜃A
1 , 𝜃2, 𝜃

A
3 , 𝜃4),

eB(𝜃2, 𝜃4) = e(𝜃B
1 , 𝜃2, 𝜃

B
3 , 𝜃4).

In other words eA(𝜃2, 𝜃4) depicts the error contours as 𝜃2 and 𝜃4 are varied, but 𝜃1 and 𝜃3
are fixed at the optimum values for configuration A. The function eB(𝜃2, 𝜃4) is similar, but
𝜃1 and 𝜃3 are fixed at their optimal values in configuration B. Clearly the optimal values
are located at different relative minima of the error functions. Even more importantly,
as shown in Figure 3.39, these local optima are not unique. There are an infinite number
of relative minima.

Figure 3.39 depicts a plot of the function eB(𝜃2, 𝜃4) to convey the complexity of the
error function being extremized.

The first study simplified the form of the error function so that wq = wr = 0, and the
value of error in the first example case does not depend on the location of the points q, r.
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10

5
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−10
−6 −4 −2 0 2 4 6

0𝜃4 rad

𝜃2 rad

Point A

Point B

Figure 3.37 Error contours of eA(𝜃2, 𝜃4).

Now consider a more interesting example. Suppose that the experimentally observed
trajectories of q, r, s obey the following laws as a function of time t,

q0
e (t) =

⎧⎪⎨⎪⎩

0.05
0

0.05
1

⎫⎪⎬⎪⎭
m, r0

e (t) =
⎧⎪⎨⎪⎩

0.075
0

0.05
1

⎫⎪⎬⎪⎭
m,

s0
e (t) =

⎧⎪⎨⎪⎩

0.1
0

0.05
1

⎫⎪⎬⎪⎭
+ 0.05

2

⎧⎪⎨⎪⎩

cos 𝛼(t)
0

sin 𝛼(t)
0

⎫⎪⎬⎪⎭
m,

where 𝛼(ti) =
(i−1)

ni

𝜋

2
, i is the index of time step ti, and there are Ns samples. The

experimentally observed trajectory of point r in this case is a fixed point located at
(0.075, 0, 0.05). The experimentally observed trajectory of point s lies on the arc of the
circle in the x0–z0 plane with a center at (0.1, 0, 0.05). It is observed that point q is
fixed at point (0.05, 0, 0.05) during the experiment. Figure 3.40 depicts the sequence
of configurations of the robot as a function of time that solves the inverse kinematics
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Figure 3.38 Error contours of eB(𝜃2, 𝜃4).
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Figure 3.40 Configurations of the flapping wing robot for a time varying observed trajectory.

problem at each time step when wr = wq = w5 = 1 are selected. Note that the solution
of the inverse kinematics problem yields a set of joint angles that minimizes the error
between the points q, r, s on the robot and their experimentally observed values. Also
note that, in general, this does not guarantee that the points q, r, s match exactly the
experimentally observed values.

3.5.4 Inverse Velocity Kinematics

Just as inverse kinematics allows the calculation of joint angles given an end effector
position and orientation, inverse velocity kinematics allows for the calculation of joint
angle velocities based on a given end effector velocity and angular velocity. The solvabil-
ity of the inverse velocity kinematics problem depends on the number of specified task
space velocity parameters m and the number of n joint velocities to be calculated. As
with the inverse kinematics problem, there are three cases to consider:

• m > n, where the robot does not have a sufficient number of independent joint vari-
ables to provide all possible end effector movements. As a result, the inverse velocity
kinematics problem may not have a solution.

• m < n, where the robot possesses more degrees of freedom than are required to gen-
erate the desired end effector solutions. As a result, there are infinite solutions to the
inverse differential kinematics problem. As before, this case is called redundancy.
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• m = n, where the robot possesses equal numbers of degrees of freedom and end effec-
tor workspace.

Unlike inverse kinematics, the mapping from the joint angle velocities into the end
effector velocity and angular velocity is known to be linear. As discussed in Section
3.3.5, this mapping is called the Jacobian matrix. When m = n, the Jacobian matrix is
square. If the determinant of this matrix is non-zero, the matrix is invertible, providing
a straightforward solution for the joint angle velocities, such that

⎧⎪⎨⎪⎩

q̇1

⋮

q̇N

⎫⎪⎬⎪⎭
= (J0)−1

{
v0

0,p

𝝎
0
0,N

}
.

The Jacobian matrix represents the geometry of the robotic arm at a given configu-
ration. At some configurations, the determinant of the Jacobian may become zero. By
definition, the inverse of a matrix does not exist if that matrix’s determinant is zero. The
geometric cause of a Jacobian’s determinant becoming zero is singularity.

3.5.4.1 Singularity
At a singular configuration, there is at least one velocity or angular velocity coordinate
along or about which it is impossible to translate or rotate the end effector, regardless of
the joint velocities selected. Mathematically, the Jacobian matrix determinant becomes
zero at a singular configuration because the matrix is no longer full rank and one or
more of its columns becomes linearly dependent on the other columns. Singularities
can be categorized into two groups: workspace boundary singularities and workspace
interior singularities.

Workspace boundary singularities occur when the robot is fully stretched out or
folded back onto itself such that the end effector is at the boundary of its workspace.
Since the end effector’s motion is restricted to the subset of direction pointing tangen-
tial to the workspace boundary or within it, it has lost its full mobility and the Jacobian
reflects that.

Workspace interior singularities occur within the workspace and are typically due to
one or more joint axes lining up along the kinematic chain. When two joint axes align,
their impact on the motion of the end effector is identical. This creates a linear depen-
dence between the two columns corresponding to these joints in the Jacobian, reducing
the rank of the matrix.

Singular configurations should usually be avoided since most manipulators are
designed for tasks in which all degrees of freedom are required. Furthermore, near
singular configurations, the joint velocities required to maintain the desired end
effector velocity in certain directions may become extremely large.

For common six degree of freedom manipulators, the most common singular config-
urations are listed below.

1. Two collinear revolute joint axes: this type is most common in spherical wrist assem-
blies that have three mutually perpendicular axes intersecting at a single point. As the
second joint rotates, the first and third joints may align, creating two linearly inde-
pendent columns in the Jacobian. Mechanical restrictions are usually imposed on the
wrist design to prevent the wrist axes from generating a wrist singularity.



�

� �

�

186 3 Kinematics of Robotic Systems

2. Three parallel coplanar revolute joint axes: this type occurs in an elbow manipulator
with a spherical wrist when it is fully extended or fully retracted.

3. Four revolute joint axes intersecting at one point.
4. Four coplanar revolute joints.
5. Six revolute joints intersecting along a line.
6. A prismatic joint axis perpendicular to two parallel coplanar revolute joints.

In addition to the Jacobian singularities, the motion of a manipulator is restricted if
the joint variables are constrained with upper and lower bounds. When a joint reaches
its boundary, this effectively removes a degree of freedom.

3.6 Problems for Chapter 3, Kinematics of Robotic Systems

3.6.1 Problems on Homogeneous Transformations

Problem 3.1. Consider the SCARA robot shown in Figure 3.41.
(i) Derive the homogeneous transform H𝔸

𝔹 .
(ii) Derive the homogeneous transform H𝔹

ℂ.
(iii) Derive the homogeneous transform Hℂ

𝔻.
(iv) What are the homogeneous coordinates p𝔸 of the origin of the 𝔻 frame in the

frame 𝔸?
(v) Write a program that calculates H𝔸

𝔻 and p𝔸 using the results (i)–(iv) above.

yA

zA

yB

d

xB
xC

zC

zD

yD

xD

yC

zB

xA

LA

LC

LB

Figure 3.41 SCARA robot and frame definitions.

Problem 3.2. Consider the cylindrical robot shown in Figure 3.42.
(i) Derive the homogeneous transform H𝔸

𝔹 .
(ii) Derive the homogeneous transform H𝔹

ℂ.
(iii) Derive the homogeneous transform Hℂ

𝔻.
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Figure 3.42 Cylindrical robot and frame definitions.

(iv) What are the homogeneous coordinates p𝔸 of the origin of the 𝔼 frame in the
frame 𝔸?

(v) Write a program that calculates H𝔸
𝔻 and p𝔸 using the results in (i)–(iv) above.

Problem 3.3. Consider the modular robot shown in Figure 3.43. The frames 𝔹,ℂ,𝔻,𝔼
are body fixed frames of reference. Each cube has dimensions 2A × 2A × 2A. The short
links having body fixed frames ℂ and 𝔻, which are constructed from two such blue
cubes, have a length that is D as measured to the center of each end cube. The link
to which the body fixed 𝔹 frame is attached has a length L measured from the faces of
the cubes at each end.

(i) Suppose that the angle 𝜃𝔹 measures rotation about the positive y𝔸 = y𝔹 axis, as
measured from the positive z𝔸 axis to the positive z𝔹 axis. Derive the homoge-
neous transform H𝔸

𝔹 .

yA, yBxA
xB

zC

xC

xD

xE
yE

yC

zD
yD

zE

zB zA

Figure 3.43 Modular robot and frame definitions.
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(ii) Suppose that the angle 𝜃ℂ measures the angle about the positive z𝔹 = zℂ axis, as
measured from the positive x𝔹 axis to the positive xℂ axis. Derive the homoge-
neous transform H𝔹

ℂ.
(iii) Suppose that the angle 𝜃𝔻 measures the angle about the positive yℂ = y𝔻 axis, as

measured from the positive zℂ axis to the positive z𝔻 axis. Derive the homoge-
neous transform Hℂ

𝔻.
(iv) Suppose that the angle 𝜃𝔼 measures the angle about the positive x𝔻 = x𝔼 axis, as

measured from the positive y𝔻 axis to the positive y𝔼 axis. Derive the homoge-
neous transform H𝔻

𝔼 .
(v) What are the homogeneous coordinates p𝔸 of the origin of the 𝔼 frame in the

frame 𝔸?
(vi) Find the homogeneous transformation H𝔸

𝔼 and p𝔸 using the results in (i)–(v)
above.

3.6.2 Problems on Ideal Joints and Constraints

Problem 3.4. Consider the spherical joint depicted in Figure 3.44. Derive the homoge-
neous transform that relates the joint coordinates systems of the spherical joint when
the 3-2-1 Euler angles are used to parameterize the rotation matrix R𝔹

𝔸 for the system
shown.

a3

a1

b1

a2

b3

b2

Figure 3.44 Spherical joint.

Problem 3.5. Derive another definition of the universal joint shown in Figure 3.45,
different from that given in Example 3.2, by selecting different angles of rotation
that map the 𝔸 frame into the 𝔹 frame. Derive the corresponding homogeneous
transformation.

3.6.3 Problems on the DH Convention

Problem 3.6. Derive a kinematic model for the SCARA robotic manipulator in Problem
3.1 using the DH convention.
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q

Figure 3.45 Universal Joint.

Problem 3.7. Derive a kinematic model for the cylindrical robotic manipulator in Prob-
lem 3.2 using the DH convention.

Problem 3.8. Derive a kinematic model for the modular robotic arm in Problem 3.3
using the DH convention.

Problem 3.9. Derive a kinematic model for the spherical robotic manipulator depicted
in Figure 3.46 using the DH convention.

Problem 3.10. Derive a kinematic model for the arm assembly depicted in Figure 3.47
using the DH convention.

Problem 3.11. The Space Shuttle Remote Manipulator System (SSRMS) is shown
in 3.48. Use the DH convention to derive a kinematic model of the end effector frame
position. What are the homogeneous transformations that characterize the rigid body
motion of each adjacent pair of frames?

x0

x1

y1x2

z1, y2

z0

z3

x3

z2

y0

y3

o

p
q

Figure 3.46 Spherical robot.
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Figure 3.47 Humanoid arm assembly with revolute axes defined.
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Figure 3.48 Space Shuttle Remote Manipulator System (SSRMS).

Problem 3.12. A six degree of freedom industrial robot is depicted in Figure 3.49.
A set of body fixed frames is introduced as shown in Figure 3.50.
Verify that this collection of frames satisfies the underlying assumptions of the DH con-
vention. Define the link rotation, twist, offset and displacement associated with this
definition of frames. Determine the homogeneous transformations that relate each pair
of consecutive frames.

3.6.4 Problems on Angular Velocity and Velocity for Kinematic Chains

Problem 3.13. Consider the schematic of the PUMA robot in Figure 3.51. Define
the link parameters of the DH convention for this robot. Derive homogeneous
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Figure 3.49 Industrial robot with frames illustrated.
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Figure 3.50 Industrial robot frames labeled.

transformation that maps the end frame 3 into the inertial frame 0 using the DH
Convention. Derive the Jacobian matrix

{
v0

0,t

𝝎
0
0,3

}
=

[Jv

J
𝝎

]⎧⎪⎨⎪⎩

q̇1

q̇2

q̇3

⎫⎪⎬⎪⎭
.
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Figure 3.51 PUMA robot.
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Figure 3.52 The spherical wrist.

Problem 3.14. Consider the spherical wrist which is shown in Figure 3.52.
Find the Jacobian matrix that relates the velocities and angular velocities to the joint
variables in the equation

{
v0

0,3

𝝎
0
0,3

}
=

[Jv

J
𝝎

]⎧⎪⎨⎪⎩

𝜓̇

𝜃̇

𝜙̇

⎫⎪⎬⎪⎭
.

Problem 3.15. Repeat Problem 3.14 using the DH convention. Find the Jacobian matrix.

{
v0

0,3

𝝎
0
0,3

}
=

[Jv

J
𝝎

]⎧⎪⎨⎪⎩

𝜃̇1

𝜃̇2

𝜃̇3

⎫⎪⎬⎪⎭
.
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Compare the results with those from Problem 3.14.

Problem 3.16. Calculate the Jacobian matrix J0 that relates the velocity of the point p
and the angular velocity 𝝎0,2 to the derivatives of the joint angles in the laser scanner in
Example 3.3. In other words, find the Jacobian matrix J0 in the equation

{
v0

0,r

𝝎
0
0,2

}
= J0

{
𝜃̇1

𝜃̇2

}
.

Calculate the Jacobian matrix J0 two ways. First, find the velocities and angular velocities
from first principles and identify the Jacobian matrix from these expressions. Second,
use Theorem 3.3 to calculate the Jacobian directly.

Problem 3.17. Calculate the Jacobian matrix J0 that relates the velocity of the origin of
frame 4 and the angular velocity 𝝎0,4 to the derivatives of the joint angles in the arm
assembly in Problem 3.15. In other words, find the Jacobian J0 in the matrix equation

{
v0

0,4

𝝎
0
0,4

}
=

[J0
v

J0
𝝎

]⎧⎪⎪⎨⎪⎪⎩

𝜃̇1

𝜃̇2

𝜃̇3

𝜃̇4

⎫⎪⎪⎬⎪⎪⎭
.

Problem 3.18. Derive the homogeneous transform that maps the 4 frame to the 0 frame
for the robotic flapping wing shown in Figure 3.53.

Problem 3.19. Use the DH procedure to define the joint angles 𝜃1, 𝜃2 and 𝜃3 for the
PUMA robot discussed in Problem 3.13. Use the recursive order (N) formulation to
solve for the velocities of the joints and the angular velocities of the links in the PUMA
robot.

o
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z3

z4

x3

x4

y3

y4

Link 0

Link 1
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Link 4

Figure 3.53 Flapping wing robot.
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Problem 3.20. Use the DH procedure to define the joint angles 𝜃1, 𝜃2 and 𝜃3 for the
spherical wrist studied in Problem 3.15. Renumber the frames and joints consistent with
the recursive order (N) formulation, but keep the definition of the joint angles. Use the
recursive order (N) formulation to solve for the velocities of the joints and the angular
velocities of the links.

Problem 3.21. A three degrees of freedom Cartesian robot is shown in Figure 3.54. The
system is comprised of a frame that moves along the z0 direction, a crossbar that moves
relative to the frame in the z1 direction, and a tool assembly that moves relative to the the
crossbar in the z2 direction. The motion of the frame relative to the ground is measured
by the coordinate z(t), the motion of the crossbar relative to the frame is measured by
x(t), and the motion of the tool assembly relative to the crossbar is measured by y(t). Sup-
pose that the spherical wrist studied in Problem 3.15 is rigidly attached to the end of the
tool assembly on the Cartesian robot. Find the Jacobian matrix for this robotic system.

{
v0

0,3

𝝎
0
0,6

}
=

[Jv

J
𝝎

]
q̇ =

[Jv

J
𝝎

]
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ẋ
ẏ
ż
𝜃̇1

𝜃̇2

𝜃̇3

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.
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Figure 3.54 Cartesian robot frames and coordinates.
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3.6.5 Problems on Inverse Kinematics

Problem 3.22. Suppose that a spherical wrist sub-assembly is attached at frame D of the
SCARA robot in Problem 3.1. Find an analytical solution using kinematic decoupling
for the inverse kinematics problem of locating and orienting the terminal frame using
kinematic decoupling.

Problem 3.23. Suppose that a spherical wrist sub-assembly is attached to the cylindrical
robot in Problem 3.1. Find an analytical solution for the inverse kinematics problem of
locating and orienting the terminal frame.

Problem 3.24. Suppose that a spherical wrist sub-assembly is attached to point t of the
PUMA robot in Problem 3.13. Find an analytical solution using kinematic decoupling
for the inverse kinematics problem of locating and orienting the terminal frame.

Problem 3.25. Suppose that a spherical wrist sub-assembly is attached at the origin of
the 3 frame of the Cartesian robot, as discussed in Problem 3.21. Find an analytical
solution using kinematic decoupling for the inverse kinematics problem of locating and
orienting the terminal frame.
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Chapter 4

Newton–Euler Formulations

The field of dynamics consists of the study of kinematics and kinetics. Chapter 2 of
this book discusses the foundations of kinematics, and Chapter 3 presents specific for-
mulations for kinematics of spatial robotic systems. The study of kinematics provides
the language used to describe the geometry of motion. The field of kinetics studies
the connection between the forces and moments that act on a mechanical system and
its resulting motion. Two general approaches to the study of kinetics are covered in
this chapter and the next. This chapter discusses the collection of methods known as
Newton–Euler formulations of the dynamics of robotic systems. Chapter 5 presents an
alternative approach, those methods based on techniques of analytical mechanics. Upon
the completion of this chapter, the student should be able to

• Define and calculate the linear momentum of a rigid body.
• Define and calculate the angular momentum of a rigid body.
• Define and calculate the center of mass and inertia matrix of a rigid body.
• State and employ Euler’s laws for the motion of rigid bodies in a robotic system.
• Employ recursive order N formulations to study robotic system dynamics.

4.1 Linear Momentum of Rigid Bodies

Elementary principles that describe the dynamics of a point mass or particle define the
linear momentum as the product of the mass of the particle and its velocity. The linear
momentum of a system of particles is the sum of the linear momenta of the individual
particles in the system. As highlighted in the following definition, the linear momentum
of a rigid body can be viewed as a limiting case of the definition for a system of particles.
The linear momentum of a rigid body is the integral of the velocity over all the differential
mass elements that make up the rigid body.

Definition 4.1 The linear momentum p𝕏 of a rigid body in the frame 𝕏 is defined
to be

p𝕏 ∶=
∫

vdm,

where v ∶= v𝕏,dm is the velocity of the differential mass element dm in the frame 𝕏,
as shown in Figure 4.1.

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems
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p
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dm

r
dp,c

vX,dm

Figure 4.1 Rigid body with differential mass element.

Definition 4.1 is given in terms of the velocity of each of the infinite collection of points
that make up the rigid body under consideration. The center of mass is introduced to
obtain an expression for linear momentum that depends on the velocity of a single point.
As a result, the center of mass is used to describe the motion of a mechanical system in
terms of a finite set of variables.

Definition 4.2 The position rc ∶= r𝕏,c in the frame 𝕏 of the center of mass of a
rigid body is defined by the equation

rc =
1
M ∫

rdm

where M = ∫ dm is the total mass of the rigid body and r ∶= r𝕏,dm is the position
vector of the differential mass dm in the frame 𝕏.

The above definition of the center of mass can be used to derive an expression for
the linear momentum of a rigid body in terms of the center of mass velocity. The linear
momentum of a rigid body is the product of the rigid body center of mass velocity and
the total rigid body mass.

Theorem 4.1 The linear momentum of a rigid body in the frame 𝕏 is given by

p𝕏 = Mv𝕏,c
where M is the mass of the rigid body and v𝕏,c is the velocity of the center of mass in
the 𝕏 frame.

Proof : By definition the linear momentum is given by

p𝕏 =
∫

vdm.

The center of mass velocity may be calculated by taking the time derivative of r𝕏,dm and
utilizing Definition 4.2, such that

v𝕏,c =
d
dt

||||𝕏r𝕏,c =
1
M

d
dt

||||𝕏 ∫
rdm = 1

M ∫
{ d

dt
}
||||𝕏rdm = 1

M ∫
vdm = 1

M
p𝕏.
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The equation above relies on the fact that in this case “the derivative of the integral” is
equal to the “integral of the derivative,” which can be written as

d
dt

||||𝕏 ∫
⋅ =

∫

d
dt

||||𝕏 ⋅ .

This is a special case of the Leibnitz integral rule that assumes there is no flux of linear
momentum across the domain of integration. ◽

Applications to robotic systems often introduce numerous frames of reference to for-
mulate the equations of motion. The next example uses the definition of the center of
mass to calculate its location for a link in a typical robotic system.

Example 4.1 For the SCARA robot shown in Figure 4.2, calculate the location of the
center of mass rc ∶= r𝔹,c of the outer arm (link 2), shown in Figure 4.3a, relative to
the 𝔹 frame. Construct this approximation by using the geometric primitive shown in
Figure 4.3a constructed of two rectangular prisms with dimensions labeled. Also assume
that the mass distribution within the link is uniform.

x2x1

x3

b3

b1

b2p

Figure 4.2 SCARA robot.

b1

b1

b2

(a) Actual link 2 geometry (b) Link 2 geometric primitive

b2

d2

d1b1
c1

c2

a2

a1

b2

b3 b3

Figure 4.3 SCARA robot link 2 inertia estimation.
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Solution: By definition, the location of the center of mass in the 𝔹 frame satisfies

rc ∶= r𝔹,c =
1
M ∫

rdm,

where the vector r ∶= r𝔹,dm connects the origin of the 𝔹 frame to the differential mass
element dm. From introductory dynamics, it is known that when the body is comprised
of N discrete sub-components this equation can be written as

rc =

N∑
i=1

Mirci

N∑
i=1

Mi

,

where Mi is the mass of sub-component i and rci
∶= r𝔹,ci

is the location of the cen-
ter of mass of body i in the 𝔹 frame. The locations of the center of mass of each sub-
component are defined as

rc1
= 1

2
b1b2 +

1
2

c1b3, rc2
=

(
d2 +

1
2

b2

)
b2 +

(
c1 +

1
2

c2

)
b3.

The final expression for the location of the center of mass of the composite rigid body is
consequently

rc ∶= r𝔹,c =

1
2

M1b1 + M2

(
d2 +

1
2

b2

)
M1 + M2

b2 +

1
2

M1c1 + M2

(
c1 +

1
2

c2

)
M1 + M2

b3.

It will be shown later in this chapter that the initial step in deriving the equations of
motion for a robot often requires the evaluation of the linear momentum of its links. The
next examples illustrate how the calculation of the linear momentum for realistic three
dimensional solids, such as the links of robotic systems, is simplified when the location
and velocity of the mass center are known.

Example 4.2 Calculate the linear momentum for the outer arm show in Figure 4.3a
of the SCARA robot depicted in Figure 4.2 using Theorem 4.1 and the results of
Example 4.1. Assume that the velocity of the point p v𝕏,p and angular velocity 𝝎𝕏,𝔹 of
the body are given as

v𝕏,p = v1b1 + v2b2 + v3b3,

𝝎𝕏,𝔹 = 𝜔1b1 + 𝜔2b2 + 𝜔3b3.

Assume that at the moment under consideration, the 𝔹 frame and 𝕏 frames are aligned
(i.e. R𝕏

𝔹 is the identity matrix). Express the answer in terms of the basis for the 𝔹 frame.

Solution: From Theorem 4.1 the linear momentum is given by p𝕏 = Mv𝕏,c. The veloc-
ity of the center of mass can be calculated using the relative velocity Theorem 2.16 in
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Chapter 2 as

v𝕏,c = v𝕏,p + 𝝎𝕏,𝔹 × dp,c,

= v𝕏.p + 𝝎𝕏,𝔹 × rc,

where rc ∶= r𝔹,c in the instant shown. From Example 4.1, the components relative to the
basis for 𝔹 of the vector rc are given by

r𝔹c =
⎧⎪⎨⎪⎩

xc

yc

zc

⎫⎪⎬⎪⎭
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
1
2

M1b1 + M2

(
d2 +

1
2

b2

)
M1+M2

1
2

M1c1 + M2

(
c1 +

1
2

c2

)
M1+M2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

The linear momentum in the 𝕏 frame expressed in terms of the basis for the 𝔹 frame is
therefore given by

p𝔹
𝕏 = (M1 + M2)

⎧⎪⎨⎪⎩

v1

v2

v3

⎫⎪⎬⎪⎭
+ (M1 + M2)

⎡⎢⎢⎢⎣

0 −𝜔3 𝜔2

𝜔3 0 −𝜔1

−𝜔2 𝜔1 0

⎤⎥⎥⎥⎦

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
1
2

M1b1 + M2

(
d2 +

1
2

b2

)
M1+M2

1
2

M1c1 + M2

(
c1 +

1
2

c2

)
M1+M2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

Example 4.3 A rectangular prism with uniform density and a body fixed frame 𝔹
moves relative to the frame 𝕏 as shown in Figure 4.4. Calculate the linear momentum of
the body in the frame𝕏 at the instant shown. At this instant assume that the velocity v𝕏,p

x1

b1

c1

c1
c

a

b

c2

c3

b2

b3

x2

x3

Figure 4.4 Rectangular Prism.
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of point p and the angular velocity 𝝎𝕏,B are given by

v𝕏,p = v1b1 + v2b2 + v3b3,

𝝎𝕏,𝔹 = 𝜔1b1 + 𝜔2b2 + 𝜔3b3.

Use Definition 4.1 to calculate the answer, and then check the result using
Theorem 4.1.

Solution: As specified, the solution for this problem will first be generated by integrat-
ing over the domain of the rigid body. Then, the same solution will be calculated by
considering the velocity of the center of mass and invoking Theorem 4.1. In addition the
𝔹 frame defined at point p in the problem statement, an additional frame ℂ is defined
parallel to 𝔹 with its origin at the center of mass c1. The velocity of a differential mass
element can be written using Theorem 2.16 in Chapter 2 as

v ∶= v𝕏,dm = v𝕏,p + 𝝎𝕏,𝔹 × r,

where the vector r ∶= r𝔹,dm is given by

r = xb1 + yb2 + zb3.

The linear momentum, by Definition 4.1, can be written as

p𝕏 =
∫

vdm =
∫

(v𝕏,p + 𝝎𝕏,B × r)dm.

The only term in the integrand that varies over the body is the vector r. Thus, the terms
v𝕏,p and 𝝎𝕏,𝔹 may be factored out of the integrand to obtain

p𝕏 = v𝕏,p
∫

dm + 𝝎𝕏,𝔹 ×
∫

rdm.

From the definitions of the rigid body and the center of mass position, it is known that

M =
∫

dm and rc ∶= r𝔹,c =
1
M ∫

rdm.

Substituting these expressions into the formulation for p𝕏 results in

p𝕏 = Mv𝕏,p + 𝝎𝕏,B × (Mrc), (4.1)
= M(v𝕏,p + 𝝎𝕏,B × rc).

The location of the center of mass is rc = − a
2

b1 +
b
2

b2 +
c
2

b3. When rc, v𝕏,p, and 𝝎𝕏,B are
substituted into Equation (4.1), the final expression is obtained as

p𝔹
𝕏 = M

⎧⎪⎪⎪⎨⎪⎪⎪⎩

v1 +
1
2
(c𝜔2 − b𝜔3)

v2 +
1
2
(−a𝜔3 − c𝜔1)

v3 +
1
2
(b𝜔1 + a𝜔2)

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

Alternatively, Theorem 4.1 specifies that

p𝕏 = Mv𝕏,c. (4.2)



�

� �

�

4.2 Angular Momentum of Rigid Bodies 203

The velocity of the center of mass may be derived using Theorem 2.16 as

v𝕏,c = v𝕏,p + 𝝎𝕏,𝔹 × rc

where rc is the vector that connects the point p to the center of mass. Substituting this
into Equation (4.2) results in

p𝕏 = M(v𝕏,p + 𝝎𝕏,B × rc), (4.3)

which is identical to Equation (4.1), showing that both approaches yield the same answer.

4.2 Angular Momentum of Rigid Bodies

4.2.1 First Principles

The angular momentum about a point p of a single particle in motion is equal to the
“moment of momentum.” That is, the angular momentum is the cross product of the
position vector that connects the point p to the particle and the linear momentum of
the particle. The angular momentum of a system of particles is the sum of the angular
momenta of the individual particles. As with the linear momentum of a rigid body, the
definition of the angular momentum of a rigid body can be interpreted as a limiting
case as the number of particles increases. The summation over all the particles in the
system is replaced by an integral over all the differential mass elements that make up
the rigid body.

Definition 4.3 The angular momentum h𝕏,p of a rigid body in the frame 𝕏 about
point p is given by

h𝕏,p =
∫

r × vdm

where r ∶= rp,dm is the vector connecting the point p to the differential mass dm and
v ∶= v𝕏,dm is the velocity of the differential mass dm in the frame 𝕏.

There is no restriction on the point p about which the angular momentum may be
calculated in Definition 4.3. In practice, it is often convenient to calculate the angular
momentum about an arbitrary point p by relating it to the angular momentum about
the center of mass. Theorem 4.2 describes this relationship.

Theorem 4.2 The angular momentum in the frame 𝕏 of a rigid body about the
arbitrary point p is given by

h𝕏,p = h𝕏,c + dp,c × (Mv𝕏,c)

where h𝕏,c is the angular momentum in the frame𝕏 of the rigid body about its center
of mass c, M is mass of the rigid body, dp,c is the vector connecting the point p to the
center of mass c, and v𝕏,c is the velocity of the center of mass c in the frame 𝕏.
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Proof : The proof of Theorem 4.2 relies on a decomposition of the vector r ∶= rp,dm that
locates the differential mass element dm into the sum of a vector dp,c from the point p to
the center of mass c and the vector 𝝆 from the center of mass to the differential mass ele-
ment dm. This decomposition is illustrated in Figure 4.1. Applying this decomposition
to the definition of h𝕏,p results in

h𝕏,p =
∫

r × vdm =
∫

(dp,c + 𝝆) × vdm.

Since the vector dp,c does not vary over the mass integral, it may be removed from the
integral and

h𝕏,p = dp,c ×
∫

vdm +
∫
𝝆 × vdm.

Based on prior analysis, the two integrals in this expression may be represented as

h𝕏,c =
∫
𝝆 × vdm and

∫
vdm = Mv𝕏,c,

resulting in the desired final formulation of h𝕏,p, such that
h𝕏,p = dp,c × (Mv𝕏,c) + h𝕏,c. ◽

The next two examples show that the angular momentum of realistic three dimen-
sional bodies, such as the rigid links of a robotic system, can be calculated directly from
their definition. As when calculating linear momentum, the task of calculating the angu-
lar momentum can be facilitated by utilizing the knowledge of the position and velocity
of the center of mass.

An important qualitative observation will also be made in these examples: the calcu-
lation of angular momentum for rigid bodies often introduces some common integrals
over the body, namely the cross products of inertia and the moments of inertia. These
integrals appear so frequently that they are discussed in detail in Sections 4.2.2 and 4.2.3
of this chapter. The cross products of inertia and moments of inertia also appear fre-
quently in calculations of the kinetic energy of a robotic system; hence their important
role in the analytical mechanics formulations that are presented in Chapter 5.

Example 4.4 A rectangular prism with body fixed frame 𝔹 is shown in Figure 4.5. It
rotates about the x3 = b3 axis at the angular rate 𝜃̇1.

x1

b1

a
c

b

b2

o

x2

x3, b3

Figure 4.5 Rectangular prism.
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Calculate the angular momentum h𝕏,o in the 𝕏 frame about the point o using
Definition 4.3.

Solution: The velocity in 𝕏 of the differential mass element dm is given by

v ∶= v𝕏,dm = 𝝎𝕏,𝔹 × r

where r ∶= r𝕏,dm is the position vector of the differential mass element. The vector r is
represented in terms of the basis for the b frame as

r = xb1 + yb2 + zb3

where (x, y, z) are the coordinates along the b1,b2,b3 directions. The velocity v of the
differential mass of (x, y, z) is consequently

v =
⎡⎢⎢⎣

b1 b2 b3
0 0 𝜃̇

x y z

⎤⎥⎥⎦
= −y𝜃̇b1 + x𝜃̇b2.

The definition of angular momentum results in

h𝕏,p =
∫

r × vdm =
∫

||||||||

b1 b2 b3,

x y z

−y𝜃̇ x𝜃̇ 0

||||||||
dm (4.4)

=
(
−
∫

xzdm
)
𝜃̇b1 +

(
−
∫

yzdm
)
𝜃̇b2 +

(
∫

(x2 + y2)dm
)
𝜃̇b3

where the fact that 𝜃̇,b1,b2 and b3 do not vary with the integration over the body allowed
those variables to be removed from the integrals. To evaluate the integrals, the single
integration over the mass of the body can be re-cast as a volumetric integral. Assum-
ing 𝜌 is the uniform density of the solid, the differential mass dm may be defined as
dm = 𝜌dxdydz. along the three basis vectors b1, b2, and b3. Using this expansion, it can
be seen that the integrals

(
− ∫ xzdm

)
and

(
− ∫ yzdm

)
are equal to zero. For the first,

∫
xzdm = 𝜌

∫

c
2

−c
2
∫

b
2

−b
2
∫

a

0
xzdxdydz =

∫

c
2

−c
2

zdz

⏟⏟⏟

0

∫

b
2

−b
2

dy
∫

a

0
xdx.

A similar result holds for ∫ yzdm. The third integral may be evaluated as

∫
(x2 + y2)dm = 𝜌

∫

c
2

−c
2
∫

b
2

−b
2
∫

a

0
(x2 + y2)dxdydz, (4.5)

= 𝜌
∫

c
2

−c
2

dz

(
∫

b
2

−b
2

dy
∫

a

0
x2dx +

∫

b
2

−b
2

y2dy
∫

a

0
dx

)
,

=

(
𝜌cb 1

3
a3 + a 2

3

(
b
2

)3
)

= 𝜌abc
(1

3
a2 + 1

12
b2

)
= m

(1
3

a2 + 1
12

b2
)
,
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where m = 𝜌abc, based on the definitions of the prism density and the geometry in
Figure 4.5. It is concluded that the angular momentum can be written in the form

h𝕏,p = M
(1

3
a2 + 1

12
b2

)
𝜃̇b3 =

( 1
12

M(a2 + b2) + 1
4

Ma2
)
𝜃̇b3,

=
(

I33,c + M
(a

2

)2
)
𝜃̇b3 = I33,o𝜃̇b3,

where I33,c is the b3 axis moment of inertia of the body with respect to the center of mass
and I33,o is the b3 axis moment of inertia of the body with respect to point o.

It will be shown in the sections that follow that the quantities
(
− ∫ xzdm

)
and(

− ∫ yzdm
)

are examples of the cross products of inertia of a rigid body that measure
of the symmetry of a rigid body. The integral ∫ (y2 + z2)dm is an example of a moment
of inertia of a rigid body. It measures the resistance of a rigid body to rotation.

Example 4.5 Calculate the angular momentum in 𝕏 of the rectangular prism studied
in Example 4.4 using Theorem 4.2.

Solution: First, the angular momentum h𝕏,c of the body is evaluated about its center
of mass. For this example, the origin of the body fixed frame 𝔹 is fixed at the center of
mass, as shown in Figure 4.6. The position of a differential mass dm with respect to this
frame is defined as

r = 𝛼b1 + 𝛽b2 + 𝛾b3,

where (𝛼, 𝛽, 𝛾) are the coordinates along the b1,b2,b3 directions. By following the same
essential steps as in Example 4.4, it can be shown that

h𝕏,c =
(
−
∫
𝛼𝛾dm

)
𝜃̇b1 +

(
−
∫
𝛽𝛾dm

)
𝜃̇b2 +

∫
(𝛼2 + 𝛽2)dm𝜃̇b3.

x1 x2

x3

b3

b2

b1

c

c
b

a

o

Figure 4.6 Rectangular Prisms with Body Fixed Frame at Center of Mass.
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A critical observation here is that the limits of integration in these three integrals differ
from the corresponding expression in Equation (4.5). As a result,

∫
𝛼𝛾dm = 𝜌

∫

c
2

−c
2
∫

b
2

−b
2
∫

a
2

−a
2

𝛼𝛾d𝛼d𝛽d𝛾 = 0,

∫
𝛽𝛾dm = 𝜌

∫

c
2

−c
2
∫

b
2

−b
2
∫

a
2

−a
2

𝛽𝛾d𝛼d𝛽d𝛾 = 0,

∫
(𝛼2 + 𝛽2) = 𝜌

∫

c
2

−c
2
∫

b
2

−b
2
∫

a
2

−a
2

(𝛼2 + 𝛽2)d𝛼d𝛽d𝛾 = 1
12

m(a2 + b2).

The first two integrals, ∫ 𝛼𝛾dm and ∫ 𝛽𝛾dm, can be shown to be zero simply by virtue
of the fact that

∫

c
2

−c
2

𝛾d𝛾 = 1
2
𝛾2||||

c
2

−c
2

= 0

appears as a factor in both expressions. The last integral to be expanded is

∫
(𝛼2 + 𝛽2)dm = 𝜌

∫

c
2

−c
2

d𝛾

(
∫

b
2

−b
2

d𝛽
∫

a
2

−a
2

𝛼2d𝛼 +
∫

b
2

−b
2

𝛽2d𝛽
∫

a
2

−a
2

d𝛼

)

= 𝜌c

(
b 2

3

(a
2

)3
+ a 2

3

(
b
2

)3
)

= 𝜌abc
( 1

12
a2 + 1

12
b2

)
= 1

12
M

(
a2 + b2) .

The final expression for h𝕏,c is therefore

h𝕏,c =
1

12
M(a2 + b2)𝜃̇b3.

Theorem 4.2 gives the following expression for the angular momentum about the point o

h𝕏,o = h𝕏,c + do,c × (Mv𝕏,c).

For this example, do,c = (a∕2)b1 and v𝕏,c = (a∕2)𝜃̇b2, resulting in

h𝕏,o =
1

12
m(a2 + b2)𝜃̇b3 +

(a
2

b1

)
×
(

M a
2
𝜃̇b2

)

=
( 1

12
m(a2 + b2) + 1

4
Ma2

)
𝜃̇b3 ∶=

(
I33,c + M

(a
2

)2
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

∶=I33,o

𝜃̇b3.

This is the same result as in Example 4.4. It will also be shown that the coefficient I33,o
defined in the equation as

I33,o ∶= I33,c + M
(a

2

)2

can also be obtained via the application of the parallel axis theorem for inertia discussed
in Section 4.2.3.3.
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Theorem 4.2 states a general relationship between the angular momentum about an
arbitrary point p and about the center of mass c of a rigid body. The theorem was derived
by decomposing the position vector into the sum r = dp,c + 𝝆. Another useful form for
the angular momentum can be achieved by decomposing the velocity vector instead of
the position vector. The next theorem makes use of this strategy. The resulting form for
the angular momentum will be critical in the discussions of the inertia matrix in the
following sections.

Theorem 4.3 The angular momentum h𝕏,p of a rigid body in the frame 𝕏 about
the point p is given by

h𝕏,p = dp,c × (Mv𝕏,p) +
∫

r × (𝝎𝕏,𝔹 × r)dm

where M is the total mass of the body, the vector dp,c connects the point p to the
center of mass c, v𝕏,p is the velocity of the point p in the frame 𝕏, 𝝎𝕏,𝔹 is the angular
velocity of the body frame 𝔹 in the frame 𝕏, and r ∶= rp,dm is the vector from the
point p to the differential mass dm.

Proof : From the definition of the angular momentum for a rigid body,

h𝕏,p =
∫

r × vdm.

Because the point p and the differential mass are on the same body, the velocity v may
be defined with respect to the velocity of point p using Theorem 2.16 in Chapter 2,

h𝕏,p =
∫

r × (v𝕏,p + 𝝎𝕏,𝔹 × r)dm.

The velocity of the point p does not vary over the integral, and the first term may be
simplified by noting that

∫
r × v𝕏,pdm =

(
∫

rdm
)
× v𝕏,p = dp,c × (Mv𝕏,p).

Combining these expressions results in

h𝕏,p = dp,c × (Mv𝕏,p) +
∫

r × (𝝎𝕏,𝔹 × r)dm.
◽

4.2.2 Angular Momentum and Inertia

The last section introduced the definition of angular momentum for rigid bodies
and derived theorems that can be used for its calculation. As shown in Examples 4.4
and 4.5, the calculation of angular momentum can require the evaluation of integrals
over the body that have the form

(
− ∫ xzdm

)
,
(
− ∫ yzdm

)
and ∫ (x2 + y2)dm. The

integrals
(
− ∫ xzdm

)
and

(
− ∫ yzdm

)
are examples of the cross products of inertia,

and the integral ∫ (x2 + y2)dm is an example of a moment of inertia of a rigid body.
The cross products and moments of inertia are used to construct the inertia matrix
for a rigid body. These definitions are important because most commonly encountered
expressions for angular momentum in applications are cast in terms of the inertia
matrix.
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Definition 4.4 Let 𝕐 be a frame whose origin is located at the point p. Suppose
the position vector r ∶= r𝕐 ,dm of a differential mass element dm in the rigid body is
expressed in terms of the 𝕐 basis as

r = xy1 + yy2 + zy3.

The inertial matrix I𝕐p of the rigid body about the point p relative to the frame 𝕐 is
given by

I𝕐p =
⎡⎢⎢⎢⎣

I11 I12 I13

I12 I22 I23

I13 I23 I33

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

∫ (y2 + z2)dm − ∫ xydm − ∫ xzdm

− ∫ xydm ∫ (x2 + z2)dm − ∫ yzdm

− ∫ xzdm − ∫ yzdm ∫ (x2 + y2)dm

⎤⎥⎥⎥⎦
.

The diagonal terms I11, I22, I33 are the moments of inertia, and the off-diagonal entries
I12, I13, I23 are the products of inertia, about the point p with respect to the 𝕐 basis.

The inertia matrix I𝕐p about the point p relative to the frame 𝕐 utilizes the 𝕐 super-
script to denote the basis vectors for which the matrix is defined. As in earlier chapters,
the convention that a superscript denotes the coordinates of a vector relative to a specific
choice of frame is used. For example, if a is an arbitrary vector, a𝕐 denotes the compo-
nents of the vector a as expressed in terms of the 𝕐 basis. The inertia matrix about a
point p relative to a frame 𝕐 contains the components of the inertia tensor expressed in
terms of the tensor basis 𝕐 ⊗ 𝕐 . A vector is a first order tensor, and the inertia tensor
is a second order tensor. Appendix A contains a detailed discussion of tensors for the
interested reader.

The point p used to define the angular momentum h𝕏,p in Definition 4.3 can be any
point in the mechanical system. The most general form for the angular momentum in
terms of the inertia matrix that will be used is derived in the following theorem.

Theorem 4.4 Suppose that a body with fixed frame 𝔹 moves relative to the frame
𝕏. The components h𝕐

𝕏,p of the angular momentum in 𝕏 relative to the basis of the
frame 𝕐 are given by

h𝕐
𝕏,p = I𝕐p𝝎𝕐

𝕏,𝔹 + (dp,c × (Mv𝕏,p))𝕐 (4.6)

where 𝝎𝕏,𝔹 is the angular velocity of the 𝔹 frame in the 𝕏 frame, I𝕐p is the inertia
matrix about the point p relative to the frame 𝕐 , dp,c is the vector connecting the
point p to the center of mass c, and v𝕏,p is the velocity of the point p in the frame 𝕏.

This theorem will be proven while carrying out the proof of Theorem 4.5.
Equation (4.6) is useful in many applications because of its generality. For example, this
theorem will constitute the technical foundation for the most general variant of Euler’s
second law of motion for rigid bodies presented in Section 4.3 of this chapter. This form
of Euler’s second law serves as the foundation for the numerically efficient recursive
order (N) formulations of kinematics and dynamics of robotic systems.



�

� �

�

210 4 Newton–Euler Formulations

Still, despite its generality, Theorem 4.4 is frequently modified so that it is easier to
use in direct application to individual problems. It is most common to select the point p
in applications so that the term (dp,c × Mv𝕏,p)𝕐 is identically equal to zero. This is most
easily accomplished by choosing the point p to be either fixed in the frame 𝕏, or by
selecting the point p to be the center of mass of the rigid body.

Theorem 4.5 Suppose that a body with fixed frame 𝔹 moves relative to the frame
𝕏, and that the point p is either the center of mass of the rigid body or is a point of
the rigid body that is fixed in the frame 𝕏. Then the components h𝕐

𝕏,p of the angular
momentum in 𝕏 relative to the basis for a frame 𝕐 are given by the matrix product

h𝕐
𝕏,p = I𝕐p𝝎𝕐

𝕏,𝔹

where 𝝎𝕏,𝔹 is the angular velocity of the 𝔹 frame in the 𝕏 frame and I𝕐p is the inertia
matrix about the point p relative to the frame 𝕐 .

Proof : First, the conclusion reached in Theorem 4.5 will be expanded upon. Suppose
that the angular velocity vector𝝎𝕏,𝕐 , position vector r ∶= rp,dm, and angular momentum
vector h𝕏,p are expressed in terms of the basis for the 𝕐 frame as

𝝎𝕏,𝔹 ∶= 𝜔1y1 + 𝜔2y2 + 𝜔3y3,

r ∶= xy1 + yy2 + zy3,

h𝕏,p ∶= h1y1 + h2y2 + h3y3.

The matrix equation h𝕐
𝕏,p = I𝕐p𝝎𝕐

𝕏,𝔹 becomes

⎧⎪⎨⎪⎩

h1

h2

h3

⎫⎪⎬⎪⎭
=

⎡⎢⎢⎢⎣

I11 I12 I13

I21 I22 I23

I31 I32 I33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜔1

𝜔2

𝜔3

⎫⎪⎬⎪⎭
.

The proof of this theorem follows from Theorem 4.3 when it is noted that the point p is
by hypothesis either the center of mass or a point that is fixed in the ground frame. In
the former case dp,c = 𝟎, and in the latter case v𝕏,p = 𝟎. Theorem 4.3 implies that

h𝕏,p = dp,c × Mv𝕏,p
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

=0

+
∫

r × (𝝎𝕏,𝔹 × r)dm.

Since each of the vectors is assumed to be given in terms of their components relative
to the same basis 𝕐 , it can be directly computed that

h𝕏,p =
∫

|||||||

y1 y2 y3

x y z
(z𝜔2 − y𝜔3) (x𝜔3 − z𝜔1) (y𝜔1 − x𝜔2)

|||||||
dm,

=
∫

⎧⎪⎨⎪⎩

((y2 + z2)𝜔1 − xy𝜔2 − xz𝜔3)y1

+(−xy𝜔1 + (x2 + z2)𝜔2 − yz𝜔3)y2

+(−xz𝜔1 − yz𝜔2 + (x2 + y2)𝜔3)y3

⎫⎪⎬⎪⎭
dm.
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This equation can be rewritten as

h𝕐
𝕏,p =

⎧⎪⎨⎪⎩

h1

h2

h3

⎫⎪⎬⎪⎭
=

⎡⎢⎢⎢⎣

∫ (y2 + z2)dm − ∫ xydm − ∫ xzdm

− ∫ xydm ∫ (x2 + z2)dm − ∫ yzdm

− ∫ xzdm − ∫ yzdm ∫ (x2 + y2)dm

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

I𝕐p

⎧⎪⎨⎪⎩

𝜔1

𝜔2

𝜔3

⎫⎪⎬⎪⎭
⏟⏟⏟

𝝎
𝕐
𝕏,𝔹

.

The steps above also prove Theorem 4.5, where the term dpc × (Mv𝕏,p) is not equal to
zero in general. In that case, it has been shown that h𝕐

𝕏,p = I𝕐p𝝎𝕐
𝕏,𝔹 + (dp,c × (Mvx,p))𝕐 . ◽

Theorem 4.5 will be used in numerous applications, and it is vital to note the different
roles of the frames 𝕏, 𝔹 and 𝕐 in the theorem. The body fixed frame is 𝔹, which is
assumed to move relative to the frame 𝕏. In the next section Euler’s laws will be stated,
which hold in an inertial frame. The inertial frame will be chosen to be𝕏. In other words,
the frames 𝕏 and 𝔹 are connected to the physics of the problem at hand. The frame 𝕐
can be any frame whatsoever, and is used to provide a basis to conveniently express the
components of the physical vectors 𝝎𝕏,𝔹 and h𝕏,p.

Example 4.6 The inertia matrix I𝔻c of a satellite depicted in the configuration shown
in Figure 4.7 about its own center of mass is given by

I𝔻c =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
. (4.7)

d1
d2

d3

Figure 4.7 Satellite with body fixed frame.
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Suppose that the satellite is traveling in an orbit as described in Example 2.6 in
Chapter 2. Figure 4.8 depicts the right ascension 𝜙 and inclination 𝜓 of the orbit.
The inclination of the orbital plane is 𝜓 and the right ascension is 𝜙. Assume that
at the instant shown the distance from the center of the earth to the center of mass of
the satellite is R and that the velocity of the center of mass of the satellite is

v𝔼,c = V (cos 𝜉b1 + sin 𝜉b2)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

unit vector tangent to path

= V d1, (4.8)

where V is the speed and 𝜉 measures the angle of rotation of the velocity vector with
respect to the b1 axis. The unit vector d1 is along the direction of flight of the satellite
and is depicted in Figure 4.9. Calculate the angular momentum in the 𝔼 frame of the
satellite about the center of the earth. Express the answer in terms of the basis for the 𝔼
frame.

(a) Right Ascension (b) Inclination

a1

e1

e3 = a3

e2

a2

ϕ

a3

b3

a1 = b1

b2

a2

ψ

Figure 4.8 Orbital plane definition.

b1

b2

c1

c2

d1

d2
o

cdo,c

v

ξ 

α

Figure 4.9 Frame definitions in the orbital plane.

Solution: Theorem 4.2 can be used to relate the angular momentum of the satellite
about the center of the earth and about its own center of mass

h𝔼,o = h𝔼,c + do,c × (Mv𝔼,c). (4.9)
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The angular momentum of the vehicle about its own center of mass is calculated using
Theorem 4.5 to be

h𝔻
𝔼,c = I𝔻c 𝝎𝔻

𝔼,𝔻.

The angular velocity of the satellite in the earth frame is
𝝎𝔼,𝔻 = 𝝎𝔼,𝔹

⏟⏟⏟

0

+ 𝝎𝔹,𝔻
⏟⏟⏟

𝜉̇d3

,

= 𝜉̇b3 = 𝜉̇d3,

so that

h𝔻
𝔼,c =

⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜉̇

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

0

0

I33𝜉̇

⎫⎪⎬⎪⎭
. (4.10)

The vector that connects the center of the earth to the mass center of the satellite is
rc ∶= r𝕏,c where

rc = Rc1 = R(cos 𝛼b1 + sin 𝛼b2).

The second term in Equation (4.9) can be expanded as

do,c × Mv𝔼,c = MVR

||||||||

b1 b2 b3

cos 𝛼 sin 𝛼 0

cos 𝜉 sin 𝜉 0

||||||||
, (4.11)

= MVR(cos 𝛼 sin 𝜉 − cos 𝜉 sin 𝛼)b3,

= MVR sin(𝜉 − 𝛼)b3.

The sum of terms in Equation (4.10) and (4.11) gives the desired result if these two terms
are represented in a common basis. The relationship between the frame 𝔻 and 𝔹 is given
by the rotation matrix

R𝔻
𝔹 =

⎡⎢⎢⎢⎣

cos 𝜉 sin 𝜉 0

− sin 𝜉 cos 𝜉 0

0 0 1

⎤⎥⎥⎥⎦
.

The angular momentum is

h𝔻
𝔼,o =

⎧⎪⎨⎪⎩

0

0

I33𝜉̇

⎫⎪⎬⎪⎭
+

⎡⎢⎢⎢⎣

cos 𝜉 sin 𝜉 0

− sin 𝜉 cos 𝜉 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

mVR sin(𝜉 − 𝛼)

⎫⎪⎬⎪⎭
,

=
⎧⎪⎨⎪⎩

0

0

I33𝜉̇ + mVR sin(𝜉 − 𝛼)

⎫⎪⎬⎪⎭
.
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The expression for the components relative to the basis for the 𝔼 frame can be
obtained by premultiplying this equation by the rotation matrix R𝔼

𝔹 from Example 2.6 in
Chapter 2,

h𝔼
𝔼,o = R𝔼

𝔸R𝔸
𝔹R𝔹

𝔻h𝔻
𝔼,o.

As a result, the angular momentum of the satellite about the center of the earth is
given by

h𝔼
𝔼,0 =

⎡⎢⎢⎢⎣

cos𝜙 − sin𝜙 0

sin𝜙 cos𝜙 0

0 0 1

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R𝔼
𝔸

⎡⎢⎢⎢⎣

1 0 0

0 cos𝜓 − sin𝜓

0 sin𝜓 cos𝜓

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R𝔸
𝔹

⎡⎢⎢⎢⎣

cos 𝜉 − sin 𝜉 0

sin 𝜉 cos 𝜉 0

0 0 1

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

R𝔹
𝔻

⎧⎪⎨⎪⎩

0

0

h3

⎫⎪⎬⎪⎭

where h3 = I33𝜉̇ + mVR sin(𝜉 − 𝛼).

4.2.3 Calculation of the Inertia Matrix

The integrals that appear in the Definition 4.4 depend on the choice of the frame 𝕐 .
With all the possible choices available for the frame 𝕐 in Theorem 4.5, it is important
that efficient techniques are available for calculating inertia matrices relative to different
coordinate frames. This section describes several theorems and techniques that facilitate
the calculation of the inertia matrix in typical applications.

Sections 4.2.3.1 and 4.2.3.3 discuss the inertia rotation transformation law and the
parallel axis theorem. The inertia rotation transformation law describes how to relate
inertia matrices calculated with respect to two frames with the same origin but different
orientations. The parallel axis theorem describes how to relate inertia matrices calcu-
lated with respect to two frames having parallel orientations, but with origins at the
center of mass and an arbitrary point p. By combining these two results, the inertia
matrix relative to any arbitrary frame can be calculated if the inertia matrix relative to a
given frame is known.

Section 4.2.3.2 summarizes the construction of principal axes with respect to which
the inertia matrix assumes a diagonal form. When possible, it is convenient to cast
problems in terms of the principal axes, as it reduces the number of parameters in the
equations of motion.

Section 4.2.3.4 details the role of symmetry in the calculation of the inertia matrix. It
will be shown that by identifying coordinate planes of symmetry it is often possible to
conclude that certain products of inertia in the inertia matrix are zero, without having
to calculate them explicitly.

4.2.3.1 The Inertia Rotation Transformation Law
This section derives the equation used to relate rotation matrices that are defined from
frames that have a common origin, but are rotated relative to one another. The equations
derived in Theorem 4.6 are a special case of the tensor transformation laws familiar in
tensor analysis. A comprehensive treatment can be found in [7]. The theorem below
summarizes the transformation laws that relate the inertia matrices associated with
frames that are rotated relative to one another.



�

� �

�

4.2 Angular Momentum of Rigid Bodies 215

Theorem 4.6 Let I𝕐p and Iℤp be the inertia matrices of a rigid body relative to the
frames 𝕐 and ℤ, respectively, which have a common origin at p. These inertia matri-
ces satisfy

Iℤp = Rℤ
𝕐 I𝕐p (Rℤ

𝕐 )
T = Rℤ

𝕐 I𝕐p R𝕐
ℤ,

I𝕐p = R𝕐
ℤIℤp (R𝕐

ℤ)
T = R𝕐

ℤIℤp Rℤ
𝕐 .

These expressions should be compared and contrasted to the trnasformation laws for
the components of a vector u,

uℤ = Rℤ
𝕐 u𝕐 .

The coordinate change for a vector, which is a first order tensor, premultiplies the
components by a rotation matrix. The coordinate transformation for the inertia matrix,
which is a second order tensor, premultiplies and postmultiplies the components by a
rotation matrix and its transpose, respectively. See Appendix A for a detailed discussion.

Proof : The inertia matrices satisfies the equation that relates the angular momentum
and the angular velocity vectors in Theorem 4.5,

h𝕐
𝕏,p = I𝕐p𝝎𝕐

𝕏,𝔹 and hℤ
𝕏,p = Iℤp𝝎ℤ

𝕏,𝔹.

But the angular momentum h𝕏,p and angular velocity𝝎𝕏,𝔹 are themselves vectors whose
components transform via the application of the rotation matrices Rℤ

𝕐 or R𝕐
ℤ, such that

h𝕐
𝕏,p = R𝕐

ℤhℤ
𝕏,p and 𝝎

𝕐
𝕏,𝔹 = R𝕐

ℤ𝝎
ℤ
𝕏,𝔹.

If these are substituted into the equations above, the formulation results in

R𝕐
ℤhℤ

𝕏,p = I𝕐p R𝕐
ℤ𝝎

ℤ
𝕏,𝔹,

hℤ
𝕏,p = Rℤ

𝕐 I𝕐p (Rℤ
𝕐 )

T

⏟⏞⏞⏞⏟⏞⏞⏞⏟

Iℤp

𝝎
ℤ
𝕏,𝔹.

The second equation in the theorem follows from the first when the first is premultiplied
by R𝕐

ℤ and postmultiplied by (R𝕐
ℤ)

T . ◽

Example 4.7 The inertia matrix of the rigid body shown in Figure 4.10 relative to the
body fixed frame 𝔹 that has its origin at the point p is given by

I𝔹p =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
.

The link is fixed with respect to the ground frame 𝕐 that shares an origin with frame
𝔹 at point p. Frame 𝕐 is mapped into frame 𝔹 by a 30∘ rotation about y3. Calculate the
inertia matrix about the point p relative to the 𝕐 frame shown in Figure 4.10.
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y3, b3 y1

b1
p

b2

y2

Figure 4.10 Single link rotated with respect to ground frame.

Solution: The transformation law for the inertia matrix yields the following theorem
that relates the inertia matrices I𝕐p and I𝔹p

I𝕐p = R𝕐
𝔹I𝔹p (R𝕐

𝔹)
T .

The change of basis between the frames 𝔹 and 𝕐 can be derived by inspection of the
geometry and is determined by the rotation matrices

R𝕐
𝔹 =

⎡⎢⎢⎢⎢⎢⎢⎣

√
3

2
−1

2
0

1
2

√
3

2
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦

and R𝔹
𝕐 =

⎡⎢⎢⎢⎢⎢⎢⎣

√
3

2
1
2

0

−1
2

√
3

2
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦

.

Putting these results together yields the desired inertia matrix

I𝕐p =

⎡⎢⎢⎢⎢⎢⎢⎣

√
3

2
−1

2
0

1
2

√
3

2
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

√
3

2
1
2

0

−1
2

√
3

2
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦

,

=

⎡⎢⎢⎢⎢⎢⎢⎣

3
4

I11 +
1
4

I22

√
3

4
I11 −

√
3

4
I22 0

√
3

4
I11 −

√
3

4
I22

1
4

I11 +
3
4

I22 0

0 0 I33

⎤⎥⎥⎥⎥⎥⎥⎦

.
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Example 4.8 The inertia matrix of the satellite shown in Figure 4.11a about its center
of mass relative to the 𝔻 frame is given by the sum

I𝔻c =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
+

⎡⎢⎢⎢⎣

K11 0 0

0 K22 0

0 0 K33

⎤⎥⎥⎥⎦
where I11, I22, I33 are the moments of inertia of the central body about the system center
of mass and K11,K22,K33 are the moments of inertia of the solar arrays about the system
center of mass.

c3,

c1, c2, d2

c1, d1

d3

c2,

c3

d3

d2

(a) 0° Solar Panel Rotation (b) 90° Solar Panel Rotation

d1

Figure 4.11 Satellite with central body and solar panel fixed frames.

Use the inertia rotation transformation law to derive the system inertia matrix when
the solar arrays are rotated by 90∘ about the d1 axis as depicted in Figure 4.11b.

Solution: Let the ℂ frame be a set of axes fixed relative to the solar arrays. The origin of
the ℂ frame is located at the system center of mass, and the ℂ frame is parallel to the d
frame as shown in Figure 4.11a. In Figure 4.11b the solar arrays have been rotated by 90∘.
The rotation matrix that relates the ℂ frame and the 𝔻 frame depicted in Figure 4.11b is
given by

R𝔻
ℂ =

⎡⎢⎢⎢⎣

1 0 0

0 0 −1

0 1 0

⎤⎥⎥⎥⎦
.

By the inertia rotation transformation law, the inertia matrix of the solar arrays about
the system center of mass relative to the 𝔻 frame depicted in Figure 4.11a is given by

I𝔻c = R𝔻
ℂIℂc Rℂ

𝔻,

=
⎡⎢⎢⎢⎣

1 0 0

0 0 −1

0 1 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

K11 0 0

0 K22 0

0 0 K33

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0

0 0 1

0 −1 0

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

K11 0 0

0 K33 0

0 0 K22

⎤⎥⎥⎥⎦
.
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The inertia matrix for the satellite about its center of mass is consequently given by the
sum

⎡⎢⎢⎢⎣

I11 + K11 0 0

0 I22 + K33 0

0 0 I33 + K22

⎤⎥⎥⎥⎦
.

Note that the rotation transformation in this case agrees with intuition: the new inertia
matrix is just obtained by permuting the entries of the original inertia matrix of the solar
arrays.

4.2.3.2 Principal Axes of Inertia
Theorem 4.6 provides a direct way to calculate the inertia matrix relative to some rotated
frame from the inertia matrix associated with a given frame, provided the two frames
have a common origin. In general, the inertia matrix is a full 3 × 3 matrix. There are
certain choices of the frame that simplify the form of the inertia matrix. The definition
of the principal axes, given below, describes a choice of coordinates that yields a diagonal
inertia matrix.

Definition 4.5 The frame 𝕐 having origin at p defines a set of principal axes at the
point p for a rigid body whenever the inertia matrix I𝕐p is diagonal,

I𝕐p =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
The diagonal terms I11, I22, I33 are the principal moments of inertia associated with

the basis 𝕐 .

For rigid bodies with complex geometry, it may not be evident that there is any special
structure of the inertia matrix. However, for any point in a rigid body there is always a set
of axes at the point relative to which the inertia matrix is diagonal. That is, there exists a
set of principal axes at every point in the rigid body. The following theorem summarizes
this fact.

Theorem 4.7 Let p be a point in a rigid body. There is a set of principal axes fixed
in the body that have their origin at point p.

Proof : This theorem will be proven in detail because the procedure is constructive and
provides a way of directly solving practical problems. Background material for this
section can be found in Appendix A. Suppose an inertia matrix Iℤp relative to the basis
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of the frame ℤ is given. First, the eigenvectors 𝝓1,𝝓2,𝝓3 and eigenvalues 𝜆1, 𝜆2, 𝜆3 are
calculated from the solution of the algebraic eigenvalue problem

Iℤp𝝓i = 𝜆i𝝓i.

From Theorem A.11 in Appendix A, since I𝔹p is real and symmetric, it is always possible
to scale the eigenvectors so that the modal matrix 𝛷 =

[
𝝓1 𝝓2 𝝓3

]
has the properties

that

𝛷T𝛷 =
⎡⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

⎤⎥⎥⎥⎦
and 𝛷T Iℤp𝛷 =

⎡⎢⎢⎢⎣

𝜆1 0 0

0 𝜆2 0

0 0 𝜆3

⎤⎥⎥⎥⎦
.

From this, it is concluded that it is possible to choose the eigenvectors so that the matrix
𝛷 is orthogonal. In fact, the eigenvectors in the columns of 𝛷 may always be ordered
and scaled so that they correspond to a right hand basis. Define the frame 𝕐 via the
introduction of the rotation matrix Rℤ

𝕐 ∶= 𝛷. As a result,

I𝕐p = R𝕐
ℤIℤp (R𝕐

ℤ)
T = 𝛷T Iℤp𝛷 =

⎡⎢⎢⎢⎣

𝜆1 0 0

0 𝜆2 0

0 0 𝜆3

⎤⎥⎥⎥⎦
.

The frame 𝕐 defines a set of principal axes at p for the rigid body. The principal moments
of inertia are the eigenvalues 𝜆1, 𝜆2, 𝜆3. ◽

Example 4.9 Find a set of principal axes of the inertia matrix

I𝕐p =
⎡⎢⎢⎢⎣

3 −1 0

−1 3 0

0 0 5

⎤⎥⎥⎥⎦
.

Solution: The characteristic polynomial is

p(𝜆) = det|I𝕐p − 𝜆𝕀| = det

||||||||

(3 − 𝜆) −1 0

−1 (3 − 𝜆) 0

0 0 5 − 𝜆

||||||||
= (5 − 𝜆)(𝜆 − 4)(𝜆 − 2).

The eigenvalues, or principal moments of inertia, are the roots of the characteristic
polynomial 𝜆1 = 2, 𝜆2 = 4, and 𝜆3 = 5. The principal axes are determined from the
eigenvectors associated with each of these roots. For 𝜆3 = 5, the eigenvector must
satisfy

[I𝕐p − 𝜆𝕀]𝝓 = 𝟎,

=
⎡⎢⎢⎢⎣

−2 −1 0

−1 −2 0

0 0 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙1

𝜙2

𝜙3

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
.
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From the first two equations, it must be the case that 𝜙1 = 𝜙2 = 0, while the third
equation allows for 𝜙3 to be arbitrary. A unit eigenvector associated with 𝜆3 = 5 may
then be defined as

𝝓3 =
⎧⎪⎨⎪⎩

0

0

1

⎫⎪⎬⎪⎭
.

Repeating this procedure for 𝜆1 = 2 results in
⎡⎢⎢⎢⎣

1 −1 0

−1 1 0

0 0 4

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙1

𝜙2

𝜙3

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
.

The last equation yields 𝜙3 = 0, while the first two equations require that 𝜙1 = 𝜙2. As a
result, a unit eigenvector 𝝓1 associated with 𝜆1 = 2 is

𝝓1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1√
2

1√
2

0

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

Repeating this procedure for 𝜆2 = 4 results in

⎡⎢⎢⎢⎣

−1 −1 0

−1 −1 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙1

𝜙2

𝜙3

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
.

As before, the third equation specifies that 𝜙3 = 0 and the first two equations require
that 𝜙1 = −𝜙2. A unit eigenvector 𝝓2 corresponding to 𝜆 = 4 is defined as

𝝓2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1√
2

−1√
2

0

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

To obtain the desired rotation matrix, the unit eigenvectors must be assembled into a
rotation matrix R, taking care to make sure that det(R) = +1. This may be facilitated by
multiplying the unit vector by −1.

R =
[
𝝓1 −𝝓2 𝝓3

]
=

⎡⎢⎢⎢⎢⎢⎢⎣

1√
2

− 1√
2

0

1√
2

1√
2

0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦

.
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It may be verified that this matrix satisfies the relationships

RT R = RRT = 𝕀 and RT I𝕐p R =
⎡⎢⎢⎢⎣

2 0 0

0 4 0

0 0 5

⎤⎥⎥⎥⎦
.

4.2.3.3 The Parallel Axis Theorem
Theorem 4.6 summarizes how the inertia relative to one set of axes may be used to cal-
culate the inertia relative to a rotated basis. The two frames must have the same origin
when applying Theorem 4.6. The parallel axis theorem, in contrast, relates the inertia
matrix about a point p in terms of the inertia matrix about the center of mass. In this
case the frames are not rotated relative to each other; they are parallel.

Theorem 4.8 Let the position of a differential mass element in a rigid body be
given by the coordinates (x, y, z) relative to a basis whose origin is at p, and by the
coordinates (𝛼, 𝛽, 𝛾) relative to a parallel frame whose origin is at the center of mass.
Suppose the two coordinates systems are related by the equations

x = 𝛼 + x, y = 𝛽 + y, z = 𝛾 + z.

The moments of inertia relative to these two frames satisfy

I11,p = I11,c + M(y2 + z2), I22,p = I22,c + M(x2 + z2), I33,p = I33,c + M(x2 + y2).

In these equations I11,p, I22,p, I33,p and I11,c, I22,c, I33,c are the moments of inertia relative
to the frame that has its origin at point p and point c, respectively. The cross products
of inertia relative to the two frames satisfy

I12,p = I12,c − Mxy, I13,p = I13,c − Mxz, I23,p = I23,c − Myz.

In these equations I12,p, I13,p, I23,p and I12,c, I13,c, I23,c are the cross products of inertia
relative to the frame that has its origin at points p and point c, respectively.

Proof : As all of the equations for the moments of inertia are similar, the equation is only
derived for I11,p. By definition,

I11,p =
∫

(y2 + z2)dm =
∫

((𝛽 + y)2 + (𝛾 + z)2)dm,

=
∫

(𝛽2 + 𝛾2)dm
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

I11,c

+ (y2 + z2)
∫

dm + 2y
∫
𝛽dm

⏟⏟⏟

=0

+ 2z
∫
𝛾dm

⏟⏟⏟

=0

.

The first term on the right is equal by definition to the moment of inertia about the
center of mass. The last two terms on the right are equal to zero by the definition of the
center of mass, which is located at the origin of the (𝛼, 𝛽, 𝛾) coordinate system.
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The analysis of the cross products of inertia is similar; only the equation for I12,p is
derived. By definition,

I12,p = −
∫

xydm = −
∫

(𝛼 + x)(𝛽 + y)dm,

= −
∫
𝛼𝛽dm

⏟⏞⏞⏞⏟⏞⏞⏞⏟

I12,c

− xy
∫

dm − x
∫
𝛽dm

⏟⏟⏟

=0

− y
∫
𝛼dm

⏟⏟⏟

=0

.

The first term on the right is by definition the cross product of inertia I12,c. The last two
terms are zero by the definition of the center of mass, which is located at the origin of
the (𝛼, 𝛽, 𝛾) coordinate system. ◽

The parallel axis theorem is lengthy, as written in Theorem 4.8. The following theorem
expresses the parallel axis theorem in matrix form and can be useful in programming
implementations.

Theorem 4.9 The parallel axis theorem in theorem 4.8 can be written in matrix
form as

I𝔹p = I𝔹c − MS2(r) (4.12)

where M is the mass of the rigid body, I𝔹p is the inertia matrix about the point p
relative to the frame 𝔹, I𝔹c is the inertia matrix relative to a frame that is parallel
to 𝔹 and that has its origin at the center of mass, S(⋅) is the skew operator, and
r ∶= (x, y, z).

Proof : The proof stems directly from the expansion of the term S2(r), which is

S2(r) = S(r)S(r),

=
⎡⎢⎢⎢⎣

0 −z y

z 0 −x

−y x 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

0 −z y

z 0 −x

−y x 0

⎤⎥⎥⎥⎦
,

=

⎡⎢⎢⎢⎢⎣

−(y2 + z2) xy xz

xy −(x2 + z2) yz

xz yz −(x2 + y2)

⎤⎥⎥⎥⎥⎦
.

By inspection, Equation (4.12) is identical to the collection of scalar equations in the
conclusion of Theorem 4.8. ◽



�

� �

�

4.2 Angular Momentum of Rigid Bodies 223

Example 4.10 This problem calculates the inertia matrix for the horizontal arm of the
cylindrical robot shown in Figure 4.12. Use the inertia rotation transformation law and
the parallel axis theorem to calculate the inertia matrix I𝕏o for the horizontal arm with
respect to the frame 𝕏 with origin at point o from the inertia matrix

I𝔹c =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
of the horizontal arm about its own center of mass at point c. Note that bi is not parallel
to xi for i = 1, 2, 3.

x2

x3

b3

c

c

a

b

o

b2

b1

x1

Figure 4.12 Cylindrical Robot.

Solution: First, a virtual frame ℂ will be defined at the horizontal link center of mass
that is parallel with frame 𝕏. The rotation matrix

Rℂ
𝔹 =

⎡⎢⎢⎢⎣

0 1 0

0 0 1

1 0 0

⎤⎥⎥⎥⎦
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maps the basis for the 𝔹 frame into the ℂ frame. The inertia matrix with respect to the
ℂ frame is then

Iℂc = Rℂ
𝔹I𝔹c (Rℂ

𝔹)
T =

⎡⎢⎢⎢⎣

0 1 0

0 0 1

1 0 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

0 0 1

1 0 0

0 1 0

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

I22 0 0

0 I33 0

0 0 I11

⎤⎥⎥⎥⎦
.

The inertia rotation transformation law yields the inertia Iℂc that corresponds to the
reordering of the principal moments of inertia I11, I22, I33. Let 𝛼, 𝛽, 𝛾 be the coordinates
located at the center of mass along the c1, c2, c3 directions, respectively. The coordinates
x, y, z are along the x1, x2, x3 directions. In general,

x = 𝛼 + x, y = 𝛽 + y, z = 𝛾 + z. (4.13)

The constants x, y, z may be calculated by evaluating these equations at a particular
point. For example, the origin of the ℂ frame has coordinates (𝛼, 𝛽, 𝛾) = (0, 0, 0) with
respect to the ℂ frame, and it has coordinates (x, y, z) = (a, b, c) with respect to the 𝕏
frame. When these values are substituted into Equation (4.13),

a = 0 + x, b = 0 + y, c = 0 + z.

By the parallel axis theorem, the moments of inertia are

I11,o = I11,c + M(y2 + z2) = I22 + M(b2 + c2),

I22,o = I22,c + M(x2 + z2) = I33 + M(a2 + c2),

I33,o = I33,c + M(x2 + y2) = I11 + M(a2 + b2),

and the cross products of inertia are

I12,o = I12,c − Mxy = −M(a)(b) = −Mab,
I13,o = I13,c − Mxz = −M(a)(c) = −Mac,
I23,o = I23,c − Myz = −Mbc.

Collecting these into I𝕏o results in

I𝕏o =
⎡⎢⎢⎢⎣

M(b2 + c2) −Mab −Mac

−Mab M(a2 + c2) −Mbc

−Mac −Mbc M(a2 + b2)

⎤⎥⎥⎥⎦
.

4.2.3.4 Symmetry and Inertia
The explicit calculation of the integrals that appear in the inertia matrix can be difficult
to calculate analytically. In cases of complex geometry, the calculation of closed form
expressions can be intractable. Numerical techniques to estimate the inertia matrix are
now a standard feature of solid modeling and computer aided design software. The algo-
rithms involved in such calculations are not complex, and require implementation of
numerical quadrature formulae to estimate the integrals as a weighted sum of functional
evaluations. The most difficult task in implementing this approximation procedure is the
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characterization of the geometry of the rigid body, but this is precisely the job at which
solid modeling and computer aided design programs excel.

Still, even for the most complex geometric models, it is often possible to reduce the
work required to evaluate the inertia matrix by utilizing the body’s symmetry. The identi-
fication of a specific coordinate plane of symmetry implies that cross products of inertia
involving the coordinate perpendicular to the plane of symmetry are equal to zero.
Before stating this theorem, the mathematical definition of a coordinate plane of sym-
metry will be presented.

Definition 4.6 Suppose that x1, x2, x3 are coordinates along the basis vectors
x1, x2, x3 of the frame 𝕏. The x1 − x2 plane of the frame 𝕏 is a plane of symmetry of
a rigid body if for each differential mass element in the body located at (x1, x2, x3)
there is a differential mass element located at (x1, x2,−x3). In other words,

𝜌(x1, x2, x3)dx1dx2dx3 = 𝜌(x1, x2,−x3)dx1dx2dx3

for all x1, x2, x3 in the body where the density of the rigid body is 𝜌. Similar definitions
of the 1–3 and 2–3 planes of symmetry hold.

This definition specifies that a plane of symmetry splits the body into two pieces that
are reflections of each other across the plane of symmetry. The importance of identifying
a plane of symmetry in applications is demonstrated in the following theorem.

Theorem 4.10 Suppose that the xi–xj plane of the 𝕏 frame is a plane of symmetry
of the rigid body. Then the cross products of inertia

I𝕏ik = 0,

I𝕏jk = 0,

for k ≠ i and k ≠ j. If there exist at least two planes of symmetry relative to the frame
𝕏, the frame 𝕏 defines a set of principal axes for the rigid body.

Proof : The proof of this theorem is built on a few fundamental facts from calculus. ◽

Definition 4.7 A function f ∶ ℝ → ℝ is an odd function if and only if

−f (x) = f (−x)

for all x ∈ ℝ.

Building on this definition for a single variable function, a multivariable function
f ∶ℝN → ℝ is an odd function in the ith argument if the function xi → f (x1,… , xi,… , xN )
is a an odd function when the other variables are held fixed. In addition, there is a
special property of odd functions related to integration.
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Proposition 4.1 The integral of an odd function over a symmetric domain is equal
to zero.

Proof : The proof of this proposition will be presented in enough detail that the same
sequence of arguments can be used to prove Theorem 4.8. Suppose that f is an odd
function. The integration over the symmetric domain will be performed by extending f
to be equal to zero for all x that are not in the domain. The integral of f over the domain
is then

∫

∞

−∞
f (x)dx =

∫

0

−∞
f (x)dx +

∫

∞

0
f (x)dx,

= −
∫

−∞

0
f (x)dx +

∫

∞

0
f (x)dx,

= −
∫

∞

0
f (−𝜉)(−d𝜉) +

∫

∞

0
f (x)dx,

= −
∫

∞

0
−f (𝜉)(−d𝜉) +

∫

∞

0
f (x)dx,

= −
∫

∞

0
f (𝜉)d𝜉 +

∫

∞

0
f (x)dx,

= 0,

which proves the proposition. ◽

The proof of Theorem 4.10 has the same structure. Suppose that the x1–x2 plane of
the frame 𝕏 is a plane of symmetry of the rigid body. By definition,

I13 = −
∫

x1x3dm.

By using the fact that the density 𝜌(x1, x2, x3) ≡ 0 outside of the body, this integral can
be written as

I13 = −
∫

x1x3dm,

= −
∫ ∫

(
∫

∞

−∞
x3𝜌(x1, x2, x3)dx3

)
x1dx1dx2,

= −
∫ ∫

(
∫

0

−∞
𝜌(x1, x2, x3)dx3 +

∫

∞

0
𝜌(x1, x2, x3)dx3

)
x1dx1dx2,

= −
∫ ∫

(
−
∫

−∞

0
x3𝜌(x1, x2, x3)dx3 +

∫

∞

0
x3𝜌(x1, x2, x3)dx3

)
x1dx1dx2,

= −
∫ ∫

(
−
∫

∞

0
(−𝜉)𝜌(x1, x2,−𝜉)(−d𝜉) +

∫

∞

0
x3𝜌(x1, x2, x3)dx3

)
x1dx1dx2,

= −
∫ ∫

(
−
∫

∞

0
𝜉𝜌(x1, x2, 𝜉)d𝜉 +

∫

∞

0
x3𝜌(x1, x2, x3)dx3

)
x1dx1dx2,

= 0.

The integrand in I13 is an odd function of x3 that is integrated over a symmetric domain,
and is equal to zero. ◽



�

� �

�

4.2 Angular Momentum of Rigid Bodies 227

Example 4.11 Suppose that link 1 of a PUMA robot is oriented relative to the 𝕏
frame as shown in Figure 4.13. Use symmetry arguments to deduce the form of its
inertia matrix. Calculate the inertia matrix assuming that the base is the union of two
cylindrical bodies having a common uniform density. Use symmetry arguments to
confirm that the individual inertia matrices calculated as intermediate results have the
correct form.

x1

c1

D1

D2 c2

Cylinder 1
R1, L1

Cylinder 2
R2, L2

x2

x3

Figure 4.13 PUMA link 1 with single plane of symmetry.

Solution: From the figure it is apparent that the x1–x3 coordinate plane of the 𝕏 frame
is a plane of symmetry. Theorem 4.10 implies that all of the cross products of inertia are
zero that involve the coordinate along the x2 direction that is perpendicular to the plane
of symmetry. Therefore,

I12 = 0 and I23 = 0,

which results in an inertia matrix I𝕏0 of the form

I𝕏0 =

⎡⎢⎢⎢⎢⎣

I11 0 I13

0 I22 0

I13 0 I33

⎤⎥⎥⎥⎥⎦
.

The inertia for the composite body will be calculated with respect to the 𝕏 frame about
the point o by calculating the inertia of each cylinder and summing the result. First, the
vertical cylinder will be considered. Fix a frame ℂ at the center of mass c1 of the vertical
cylinder, with each of its axes c1, c2, c3 parallel to the corresponding axes x1, x2, x3. The
inertia matrix of the vertical cylinder with respect to the ℂ frame located at its center of
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mass is given by

Iℂc1
=

⎡⎢⎢⎢⎢⎢⎢⎣

1
12

M1(3R2
1 + L2

1) 0 0

0 1
12

M1(3R2
1 + L2

1) 0

0 0 1
2

M1R2
1

⎤⎥⎥⎥⎥⎥⎥⎦

.

This inertia matrix must be diagonal since the x1–x3 and x2–x3 coordinate planes of the
ℂ frame are planes of symmetry of the vertical cylinder. All the cross products of inertia
with respect to coordinates perpendicular to these planes must vanish, which implies
that all the cross products are zero.

Next, the parallel axis theorem is used to calculate the inertia I𝕏0 of the vertical cylinder
about the point o with respect to the 𝕏 frame. Let 𝛼, 𝛽, 𝛾 be the coordinates along the
c1, c2, c3 axes, respectively, and let x, y, z be the coordinates along the x1, x2, x3 axes. The
coordinates are related by the equations

x = 𝛼 + x, y = 𝛽 + y, z = 𝛾 + z.
The offsets (x, y, z) may be calculated by evaluating the coordinates of some fixed point
in the ℂ and 𝕏 frames. The origin of the ℂ frame has coordinates (0, 0, 0) with respect
to the ℂ frame, while its coordinates are (0, 0, L1

2
) relative to the 𝕏 frame. We substitute

these values and obtain

0 = 0 + x, 0 = 0 + y,
L1

2
= 0 + z.

The parallel axis theorem then yields the inertia I𝕏o of the vertical cylinder about the
point o relative to the 𝕏 frame as

I𝕏o =

⎡⎢⎢⎢⎢⎢⎢⎣

1
12

M1(4L2
1 + 3R2

1) 0 0

0 1
12

M1(4L2
1 + 3R2

1) 0

0 0 1
2

M1R2
1

⎤⎥⎥⎥⎥⎥⎥⎦

. (4.14)

Again, this inertia matrix has the anticipated form. The x1–x3 and x2–x3 coordinate
planes of the 𝕏 frame are planes of symmetry of the vertical cylinder, and it follows
that all the cross products of inertia are zero by Theorem 4.10.

The inertia matrix of the horizontal cylinder will now be calculated about the point
o with respect to the 𝕏 frame. Let the 𝔹 frame define a set of axes parallel to the 𝕏
frame, but whose origin c2 is located at the center of mass of the horizontal cylinder.
The inertia matrix I𝔹c2

of the horizontal cylinder about its center of mass c2 with respect
to the 𝔹 frame is given by

I𝔹c2
=

⎡⎢⎢⎢⎢⎢⎢⎣

1
2

M2R2
2 0 0

0 1
12

M2(3R2
2 + L2

2) 0

0 0 1
12

M2(3R2
2 + L2

2)

⎤⎥⎥⎥⎥⎥⎥⎦

.
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The 𝔹 axes are known to be principal axes of the cylinder since each of the coordinate
planes of the 𝔹 frame are a plane of symmetry for the horizontal cylinder. As before, the
parallel axis theorem is used to derive the inertia matrix I𝕏o of the horizontal cylinder
about the the point o with respect to the 𝕏 axes. Let 𝛼, 𝛽, 𝛾 now be the coordinates of
a chosen point along the b1,b2,b3 basis vectors, and let x, y, z be the coordinates along
the x1, x2, x3 basis vectors. The location of point c2 is (0, 0, 0) relative to the 𝔹 frame and
(−D2, 0,

L1

2
+ D1) relative to the 𝕏 frame. When we introduce these two expressions in

the change of coordinates, we find that
1
2

W1 − W2 = 0 + x

0 = 0 + y

H1 = 0 + z

The parallel axis theorem guarantees that we have for the horizontal cylinder that

I𝕏o =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

M2

(
D1 +

L1

2

)2

+ 1
2

M2R2
2 0 M2D2

(
D1 +

L1

2

)

0 K 0

M2D2

(
D1 +

L1

2

)
0 M2D2

2 +
1

12
M2(L2

2 + 3R2
2))

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(4.15)

where K = M2D2
2 + M2(D1 +

L1

2
)2 + 1

12
M2(L2

2 + 3R2
2). Only the x1–x3 plane of the 𝕏

frame is a plane of symmetry for the the composite body. Theorem 4.10 asserts that
the cross products I12 and I23 are equal to zero for the inertia matrix of this body
about the point o relative to the 𝕏 frame. The final solution for the inertia matrix of
the composite body is obtained by summing the inertia matrices in Equations (4.14)
and (4.15).

4.3 The Newton–Euler Equations

A first course in dynamics introduces Newton’s laws of motion, which are applicable to
bodies that are idealized as point masses. Newton’s first law holds that in the absence of
applied external forces, a mass at rest remains at rest, or if it is in motion it travels along a
straight line with constant velocity. Newton’s second law maintains that the sum of forces
acting on a point mass is equal to the time rate of change of the linear momentum of the
point mass. A critical feature of the Newton’s laws of motion is that they are stated with
respect to observations made in an inertial reference frame.

Robotic systems are most often comprised of collections of rigid bodies whose mass is
distributed spatially. While it is sometimes possible to create reasonable approximations
of robotic systems using lumped mass or point mass approximations, this is frequently
not the case. The required generalization of Newton’s laws of motion for rigid bodies
having distributed mass are given by Euler’s laws of motion.
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Theorem 4.11 (Euler’s first law) The resultant force f acting on a rigid body is
equal to the time rate of change in an inertial frame 𝕏 of the linear momentum p𝕏

d
dt

||||𝕏p𝕏 = f.

Theorem 4.12 (Euler’s second law) Let p be a point that is fixed in the inertial
frame 𝕏. The resultant moment mp about point p acting on a rigid body is equal to
the time rate of change in an inertial frame 𝕏 of the angular momentum h𝕏,p about
the point p.

d
dt

||||𝕏h𝕏,p = mp.

Theorems 4.11 and 4.12 can be used in applications, but it is often the case that alter-
native forms are sought. Euler’s first law can also be stated as the fact that the resultant
force acting on a rigid body is equal to the mass of the rigid body multiplied by the
acceleration of the center of mass of the body in an inertial frame.

Theorem 4.13 The resultant force f acting on a rigid body is equal to the mass
multiplied by the acceleration in an inertial frame 𝕏 of the center of mass of the
rigid body.

Ma𝕏,c = f.

Proof : The time rate of change in the inertial frame 𝕏 of the linear momentum is

d
dt

||||𝕏p𝕏 = d
dt

||||𝕏 ∫
vdm = d

dt
||||𝕏Mv𝕏,c = Ma𝕏,c. ◽

The form of Euler’s second law stated in Theorem 4.12 requires that the point p is fixed
in the inertial frame 𝕏. This restriction can be a serious drawback in many applications.
For example, in space robotics it is not convenient to impose this condition. However,
a suitable alternative form may be derived. Euler’s second law can also be stated for the
case when the point p is selected to be the center of mass of the rigid body.

Theorem 4.14 The resultant moment mc acting on a rigid body about the center
of mass c is equal to the time rate of change in the inertial frame 𝕏 of the angular
momentum h𝕏,c about the center of mass.

d
dt

||||𝕏h𝕏,c = mc.
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Proof : Theorem 4.2 defines the relationship between the angular momentum about a
point p and the center of mass to be

h𝕏,p = h𝕏,c + dp,c × (Mv𝕏,c).

Suppose that p is some point fixed in the inertial frame 𝕏. Substituting this expression
into Euler’s second law results in

d
dt

||||𝕏h𝕏,p = d
dt

||||𝕏h𝕏,c +
d
dt

||||𝕏dp,c × (Mv𝕏,c),

= d
dt

||||𝕏h𝕏,c +
d
dt

||||𝕏dp,c

⏟⏞⏟⏞⏟

v𝕏,c

× Mv𝕏,c + dp,c × M d
dt

||||𝕏v𝕏,c
⏟⏞⏟⏞⏟

a𝕏,c

.

The second term on the right is equal to zero, and Euler’s first law used to substitute in
the third term on the right to obtain

mp = d
dt

||||𝕏h𝕏,p = d
dt

||||𝕏h𝕏,c + dp,c × f.

This equation can be rearranged as
d
dt

||||𝕏h𝕏,c = mp − dp,c × f
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

mc

.

◽

The above proof illustrates that Theorems 4.12 and 4.14 are equivalent; either form
could be selected as Euler’s second law. As a final topic in this section, alternative laws
are presented that are derived from Euler’s second law that relate angular momentum
and moments about an arbitrary point p that is fixed on a rigid body.

Theorem 4.15 Let point p be fixed on a rigid body, but otherwise arbitrary. The
resultant moment mp about p of the external forces and moments acting on a rigid
body and the angular momentum about p of the rigid body satisfy the three following
equivalent equations:

mp = d
dt

||||𝕏h𝕏,c + dp,c × (Ma𝕏,c), (4.16)

mp = d
dt

||||𝕏h𝕏,p + (dp,c × 𝝎𝕏,𝔹),× Mv𝕏,c (4.17)

mp = d
dt

||||𝕏Ip𝝎𝕏,𝔹 + dp,c × (Ma𝕏,p). (4.18)

In these equations h𝕏,c and h𝕏,p are the angular momentum in the 𝕏 frame about
the center of mass c and point p, respectively, dp,c is the vector connecting the point
p to the center of mass c of the rigid body, Ip is the inertia tensor relative to the point
p, 𝝎𝕏,𝔹 is the angular velocity of the 𝔹 frame in the 𝕏 frame, a𝕏,p is the acceleration
of the point p in the 𝕏 frame, a𝕏,c is the acceleration of the center of mass in the 𝕏
frame, and v𝕏,c is the velocity of the center of mass in the 𝕏 frame.
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Proof : Euler’s second law for the center of mass of the body states

mc =
d
dt

||||𝕏h𝕏,c. (4.19)

The resultant moment about the point p can be written in terms of the resultant
moment about the center of mass c as

mp = mc + dp,c × f (4.20)

where f is the resultant force acting on the rigid body. The proof of Equation (4.16)
utilizes Equations (4.19) and (4.20) to show that

mp − dp,c × f = d
dt

||||𝕏h𝕏,c,

mp = d
dt

||||𝕏h𝕏,c + dp,c × f,

= d
dt

||||𝕏h𝕏,c + dp,c × (Ma𝕏,c).

For the proof of Equation (4.17), Theorem 4.2 states that

h𝕏,p = h𝕏,c + dp,c × (Mv𝕏,c). (4.21)

Substituting Equation (4.21) into Equation (4.19) yields

mp − dp,c × f = d
dt

||||𝕏h𝕏,p − dp,c × Mv𝕏,c,

= d
dt

||||𝕏h𝕏,p −
d
dt

||||𝕏(dp,c × Mv𝕏,c).

This equation can be rewritten using the identity

d
dt

||||𝕏(dp,c × Mv𝕏,c) =
(

d
dt

||||𝔹(dp,c) + 𝝎𝕏,𝔹 × dp,c

)
× Mv𝕏,c + dp,c × Ma𝕏,c, (4.22)

= −(dp,c × 𝝎𝕏,𝔹) × Mv𝕏,c + dp,c × Ma𝕏,c, (4.23)

to show that

mp − dp,c × f = d
dt

||||𝕏h𝕏,p + (dp,c × 𝝎𝕏,B) × Mv𝕏,c − dp,c × Ma𝕏,c.

The mass multiplied by the acceleration a𝕏,c of the center of mass is equal to the resul-
tant applied force from Euler’s first law, which shows that Equation (4.17) holds

mp = d
dt

||||𝕏h𝕏,p + (dp,c × 𝝎𝕏,𝔹) × Mv𝕏,c. (4.24)

The angular momentum about the point p and the inertia matrix Ip have been related in
Theorem 4.4 via the identity

h𝕏,p = Ip𝝎𝕏,𝔹 + dp,c × Mv𝕏,p.

The proof of Equation (4.18) begins by substituting in the above expression for angu-
lar momentum into Equation (4.24), and expanding the velocity v𝕏,p using the relative
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velocity Theorem 2.16 in terms of point c, such that

mp = d
dt

||||𝕏Ip𝝎𝕏,𝔹 + dp,c × Mv𝕏,p + (dp,c × 𝝎𝕏,𝔹) × Mv𝕏,c,

= d
dt

||||𝕏Ip𝝎𝕏,𝔹𝕏 + d
dt

||||dp,c × Mv𝕏,c

+ d
dt

||||𝕏dp,c × M(dp,c × 𝝎𝕏,𝔹) + (dp,c × 𝝎𝕏,𝔹) × Mv𝕏,c.

Equation (4.23) may be used to replace the second term in the above equation and cancel
out the final term, resulting in

mp = d
dt

||||𝕏Ip𝝎𝕏,𝔹 + d
dt

||||𝕏dp,c × M(dp,c × 𝝎𝕏,𝔹) + dp,c × Ma𝕏,c.

The derivative in the second term of the above equation may be expanded and the third
term expressed in terms of the velocity v𝕏,c, such that

mp = d
dt

||||𝕏Ip𝝎𝕏,𝔹 + d
dt

||||𝕏dp,c × M(dp,c × 𝝎𝕏,𝔹) + dp,c × Ma𝕏,c,

= d
dt

||||𝕏Ip𝝎𝕏,𝔹 + (v𝕏,c − v𝕏,p) × M(dp,c × 𝝎𝕏,𝔹)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=0

+ dp,c × M d
dt

||||𝕏dp,c × 𝝎𝕏,𝔹 + dp,c × M d
dt

||||𝕏(v𝕏,c).
Combining the final two equations and applying the derivative results in the desired
equation from Equation (4.18)

mp = d
dt

||||𝕏Ip𝝎𝕏,𝔹 + dp,c × M d
dt

||||𝕏v𝕏,c + dp,c × 𝝎𝕏,𝔹,

= d
dt

||||𝕏Ip𝝎𝕏,𝔹 + dp,c × M d
dt

||||𝕏v𝕏,c + 𝝎𝕏,𝔹 × dc,p,

= d
dt

||||𝕏Ip𝝎𝕏,𝔹 + dp,c × M d
dt

||||𝕏v𝕏,p,

= d
dt

||||𝕏Ip𝝎𝕏,𝔹 + dp,c × Ma𝕏,p. ◽

4.4 Euler’s Equation for a Rigid Body

Euler’s first and second laws as stated in Theorems 4.11 and 4.12 can be used to derive
the equations of motion for mechanical systems comprised of rigid bodies. When treat-
ing complex mechanical systems that consist of rigid bodies connected by ideal joints,
the choice of kinematic variables and frames of reference can be quite complicated. The
choice of kinematic variables is often tailored to the problem at hand to simplify cal-
culations. The following theorem discusses one of the most common such applications
of Euler’s first and second laws, Euler’s equations of rotational motion for a single rigid
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body. It is assumed in these equations that the body fixed frame defines a set of principal
axes that have their origin at the center of mass.

Theorem 4.16 Suppose that a rigid body with body fixed frame 𝔹 moves in the
inertial frame 𝕏. Let the origin of the 𝔹 frame be located in the center of mass, and
let the 𝔹 frame define a set of principal axes for the rigid body. Euler’s equations for
the rotational motion of the rigid body are given by

⎧⎪⎨⎪⎩

m1

m2

m3

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I1𝜔̇1 + 𝜔2𝜔3(I3 − I2)

I2𝜔̇2 + 𝜔1𝜔3(I1 − I3)

I3𝜔̇3 + 𝜔1𝜔2(I2 − I1)

⎫⎪⎬⎪⎭
where the applied moment about the center of mass and the angular velocity are
given by, respectively,

mc = m1b1 + m2b2 + m3b3,

𝝎𝕏,𝔹 = 𝜔1b1 + 𝜔2b2 + 𝜔3b3,

where b1,b2,b3 are a basis for the 𝔹 frame and I1, I2, I3 are the principal moments of
inertia relative to the 𝔹 frame.

Proof : Let the principal moments of inertia with respect to the 𝔹 frame be I1, I2, and I3.
The components in 𝔹 of the angular momentum in 𝕏 about the center of mass of the
body is given by Theorem 4.5 as

h𝔹
𝕏,c = I𝔹c 𝝎𝔹

𝕏,𝔹, (4.25)

=
⎡⎢⎢⎢⎣

I1 0 0

0 I2 0

0 0 I3

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜔1

𝜔2

𝜔3

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I1𝜔1

I2𝜔2

I3𝜔3

⎫⎪⎬⎪⎭
,

where 𝜔1, 𝜔2 and 𝜔3 are the components of the angular velocity vector with respect to
the body frame. Euler’s second law in Theorem 4.14 can be written

mc =
d
dt

||||𝕏h𝕏,c =
d
dt

||||𝔹h𝕏,c + 𝝎𝕏,𝔹 × h𝕏,c (4.26)

using the derivative Theorem 2.12 in Chapter 2 above to obtain the expression in
terms of the derivative d

dt
|||𝔹⋅. It is straightforward to expand Equation (4.26) using

Equation (4.25), which is given in terms of the basis for the 𝔹 frame. The cross product
term is

𝝎𝕏,𝔹 × h𝕏,c =

||||||||

b1 b2 b3

𝜔1 𝜔2 𝜔3

I1𝜔1 I2𝜔2 I3𝜔3

||||||||
,

= 𝜔2𝜔3(I3 − I2)b1 + 𝜔1𝜔3(I1 − I3)b2 + 𝜔1𝜔2(I2 − I1)b3.



�

� �

�

4.5 Equations of Motion for Mechanical Systems 235

The final equations of motion are consequently

m𝔹
c =

⎧⎪⎨⎪⎩

m1

m2

m3

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I1𝜔̇1 + 𝜔2𝜔3(I3 − I2)

I2𝜔̇2 + 𝜔1𝜔3(I1 − I3)

I3𝜔̇3 + 𝜔1𝜔2(I2 − I1)

⎫⎪⎬⎪⎭
.

◽

4.5 Equations of Motion for Mechanical Systems

Euler’s first law in Theorem 4.11 and Euler’s second law in Theorem 4.12 give a com-
plete description of the dynamics of mechanical systems that consist of rigid bodies.
This section discusses the use of these principles in realistic problems that arise when
studying robotic systems.

4.5.1 The General Strategy

A general outline of the steps used to derive the equations of motion from Euler’s laws for
mechanical systems is given in Figure 4.14. The set of steps that appear in Figure 4.14 can
be difficult to apply in practice, and experience is required to become adept at deriving
the equations of motion for complex systems. The complexity of the resulting equations
can vary dramatically based on the selection of the kinematic variables, or, depending
on the choice of frames, in a particular problem.

The successful application of the steps in Figure 4.14 requires numerous theorems
and principles that have been introduced in Chapters 2, 3, and 4. The calculation of the
acceleration of the center of mass builds on the foundations developed in Chapter 2
and on the specific formulations of kinematics for robotics summarized in Chapter 3.

1. Derive the equations of motion for each body, k = 1,… ,N

1.1 Create a free body diagram for body k.
1.2 Formulate Euler’s first law for body k.

1.2.1 Calculate the acceleration of the center of mass of body k.
1.2.2 Sum forces equal to the derivative of the linear momentum.

1.3 Formulate Euler’s second law for body k.
1.3.1 Calculate the derivative of the angular momentum.
1.3.2 Sum moments equal to derivative of the angular momentum.

2. Assemble the collection of equations above into a governing set of differential-algebraic
equations, or DAE’s, having the form

̇(t) = F(t,(t),𝝀(t))

3. Eliminate algebraic unknowns 𝜆 and write the governing equations as a system of ordinary dif-
ferential equations, or ODE’s, having the form

ẏ(t) = f (t,Y (t))

Figure 4.14 Methodology to derive the equations of motion.
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The determination of the derivative of the angular momentum in Steps 2.2.1 or 2.3.1
of Figure 4.14 requires a working knowledge of the use of angular velocities introduced
in Chapter 2 in Section 2.5.1 and the derivative theorem in Theorem 2.12. Even with a
strong understanding of these definitions and underlying principles, practice will guide
the careful selection of the kinematic variables and frames in a particular problem.

4.5.2 Free Body Diagrams

The creation of an accurate free body diagram is essential in the sequence of steps in
Figure 4.14. The free body diagram releases a rigid body from all external constraints
on the body and represents the effect of these constraints by unknown reaction forces
and moments that act between the bodies. The representation of constraint forces and
moments that act between bodies in a mechanical system connected by ideal joints can
be treated systematically. The sum of the number of degrees of freedom of an ideal joint
and the number of constraint reaction forces and moments that act between the bodies
connected by that joint is always equal to six. In fact, much more can be said about the
complementary nature of the kinematic constraints introduced by an ideal joint and the
associated reaction forces and moments. This complementarity is the subject of the next
theorem.

Theorem 4.17 The number of degrees of freedom NDOF of an ideal joint that con-
nects two rigid bodies and the number of reaction forces and moments NR that act
between these bodies at the joint satisfies the equation

NDOF + NR = 6.

If the ideal joint prevents relative translation along k mutually orthogonal direc-
tions, there are in general k reaction forces that act on the adjacent bodies along these
directions. The reaction forces serve to constrain the relative translation. If the ideal
joint prevents relative rotation between the two bodies about k mutually orthogonal
directions there are in general k constraint reaction moments. The reaction moments
that act along these directions serve to constrain the relative rotation. The internal
reaction forces and moments acting on each body have the same magnitude, but
opposite directions.

Before applying this theorem in a number of examples, it must be emphasized that
the statement of the theorem concludes that there are in general k reaction forces or
moments. It can occur that the value of some of the components of these reaction forces
or moments are equal to zero. Strictly speaking, it is perhaps more accurate to say that
the joint in question can support k reaction forces or moments, but that some of these
reactions may be equal to zero. The next few examples will show how to create free
body diagrams for some typical mechanical systems. Each example has been selected to
emphasize the practical implications of Theorem 4.17 and the methodology outlined in
Figure 4.14
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Example 4.12 The base, vertical column and inner arm of a PUMA robot are depicted
in Figure 4.15. In this example the ground frame is denoted as 𝕏, the frame 𝔸 is fixed in
the revolving vertical column, and the inner arm has body fixed frame 𝔹. The revolute
joint 1 defines a single axis rotation of the vertical column through the angle 𝜃1 about the
x3 = a3 axis at point o. The revolute joint 2 defines a single axis rotation of the the inner
arm through the angle 𝜃2 about the a2 = b2 axis at point q. Create free body diagrams
for bodies 1 and 2 in this robotic system.

x1

a1

b1

b2
b3

a2

a3

p

q

x2

x3

o

Figure 4.15 Base body and inner arm of a PUMA robot.

Solution: There is a revolute joint at point o, and its joint variable is 𝜃1. There must be
three orthogonal reaction forces that constrain the relative displacement between the
base link 0 and link 1 at point o. There must also be two orthogonal reaction moments
that prevent rotation of link 1 relative to the x1–x2 plane of the 𝕏 frame. These forces
and moments that act on link 1 are represented in terms of the basis for the 𝕏 frame, so
they have the form

g = g1x1 + g2x2 + g3x3,

n = n1x1 + n2x2.

In addition to the forces and moments due to the joint constraints, an actuator is
included in the robotic system to move the joint through its degree of freedom. In a
revolute joint, the actuator will supply a torque along the joint axis. For joint 1, this
torque t is applied about the x3 = a3 axis, such that

t = t3x3 = t3a3.
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The revolute joint at point q allows only relative rotation between link 1 and link 2 about
the a2 = b2 axis. There must be three orthogonal reaction forces that prevent relative
displacement between these two bodies, and there must be two orthogonal reaction
moments that constrain rotation relative to the plane perpendicular to the a2 = b2 axis.
The constraint reaction forces f and moments m that act on link 1 at point q in terms of
the basis for the 𝔸 frame are

f = f1a1 + f2a2 + f3a3,

m = m1a1 + m3a3.

A second actuator also controls the relative rotation between the inner arm and verti-
cal column by supplying a second torque along the revolute joint 2 axis. For joint 2, this
torque 𝝉 is applied about the a2 = b2 axis and is given by

𝝉 = 𝜏2a2 = 𝜏2b2.

By convention, free body diagrams are constructed from the terminal link to the base.
Therefore, as shown in Figure 4.16b, the forces and moments for joint 2 are applied
without modification to point q on link 2. However, the loading acting on link 1 due
to joint 2 must have equal magnitude but opposite direction in relation to the loading
acting on link 2 due to joint 2, as shown in Figure 4.16b. Figure 4.16b also includes the
loading on link 1 due to joint 1.

(a)

n1

g1 g2

g3

t3

–m3

m3

m1

–m1
–τ2

τ2

–f2 –f3

f3 f2

f1

p

q

–f1

n2
o

(b)

Figure 4.16 Link free body diagrams. (a) Link 1. (b) Link 2.

Example 4.13 Two solar arrays are to the base body of a satellite by two revolute joints,
as shown in Figure 4.17. The frame ℂ is fixed in the base body of the satellite, and frames
𝔸 and 𝔹 are fixed in the solar arrays. Create free body diagrams of each body in this
mechanical system.
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b1

a1

c1
c2

c3 a2

a3

b2

b3

Figure 4.17 Satellite with two solar arrays.

Solution: For this example, all of the reaction forces and moments are represented
in terms of the basis for the frame ℂ that is fixed in the core body. The revolute joint
between bodies 𝔸 and ℂ prevents all relative motion except rotation about the c1 = a1
axis. The constraint forces and moments at this joint that act on the satellite body are
shown in Figure 4.18b and are given by

f = f1c1 + f2c2 + f3c3,

m = m2c2 + m3c3.

–m3

–m2

–f3

–n3
–τ1

τ1

–g3

f1

g1 g2

g3

n3

n2

t1
f2

m2

(a) (b)

m3

f3

–g1

–g2

–n2

–t1

–f2

–f1

Figure 4.18 Satellite free body diagrams. (a) Satellite body. (b) Solar panels.
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The actuation torque t acts on the satellite body and drives the relative motion about
the degree of freedom axis c1 = a1. It is written

t = t1c1 = t1a1.

Similarly, the constraint forces and torques that act on the satellite body due to the solar
array 𝔹 are expressed as

g = g1c1 + g2c2 + g3c3,

n = n2c2 + n3c3.

and the actuation moment that drives relative motion is

𝝉 = 𝜏1c1 = 𝜏1b1.

These reaction forces and moments, as well as the actuation torque, are also depicted in
Figure 4.18b.

For the free body diagram of the satellite body shown in Figure 4.18a, the loading equal
and opposite to the loading applied on each solar panel array is applied on the satellite
body at the shared point between each pairs of bodies.

The free body diagrams developed in Examples 4.12 and 4.13 are prototypical of
those derived in a host of mechanical systems encountered in applications. Additional
examples are considered in the problems at the end of this chapter. The goal in creating
free body diagrams is to enable the determination of the equations of motion from
Euler’s first and second laws. The following examples use the free body diagram to
cast the equations of motion in simple case studies. In Example 4.14, the mass and
inertia matrix that appear in Euler’s laws are assumed to be negligible, and the force and
moment summations take a particularly simple form. We use this analysis to confirm
that the composite joint satisfies Theorem 4.17.

Example 4.14 The composite joint shown in Figure 4.19 is constructed from a rectan-
gular bar, collar, and yoke that have body fixed frames 𝔸, 𝔹, and ℂ, respectively. Relative
displacement is allowed between the rectangular bar and the collar along the a3 = b3
axis, and relative rotation is allowed between the collar and yoke about the c1 = b1 axis.
Create free body diagrams for the rectangular bar, collar and yoke. If the collar shown in
Figure 4.20b has negligible mass and inertia, determine equivalent free body diagrams
for the loading transmission directly between the rectangular bar and the yoke.

Solution: The revolute joint between the collar and yoke permits only relative rotation
about the c1 = b1 axis, so there must be three perpendicular forces that restrain relative
translation between these two bodies. There must also be two perpendicular moments
acting between the two bodies that prevent relative rotation. The reaction forces f and
moments m acting on the yoke are represented in terms of the basis for the ℂ frame as

f = f1c1 + f2c2 + f3c3,

m = m2c2 + m3c3.
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b3

b2

c2

a2

a1a3

c3

b1, c1

Figure 4.19 Composite joint, prismatic and revolute.

m3

m2

–m2

(a) (b)

–m3

–f2

–f3

–f1

f3

f2

f1

n1

n3

n2

g1

g2

Figure 4.20 Composite joint free body diagrams. (a) Yoke. (b) Collar.

Equal and opposite reaction forces −f and moments −m act on the collar due to this
joint.

The prismatic joint between the collar and the rectangular bar permits relative dis-
placement along the a3 = b3 axis. There are two perpendicular forces that prevent rela-
tive displacement orthogonal to the a3 = b3 axis, and there are three moments that act
between the bodies to constrain relative rotation. The reaction forces and moments that
act on the collar are denoted g and n, respectively, and are represented in terms of the
basis for the 𝔹 frame as

g = g1b1 + g2b2,

n = n1b1 + n2b2 + n3b3.

Equal and opposite reaction forces −g and moments −n act on the rectangular bar due
to this joint.

Figures 4.20a, 4.20b and 4.21 illustrate the three free body diagrams for the yoke, collar,
and rectangular bar, respectively, which include the reaction forces and moments due
to these two joints.
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–n2

–n3
–n1

–g1

–g2

Figure 4.21 Composite joint rectangular bar free body diagram.

Next, the composite joint is analyzed assuming that the collar has negligible mass and
inertia. Given that the collar has neither mass nor inertia, it is unnecessary to create
a free body diagram for that component and to consider it as a purely geometric entity
(instead of mechanical) that enforces the pair of joint constraints. The simplest approach
for deriving the loading between these two bodies connected by a pair of ideal joints is
to utilize a set of basis vectors that align with the two axes of the ideal joints. In this case,
frame 𝔹 aligns with both the prismatic and revolute joints.

The prismatic joint does not permit a force along b3, and the revolute joint does not
permit a moment about b1. The remaining four components of force and moment may
be non-zero. As a result, the internal forces g and moments n acting on the yoke may be
defined as

g = g1b1 + g2b2,

n = n2b2 + n3b3.

As before, an equal and opposite reactive force −g and moment −n act on the rectan-
gular bar.

Figures 4.22a and 4.22b illustrate the free body diagrams for the yoke and rectangular
bar acting under the assumption that the dynamics of the collar may be ignored.

n3

(a) (b)

g1

g2

n2

–n2

–n3

–g2

–g1

Figure 4.22 Composite joint free body diagrams assuming massless collar. (a) Yoke.
(b) Rectangular bar.
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Example 4.15 The composite joint shown in Figure 4.23 is constructed from a
cylindrical shaft, collar, and yoke that have body fixed frames 𝔸, 𝔹, and ℂ, respectively.
Relative displacement and rotation is allowed between the rectangular bar and the
collar along/about the a3 = b3 axis, and relative rotation is allowed between the collar
and yoke about the b1 = c1 axis. Create free body diagrams for the cylindrical rod,
collar, and yoke. If the collar shown in Figure 4.24b has negligible mass and inertia,
determine equivalent free body diagrams for the loading transmission directly between
the cylindrical rod and the yoke.

b1, c1
b3

b2

c3

c2

a3

a1

a2

Figure 4.23 Composite joint, cylindrical and Revolute.

m3

m2

f3

f2

f1

(a) (b)

–f1

–f2

–f3
–m3

–m2

n2

g2

g1

n1

Figure 4.24 Composite joint free body diagrams. (a) Yoke. (b) Collar.

Solution: As in Example 4.14, the revolute joint between the collar and yoke allows only
relative rotation. There are consequently three perpendicular forces and two perpendic-
ular moments acting between these two bodies. The reaction forces f and moments m
acting on the yoke can be expressed in terms of the ℂ basis as

f = f1c1 + f2c2 + f3c3,

m = m2c2 + m3c3.
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The cylindrical joint between the cylindrical shaft and collar permits rotation about
and translation along the a3 = b3 axis. It follows that there are two perpendicular reac-
tion forces and two perpendicular reaction moments that act between these two bodies.
The reaction forces g and moments n that act on the collar defined in terms of the basis
for the 𝔹 frame are

g = g1b1 + g2b2,

n = n1b1 + n2b2.

Figures 4.24a, 4.24b and 4.25 illustrate the three free body diagrams for the yoke, collar,
and cylindrical rod, respectively, that include the reaction forces and moments due to
these two joints. As before, the revolute joint loading is applied directly to the yoke, and
the equal and opposite loading is applied to the collar. Likewise, the cylindrical joint
loading is applied directly to the collar, and the equal and opposite loading is applied to
the cylindrical rod.

Next, the composite joint is analyzed assuming that the collar has negligible mass and
inertia. As before, a set of basis vectors aligning with the to joint axes will be utilized;
in this case, 𝔹 aligns with both the cylindrical and revolute joints. The cylindrical joint
does not permit a force along b3 or a moment about b3, and the revolute joint does not
permit a moment about b1. The remaining three components of force and moment may

–g1

–g2

–n1

–n2

Figure 4.25 Composite joint cylindrical rod free body diagram.

g1

(a) (b)

g1

g2

g2
n2

n2

Figure 4.26 Composite joint free body diagrams assuming massless collar. (a) Yoke. (b) Cylindrical rod.
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be non-zero. As a result, the internal forces g and moments n acting on the yoke may be
defined as

g = g1b1 + g2b2,

n = n2b2.

Figures 4.26a and 4.26b illustrate the free body diagrams for the yoke and cylindrical
rod acting under the assumption that the dynamics of the collar may be ignored. As
before, the composite joint loading is applied directly to the yoke, and the equal and
opposite loading is applied to the cylindrical rod.

The last few examples have derived the appropriate free body diagrams that are
associated with rigid bodies connected by ideal joints. Euler’s first and second laws
have been applied in the case where the mass and inertia matrix of one of the bodies
are negligible; the resulting equations of motion resemble those obtained in elementary
statics problems of engineering. The next two examples study robotic systems in three
spatial dimensions. First, a single degree of freedom of motion is considered, followed
by the generalization to the two degree of freedom case. The resulting equations of
motion significantly increase in complexity as the number of degrees of freedom
increase.

Example 4.16 This example studies the two link robot described in Example 4.12.
In this example, revolute joint 1 between the base and vertical cylinder is fixed
(𝜃1 = constant), and revolute joint 2 between the vertical cylinder and inner arm is
allowed to rotate through angle 𝜃2. Derive the equations of motion of the arm using
Euler’s first and second laws. The location of the mass centers in this system are depicted
in Figure 4.27.

x1

a1

c1

c2

yp,c1

xq,c2

zp,c1

p

q

a2

a3

b3 b2

b1

x2

x3

o

Figure 4.27 Links 0–2 of a PUMA robotic arm.
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Solution: The free body diagram for the arm has already been constructed in
Figure 4.16b. The acceleration of the center of mass of the arm is given by

a𝕏,c2
= a𝕏,q + 𝝎𝕏,𝔹 × (𝝎𝕏,𝔹 × dq,c2

) + 𝜶𝕏,𝔹 × dq,c2
,

where in this problem a𝕏,q = 0, 𝝎𝕏,𝔹 = 𝜃̇2a2 = 𝜃̇2b2, 𝜶𝕏,𝔹 = 𝜃̈2a2 = 𝜃̈2b2, and
dq,c2

= xq,c2
b1 since 𝜃1 is a constant and the vertical column is held fixed. Note

that one does not simply differentiate 𝜃̇2 in 𝝎𝕏,𝔹 = 𝜃̇1a2 to conclude that the angular
acceleration 𝜶𝕏,𝔹 = 𝜃̈2a2. The definition of the angular acceleration and the derivative
Theorem 2.12 in Chapter 2 should always be used to obtain the correct expression. For
example, in this problem,

𝜶𝕏,𝔹 = d
dt

||||𝕏𝝎𝕏,𝔹 = d
dt

||||𝔹𝝎𝕏,𝔹 + 𝝎𝕏,𝔹 × 𝝎𝕏,𝔹
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

0

= 𝜃̈2b2.

However, in the next Example 4.17, it will be shown that it is not always the case that
𝜶𝕏,𝔹 is “merely” a vector having magnitude equal to 𝜃̈𝔹. Upon substitution, it can be seen
that

a𝕏,c2
= xq,c2

𝜃̇2
2b1 − xq,c2

𝜃̈2b3.

Euler’s first law yields

M2(xq,c2
𝜃̇2

2b1 − xq,c2
𝜃̈2b3) = f1b1 + f2b2 + f3b3,

which can be rewritten as in terms of the components as

M2

⎧⎪⎨⎪⎩

xq,c2
𝜃̇2

2

0

−xq,c2
𝜃̈2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭
. (4.27)

The x1–x3 and x1–x2 planes of the 𝔹 frame are planes of symmetry of the arm, so that
the angular momentum in 𝕏 of the arm about its own center of mass is

h𝔹
𝕏,c2

=
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

𝜃̇2

0

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

0

I22𝜃̇2

0

⎫⎪⎬⎪⎭
.

Euler’s second law can be written as
d
dt

||||𝕏h𝕏,c2
= m1b1 + 𝜏2b2 + m3b3 + dc2,q × f.

Since the cross product can be expanded as

dc2,q × f =

||||||||

b1 b2 b3

−xq,c2
0 0

f1 f2 f3

||||||||
,

= xq,c2
f3b2 − xq,c2

f2b3,
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it is possible to use the derivative Theorem 2.12 in Chapter 2 to obtain

⎧⎪⎨⎪⎩

m1

𝜏2 + xq,c2
f3

m3 − xq,c2
f2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

0

I22𝜃̈2

0

⎫⎪⎬⎪⎭
⏟⏞⏟⏞⏟

from d
dt
|||𝔹h𝕏,c2

+
⎧⎪⎨⎪⎩

0

0

0

⎫⎪⎬⎪⎭
.

⏟⏟⏟

from 𝝎𝕏,𝔹×h𝕏,c2

. (4.28)

The final system of governing equations for this problem include Equation (4.27) and
(4.28). There is one set of three equations governing translation and one set of three
equations governing rotation. The unknowns in these equations include 𝜃2 and its
derivatives, as well as the reaction forces and torques f1, f2, f3,m1,m3. Note that there
are exactly six equations and six unknowns in the final form of the governing equations.
The variable 𝜃2 is known as a differential unknown since derivatives of this variable
appear in the governing equations. The variables g1, g2, g3, n1, n3 are known as algebraic
unknowns because their derivatives do not appear in the governing equations.

Example 4.17 Derive the equations of motion for the two link robotic system shown
in Figures 4.27, 4.16a, and 4.16b, and studied in Examples 4.12 and 4.16. In contrast to
Example 4.16, both of the joint variables 𝜃1 and 𝜃2 are unknown in the discussion that
follows.

Solution: First, the kinematics of the two links will be defined to facilitate calculation
of the dynamic model during the link-by-link analysis. The rotation matrices between
the three bodies are defined as

R𝕏
𝔸 =

⎡⎢⎢⎢⎣

cos 𝜃1 − sin 𝜃1 0

sin 𝜃1 cos 𝜃1 0

0 0 1

⎤⎥⎥⎥⎦
and R𝔸

𝔹 =
⎡⎢⎢⎢⎣

cos 𝜃2 0 sin 𝜃2

0 1 0

− sin 𝜃2 0 cos 𝜃2

⎤⎥⎥⎥⎦
.

Next, the angular velocities and accelerations between the links will be defined. The
angular velocity of link 1 may be defined with respect to frame 𝕏 as

𝝎𝕏,𝔸 = 𝜃̇1x3 = 𝜃̇1a3.

The angular velocity of link 2 is determined by the addition Theorem 2.15 in
Chapter 3, so that

𝝎𝕏,𝔹 = 𝝎𝕏,𝔸 + 𝝎𝔸,𝔹,

= 𝜃̇2a2 + 𝜃̇1a3.

The angular acceleration of these bodies may be found by taking the derivative of these
angular velocities with respect to the 𝕏 frame. For link 1, this results in

𝜶𝕏,𝔸 = d
dt

||||𝕏𝝎𝕏,𝔸 = 𝜃̈1x3 = 𝜃̈1a3.
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However, for the angular acceleration of link 2, the derivative Theorem 2.12 of Chapter
2 must be used to reformulate the 𝕏 frame derivative in terms of frame 𝔸,

𝜶𝕏,𝔹 = d
dt

||||𝕏𝝎𝕏,𝔹 = d
dt

||||𝔸𝝎𝕏,𝔹 + 𝝎𝕏,𝔸 × 𝝎𝕏,𝔹,

= −𝜃̇1𝜃̇2a1 + 𝜃̈2a2 + 𝜃̈1a3.

As noted in the previous example, the angular acceleration is not generally the time
derivative of the joint angle coefficients (as was the case in link 1); the derivative theorem
also accounts for the time rate of change of the basis vectors as well.

Next, the velocities points c1 and c2 will be calculated. Within link 1, the relative veloc-
ity Theorem 2.16 will be used to calculate the velocities of points c1 and q. (In the next
step, the velocity of point q will be used to calculate the velocity of point c2.) For point
c1,

v𝕏,c1
= v𝕏,o
⏟⏟⏟

=0

+ 𝝎𝕏,𝔸 × do,c1
= 𝜃̇1a3 × (yp,c1

a2 + (do,p − zp,c1
)a3),

= −yp,c1
𝜃̇1a1.

Likewise, the velocity of point q is
v𝕏,q = v𝕏,o

⏟⏟⏟

=0

+ 𝝎𝕏,𝔸 × do,q = 𝜃̇1a3 × (dp,qa2 + do,pa3),

= −dp,q𝜃̇1a1.

As points q and c2 are both fixed on body 2, the relative velocity theorem may also be
used to determine the velocity of point c2 from the velocity of point q, such that

v𝕏,c2
= v𝕏,q + 𝝎𝕏,𝔹 × dq,c2

= −dp,q𝜃̇1a1 + (𝜃̇2a2 + 𝜃̇1a3) × xq,c2
b1,

= −dp,q𝜃̇1a1 + (𝜃̇2a2 + 𝜃̇1a3) × (xq,c2
cos 𝜃2a1 − xq,c2

sin 𝜃2a3),

= −dp,q𝜃̇1a1 +

||||||||

a1 a2 a3

0 𝜃̇2 𝜃̇1

xq,c2
cos 𝜃2 0 −xq,c2

sin 𝜃2

||||||||
,

= (−dp,q𝜃̇1 − xq,c2
𝜃̇2 sin 𝜃2)a1 + xq,c2

𝜃̇1 cos 𝜃2a2 − xq,c2
𝜃̇2 cos 𝜃2a3.

Next, this kinematic analysis will be used to construct the equations of motion for links
1 and 2, starting with link 2. Based on the free body diagram of link 2 in Figure 4.16b,
Euler’s first law for link 2 can be written as

f1b1 + f2b2 + f3b3 = d
dt

||||𝕏p𝕏 = M2

(
d
dt

||||𝔸v𝕏,c2
+ 𝝎𝕏,𝔸 × v𝕏,c2

)
,

where
d
dt

||||𝔸v𝕏,c2
=(−dp,q𝜃̈1 − xq,c2

𝜃̈2 sin 𝜃2 − xq,c2
𝜃̇2

2 cos 𝜃2)a1

+ (xq,c2
𝜃̈1 cos 𝜃2 − xq,c2

𝜃̇1𝜃̇2 sin 𝜃2)a2

− (xq,c2
𝜃̈2 cos 𝜃2 − xq,c2

𝜃̇2
2 sin 𝜃2)a3
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and

𝝎𝕏,𝔸 × v𝕏,c2
=

||||||||

a1 a2 a3

0 0 𝜃̇1

(−dp,q𝜃̇1 − xq,c2
𝜃̇2 sin 𝜃2) xq,c2

𝜃̇1 cos 𝜃2 −xq,c2
𝜃̇2 cos 𝜃2

||||||||
,

= −xq,c2
𝜃̇2

1 cos 𝜃2a1 + (−dp,q𝜃̇
2
1 − xq,c2

𝜃̇1𝜃̇2 sin 𝜃2)a2.

Combining these expressions into a single equation results in

⎡⎢⎢⎢⎣

cos 𝜃2 0 − sin 𝜃2

0 1 0

sin 𝜃2 0 cos 𝜃2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

−M2dp,q𝜃̈1 − M2xq,c2
𝜃̈2 sin 𝜃2 − M2xq,c2

(𝜃̇2
1 + 𝜃̇

2
2) cos 𝜃2

−M2dp,q𝜃̇
2
1 + M2xq,c2

𝜃̈1 cos 𝜃2 − 2M2xq,c2
𝜃̇1𝜃̇2 sin 𝜃2

−M2xq,c2
𝜃̈2 cos 𝜃2 + xq,c2

𝜃̇2
2 sin 𝜃2

⎫⎪⎬⎪⎭
.

(4.29)

Despite it being link 2 being under consideration, because the simplest representation
of v𝕏,c2

is with respect to the 𝔸 frame, the equation of motion is analyzed with respect to
this frame. When evaluating this vector equation, either these components will need to
be mapped into the 𝔹 frame to match the force components, or the force components
will need to be mapped into the 𝔸 frame.

Euler’s second law applied to link 2 results in

d
dt

||||𝕏h𝕏,c2
= m1b1 + 𝜏2b2 + m3b3 + dc2,q × (f1b1 + f2b2 + f3b3).

The left hand side may be solved by utilizing the derivative theorem to formulate the
derivative in terms of the 𝔹 frame, and utilizing the angular momentum representation
h𝔹
𝕏,c2

,

d
dt

||||𝕏h𝕏,c2
= d

dt
||||𝔹h𝕏,c2

+ 𝝎𝕏,𝔹 × h𝕏,c2
,

d
dt

||||𝕏h𝔹
𝕏,c2

= d
dt

||||𝔹I𝔹c2
𝝎

𝔹
𝕏,𝔹 + 𝝎𝔹

𝕏,𝔹 × I𝔹c2
𝝎

𝔹
𝕏,𝔹,

= I𝔹c2
𝜶
𝔹
𝕏,𝔹 + 𝝎𝔹

𝕏,𝔹 × I𝔹c2
𝝎

𝔹
𝕏,𝔹.

The angular velocity 𝝎𝔹
𝕏,𝔹 may be determined from the formulation of 𝝎𝕏,𝔹 above using

a change of basis,

𝝎
𝔹
𝕏,𝔹 = R𝔹

𝔸𝝎
𝔸
𝕏,𝔹 =

⎡⎢⎢⎢⎣

cos 𝜃2 0 − sin 𝜃2

0 1 0

sin 𝜃2 0 cos 𝜃2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

𝜃̇2

𝜃̇1

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

−𝜃̇1 sin 𝜃2

𝜃̇2

𝜃̇1 cos 𝜃2

⎫⎪⎬⎪⎭
.

By a similar transformation, 𝜶𝔹
𝕏,𝔹 may be determined to be

𝜶
𝔹
𝕏,𝔹 =

⎧⎪⎨⎪⎩

−𝜃̇1𝜃̇2 cos 𝜃2 − 𝜃̈1 sin 𝜃2

𝜃̈2

−𝜃̇1𝜃̇2 sin 𝜃2 + 𝜃̈1 cos 𝜃2

⎫⎪⎬⎪⎭
.
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The load acting on link 2 may be evaluated by noting that dc2,q = −xq,c2b1, resulting in

m1b1 + 𝜏2b2 + m3b3 + dc2,q × (f1b1 + f2b2 + f3b3),
= m1b1 + 𝜏2b2 + m3b3 − xq,c2b1 × (f1b1 + f2b2 + f3b3),
= m1b1 + (𝜏2 + xq,c2f3)b2 + (m3 − xq,c2f2)b3.

Representing Euler’s second law for link 2 with respect to the 𝔹 frame results in

⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−𝜃̇1𝜃̇2 cos 𝜃2 − 𝜃̈1 sin 𝜃2

𝜃̈2

−𝜃̇1𝜃̇2 sin 𝜃2 + 𝜃̈1 cos 𝜃2

⎫⎪⎬⎪⎭

+
⎡⎢⎢⎢⎣

0 −𝜃̇1 cos 𝜃2 𝜃̇2

𝜃̇1 cos 𝜃2 0 𝜃̇1 sin 𝜃2

−𝜃̇2 −𝜃̇1 sin 𝜃2 0

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−I11𝜃̇1 sin 𝜃2

I22𝜃̇2

I33𝜃̇1 cos 𝜃2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

m1

𝜏2 + xq,c2f3

m3 − xq,c2f2

⎫⎪⎬⎪⎭
,

or
⎧⎪⎨⎪⎩

I11(−𝜃̇1𝜃̇2 cos 𝜃2 − 𝜃̈1 sin 𝜃2) + (I33 − I22)𝜃̇1𝜃̇2 cos 𝜃2

I22𝜃̈2 + (I33 − I11)𝜃̇2
1 sin 𝜃2 cos 𝜃2

I33(−𝜃̇1𝜃̇2 sin 𝜃2 + 𝜃̈1 cos 𝜃2) + (I11 − I22)𝜃̇1𝜃̇2 sin 𝜃2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

m1

𝜏2 + xq,c2f3

m3 − xq,c2f2

⎫⎪⎬⎪⎭
. (4.30)

Next, the equations of motion for link 1 will be calculated. Based on the free body
diagram of link 1 in Figure 4.16a, Euler’s first law for link 1 can be written as

g1a1 + g2a2 + g3a3 − f1b1 − f2b2 − f3b3 = d
dt

||||𝕏p𝕏,

= M1(
d
dt

||||𝔸v𝕏,c1
+ 𝝎𝕏,𝔸 × v𝕏,c1

),

where
d
dt

||||𝔸v𝕏,c1
= −yp,c1

𝜃̈1a1

and

𝝎𝕏,𝔸 × v𝕏,c1
=

||||||||

a1 a2 a3

0 0 𝜃̇1

−yp,c1
𝜃̇1 0 0

||||||||
= −yp,c1

𝜃̇2
1a2.

Representing Euler’s first law for link 1 with respect to the 𝔸 frame results in

⎧⎪⎨⎪⎩

g1

g2

t3

⎫⎪⎬⎪⎭
−

⎡⎢⎢⎢⎣

cos 𝜃2 0 sin 𝜃2

0 1 0

− sin 𝜃2 0 cos 𝜃2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭
= M1

⎧⎪⎨⎪⎩

−yp,c1
𝜃̈1

−yp,c1
𝜃̇2

1

0

⎫⎪⎬⎪⎭
. (4.31)
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Euler’s second law applied to link 2 results in

d
dt

||||𝕏h𝕏,c1
=

(
−m1b1 − 𝜏2b2 − m3b3 − dc1,q × (f1b1 + f2b2 + f3b3)

+n1a1 + n2a2 + t3a3 + dc1,o × (g1b1 + g2b2 + g3b3)

)
.

As before, the left hand side may be solved by utilizing the derivative theorem to for-
mulate the derivative in terms of the 𝔸 frame and utilizing the angular momentum
representation h𝔸

𝕏,c1
in

d
dt

||||𝕏h𝕏,c1
= d

dt
||||𝔸h𝕏,c1

+ 𝝎𝕏,𝔸 × h𝕏,c1
,

d
dt

||||𝕏h𝔸
𝕏,c1

= d
dt

||||𝔸I𝔸c1
𝝎

𝔸
𝕏,𝔸 + 𝝎𝔸

𝕏,𝔸 × I𝔸c1
𝝎

𝔸
𝕏,𝔸,

= I𝔸c1
𝜶
𝔸
𝕏,𝔸 + 𝝎𝔸

𝕏,𝔸 × I𝔸c1
𝝎

𝔸
𝕏,𝔸.

The angular velocity 𝝎𝔸
𝕏,𝔸 and acceleration 𝜶𝔸

𝕏,𝔸 may be determined from the formula-
tions of 𝝎𝕏,𝔸 and 𝜶𝕏,𝔸 above, with

𝝎
𝔸
𝕏,𝔸 =

⎧⎪⎨⎪⎩

0

0

𝜃̇1

⎫⎪⎬⎪⎭
and 𝜶

𝔸
𝕏,𝔸 =

⎧⎪⎨⎪⎩

0

0

𝜃̈1

⎫⎪⎬⎪⎭
.

In addition, for the inertia matrix, because there is only a single plane of symmetry,
the (2, 3) and (3, 2) entries of the inertia matrix will be non-zero. It follows that

I𝔸c1
𝜶
𝔸
𝕏,𝔸 + 𝝎𝔸

𝕏,𝔸 × I𝔸c1
𝝎

𝔸
𝕏,𝔸 =

⎡⎢⎢⎢⎣

K11 0 0

0 K22 K23

0 K32 K33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜃̈1

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0

0

𝜃̇1

⎫⎪⎬⎪⎭

×
⎡⎢⎢⎢⎣

K11 0 0

0 K22 K23

0 K32 K33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜃̈1

⎫⎪⎬⎪⎭
,

=
⎧⎪⎨⎪⎩

0

K23𝜃̈1

K33𝜃̈1

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0

0

𝜃̇1

⎫⎪⎬⎪⎭
×
⎧⎪⎨⎪⎩

0

K23𝜃̇1

K33𝜃̇1

⎫⎪⎬⎪⎭

=
⎧⎪⎨⎪⎩

0

K23𝜃̈1

K33𝜃̈1 − K23𝜃̇
2
1

⎫⎪⎬⎪⎭
.
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The load acting on link 2 may be evaluated by representing it in terms of frame 𝔸.
Noting that dc1,q = (dp,q − yp,c1

)a2 + zp,c1
a3 and dc1,o = −yp,c1

a2 − (do,p − zp,c1
)a3, it is

written as

−
⎡⎢⎢⎢⎣

cos 𝜃2 0 sin 𝜃2

0 1 0

− sin 𝜃2 0 cos 𝜃2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

m1

𝜏2

m3

⎫⎪⎬⎪⎭
−

⎧⎪⎨⎪⎩

0
dp,q − yp,c1

zp,c1

⎫⎪⎬⎪⎭
×
⎡⎢⎢⎢⎣

cos 𝜃2 0 sin 𝜃2

0 1 0
− sin 𝜃2 0 cos 𝜃2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭

+
⎧⎪⎨⎪⎩

n1

n2

t3

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0
−yp,c1

−(do,p − zp,c1
)

⎫⎪⎬⎪⎭
×
⎧⎪⎨⎪⎩

g1

g2

g3

⎫⎪⎬⎪⎭
,

= −
⎧⎪⎨⎪⎩

m1 cos 𝜃2 + m3 sin 𝜃2

𝜏2

−m1 sin 𝜃2 + m3 cos 𝜃2

⎫⎪⎬⎪⎭
−

⎧⎪⎨⎪⎩

0
dp,q − yp,c1

zp,c1

⎫⎪⎬⎪⎭
×
⎧⎪⎨⎪⎩

f1 cos 𝜃2 − f3 sin 𝜃2

f2

f1 sin 𝜃2 + f3 cos 𝜃2

⎫⎪⎬⎪⎭

+
⎧⎪⎨⎪⎩

n1

n2

t3

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0
−yp,c1

−(do,p − zp,c1
)

⎫⎪⎬⎪⎭
×
⎧⎪⎨⎪⎩

g1

g2

g3

⎫⎪⎬⎪⎭
,

= −
⎧⎪⎨⎪⎩

m1 cos 𝜃2 + m3 sin 𝜃2 + (dp,q − yp,c1
)(f1 sin 𝜃2 + f3 cos 𝜃2) − zp,c1

f2

𝜏2 + zp,c1
(f1 cos 𝜃2 − f3 sin 𝜃2)

−m1 sin 𝜃2 + m3 cos 𝜃2 − (dp,q − yp,c1
)(f1 cos 𝜃2 − f3 sin 𝜃2)

⎫⎪⎬⎪⎭

+
⎧⎪⎨⎪⎩

n1 − yp,c1
g3 + (do,p − zp,c1

)g2

n2 − (do,p − zp,c1
)g1

t3 + yp,c1
g1

⎫⎪⎬⎪⎭
.

Combining the angular momentum derivative and loading into Euler’s second law for
link 1 results in

⎧⎪⎨⎪⎩

0
K23𝜃̈1

K33𝜃̈1 − K23𝜃̇
2
1

⎫⎪⎬⎪⎭

= −
⎧⎪⎨⎪⎩

m1 cos 𝜃2 + m3 sin 𝜃2 + (dp,q − yp,c1
)(f1 sin 𝜃2 + f3 cos 𝜃2) − zp,c1

f2

𝜏2 + zp,c1
(f1 cos 𝜃2 − f3 sin 𝜃2)

−m1 sin 𝜃2 + m3 cos 𝜃2 − (dp,q − yp,c1
)(f1 cos 𝜃2 − f3 sin 𝜃2)

⎫⎪⎬⎪⎭

+
⎧⎪⎨⎪⎩

n1 − yp,c1
g3 + (do,p − zp,c1

)g2

n2 − (do,p − zp,c1
)g1

t3 + yp,c1
g1

⎫⎪⎬⎪⎭
. (4.32)
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In summary, the complete set of governing equations for this example includes
Equations (4.29), (4.30), (4.31), and (4.32). There is one set of three equations gov-
erning translation and one set of three equations governing rotation for each body.
The unknowns in these equations include the geometric variables 𝜃1, 𝜃2 and their
derivatives, and the forces and moments f1, f2, f3, g1, g2, g3,m1,m2, n1, n3. Thus there
are twelve unknowns and twelve equations in this problem. As in the last example, 𝜃1
and 𝜃2 are differential unknowns and the constraint forces and torques are algebraic
unknowns.

The equations of motion for mechanical systems in realistic problems with three
dimensional kinematics can be quite complicated in form. The next example studies
another two link robotic system. Because of the symmetry of the bodies with respect
to the selected frames of reference, and the restriction of motion so that only 𝜃2 varies,
the equations of motion take a familiar form in Example 4.18.

Example 4.18 The inner arm (link 1) of the SCARA robot shown in Figure 4.28 is
locked in place relative to the base, and the outer arm (link 2) is articulated through
the angle 𝜃2. Derive the equations of motion for the outer arm using Euler’s first and
second laws.

x1 x2

x3

o

a1

c1

c2

a2

a3

b3b2

b1

xq,c2

zq,c2zp,c1

xp,c1
p

q

Figure 4.28 Links 0–2 of a SCARA robotic arm.

Solution: First, three frames 𝕏, 𝔸, and 𝔹 are defined at points o, p, and q, respectively,
as shown in Figure 4.28. Frame 𝕏 is the inertial frame, frame 𝔸 is fixed in the inner arm,
and frame 𝔹 is fixed in the outer arm. The vertical column is denoted link 0, the inner
arm is link 1 and the outer arm is link 2 in this example. The location of the center of
mass of the outer arm is defined as

r𝔹,c = xq,c2
b1 + zq,c2

b3
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in terms of the body fixed basis. The inertia matrix I𝔹c with respect to a frame that has
its origin at the center of mass and that is parallel to the 𝔹 frame is

I𝔹c =
⎡⎢⎢⎢⎣

I11 0 I13

0 I22 0

I13 0 I33

⎤⎥⎥⎥⎦
.

Since the 1–3 plane of the 𝔹 frame is a plane of symmetry for the outer arm, it is known
that I12 = I23 = 0 . The acceleration of the center of mass of the outer arm in the inertial
frame is given by

a𝕏,c = a𝕏,q + 𝝎𝕏,𝔹 × (𝝎𝕏,𝔹 × dq,c2
) + 𝜶𝕏,𝔹 × dq,c2

,

= 𝟎 − xq,c2
𝜃̇2

2b1 + xq,c2
𝜃̈2b2,

when 𝜃1 is constant. A free body diagram of the outer arm is depicted in Figure 4.29.
Euler’s first law yields the components relative to the 𝔹 frame

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭
= M2

⎧⎪⎨⎪⎩

−xq,c2
𝜃̇2

2

xq,c2
𝜃̈2

0

⎫⎪⎬⎪⎭
. (4.33)

Euler’s second law is written mc =
d
dt
|||𝕏(h𝕏,c), and the applied moment about the center

of mass is given by

mc = m1b1 + m2b2 + 𝜏b3 +

||||||||

b1 b2 b3

−xq,c2
0 −zq,c2

f1 f2 f3

||||||||
.

The angular momentum about the center of mass is

h𝔹
𝕏,c =

⎡⎢⎢⎢⎣

I11 0 I13

0 I22 0

I13 0 I33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜃̇2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I13𝜃̇2

0

I33𝜃̇2

⎫⎪⎬⎪⎭

q

m2

m1f1

f3

f2

τ

Figure 4.29 Free body diagram of the outer arm.
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since 𝝎𝕏,𝔹 = 𝜃̇2b3 when the inner arm is stationary. The derivative theorem from
Chapter 2 is used to simplify the calculation in Euler’s second law. The moment mc is

mc =
d
dt

||||𝕏h𝕏,c =
d
dt

||||𝔹h𝕏,c + 𝝎𝕏,𝔹 × h𝕏,c.

Combination of the moment equations above yields

⎧⎪⎨⎪⎩

m1 + zq,c3
f2

m2 − zq,c3
f1 + xq,c3

f3

𝜏 − xq,c3
f2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I13𝜃̈2

0

I33𝜃̈2

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0

I13𝜃̇
2
2

0

⎫⎪⎬⎪⎭
. (4.34)

In summary, a complete set of governing equations is obtained by collecting the six
Equations (4.33) and (4.34) to solve for the six unknowns. These unknowns include the
angle 𝜃2 and its derivatives, and the reaction forces and moments f1, f2, f3,m1 and m2.

The equations of motion derived in Example 4.18 assumed a particularly simple form
due to symmetry and the fact that there is but a single degree of freedom. In general,
however, the equations of motion can be quite complex. In this next example it is shown
that by allowing the joint variable 𝜃1 in Example 4.18 to vary in time as an unknown, the
resulting equations of motion for the system again become increasingly more compli-
cated.

Example 4.19 Consider again the SCARA robot studied in Example 4.18. In this
example, derive the equations of motion for the two degrees of freedom system, where
𝜃1 and 𝜃2 vary in time.

Solution: First, the outer arm, link 2, will be considered. Note the changes to the gov-
erning equations from Example 4.18 when both 𝜃1 and 𝜃2 vary with time. The angular
velocity of the 𝔹 frame in the 𝕏 frame is now given by

𝝎𝕏,𝔹 = 𝝎𝕏,𝔸 + 𝝎𝔸,𝔹 = (𝜃̇1 + 𝜃̇2)b3.

The form of the angular acceleration follows from this definition and the application of
the derivative theorem

𝜶𝕏,𝔹 = d
dt

||||𝕏𝝎𝕏,𝔹 = d
dt

||||𝔹𝝎𝕏,𝔹 + 𝝎𝕏,𝔹 × 𝝎𝕏,𝔹
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

0

= (𝜃̈1 + 𝜃̈2)b3n

The acceleration of the center of mass of the outer arm is now given by

a𝕏,c2
= a𝕏,q + 𝝎𝕏,𝔹 × (𝝎𝕏,𝔹 × dq,c2

) + 𝜶𝕏,𝔹 × dq,c2
,

= −dp,q𝜃̇
2
1a1 + dp,q𝜃̈1a2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

a𝕏,q

− xq,c2
(𝜃̇1 + 𝜃̇2)2b1 + xq,c2

(𝜃̈1 + 𝜃̈2)b2.
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The force summation for the free body diagram depicted in Figure 4.29 yields the
equations

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭
= M2

⎛⎜⎜⎜⎝

⎧⎪⎨⎪⎩

−xq,c2
(𝜃̇1 + 𝜃̇2)2

xq,c2
(𝜃̈1 + 𝜃̈2)

0

⎫⎪⎬⎪⎭
+ R𝔹

𝔸

⎧⎪⎨⎪⎩

−dp,q𝜃̇
2
1

dp,q𝜃̈1

0

⎫⎪⎬⎪⎭

⎞⎟⎟⎟⎠
, (4.35)

= M2

⎛⎜⎜⎜⎝

⎧⎪⎨⎪⎩

−xq,c2
(𝜃̇1 + 𝜃̇2)2

xq,c2
(𝜃̈1 + 𝜃̈2)

0

⎫⎪⎬⎪⎭
+

⎡⎢⎢⎢⎣

cos 𝜃2 sin 𝜃2 0

− sin 𝜃2 cos 𝜃2 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−dp,q𝜃̇
2
1

dp,q𝜃̈1

0

⎫⎪⎬⎪⎭

⎞⎟⎟⎟⎠
.

The angular momentum of the outer arm about its own center of mass becomes

h𝔹
𝕏,c2

=
⎡⎢⎢⎢⎣

I11 0 I13

0 I22 0

I13 0 I33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜃̇1 + 𝜃̇2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I13(𝜃̇1 + 𝜃̇2)

0

I33(𝜃̇1 + 𝜃̇2)

⎫⎪⎬⎪⎭
.

The moment summation is now given by

⎧⎪⎨⎪⎩

m1 + zq,c2
f2

m2 − zq,c2
f1 + xq,c2

𝜏 − xq,c2
f2

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

I13(𝜃̈1 + 𝜃̈2)

0

I33(𝜃̈1 + 𝜃̈2)

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0

I13(𝜃̇1 + 𝜃̇2)2

0

⎫⎪⎬⎪⎭
. (4.36)

The free body diagram of the inner arm is shown in Figure 4.30. The acceleration of
the center of mass of the inner arm is given by

a𝕏,c1
= a𝕏,p
⏟⏟⏟

0

− xp,c1
𝜃̇2

1a1 + xp,c1
𝜃̈1a2,

and the angular momentum about the center of mass is given by

h𝔸
𝕏,c1

=

||||||||

K11 0 K13

0 K22 0

K13 0 K33

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0

0

𝜃̇1

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

K13𝜃̇1

0

K33𝜃̇1

⎫⎪⎬⎪⎭
.

p

q

g3

g2

g1
n1

–f1

–m1
–m2

–f2

–f3

n2

t

–τ

Figure 4.30 Free body diagram of the inner arm.
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The force summation for the free body diagram shown in Figure 4.30 yields

⎧⎪⎨⎪⎩

g1

g2

g3

⎫⎪⎬⎪⎭
+ R𝔸

𝔹

⎧⎪⎨⎪⎩

−f1

−f2

−f3

⎫⎪⎬⎪⎭
= M1

⎧⎪⎨⎪⎩

−xp,c1
𝜃̇2

1

xp,c1
𝜃̈1

0

⎫⎪⎬⎪⎭
,

or
⎧⎪⎨⎪⎩

g1

g2

g3

⎫⎪⎬⎪⎭
+

⎡⎢⎢⎢⎣

cos 𝜃2 − sin 𝜃2 0
sin 𝜃2 cos 𝜃2 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−f1

−f2

−f3

⎫⎪⎬⎪⎭
= M1

⎧⎪⎨⎪⎩

−xp,c1
𝜃̇2

1

xp,c1
𝜃̈1

0

⎫⎪⎬⎪⎭
. (4.37)

The applied moments about the center of mass can be computed from the expression
mc1

= n1a1 + n2a2 + ta3 − m1b1 − m2b2 − 𝜏b3

+

||||||||

a1 a2 a3

−xp,c1
0 zp,c1

g1 g2 g3

||||||||
+ ((dp,q − xp,c1

)a1 + zp,c1
a3) × (−f1b1 − f2b2 − f3b3).

This expression may be simplified and written in terms of frame 𝔸 as

m𝔸
c1
=

⎧⎪⎨⎪⎩

n1 − zp,c1
g2

n2 + zp,c1
g1 + xp,c1

g3

t − xp,c1
g2

⎫⎪⎬⎪⎭

+ R𝔸
𝔹

⎧⎪⎨⎪⎩

−m1 + zp,c1
f2 + (dp,q − xp,c1

)f3 sin 𝜃2

−m2 − zp,c1
f1 + (dp,q − xp,c1

)f3 cos 𝜃2

−𝜏 − (dp,q − xp,c1
)f1 sin 𝜃2 − (dp,q − xp,c1

)f2 cos 𝜃2

⎫⎪⎬⎪⎭
,

=
⎧⎪⎨⎪⎩

n1 − zp,c1
g2

n2 + zp,c1
g1 + xp,c1

g3

t − xp,c1
g2

⎫⎪⎬⎪⎭
(4.38)

+
⎡⎢⎢⎢⎣

cos 𝜃2 − sin 𝜃2 0
sin 𝜃2 cos 𝜃2 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−m1 + zp,c1
f2 + (dp,q − xp,c1

)f3 sin 𝜃2

−m2 − zp,c1
f1 + (dp,q − xp,c1

)f3 cos 𝜃2

−𝜏 − (dp,q − xp,c1
)f1 sin 𝜃2 − (dp,q − xp,c1

)f2 cos 𝜃2

⎫⎪⎬⎪⎭
.

(4.39)

The moment summation for the free body diagram in Figure 4.30 is consequently

m𝔸
c1
=

⎧⎪⎨⎪⎩

K13𝜃̈1

0

K33𝜃̈1

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0

K13𝜃̇
2
1

0

⎫⎪⎬⎪⎭
(4.40)

where m𝔸
c1

is given in Equation (4.38).
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The final system of governing equations for this example includes Equations (4.35),
(4.36), (4.37), and (4.40). There is one set of three equations governing transla-
tion for each body, and there is one set of three equation governing rotation for
each body. The differential unknowns in the governing equations include 𝜃1, 𝜃2
and their derivatives. The algebraic unknowns are the reaction forces and torques
f1, f2, f3, g1, g2, g3, n1, n2,m1,m2. There are a total of 12 unknowns and 12 equations.

4.6 Structure of Governing Equations: Newton–Euler
Formulations

Examples 4.16–4.18, and 4.19 demonstrate that the system of equations obtained via the
application of Euler’s first and second law to robotics applications is unavoidably com-
plicated. An essential step in the study of Newton–Euler formulations casts the derived
equations into one of a few possible canonical mathematical forms. This step is impor-
tant from a theoretical standpoint since in many cases analysts have developed a theory
that can be consulted to study existence, uniqueness, or stability of solutions for general
classes of problems. From a practical viewpoint, once the equations are written in a stan-
dard from, it is possible to employ common and well understood numerical techniques
for their study. While there are many possible structural forms in which the governing
equations can be cast, two standard forms will be considered in this book. The equations
of motion will be written as a system of differential algebraic equations or DAEs, or as a
set of ordinary differential equations or ODEs.

4.6.1 Differential Algebraic Equations (DAEs)

There are two types of variables that appear in the governing equations in Newton–Euler
formulations of dynamics, as shown in Examples 4.16–4.18, and 4.19. One set of vari-
ables are explicitly differentiated with respect to time, while others are not. The subset
of variables that are differentiated with respect to time are referred to as differential
unknowns, while those that are not differentiated are known as algebraic unknowns. A
collection of equations that couples both types of variables constitutes a system of DAEs.
The form of DAEs that will be used in this text have the structure

ẋ(t) = f(t, x(t), y(t)), (4.41)
𝟎 = g(t, x(t), y(t)),

where x(t) ∈ ℝN is the collections of differential variables, y(t) ∈ ℝM is the collection
of algebraic variables, the function f ∶ ℝ+ ×ℝN ×ℝM → ℝN and g ∶ ℝ+ ×ℝN ×ℝM

→ ℝM. There are a total of N × M variables in the above N × M equations. It is
straightforward to express the equations derived via Newton–Euler methods in this
form, as shown in the next examples.
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Example 4.20 Write the governing equations in Example 4.16 as a set of DAEs that
have the structure shown in Equation (4.41).

Solution: The unknown variables that appear in Equations (4.27) and (4.41) are
𝜃2, f1, f2, f3, m1, and m3. Define the differential variables and algebraic variables as,
respectively,

x =
{

x1 x2
}T =

{
𝜃2 𝜃̇2

}T
,

y =
{

y1 y2 y3 y4 y5
}T =

{
f1 f2 f3 m1 m3

}T
.

The differential subset of equations becomes

ẋ =
{ ẋ1

ẋ2

}
= f(t, x, y) =

⎧⎪⎨⎪⎩
x2

1
I22

(𝜏2 + xq,c2
y3)

⎫⎪⎬⎪⎭
. (4.42)

The algebraic subset of equations is

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0

0

0

0

0

⎫⎪⎪⎪⎬⎪⎪⎪⎭

= g(t, x, y) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

y1 − M2xq,c2
x2

2

y2

y3 + M2xq,c2

1
I22

(𝜏2 + xq,c2
y3)

y4

y5 − xq,c2
y2

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(4.43)

With the functions f ∶ ℝ+ ×ℝ2 ×ℝ5 → ℝ2 and g ∶ ℝ+ ×ℝ2 ×ℝ5 → ℝ5 defined in
Equations (4.42) and (4.43), the governing equations have the form of the DAEs in
Equation (4.41).

Example 4.21 Write the governing equations in Example 4.18 as a set of DAEs that
have the structure shown in Equation (4.34).

Solution: The unknown variables that appear in Equations (4.33) and (4.34) are 𝜃2, f1,
f2, f3, m1, and m2. Define the differential and algebraic variables as, respectively,

x =
{

x1 x2
}T =

{
𝜃2 𝜃̇2

}T
,

y =
{

y1 y2 y3 y4 y5
}T =

{
f1 f2 f3 m1 m2

}T
.



�

� �

�

260 4 Newton–Euler Formulations

The subset of differential equations becomes

ẋ =

{
ẋ1

ẋ2

}
= f(t, x(t), y(t)) =

⎧⎪⎨⎪⎩
x2
1

M2xq,c2

y2

⎫⎪⎬⎪⎭
.

The subset of algebraic equations is

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0

0

0

0

0

⎫⎪⎪⎪⎬⎪⎪⎪⎭

= g(t, x(t), y(t)) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

y1 + M2xq,c2
x2

2

y3

y4 + zq,c2
y2 − I13

1
M2xq,c2

y2

y5 − zq,c2
y1 + xq,c2

y3 − I13x2
2

𝜏 − xq,c2
y2 − I33

1
M2xq,c2

y2

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

.

With the functions f ∶ ℝ+ ×ℝ2 ×ℝ5 → ℝ2 and g ∶ ℝ+ ×ℝ2 ×ℝ5 → ℝ5 defined in
Equations (4.42) and (4.43), the governing equations have the form of the DAEs in
Equation (4.41).

4.6.2 Ordinary Differential Equations (ODEs)

In most applications of Newton–Euler formulations to realistic robotic systems, the
resulting equations contain both differential and algebraic variables. As discussed in the
last section, it is natural to study these systems as a collection of DAEs. Still, it is most
common in the literature to eliminate the algebraic unknowns via algebraic manipula-
tion. There are technical conditions, expressed in terms of the Jacobian of the algebraic
constraint equations in Equation (4.41), that guarantee that it is possible to solve the
last M equations in (4.41) for the algebraic unknowns y in terms of (t, x). The expres-
sions for y in terms of (t, x) can then be substituted into the first line of Equation (4.41),
thereby eliminating the algebraic unknowns. The interested reader should consult [27]
or [2] for the complete description. When this procedure is feasible, the resulting form
of the governing equations is a collection of ODEs of the form

ẋ(t) = f(t, x(t)) (4.44)

where x(t) ∈ ℝN and f ∶ ℝ+ ×ℝN → ℝN . It must be emphasized that although the pro-
cedure discussed above to reformulate a set of DAEs in the form of Equation (4.41) into
Equation (4.44) is easy to describe in principle, it can be difficult to achieve in practice.
This is certainly the case for complex robotic systems. Despite the difficulty of the task,
there are several reasons that motivate the attempt.

(1) Order reduction. For any system, the number of N + M DAEs is always larger than
the reduced number of N ODEs. The difference in complexity can be substantial for
robotic systems. In fact, most of the unknowns in a kinematic chain are associated with
the algebraic variables. If it is desired to construct a feedback law that must be updated
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in real time, the cost in estimation of the solution of a set of DAEs can be prohibitive.
For example, for an L link kinematic chain having one degree of freedom at each joint,
N ≃ 2L and M ≃ 5L.

(2) Theoretical foundations. The study of ODEs and their numerical approximation is
much more mature than the corresponding state of affairs for DAEs. The study of DAEs
is continuously evolving. Furthermore, the current theoretical framework for DAEs is
more difficult to state and has more restrictions on its applicability. Broad statements
about the existence, stability, convergence and stability of DAEs are less common. Again,
references [2] and [27] can be consulted for advanced presentations.

(3) Control theoretic issues. It has already been noted in (1) above that the computa-
tional cost associated with the numerical solution of DAEs can be prohibitive in control
applications. Just as importantly, nearly all of the supporting theory and algorithms for
the control of robotic systems has been derived for systems of ordinary differential or
discrete difference equations. This body of research is impressive and represents decades
of research and development. The study of the control of DAEs does not have as mature
a theoretical and computational infrastructure.

The next two examples illustrate how the algebraic unknowns can be eliminated for
relatively simple problems.

Example 4.22 Obtain a governing ordinary differential equation from the DAEs in
Example 4.16 by eliminating the algebraic unknowns.

Solution: The formulation of the DAEs for Example 4.16 presented in Example 4.20 will
be used to obtain the desired ordinary differential equation form. The second differential
equation in this example states

I22𝜃̈2 = 𝜏2 + xq,c2
y3. (4.45)

The desired ordinary differential equation is obtained by eliminating the algebraic vari-
able y3 from this equation. This can be done by considering the sole algebraic equation
with y3 as a factor,

0 = y3 + M2xq,c2
𝜃̈2.

Combining these two equations results in

(I22 + M2x2
q,c2

)𝜃̈2 = 𝜏2.

This equation is the familiar equation in terms of the moment of inertia about the 2 axis
through point q. The moment of inertia about the 2 axis through point q is given by the
parallel axis theorem

I22,q = I22 + M2x2
q,c2
,

and the final form of the governing equation is

I22,q𝜃̈2 = 𝜏2.
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Example 4.23 Obtain a governing ordinary differential equation from the DAEs in
Example 4.18 by eliminating the algebraic unknowns.

Solution: Combining the equations from the second row in the Equation (4.33) and the
third row of Equation (4.34) results in

(I33 + M2x2
q,c2

)𝜃̈2 = 𝜏

for the rotational equation of motion about the vertical axis. This equation can be written
in a simpler form by observing that the parallel axis theorem states that

I33,p = I33 + M2x2
q,c2
,

where I33,p is the moment of inertia about the 3 axis passing through point p. As a
result,

I33,p𝜃̈2 = 𝜏

is the moment equation about this axis.

4.7 Recursive Newton–Euler Formulations

Recursive Calculation of Forces and Moments

In Chapter 3 recursive algorithms for determining velocities and derivatives of veloci-
ties have been derived for the kinematic chain depicted in Figure 3.20 or Figure 3.21. The
joints are numbered from N to 1 starting at the joint nearest the base body and decreas-
ing toward the tip. The recursive algorithms developed in Sections 3.4.1 and 3.4.3 start
with the joint connected to the base body, and then solve for velocities or derivatives of
velocities as we move from inboard to outboard joints.

This section will show that the calculation of joint forces and torques can be
carried out starting at joint 1 toward the tip of the kinematic chain and proceeding
inward toward the base. As in the study of velocities and accelerations, a recursive
method is possible because of the special structures of the matrices that relates
joint forces and torques, acceleration, and angular acceleration. The reason that the
recursion in this section progresses from tip to base is because the coefficient matrix
in Theorem 4.18 is exactly equal to the transpose of the coefficient matrix that appears
in either Theorem 3.4 or Theorem 3.5. The following theorem summarizes this matrix
equation.
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Theorem 4.18 The forces and moments in 
−
k for the kinematics chain depicted

in Figure 3.20 and Figure 3.21 satisfy the equation

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩


−
1


−
2


−
3

⋮


−
N−1


−
N

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 · · · 0 0

𝜑2,12,1 0 0 · · · 0 0

0 𝜑3,23,2 0 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · 0 0

0 0 0 · · · 𝜑N ,N−1N ,N−1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩


−
1


−
2


−
3

⋮


−
N−1


−
N

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

(4.46)

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 · · · 0 0

0 2 0 · · · 0 0

0 0 3 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · N−1 0

0 0 0 · · · 0 N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩


−
1


−
2


−
3

⋮


−
N−1


−
N

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

+

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1

2

3

⋮

N−1

N

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

(4.47)

where 𝜑k,k−1 is given in Equation (4.50), 
−
k is defined in Equation (4.50), 

−
k

is defined in Equation (4.51), Mk is given in Equation (4.56), and k is given in
Equation (4.57) for k = 1, ...,N .

Proof : Recall that in this convention the links of the kinematic chain are numbered from
the outer most body to the root or base body b. The acceleration in the base frame of
the center of mass ck of body k is given by

ab,ck
= ab,k + 𝜶b,k × dk,ck

+ 𝝎b,k × (𝝎b,k × dk,ck
),

where ab,k is the acceleration in the base frame of the origin of frame k,𝜶b,k is the angular
acceleration in the base frame of frame k,𝝎b,k is the angular velocity in the base frame
of frame k, and dk,ak

is the vector from the origin of frame k to the center of mass ck of
link k.
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Joint k-1 Joint k

Link k-1 Link k Link k+1

ck-1 ck ck+1

fk-1
–

fk-1
+

mk-1
–

mk-1
+

fk
–

mk
–

fk
+ mk

+

Figure 4.31 Joint loading convention.

Applying Euler’s first law to body k, as shown in Figure 4.31, results in

f−k + f+k−1 = Mk(ab,k + 𝜶b,k × dk,ck
× 𝝎b,k × (𝝎b,k × dk,ck

)). (4.48)

For Euler’s second law, the form given in Theorem 4.15 in which moments acting on
body k are summed about point k−,

∑
m = d

dt
||||b
(Ik𝝎b,k− ) + dk,c × Mkab,k− ,

is used to obtain the equation

m+
k−1 + m−

k + dk,k−1 × f+k−1 = d
dt

||||k
(Ik𝝎b,k− ) + 𝝎b,k− × (Ik𝝎b,k− ) + dp,c × Mkab,k− .

The derivative Theorem 2.12 is applied to obtain the familiar form

m+
k−1 + m−

k + dk,k−1 × f+k−1 = Ik𝜶b,k− + 𝝎b,k− × (Ik𝝎b,k− ) + dk,ck
× Mk(ab,k− ). (4.49)

Equation (4.48) and Equation (4.49) give a complete description of the dynamics of body
k; however, they must be expressed in terms of the vectors


−
k ∶=

{
f−k

m−
k

}
(4.50)

and


−
k ∶=

⎧⎪⎨⎪⎩

d
dt

||||k
vb,k−

d
dt

||||k
𝝎b,k−

⎫⎪⎬⎪⎭
. (4.51)

The desired form can be achieved by recalling that the acceleration ab,k− is defined as

ab,k− = d
dt

||||b
(vb,k− ) = d

dt
||||k
(vb,k− ) + 𝝎b,k− × vb,k− , (4.52)

and the angular acceleration 𝜶b,k− is defined as

𝜶b,k− = d
dt

||||b
𝝎b,k− = d

dt
||||k
𝝎b,k− + 𝝎b,k− × 𝝎b,k− = d

dt
||||k
𝝎b,k− . (4.53)

Substituting Equations (4.52) and (4.53) into (4.48) and (4.49) results in
f−k = −f+k−1 + Mk(

d
dt

||||k
(vb,k− ) + 𝝎b,k × vb,k− + d

dt
||||k
𝝎b,k− × dk,ck

+ 𝝎b,k− × (𝝎b,k− × dk,ck
)
)
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and

m−
k = − m+

k−1 − dk,k−1 × f+k−1 + Ik
d
dt

||||k
𝝎b,k− + 𝝎b,k− × (Ik𝝎b,k− )

+ dk,ck
× Mk(

d
dt

||||k
(vb,k− ) + 𝝎−

b,k × vb,k− ).

This pair of equations can be written as a single matrix equation


−
k ∶=

{
f−k

m−
k

}
=

[
𝕀 0

S(dk
k,k−1) 𝕀

]{
−f+k−1

−m+
k−1

}
(4.54)

+
⎡⎢⎢⎣

Mk𝕀 −MkS(dk
k,ck

)

MkS(dk
k,ck

) Ik

⎤⎥⎥⎦
⎧⎪⎨⎪⎩

d
dt

||||k
(vb,k− )

d
dt

||||k
(𝝎b,k− )

⎫⎪⎬⎪⎭

+

{
Mk𝝎b,k− × (𝝎b,k− × dk,ck

) + Mk(𝝎b,k− × vb,k− )

𝝎b,k− × (Ik𝝎b,k− ) + Mkdk,ck
× (𝝎b,k− × vb,k− )

}
.

This equation may be written in the compact form


−
k = 𝜑k,k−1

+
k−1 +k

−
k + k (4.55)

where the generalized mass or inertia matrix k is defined as

k =
⎡⎢⎢⎣

Mk𝕀 −MkS(dk
k,ck

)

MkS(dk
k,ck

) Ik

⎤⎥⎥⎦
(4.56)

and the inertial force vector is given as

k =

{
Mk𝝎b,k− × (𝝎b,k− × dk,ck

) + Mk(𝝎b,k− × vb,k− )

𝝎b,k− × (Ik𝝎b,k− ) + Mkdk,ck
× (𝝎b,k− × vb,k− )

}
. (4.57)

Internal forces have equal magnitude and opposite direction, which implies that{
fk−

mk−

}
=

{
−fk+

−mk+

}
.

It follows that−
k and

+
k satisfy the equation

−
k = k,k+1

+
k . The rotation matrixk,k+1

appears since, by definition, the entries in 
+
k are the components of the forces fk+ and

moments mk+ in terms of the basis for the k + 1 frame. The final form of the recursive
equation for the forces is obtained by substituting this equation into Equation (4.55),
which results in


−
k = 𝜑k,k−1k,k−1

−
k−1 +k

−
k + k . (4.58)

Equation (4.46) is obtained when Equation (4.58) is expressed for each joint
k = 1,… ,N . ◽
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The coefficient matrix that appears in Equation (4.46)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 · · · 0 0

𝜑2,12,1 0 0 · · · 0 0

0 𝜑3,23,2 0 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · 0 0

0 0 0 · · · 𝜑N ,N−1N ,N−1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is the transpose of the coefficient matrix that appears in the recursive calculation of
the velocity and acceleration in Equations (3.13) in Theorem 3.4 and (3.30) in Theorem
3.5. In both of those cases, the structure of the coefficient matrix enables a recursive
procedure that starts with the last row, which corresponds to the root of the kinematic
chain. In the current case, for solving the forces and moments, the structure of the lead
coefficient matrix makes it possible to solve the first equation for the forces and moments
in 

−
1


−
1 = 1

−
1 + 1.

Suppose that all of the velocities and angular velocities have been solved for using the
recursive algorithm described in Section 3.4.1, and that all of the derivatives of velocities

1. Solve for the velocities and angular velocities using the recursive algorithm in Section 3.4.1.
2. Solve for the derivatives of the velocities and angular velocities using the recursive algorithm in

Section 3.4.3.
3. Iterate from outboard joints to inboard joints. For k = 1, 2,… ,N

3.1 Form the bias inertial force k .

k =
⎧⎪⎨⎪⎩

Mk𝝎
k
b,k− × (𝝎k

b,k− × dk
k,ck

) + Mk(𝝎k
b,k− × vk

b,k− )

𝝎
k
b,k− × (Ik𝝎

k
b,k− ) + Mkdk

k,ck
× (𝝎k

b,k− × vk
b,k− )

⎫⎪⎬⎪⎭
.

3.2 Form the transition operator

𝜙k,k−1 = 𝜑k,k−1k,k−1.

3.3 Form the generalized inertia and mass matrix

k =
⎡⎢⎢⎣

Mk𝕀 −MkS(dk
k,ck

)

MkS(dk
k,ck

) Ik

⎤⎥⎥⎦
.

3.4 Calculate the forces and moments


−
k = 𝜙k,k−1k,k−1

−
k−1 +k

−
k + k . (4.59)

Figure 4.32 Recursive algorithm for calculating forces and moments.
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and angular velocities have been solved for using the recursive algorithm summarized
in Section 3.4.3. When this is the case, it is possible to evaluate all of the terms on the
right side of the above equation immediately and obtain 

−
1 . With this, the solution can

proceed to the second row in Equation (4.46) and solve for −
2 as


−
2 = 𝜑2,12,1

−
1 +2

−
2 + 2.

Since all the terms required to evaluate the right side of this equation are known, −
2

may be calculated. This process is continued until all the joints k = 1,… ,N have been
processed. The following table summarizes this recursive algorithm for the calculation
of the reaction forces and moments.

Example 4.24 Use the recursive order (N) algorithm to solve for the joint forces and
torques for link 1 of the two link robotic arm presented in Example 3.6 and shown in
Figure 4.33.

x1

y1

x3

x2

y2
y3

θ2 θ1

Link 3 (ground)

Link 2

Joint 1

Link 1

Joint 2

Figure 4.33 Two link robotic arm.

Solution: First, the joint forces and moments will be computed directly from first prin-
ciples for body 1, and it will be shown that the same results are computed using the
recursive algorithm. The free body diagrams for the two bodies that comprise the kine-
matic chain are shown in Figures 4.34a and 4.34b. Euler’s first law for body 1 yields

f1− = M1ab,c1
,

= M1(ab,1− + 𝜶b,1− × d1,c1
+ 𝝎b,1− × (𝝎b,1− × d1,c1

)).

f1
–

(a) (b)

m1
– m2

–

f2
– m1

+

f1
+

Figure 4.34 Free body diagrams for a two link robotic arm. (a) Link 1. (b) Link 2.
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The following quantities have been derived in Examples 3.6 and 3.7:

𝝎b,1− = (𝜃̇1 + 𝜃̇2)z1, (4.60)

𝜶b,1− = (𝜃̈1 + 𝜃̈2)z1, (4.61)

d1,c1
= 1

2
L1x1, (4.62)

ab,1− = −L2𝜃̇
2
2x2 + L2𝜃̈2y2. (4.63)

We transform the equations to obtain the force components relative to the frame that is
fixed in body 1 using the rotation matrix R1

2 in Example 3.6,

f−1 = M1

⎛⎜⎜⎜⎜⎜⎝
−L2𝜃̇

2
2

⎧⎪⎪⎨⎪⎪⎩

cos 𝜃1

− sin 𝜃

0

⎫⎪⎪⎬⎪⎪⎭
+ L2𝜃̈2

⎧⎪⎪⎨⎪⎪⎩

sin 𝜃1

cos 𝜃

0

⎫⎪⎪⎬⎪⎪⎭

+ 1
2

L1(𝜃̈1 + 𝜃̈2)

⎧⎪⎪⎨⎪⎪⎩

0

1

0

⎫⎪⎪⎬⎪⎪⎭
− 1

2
L1(𝜃̇1 + 𝜃̇2)2

⎧⎪⎪⎨⎪⎪⎩

1

0

0

⎫⎪⎪⎬⎪⎪⎭

⎞⎟⎟⎟⎟⎟⎠
, (4.64)

= M1

⎧⎪⎪⎨⎪⎪⎩

−L2𝜃̇
2
2 cos 𝜃1 + L2𝜃̈2 sin 𝜃1 −

1
2

L1(𝜃̇1 + 𝜃̇2)2

L2𝜃̇
2
2 sin 𝜃1 + L2𝜃̈2 cos 𝜃1 +

1
2

L1(𝜃̈1 + 𝜃̈2)

0

⎫⎪⎪⎬⎪⎪⎭
. (4.65)

The summation of moments acting on body 1 about the point 1− is given by

m1− = d
dt

||||b
(I1

1−𝝎b,1− ) + d1,c1
× M1ab,1−

= d
dt

||||1
(I1

1−𝝎b,1− ) + 𝝎b,1− × (I1
1−𝝎b,1− ) + M1d1,c1

× ab,1−

A change of basis for the point 1− acceleration yields a1
b,1− as

a1
b,1− = −L2𝜃̇

2
2

⎧⎪⎪⎨⎪⎪⎩

cos 𝜃1

− sin 𝜃1

0

⎫⎪⎪⎬⎪⎪⎭
+ L2𝜃̈2

⎧⎪⎪⎨⎪⎪⎩

sin 𝜃1

cos 𝜃1

0

⎫⎪⎪⎬⎪⎪⎭
,
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which in turn is used to compute the cross product

(d1,c1
× ab,1− ) =

|||||||||||

x1 y1 z1

1
2

L1 0 0

(−L2𝜃̇
2
2 cos 𝜃1 + L2𝜃̈2 sin 𝜃1) (L2𝜃̇

2
2 sin 𝜃1 + L2𝜃̈2 cos 𝜃1) 0

|||||||||||
,

= 1
2

L1(L2𝜃̇
2
2 sin 𝜃1 + L2𝜃̈2 cos 𝜃1)z1.

The final expression for moment acting on body 1 is

m1− = I33(𝜃̈1 + 𝜃̈2)z1 +
1
2

M1L1L2(𝜃̇2
2 sin 𝜃1 + 𝜃̈2 cos 𝜃1)z1. (4.66)

Equations (4.64) and (4.66) may be assembled to reach the final expression for the 6 × 1
vector of joint forces and torques acting at point 1− on body 1.


−
1 =

{
f1−

m1−

}
=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨⎪⎪⎩

−M1L2𝜃̇
2 cos 𝜃1 + M1L2𝜃̈2 sin 𝜃1 −

1
2

M1L1(𝜃̇1 + 𝜃̇2)2

M1L2𝜃̇
2
2 sin 𝜃1 + M1L2𝜃̈2 cos 𝜃1 +

1
2

M1L1(𝜃̈1 + 𝜃̈2)

0

⎫⎪⎪⎬⎪⎪⎭
⎧⎪⎪⎨⎪⎪⎩

0

0

I33(𝜃̈1 + 𝜃̈2) +
1
2

M1L1L2𝜃̇
2
2 sin 𝜃1 +

1
2

M1L1L2𝜃̈2 cos 𝜃1

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

.

(4.67)

As previously stated, the goal is to verify that the recursive algorithm yields the same
result as in (4.67), via an efficient, systematic, programmable procedure. The first row of
the system equations for the forces and moments yields{

f1−

m1−

}
= 

−
1 = 1

−
1 + 1.

For k = 1, the generalized mass matrix is found to be

1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

M1 0 0 0 0 0
0 M1 0 0 0 1

2
M1L1

0 0 M1 0 −1
2

M1L1 0

0 0 0 I11 0 0
0 0 −1

2
M1L1 0 I22 0

0 1
2

M1L1 0 0 0 I33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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since d1
1,c1

=
{

1
2
L1 0 0

}T
. The product 1

−
1 is expanded directly as

1
−
1 = 1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩

L2𝜃̇1𝜃̇2 cos 𝜃1 + L2𝜃̈2 sin 𝜃1

−L2𝜃̇1𝜃̇2 sin 𝜃1 + L2𝜃̈2 cos 𝜃1

0

⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩

0

0

𝜃̈1 + 𝜃̈2

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,

=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨⎪⎪⎩

M1(L2𝜃̇1𝜃̇2 cos 𝜃1 + L2𝜃̈2 sin 𝜃1)

M1(−L2𝜃̇1𝜃̇2 sin 𝜃1 + L2𝜃̈2 cos 𝜃1) +
1
2

M1L1(𝜃̈1 + 𝜃̈2)

0

⎫⎪⎪⎬⎪⎪⎭
⎧⎪⎨⎪⎩

0
0

1
2

M1L1(−L2𝜃̇1𝜃̇2 sin 𝜃1 + L2𝜃̈2 cos 𝜃1) + I33(𝜃̈1 + 𝜃̈2)

⎫⎪⎬⎪⎭

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

. (4.68)

The inertial force 1 is defined to be

1 =

{
M1𝝎

1
b,1− × (𝝎1

b,1− × d1
1,c1

) + M1(𝝎1
b,1− × v1

b,1− )

𝝎
1
b,1− × I𝝎1

b,1− + M1d1
1,c1

× (𝝎1
b,1− × v1

b,1− )

}
.

This complex expression can be evaluated quickly if the termwise expressions are com-
puted and substituted, such that

𝝎b,1− × d1,c1
= 1

2
L1(𝜃̇1 + 𝜃̇2)y1,

𝝎b,1− × (𝝎b,1− × d1,c1
) = −1

2
L1(𝜃̇1 + 𝜃̇2)2x1,

𝝎b,1− × vb,1− = −L2𝜃̇2(𝜃̇1 + 𝜃̇2)x2,

d1,c1
× (𝝎b,1− × vb,1− ) = (−L2𝜃̇2(𝜃̇1 + 𝜃̇2))

||||||||||

x1 y1 z1

1
2

L1 0 0

cos 𝜃1 − sin 𝜃1 0

||||||||||
,

= 1
2

L1L2𝜃̇2(𝜃̇1 + 𝜃̇2) sin 𝜃1z1.

This calculation employs the fact that 𝝎b,1− = (𝜃̇1 + 𝜃̇2)z1 = (𝜃̇1 + 𝜃̇2)z2, vb,1− = L2𝜃̇2y2,
and d1,c1

= 1
2
L1x1. The inertial force P takes its final form upon substitution of these
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immediate results,

1 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨⎪⎪⎩

−1
2

M1L1(𝜃̇1 + 𝜃̇2)2 − M1L2𝜃̇2(𝜃̇1 + 𝜃̇2) cos 𝜃1

M1L2𝜃̇2(𝜃̇1 + 𝜃̇2) sin 𝜃1

0

⎫⎪⎪⎬⎪⎪⎭
⎧⎪⎪⎨⎪⎪⎩

0

0
1
2

M1L1L2𝜃̇2(𝜃̇1 + 𝜃̇2) sin 𝜃1

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

. (4.69)

Finally, Equations (4.68) and Equation (4.69) are added. After cancelling like terms, the
result


−
1 + 1 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨⎪⎪⎩

−M1L2𝜃̇
2 cos 𝜃1 + M1L2𝜃̈2 sin 𝜃1 −

1
2

M1L1(𝜃̇1 + 𝜃̇2)2

M1L2𝜃̇
2
2 sin 𝜃1 + M1L2𝜃̈2 cos 𝜃1 +

1
2

M1L1(𝜃̈1 + 𝜃̈2)

0

⎫⎪⎪⎬⎪⎪⎭
⎧⎪⎪⎨⎪⎪⎩

0

0

I33(𝜃̈1 + 𝜃̈2) +
1
2

M1L1L2𝜃̇
2
2 sin 𝜃1 +

1
2

M1L1L2𝜃̈2 cos 𝜃1

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(4.70)

is the same expression as the one derived via direct application of first principles in
Equation (4.67).

4.8 Recursive Derivation of the Equations of Motion

Sections 3.3.5, 3.4.3, and 4.7.1 have shown that the forward kinematics problem for
either velocities or accelerations, as well as the calculation of joint forces or torques,
can be solved efficiently via recursive order (N) algorithms. This section will show that
the equations of motion for robotic systems that form a kinematic chain as depicted in
Figure 3.20 and 3.21 can be written in terms of constituent matrices that were introduced
in Sections 3.4.1, 3.4.3, and 4.7.1. Reference [24] gives a comprehensive account of this
formulation, or see [14] for a similar discussion. The velocities and angular velocities for
the kinematic chain are collected in the 6 × 1 vector


−
k =

{
vb,k−

𝝎
k
b,k−

}
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where point k− is attached to body k on the outward side of joint k. The terms vk
b,k− are the

components relative to the basis for the frame k of the velocity vector vb,k− . The terms
𝝎

k
b,k− are the components relative to the basis for the frame k of the angular velocity

vector 𝝎b,k− . Equation (3.13) can be written in terms of system vectors of unknowns as


− = 𝛤 T


− +𝜽̇, (4.71)
where the assembled system vectors − and 𝜽̇ are defined as


− ∶=

⎧⎪⎪⎨⎪⎪⎩


−
1


−
2

⋮


−
N

⎫⎪⎪⎬⎪⎪⎭
, 𝜽̇ ∶=

⎧⎪⎪⎨⎪⎪⎩

𝜃̇1

𝜃̇2

⋮

𝜃̇N

⎫⎪⎪⎬⎪⎪⎭
,

and the system matrices 𝛤 T and  are defined as

𝛤 T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 
T
2,1𝜑

T
2,1 0 · · · 0 0

0 0 
T
3,2𝜑

T
3,2 · · · 0 0

0 0 0 · · · 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 · · · 0 
T
n−1,n𝜑

T
N−1,N

0 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,  ∶=

⎡⎢⎢⎢⎢⎢⎣

1 0 · · · 0

0 2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · N

⎤⎥⎥⎥⎥⎥⎦
.

The matrix 𝛤 T and its transpose 𝛤 will appear repeatedly in the derivatives that follow.
A similar equation can be obtained from Theorem 3.5 for the derivatives of the velocities
and angular velocities. The vectors −

k that are used to formulate the kinematic problem
for the accelerations are defined to be


−
k =

⎧⎪⎨⎪⎩

d
dt

||||k
(vb,k)

d
dt

||||k
(𝝎b,k)

⎫⎪⎬⎪⎭
.

The primary result in Section 3.4.3 as made explicit in Theorem 3.5 is that the deriva-
tives of the velocity and angular velocities satisfy the system equation


− = 𝛤 T


− +𝜃̈ + , (4.72)

where the system vectors − and  are defined as


− ∶=

⎧⎪⎪⎨⎪⎪⎩


−
1


−
2

⋮


−
N

⎫⎪⎪⎬⎪⎪⎭
and  ∶=

⎧⎪⎪⎨⎪⎪⎩

1

2

⋮

N

⎫⎪⎪⎬⎪⎪⎭
.

Finally, recall the definition of the 6 × 1 vector


−
k =

{
fk

k−

mk
k−

}
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which contains the components relative to frame k of the force vectors fk− and moments
mk− that are applied at point k− on body k at the joint k. Equation (4.48) in Theorem
4.18 holds that the joint forces and moments satisfy the system equation


− = 𝛤− +

− +  , (4.73)

where the system vectors − and  , and system matrix , are defined to be


− =

⎧⎪⎪⎨⎪⎪⎩


−
1


−
2

⋮


−
N

⎫⎪⎪⎬⎪⎪⎭
,  =

⎧⎪⎪⎨⎪⎪⎩

1

2

⋮

N

⎫⎪⎪⎬⎪⎪⎭
, and  =

⎡⎢⎢⎢⎢⎢⎣

1 0 · · · 0

0 2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · N

⎤⎥⎥⎥⎥⎥⎦
.

The determination of the equations of motion for the kinematic chain depicted in
Figures 3.20 and 3.21 is straightforward once Equations (4.71), (4.72), and (4.73) are
derived. Equations (4.72) and (4.73) may be solved for− and

−, respectively, to obtain


− = (𝕀 − 𝛤 T )−1(𝜃̈ + ), (4.74)


− = (𝕀 − 𝛤 )−1(

− + ). (4.75)

Equation (4.74) is then substituted into (4.75) to obtain an expression for the joint forces
and torques


− = (𝕀 − 𝛤 )−1

(𝕀 − 𝛤 T )−1
𝜃̈ + (𝕀 − 𝛤 )−1((𝕀 − 𝛤 T )−1

 + ). (4.76)

In this equation, the vector − contains the joint forces and moments acting on each
body in the kinematic chain.

The final equations of motion for the kinematic chain are obtained by noting that all of
the forces and moments that act on the individual joints of the body can be decomposed
into constraint forces and moments −

c and actuation torques as


− =

⎡⎢⎢⎢⎢⎢⎣

1 0 · · · 0

0 2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · N

⎤⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎨⎪⎪⎩

T1

T2

⋮

T3

⎫⎪⎪⎬⎪⎪⎭
+ 

−
c , (4.77)

=  + 
−
c ,

where Tk is the actuation torque generated about the axis hk for k = 1,… ,M. The system
vector of actuation torques has been introduced into this equation as

 ∶=

⎧⎪⎪⎨⎪⎪⎩

T1

T2

⋮

TN

⎫⎪⎪⎬⎪⎪⎭
.

By definition, the constraint forces and moments −
c are orthogonal to the actuation

torques. Since the direction of the kth actuation torque is given by hk , the condition



�

� �

�

274 4 Newton–Euler Formulations

that the constraint forces are perpendicular to the actuation forces and moments can be
written as


T


−
c = 0.

Equation (4.77) can be premultiplied by 
T to utilize this orthogonality condition and

obtain the equation

 = 
T


⏟⏟⏟

𝕀

 + 
T


−
c

⏟⏟⏟

0

= 
T


−. (4.78)

This equation calculates the projection of all of the joint forces and moments along the
direction of the actuation torques. Recall that each hk is a unit vector by definition, which
guarantees that


T
 = 𝕀,

with 𝕀 an appropriately dimensioned identity matrix. The final equations of motion for
the robotic system can be obtained by combining Equations (4.76) and (4.78) to attain


T (𝕀 − 𝛤 )−1

(𝕀 − 𝛤 )−T
𝜃̈ +

T (𝕀 − 𝛤 )−1((𝕀 − 𝛤 )−T


+
) =  .

4.9 Problems for Chapter 4, Newton–Euler Equations

4.9.1 Problems on Linear Momentum

Problems (4.1), (4.2), and (4.3) refer to the robotic manipulator shown in Figures 4.35
and 4.36. This robot has revolute joints about the z0, z1, and z2 axes. The joint variables
𝜃1, 𝜃2, and 𝜃3 are measured about the z0, z1, and z2 axes, respectively. In each case the
angle 𝜃i is measured from the positive xi−1 axis to the positive xi axis, for i = 1, 2, 3.

y0

y3

r

s

t

y1

y2

x0

x1

x2

x3

z0

z3

z1

z2

o

p

q

Figure 4.35 PUMA robot frame definitions.
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y0

x2

x0

z2

z0

o

z1
p

q

x1

y2

r

x3

y3
z3

y1

s

t

zp,c1

yp,c1 c1

xr,c2

c2

xt,c3

c3

H

D

L1

w

L2

Figure 4.36 PUMA robot joint and mass center offsets.

Problem 4.1. Compute the linear momentum in the 0 frame of link 1, the shoulder, for
the robot shown in Figures 4.35 and 4.36. Express your answer in terms of the basis for
the 1 frame and 0 frame.

Problem 4.2. Compute the linear momentum in the 0 frame of link 2, the inner arm, for
the robot shown in Figures 4.35 and 4.36. Express your answer in terms of the basis for
the 2, 1 and 0 frames.

Problem 4.3. Compute the linear momentum in the 0 frame of link 3, the outer arm, for
the robot shown in Figures 4.35 and 4.36. Express your answer in terms of the basis for
the 3, 2, 1 and the 0 frames.
Problems (4.4), (4.5), and (4.6) refer to the SCARA robot shown in Figures 4.37 and
4.38. This robotic manipulator has two revolute joints about the z0 and z1 directions
and a prismatic joint along the z2 direction. The joint variables 𝜃1 and 𝜃2 are measured

y0

y1

y2

y3

x0

x1

x2

x3

z0

z1

z2

z3
p

s
t

u

r

Figure 4.37 SCARA robot frame definitions.
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r t
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d(t)
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Figure 4.38 SCARA robot joint and mass center offsets.

about the z0 and z1 axes, respectively. In each case the angle 𝜃i is measured from the
positive xi−1 axis to the positive xi axis, for i = 1, 2.

Problem 4.4. Compute the linear momentum in the 0 frame of link 1, the inner arm, for
the robot shown in Figures 4.37 and 4.38. Express your answer in terms of the basis for
the 1 frame and 0 frame.

Problem 4.5. Compute the linear momentum in the 0 frame of link 2, the outer arm, for
the robot shown in Figures 4.37 and 4.38. Express your answer in terms of the basis for
the 2, 1, and 0 frames.

Problem 4.6. Compute the linear momentum in the 0 frame of link 3, the tool carriage,
for the robot shown in Figures 4.37 and 4.38. Express your answer in terms of the basis
for the 3, 2, 1, and 0 frames.
Problems (4.7), (4.8), and (4.9) refer to the robotic manipulator shown in Figures 4.39
and 4.40. This robotic manipulator has a revolute joint along the z0 direction, and it has a

y1

y3

y4

y2

y0

x1

x3

x4

x2

x0

z0,
z1

z3, z4

z2

Figure 4.39 Cylindrical robot frame definitions.
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d

x0

y1

z3, z4

y0

x1

x2

y2

z2

x3

x4

y3

y4H1

H(t)

LA

D2

D3

H3

L(t)

Figure 4.40 Cylindrical robot joint and mass center offsets.

prismatic joints along the z1, z2, and z3 directions. The tool carriage, which is not shown,
has its center of mass located at point t. The joint variable 𝜃1 is measured about the z0
axis. The angle 𝜃1 is measured from the positive x0 axis to the positive x1 axis. The height
H(t) from the point q to the point r is the joint variable measuring displacement along
the z1 axis, the length L(t) from the point r to the point s is the joint variable measuring
displacement along the z2 direction, and the distance d(t) from the point s to the point
t is the joint variable along the z3 axis.

Problem 4.7. Compute the linear momentum in the 0 frame of link 1, the vertical arm,
for the robot shown in Figures 4.39 and 4.40. Express your answer in terms of the basis
for the 1 and 0 frames.

Problem 4.8. Compute the linear momentum in the 0 frame of link 2, the horizontal
arm, for the robot shown in Figures 4.39 and 4.40. Express your answer in terms of the
basis for the 2, 1, and 0 frames.

Problem 4.9. Compute the linear momentum in the 0 frame of link 3, the tool carriage,
for the robot shown in Figures 4.39 and 4.40. Express your answer in terms of the basis
for the 4, 3, 2, 1, and 0 frames.

4.9.2 Problems on the Center of Mass

Problem 4.10. Figure 4.41a depicts the terminal component in an industrial robot.
Assume that the mass density is uniform and that the body can be approximated as the
union of two cylinders having radii and lengths (R1, L1) and (R2, L2). The location of the
center of mass of each cylinder is shown in the figure. Find the mass center of this
composite rigid body.

Problem 4.11. Figure 4.42a depicts the fixed base of a robotic assembly. Assume
that the mass density is uniform and can be approximated as the union of a cylinder
with radius and length (R1, L1) and a rectangular prism of dimensions (L2,W2,H2),
as shown in 4.42b. The location of the center of mass of each cylinder is also shown
in Figure 4.42b. Find the mass center of this composite rigid body relative to the 𝕏
frame.
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(a) (b)
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Cylinder 2: R2, L2
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Figure 4.41 Industrial robot end effector component. (a) Detailed design. (b) Geometric primative.
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D2
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Figure 4.42 Industrial robot fixed base component. (a) Detailed design. (b) Geometric primative.

Problem 4.12. Figure 4.43a depicts the mounting bracket for an industrial robot.
Assume that the mass density is uniform and can be approximated as the union of three
rectangular prisms. The location of the center of mass of each is shown in Figures 4.43a
and 4.43b. Find the mass center of this composite rigid body.
Problems (4.13) and (4.14) study a two link robot that consists of link 1 and 2, as shown
in Figures 4.44a and 4.44b. The center of mass coordinates of link 1 with respect to frame
1 are (−xc1

, yc1
, 0), and the center of mass coordinates of link 2 with respect to frame 2

are (−xc2
, 0, zc2

).

Problem 4.13. The two link robot in Figure 4.44a is locked in the horizontal configura-
tion shown. At the instant shown, assume that 𝜃1 = 0∘, or x2 = x1. Calculate the location
of the center of mass of the robot in this configuration in terms of the frame 1.
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Figure 4.43 Industrial robot mounting bracket component. (a) Detailed design. (b) Geometric
primative.
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Figure 4.44 Links 1 and 2 of an industrial robot. (a) Horizontal configuration. (b) Vertical configuration.

Problem 4.14. The two link robot in Figure 4.44b is locked in the vertical configuration
shown. As the instant shown, assume that 𝜃1 = 90∘, or x2 = −y1 at the instant shown.
Calculate the location of the center of mass of the robot in this configuration in terms
of frame 1.

4.9.3 Problems on the Inertia Matrix

Problem 4.15. Consider the rigid body studied in Problem (4.10). Assume the origin
of frame 𝕏 (point x) is located along the axis of cylinder 2 and x1 is parallel to the axis
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of cylinder 1. Use symmetry arguments to show that the form of the inertia matrix about
the point x relative to the 𝕏 frame is given by

I𝕏x =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
.

In other words, use symmetry arguments to show that the 𝕏 frame defines a set of prin-
cipal axes for the composite body. Derive the entries of this matrix by using the parallel
axis theorem for each of the components of this composite body.

Problem 4.16. Consider the rigid body studied in Problems (4.10) and (4.15). Calculate
the inertia matrix relative to axes parallel to the𝕏 frame but whose origin is at the center
of mass of the composite body.

Problem 4.17. Consider the rigid body studied in Problem (4.12). Use symmetry argu-
ments to show that the form of the inertia matrix about the point x (the origin of frame
𝕏) relative to frame 𝕏 is given by

I𝕏x =
⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
.

In other words, use symmetry arguments to show that the 𝕏 frame defines a set of prin-
cipal axes for the composite body. Derive the entries of this matrix by using the parallel
axis theorem for each of the components of this composite body.

Problem 4.18. Consider the rigid body studied in Problems (4.12) and (4.17). Calculate
the inertia matrix relative to axes parallel to the𝕏 frame but whose origin is at the center
of mass of the composite body.

Problem 4.19. Consider the rigid body studied in Problem (4.11). Use the parallel axis
theorem to calculate the inertia matrix relative to frame 𝕏 at its origin.

Problem 4.20. Consider the rigid body studied in Problems (4.10), (4.15), and (4.16).
Calculate the inertia matrix about the point x relative to the frame that is is obtained
by rotating the 𝕏 frame by 30∘ about the x3 axis.

Problem 4.21. Consider the yoke studied in Problems (4.12), (4.17), and (4.18). Calcu-
late the inertia matrix about the point x relative to the frame that is obtained by rotating
the 𝕏 frame by 45∘ about the x2 axis.

Problem 4.22. Consider the two link robot shown in Figure 4.44a and studied in Prob-
lem (4.13). Calculate the inertia matrix with respect to frame 1 at its origin for the system
in this configuration.



�

� �

�

4.9 Problems for Chapter 4, Newton–Euler Equations 281

Problem 4.23. Consider the two link robot shown in Figure 4.44b and studied in Prob-
lem (4.14). Calculate the inertia matrix with respect to frame 1 at its origin for the system
in this configuration.

Problem 4.24. Consider the satellite studied in Example 4.13 and shown in Figure 4.17.
Let 𝜃A and 𝜃B be the joint variables that measure the rotation of solar arrays 𝔸
and 𝔹 about the c1 = a1 = b1 axis. Suppose the principal moments of inertia of the
satellite body about its own center of mass relative to the ℂ frame are given in the
form

IℂcC
=

⎡⎢⎢⎢⎣

I11 0 0

0 I22 0

0 0 I33

⎤⎥⎥⎥⎦
and the principal moments of inertia of each solar array about their own centers of mass
(cA and cB, respectively) relative to their own body fixed frame are given in the form

I𝔸cA
= I𝔹cB

=
⎡⎢⎢⎢⎣

K11 0 0

0 K22 0

0 0 K33

⎤⎥⎥⎥⎦
.

Find an expression for the inertia matrix of the satellite relative to the ℂ frame for any
joint angle 𝜃A and 𝜃B.

4.9.4 Problems on Angular Momentum

Problems (4.25), (4.26), and (4.27) refer to the PUMA robot shown in Figures 4.35 and
4.36.

Problem 4.25. Compute the angular momentum in the 0 frame of link 1, the shoul-
der, shown in Figures 4.35 and 4.36 about its own center of mass. Express your answer
in terms of a frame whose origin is at the center of mass and that is parallel to the 1
frame.

Problem 4.26. Compute the angular momentum in the 0 frame of link 2, the inner arm,
depicted in Figures 4.35 and 4.36 about its own center of mass. Express your answer
in terms of a frame whose origin is at the center of mass and that is parallel to the 2
frame.

Problem 4.27. Compute the angular momentum in the 0 frame of link 3, the outer arm,
depicted in Figures 4.35 and 4.36 about its own center of mass. Express your answer in
terms of a frame whose origin is at the center of mass and that is parallel to the 3 frame.
Problems (4.28) and (4.29) refer to the robotic manipulator depicted in Figures 4.37
and 4.38.
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Problem 4.28. Calculate the angular momentum of the 0 frame of link 1, the inner arm,
shown in Figures 4.37 and 4.38 about its own center of mass. Express your answer in
terms of a frame that has its origin at the center of mass and that is parallel to the 1
frame.

Problem 4.29. Calculate the angular momentum in the 0 frame of link 2, the outer arm,
shown in Figures 4.37 and 4.38 about its own center of mass. Express your answer in
terms of a frame that has its origin at the center of mass and that is parallel to the 2
frame.
Problems (4.30), (4.31), and (4.32) refer to the robotic manipulator depicted in
Figures 4.39 and 4.40.

Problem 4.30. Compute the angular momentum in the 0 frame of link 1, the vertical
arm, shown in Figures 4.39 and 4.40 about its own center of mass. Express your answer
in terms of the basis for frames 1 and 0.

Problem 4.31. Compute the angular momentum in the 0 frame of link 2, the horizontal
arm, shown in Figures 4.39 and 4.40 about its own center of mass. Express your answer
in terms of the basis for frames 2, 1 and 0.

Problem 4.32. Compute the angular momentum in the 0 frame of link 3, the tool car-
riage, shown in Figures 4.39 and 4.40 about its own center of mass. Express your answer
in terms of the basis for frames 4, 3, 2, 1 and 0.

4.9.5 Problems on the Newton–Euler Equations

Problem 4.33. Frame 𝔸 is fixed in the outer link and frame 𝔹 is fixed in the inner link of
the spherical joint shown in Figure 4.45. What are the constraints on the displacement
and rotation imposed by the spherical joint on the bodies having fixed frames 𝔸 and 𝔹?
How many degrees of freedom does the spherical joint have? Draw consistent free body
diagrams for the spherical joint.

a1

a3

b3

b1

b2

a2

Figure 4.45 Spherical joint frames.
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a3
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a1

c1

b1

b2

b3c2

c3

Figure 4.46 Universal joint frames.

Problem 4.34. The universal joint shown in Figure 4.46 is comprised of a yoke with body
fixed frame 𝔸, a yoke with body fixed frame 𝔹, and the crossbar with body fixed frame
ℂ. Draw a set of complete free body diagrams for three components that make up the
universal joint. Then, assume the mass and inertia matrix of the cross bar are negligible
and derive an equivalent set of free body diagrams that eliminate the crossbar. How
many degrees of freedom does the universal joint have?

Problem 4.35. Use the results of Problem (4.3) to write Euler’s first law for link 3, the
outer arm, of the PUMA robot in Figure 4.35.

Problem 4.36. Use the results of Problem (4.6) to write Euler’s first law for link 3, the
tool carriage, for the SCARA robot in Figure 4.37.

Problem 4.37. Use the results of Problem (4.7) to write Euler’s first law for link 1, the
vertical arm, of the cylindrical robot in Figure 4.39.

Problem 4.38. Use the results of Problem (4.8) to write Euler’s first law for link 2, the
horizontal arm, of the cylindrical robot in Figure 4.39.

Problem 4.39. Use the results of Problem (4.9) to write Euler’s first law for link 3, the
tool carriage, of the cylindrical robot in Figure 4.39.

Problem 4.40. Use the results of Problem (4.27) to write Euler’s second law for link 3,
the outer arm, of the PUMA robot shown in Figure 4.35.

Problem 4.41. Use the results of Problem (4.30) to write Euler’s second law for link 1,
the vertical arm, of the cylindrical robot in Figure 4.39.

Problem 4.42. Use the results of Problem (4.31) to write Euler’s second law for link 2,
the horizontal arm, of the cylindrical robot in Figure 4.39.
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Problem 4.43. Use the results of Problem (4.32) to write Euler’s second law for link 3,
the tool carriage, of the cylindrical robot in Figure 4.39.

Problem 4.44. Write Euler’s second law for link 2, the inner arm, of the robot in Example
4.17, taking moments about point q instead of the mass center of the arm. Note that the
point q is not fixed in the inertial frame in this problem.

Problem 4.45. Write Euler’s second law for link 1, the shoulder, of the robot in Example
4.17, taking moments about the point o. Note that the point o is fixed in the inertial
frame.
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Chapter 5

Analytical Mechanics

The previous chapter summarized how the equations of motion for robotic systems can
be derived from the Newton–Euler equations for individual rigid bodies. This chapter
introduces the principles of analytical mechanics, an alternative approach for deriving
the governing equations of robotic systems. Upon completion of this chapter, the stu-
dent should be able to

• Define what is meant by a system of generalized coordinates.
• Define what is meant by a virtual variation of the generalized coordinates.
• Define what is meant by the virtual work performed by forces or moments.
• Define what is meant by the set of generalized forces.
• State Hamilton’s principle and employ it to derive the equations of motion.
• State Lagrange’s equations and employ them to derive the equations of motion.
• Apply the principles of analytical mechanics to study robotic systems.

5.1 Hamilton’s Principle

5.1.1 Generalized Coordinates

This section introduces a technique that will play an important role in the considera-
tion of analytical mechanics, Hamilton’s principle for conservative mechanical systems.
A few definitions from analytical mechanics are required to formulate this principle.

Definition 5.1 A collection of N time-dependent parameters q(t) = {q1(t), q2(t),… ,

qN (t)}T is a set of generalized coordinates for a mechanical system if for any point p
in the mechanical system the position r𝕏,p(t) at any time t ∈ ℝ+ with respect to the
inertial frame 𝕏 can be written uniquely in terms of q(t) = {q1(t), q2(t),… , qN (t)}T

and possibly time t. That is, it must be possible to express the position vector rX,p(t)
in the form

r𝕏,p(t) ∶= r𝕏,p(q1(t), q2(t),… , qN (t), t) (5.1)

(Continued)

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems
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uniquely in terms of q(t) = {q1(t), q2(t),… , qN (t)}T for all points p in the mechanical
system, and this unique expression holds for all configurations of the mechanical
system and for all time t ∈ ℝ+. The number N is said to be the number of degrees of
freedom of the mechanical system.

A few comments are in order regarding this definition. Definition 5.1 requires that the
set of generalized coordinates is minimal or independent. There can be many different
choices of generalized coordinates for a specific mechanical system, but any two sets of
generalized coordinates must have the same number of time-dependent functions. This
means that the number of degrees of freedom is a property of the system and does not
depend on the specific choice of generalized coordinates. It is not possible to express
any of the individual generalized coordinates in terms of a subset of the remaining coor-
dinates. If this were possible, then it would follow that there are multiple ways to express
the identity in Equation (5.1), which must be a unique function of the generalized coordi-
nates. Some authors do not insist that a set of generalized coordinates must be minimal,
or independent. In fact, Section 5.5 of this chapter will extend the presented definition
and introduce redundant generalized coordinates. In this text, the phrase generalized
coordinates will always refer to a minimal, or independent, set. The phrase redundant
generalized coordinates will always be used in the event the coordinates are not minimal,
nor independent.

Finally, the notation used when discussing collections of generalized coordinates can
vary slightly depending on the context. When discussing the value that a collection of
generalized coordinates take at a particular time t ∈ ℝ+, the expression

q(t) = {q1(t), q2(t),… , qN (t)}

is used. Alternatively, when referring to generalized coordinates as a set of functions of
time, the notation

q = {q1, q2,… , qN}T

is used.

Example 5.1 A point mass is constrained so that it moves on the plane as depicted
in Figure 5.1. Show that the coordinates x and y of the point mass along the x0 and y0
directions are a set of generalized coordinates for this mechanical system, q1(t) ∶= x(t)
and q2(t) ∶= y(t).

Solution: The mechanical system contains a single mass, so it only needs to be shown
that the position of the mass has the form

r0,m(t) = r0,m(q1(t), q2(t), t),

and that this expression is unique in terms of the time varying parameters q1(t), q2(t).
Let {xp, yp, zp}T be some fixed point that lies on the plane shown in Figure 5.1. The

Cartesian coordinates of the mass are given by r0,m(t) = {x(t), y(t), z(t)}T . The condition
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(1, 0, 0)

(0, 0, 1)

(0, 1, 0)

z0

x0
y0

x(t) y(t)

z(t)

Figure 5.1 Point mass constrained to move on an inclined plane.

that the location r0,m(t) = {x(t), y(t), z(t)}T of the point mass is constrained to lie on the
plane requires that the vector

⎧⎪⎨⎪⎩

x(t)
y(t)
z(t)

⎫⎪⎬⎪⎭
−

⎧⎪⎨⎪⎩

xp

yp

zp

⎫⎪⎬⎪⎭
is perpendicular to the normal n to the plane. Stating this mathematically,

⎧⎪⎨⎪⎩

⎧⎪⎨⎪⎩

x(t)
y(t)
z(t)

⎫⎪⎬⎪⎭
−

⎧⎪⎨⎪⎩

xp

yp

zp

⎫⎪⎬⎪⎭

⎫⎪⎬⎪⎭
⋅ n = 0.

The unit normal to the plane shown in Figure 5.1 is equal to nT = 1√
3
{1, 1, 1}. As a result,

the constraint that ensures the mass point lies on the plane may be calculated as

(x(t) − xp) + (y(t) − yp) + (z(t) − zp) = 0.

If the fixed point on the plane is chosen as {xp, yp, zp}T = {1, 0, 0}T , the final form of the
constraint is

x(t) + y(t) + z(t) − 1 = 0.

The fixed point on the plane could also have been chosen to be (0, 1, 0) or (0, 0, 1): the
constraint equation remains the same for any valid choice of the point {xp, yp, zp}. Solv-
ing this equation for z(t) and substituting the result into r0,m(t) results in

r0,m(t) = x(t)x0 + y(t)y0 + (1 − x(t) − y(t))z0.

Since x(t) and y(t) are independent, this expression is unique in terms of x(t) and
y(t). Therefore, the time-varying parameters x(t) and y(t) are indeed a set of gen-
eralized coordinates for this system. In this problem, the Cartesian coordinates
{x(t), y(t), z(t)}T are not a set of generalized coordinates for the system since they are
dependent.
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5.1.2 Functionals and the Calculus of Variations

In contrast to the determination of equations of motion from the Newton–Euler
equations introduced in Chapter 4, the techniques of analytical mechanics are defined
via extremization problems. The extremization studied here is posed in terms of the
generalized coordinates for a mechanical system. The solution of an extremization
problem seeks to find the extrema of some quantity. The extrema are the minima,
maxima or inflection points of the quantity under consideration. For the solution of an
extremization problem for some differentiable real valued function, there is a standard
and well known procedure from elementary calculus: taking the derivative and setting
the derivative equal to zero.

The extremization problems in analytical mechanics are not couched in terms of clas-
sical real valued functions. They are expressed in terms of certain functionals of the
generalized coordinates. The solution of extremization problems associated with func-
tionals is the topic of the calculus of variations.

Definition 5.2 A functional is an operator or mapping whose input is an N-tuple
of functions and whose output is a real number. In other words, a functional J is a
mapping from a set of functions

q = {q1, q2,… , qN}T

to a real number,

⎧⎪⎨⎪⎩

q1

⋮

qN

⎫⎪⎬⎪⎭
→ J(q1,… , qN ) ∈ ℝ.

Some references define a functional as a “function that acts on functions.” If

q = {q1, q2,… , qN}T

is a set of generalized coordinates, then the integral in time from t0 to tf of the kinetic
energy or the potential energy are two examples of functionals that act on q. Note that
the input to the functional is a set of functions of time. For example, to evaluate the
integral of either the potential energy or the kinetic energy, it is necessary to know the
generalized coordinates over the entire time interval of interest.

It was noted that the solution of an extremization problem for a classically differ-
entiable real valued function is achieved by differentiation of the function and setting
the derivative equal to zero. However, the classical definition of a derivative does not
apply to a functional. Instead, the Gateaux derivative, or G-derivative, of a functional
is defined. The Gateaux derivative will be used to solve the extremization problems for
functionals.
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Definition 5.3 Let J be a functional that acts on the collection of functions q =
{q1, q2,… , qN}T . The Gateaux derivative, or G-derivative, DJ(q,p) of the functional
J at q in the p direction is defined to be

DJ(q,p) ∶= lim
𝜖→0

J(q + 𝜖p) − J(q)
𝜖

.

In this equation the direction p is a vector function of N time varying scalar functions

p(t) = {p1(t), p2(t),… , pN (t)}T .

The vector of functions p = {p1(t), p2(t),… , pN (t)}T in Definition 5.3 may also be
referred to as the directions of variation or vector of variations. Usually, Definition 5.3 is
not used to solve practical problems in analytical mechanics. There are alternative for-
mulations that are often simpler to calculate the G-derivative in specific problems. One
such method is summarized in the following theorem.

Theorem 5.1 If the functional J is G-differentiable, the G-derivative DJ(q,p) of J
at q in the p direction can be calculated via the identity

DJ(q,p) = d
d𝜖

J(q + 𝜖p)
||||𝜖=0

.

Proof : Choose some fixed set of functions of time for the generalized coordinates q and
directions p, and define the scalar function g(𝜖) from the equation

g(𝜖) ∶= J(q + 𝜖p).
Observe that, for a fixed choice of q and p, g(𝜖) is a conventional real valued function: it
maps a real number 𝜖 into the real number g(𝜖). An esoteric means to define the deriva-
tive of g(𝜖) with respect to 𝜖 is not needed; the classical definition works just fine. Taking
the derivative results in

dg
d𝜖

= lim
𝛥→0

(
g(𝜖 + 𝛥) − g(𝜖)

𝛥

)

whenever the limit on the right hand side exists. Expanding the quotient on the right
hand side in terms of the functional J results in

lim
𝛥→0

(
g(𝜖 + 𝛥) − g(𝜖)

𝛥

)
= lim

𝛥→0

(
J(q + (𝜖 + 𝛥)p) − J(q + 𝜖p)

𝛥

)
.

Evaluating dg
d𝜖

at 𝜖 = 0 finishes the proof of the theorem, showing that

dg
d𝜖

||||𝜖=0
=

{
lim
𝛥→0

(
J(q + (𝜖 + 𝛥)p) − J(q + 𝜖p)

𝛥

)}|||||𝜖=0

,

= lim
𝛥→0

J(q + 𝛥p) − J(q)
𝛥

,

= DJ(q,p).
This is the desired result. ◽
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This section is closed with a definition of stationarity of a functional. The definition
of stationarity closely resembles the condition used to find the extrema of classically
differentiable functions.

Definition 5.4 The functional J is stationary at q over the set of directions  pro-
vided that

DJ(q,p) = 0

for all directions p ∈  .

The definition of the Gateaux derivative DJ(q,p) of the functional J at q in the direction
p might initially seem abstract. The following example illustrates the similarity of the
Gateaux derivative to the directional derivative of vector calculus. This similarity can
help visualize the meaning of the Gateaux derivative. In fact, the directional derivative
can be viewed rigorously as a special case of the Gateaux derivative.

Example 5.2 Consider the hemispherical surface shown in Figure 5.2. The equation
that defines this surface is given by

x2 + y2 + z2 = R2

where (x, y, z) are the Cartesian coordinates of a point on the surface having radius R.
Evaluate the rate of change of z when moving along the two dimensional slice of the
surface where x = 0. Evaluate the rate of change of z when moving along the two dimen-
sional slice of the surface when y = 0.

Solution: Solving for z as a function of y when x = 0 results in

z(y) =
√

R2 − y2.

z0

x0 y0

y x

z

R

Figure 5.2 Point on hemispherical surface.



�

� �

�

5.1 Hamilton’s Principle 291

The slope of the curve dz∕dy gives the rate of change of z as y varies on the plane defined
by x = 0,

dz
dy

= −
y√

R2 − y2
.

A similar analysis can be used to define the rate of change of z while x varies and y = 0,

dz
dx

= − x√
R2 − x2

.

Each of these examples is a special case of a general analysis that can be described using
the directional derivative. The directional derivative of a function f ∶ ℝ2 → ℝ at x ∈ ℝ2

in the n direction is given by

Df (x,n) = ∇f (x) ⋅ n

where

∇f (x) =
(
𝜕f
𝜕x

x0 +
𝜕f
𝜕y

y0)
)|||||x

.

For the problem at hand,

∇f (x) = −x√
R2 − x2 − y2

x0 +
−y√

R2 − x2 − y2
y0,

where the function f (x) ∶= z =
√
(R2 − x2 − y2).

The directional derivative at a point on the plane y = 0 along the x0 direction is given
by

Df
({ x

0

}
,

{ 1
0

})
=

⎧⎪⎪⎨⎪⎪⎩

− x√
R2 − x2 − y2

−
y√

R2 − x2 − y2

⎫⎪⎪⎬⎪⎪⎭

|||||||||||y=0

⋅
{ 1

0

}
= − x√

R2 − x2
.

This is identical to the derivative calculated earlier. Similarly, the directional derivative
at a point on the plane x = 0 along the y0 direction is given by

Df
({ 0

y

}
,

{ 0
1

})
=

⎧⎪⎪⎨⎪⎪⎩

− x√
R2 − x2 − y2

−
y√

R2 − x2 − y2

⎫⎪⎪⎬⎪⎪⎭

|||||||||||x=0

⋅
{ 0

1

}
= −

y√
R2 − y2

,

which also matches the derivative calculated earlier.
The solution above can also be found in Example 5.1 of the MATLAB Workbook

for DCRS.
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5.1.3 Hamilton’s Principle for Conservative Systems

The previous section defined the generalized coordinates that can be used to specify the
position in physical space of any point in the mechanical system as

r𝕏,p(t) = r𝕏,p(q1(t), q2(t),… , qN (t), t).

The introduction of generalized coordinates suggests another way to visualize the
motion of a mechanical system. The generalized coordinates are used to define a
trajectory in configuration space.

Definition 5.5 Suppose that {q1, q2,… , qN} is a set of generalized coordinates for
a mechanical system. The configuration space is the set of all possible values in ℝN

that the generalized coordinates can assume. The mapping

t →

⎧⎪⎪⎨⎪⎪⎩

q1(t)
q2(t)
· · ·

qN (t)

⎫⎪⎪⎬⎪⎪⎭
defines a trajectory or motion in configuration space.

Figure 5.3 provides a geometric interpretation of trajectories in configuration space.
In this figure two trajectories q(t) and q̂(t) are depicted and each coordinate axis mea-
sures one generalized coordinate qi for i = 1, 2,… ,N . It must be emphasized that the
trajectory shown is an abstract trajectory in configuration space and not a trajectory
in physical, three dimensional space. The trajectory in configuration space will have
N components for an N degree of freedom mechanical system, and it is not possible
to plot this trajectory in a single spatial representation in general when N > 3. Every
possible motion of the mechanical system in physical space can be seen as correspond-
ing to or generated by a trajectory in configuration space. Of all these trajectories that
describe possible motions in configuration space, the actual motion or actual trajectory

q3

q2
q1

q(t0)

q(t)

q(tf)

q(t)

Figure 5.3 Two trajectories in configuration space.
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is denoted by q(t) = {q1(t), q2(t),… , qN (t)}T . Any possible motion can be expressed q̂(t)
in configuration space as

q̂(t) = q(t) + 𝜖p(t) (5.2)

where 𝜖 is a constant and p(t0) = p(tf ) = 0. It is common to describe this equation in
terms of vector expressions. The possible motion q̂(t) is said to be obtained from the
true motion q(t) by a perturbation in the direction p(t).

With these definitions, the first, and in some sense prototypical, governing relation-
ship for analytical mechanics may be given. The following theorem summarizes Hamil-
ton’s principle for conservative mechanical systems.

Theorem 5.2 Let q(t) ∶= {q1(t), q2(t),… , qN (t)}T be a collection of generalized
coordinates for a conservative mechanical system. Of all the possible motions of
the mechanical system that are consistent with the kinematic constraints, the actual
motion of the system renders stationary the action functional A(q)

A(q) ∶=
∫

tf

t0

(T − V )dt (5.3)

where T is the kinetic energy and V is the potential energy of the mechanical system.

One of the impressive features of Hamilton’s principle is its succinct form. It serves
as the foundation for other approaches in analytical mechanics including Lagrange’s
equations discussed in Section 5.2. As shown in the next few examples and the problems
at the end of this chapter, Hamilton’s theorem can be used directly to solve problems of
interest.

Example 5.3 Derive the equations of motion of mechanical system shown in
Figure 5.1 and discussed in Example 5.1. Choose as the set of generalized coordinates
q1(t) ∶= x(t) and q2(t) ∶= y(t).

Solution: For the mechanical system shown in Example 5.1, the Cartesian coordinates
x(t), y(t), z(t) satisfy the equation

x(t) + y(t) + z(t) − 1 = 0.

The kinetic energy of the system is given by

T = 1
2

mv0,m ⋅ v0,m = 1
2

m(ẋ2 + ẏ2 + ż2) = 1
2

m(2ẋ2 + 2ẏ2 + 2ẋẏ).

It is standard to write the kinetic energy in quadratic form in terms of a mass matrix M,
such that

T = 1
2
{

ẋ ẏ
} [ 2m m

m 2m

]{ ẋ
ẏ

}
= 1

2
q̇T Mq̇.

The potential energy can be expressed as

V = mgz = mg(1 − x − y)
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if the x0, y0 plane is taken as the datum with zero potential energy. The stationarity con-
dition for the action functional will be calculated by requiring

DA(q,p) = d
d𝜖

A(q + 𝜖p)
||||𝜖=0

= 0

for all p ∈  . The possible motions are represented in Equation (5.2) as
{ q̂1(t)

q̂2(t)

}
=

{ q1(t)
q2(t)

}
+ 𝜖

{ p1(t)
p2(t)

}
,

q̂(t) = q(t) + 𝜖p(t),

where p1 and p2 are the directions in p. The stationarity condition becomes

DA(q,p) = d
d𝜖

(A(q + 𝜖p)
||||𝜖=0

,

= d
d𝜖

{
∫

tf

t0

(1
2
(q̇ + 𝜖ṗ)T M(q̇ + 𝜖ṗ) − V (q + 𝜖p)

)
d𝜏

}|||||𝜖=0

,

=
∫

tf

t0

(
d
d𝜖

{1
2
(q̇ + 𝜖ṗ)T M(q̇ + 𝜖ṗ) − V (q + 𝜖p)

}||||𝜖=0

)
d𝜏,

=
∫

tf

t0

({1
2

ṗT M(q̇ + 𝜖ṗ) + 1
2
(q̇ + 𝜖ṗ)T Mṗ −

[
𝜕V
𝜕x

𝜕V
𝜕y

]
p
}||||𝜖=0

)
d𝜏,

=
∫

tf

t0

{
q̇T Mṗ −

[
−mg −mg

]
p
}

d𝜏. (5.4)

Integration by parts is used to move the derivative appearing in ṗ onto the derivative of
the generalized coordinates q̇, and the value of the variations p(t0) = p(tf ) = 𝟎 (based
on the discussion following Equation (5.2)) is used to formulate DA(q,p) as

DA(q,p) = q̇T Mp|||
tf

t0

−
∫

tf

t0

{
−q̈T M + mg

[
1 1

]}
pd𝜏,

=
∫

tf

t0

{
−Mq̈ + mg

{ 1
1

}}
⋅ pd𝜏 = 0.

For this equation to be equal to zero for all choices of the directions p ∈  as stationarity
requires, the integrand must be identically equal to zero. The governing equations thus
become[

2 1
1 2

]{
ẍ
ÿ

}
= g

{
1
1

}
.

The derivation of the variational expression in Equation 5.4 can also be found in
Example 5.2 of the MATLAB Workbook for DCRS.
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Example 5.4 This example considers the two mass systems shown in Figure 5.4. The
two masses are connected to springs with stiffness k, and in the static equilibrium con-
figuration all the springs are unstretched. Derive the equations of motion for this system
using Hamilton’s principle.

m2m1

k k k

Figure 5.4 Two mass system.

Solution: The set of generalized coordinates for this are defined system as q1(t) ∶= x1(t)
and q2(t) ∶= x2(t), where x1(t) and x2(t) measure the displacement of the masses rela-
tive to the inertial frame. Assume that the springs are unstretched when x1 = x2 = 0.
The definitions of the vector of generalized coordinates and directions of variation are
q =

{
q1 q2

}T and p =
{

p1 p2
}T , respectively. It can be checked that every admissible

configuration of this system can be expressed in terms of these two time varying param-
eters, and the position of each mass is given by a unique expression in terms of q1 and q2.

The kinetic energy T and potential energy V of the system are

T = 1
2

m1q̇2
1 +

1
2

m2q̇2
2,

V = 1
2

Kq2
1 +

1
2

K(q1 − q2)2 + 1
2

Kq2
2.

The expression

DA(q,p) ∶= d
d𝜖

A(q + 𝜖p)
||||𝜖=0

= 0

will be used to calculate the equations of motion from Hamilton’s principle. Recall that
the possible motions in Equation (5.2) are given by{ q̂1(t)

q̂2(t)

}
=

{ q1(t)
q2(t)

}
+ 𝜖

{ p1(t)
p2(t)

}
,

q̂(t) = q(t) + 𝜖p(t),

where p1, p2 are the directions of variation in p. Therefore,
d
d𝜖

A(q + 𝜖p)
||||𝜖=0

,

= d
d𝜖

(
∫

tf

t0

(1
2

m1(q̇1 + 𝜖ṗ1)2 + 1
2

m2(q̇2 + 𝜖ṗ2)2 − V (q + 𝜖p)
)

d𝜏
)|||||𝜖=0

,

=
∫

tf

t0

d
d𝜖

(1
2

m1(q̇1 + 𝜖ṗ1)2 + 1
2

m2(q̇2 + 𝜖ṗ2)2 − V (q + 𝜖p)
)||||𝜖=0

d𝜏,
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=
∫

tf

t0

(
m1(q̇1 + 𝜖ṗ1)ṗ1 + m2(q̇2 + 𝜖ṗ2)ṗ2 −

(
𝜕V
𝜕q1

p1 +
𝜕V
𝜕q2

p2

))|||||𝜖=0

d𝜏,

=
∫

tf

t0

(m1q̇1ṗ1 + m2q̇2ṗ2 − k(2q1 + q2)p1 − k(q1 + 2q2)p2)d𝜏.

Integration by parts can be used to move the derivatives from ṗ1 and ṗ2 to q̇1 and q̇2 in
the first two terms, thereby resulting in

DA(q,p) = (m1q̇1p1 + m2q̇2p2)|tf

t0
−
∫

tf

t0

(m1q̈1p1 + m2q̈2p2)d𝜏 (5.5)

−
∫

tf

t0

((2kq1 − kq2)p1 + (−kq1 + 2kq2)p2)d𝜏.

Again, since the values of the variations of the initial and final times satisfy

p(t0) = p(tf ) = 𝟎

by definition, and stationarity requires DA(q,p) = 0, the last equation can be written as
a matrix

∫

tf

t0

{[ m1 0
0 m2

]{ q̈1

q̈2

}
+

[ 2k −k
−k 2k

]{ q1

q2

}}
⋅
{ p1

p2

}
d𝜏 = 0.

This equation must hold for all choices of the directions p1, p2 ∈  . Therefore, the inte-
grand must be equal to zero, and the equations of motion are

[ m1 0
0 m2

]{ q̈1

q̈2

}
+

[ 2k −k
−k 2k

]{ q1

q2

}
=

{ 0
0

}
.

This solution for the variations in Equation 5.5 is carried out in Example 5.4 in the
MATLAB Workbook for DCRS.

Example 5.5 This example analyzes the two link robotic arm depicted in Figure 5.5. It
is assumed that the bars having length L1 and L2 have negligible mass in this example.
All of the mass is concentrated in the two point masses m1 and m2. Frame 0 is fixed
to the ground, and frames 𝔹 and ℂ are fixed to masses m1 and m2, respectively. Derive
the equations of motion for this mechanical system using Hamilton’s principle for con-
servative mechanical systems. Note that the angles 𝜃1 and 𝜃2 are absolute, not relative
angles. Both angles are measured from the inertial x0 axis.
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L1

L 2

x0

y0
b1

b2

c1
c2

m1

m2

θ1

θ2

Figure 5.5 Two link robotic arm with point masses, absolute joint angles.

Solution: The two joint angles 𝜃1 and 𝜃2 are selected as generalized coordinates
for this mechanical systems. Therefore, q1 = 𝜃1 and q2 = 𝜃2 for this problem. As
required, the position of every point in the system can be written in terms of these time
dependent parameters. The locations of the masses with respect to the frame 0 origin
are, respectively,

r0,1(t) = L1 cos 𝜃1x0 + L1 sin 𝜃1y0,

r0,2(t) = (L1 cos 𝜃1 + L2 cos 𝜃2)x0 + (L1 sin 𝜃1 + L2 sin 𝜃2)y0.

These expressions are uniquely determined in terms of the angles 𝜃1 and 𝜃2 when 𝜃1 and
𝜃2 are restricted to [0, 2𝜋). The potential energy of the system is defined

V = m1gL1 sin 𝜃1 + m2g(L1 sin 𝜃1 + L2 sin 𝜃2)

by assuming gravity acts in the −y0 direction and the x0 axis is the datum for zero poten-
tial energy. The kinetic energy of the system is defined as

T = 1
2

m1v0,1 ⋅ v0,1 +
1
2

m2v0,2 ⋅ v0,2.

The two velocities required in the kinetic energy can be derived using Theorem 2.16,
resulting in v0,1 = L1𝜃̇1b2 and v0,2 = L1𝜃̇1b2 + L2𝜃̇2c2. Therefore, the kinetic energy is
calculated as

T = 1
2

m1L2
1𝜃̇

2
1 +

1
2

m2(L2
2𝜃̇

2
1 + L2

2𝜃̇
2
2 + 2L1L2𝜃̇1𝜃̇2(b2 ⋅ c2)),

= 1
2
(m1 + m2)L2

1𝜃̇
2
1 +

1
2

m2L2
2𝜃̇

2
2 + m2L1L2𝜃̇1𝜃̇2 cos(𝜃2 − 𝜃1).

where the dot product b2 ⋅ c2 = ||b2||||c2|| cos(𝜃2 − 𝜃1) from the definition of the dot
product. This kinetic energy expression can be written in quadratic form in terms of
the derivatives of the generalized coordinates

T = 1
2

q̇T Mq̇ = 1
2
∑

i,j
q̇imijq̇j
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with q =
{

q1 q2
}T and

M =
[ m11 m12

m21 m22

]
=

[ (m1 + m2)L2
1 m2L1L2 cos(q2 − q1)

m2L1L2 cos(q2 − q1) m2L2
2

]
.

Now, the stationarity condition is enforced for the action functional A(q̂) when

0 = DA(q,p) = d
d𝜖

A(q + 𝜖p)
||||𝜖=0

,

= d
d𝜖

{
∫

tf

t0

1
2
(q̇ + 𝜖ṗ)T [M(q + 𝜖p)](q̇ + 𝜖ṗ)dt

}|||||𝜖=0

− d
d𝜖

{
∫

tf

t0

V (q + 𝜖p)dt
}|||||𝜖=0

,

=
∫

tf

t0

1
2

(
ṗT Mq̇ + q̇T

(
𝜕M
𝜕q

⋅ p
)

q̇ + q̇T Mṗ
)

dt −
∫

tf

t0

(
𝜕V
𝜕q

⋅ p
)

dt,

=
∫

tf

t0

(
q̇T Mṗ + 1

2
q̇T

(
𝜕M
𝜕q

⋅ p
)

q̇
)

dt −
∫

tf

t0

(
𝜕V
𝜕q

⋅ p
)

dt.

The final step in the above equation is true because M is symmetric, MT = M. Due
to the 𝜕M

𝜕q
⋅ p term, this expression can be defined more clearly in terms of the explicit

summation

DA(q,p) =
∑
i,k

{
∫

tf

t0

mikq̇iṗkdt
}

+ 1
2
∑
i,j,k

{
∫

tf

t0

𝜕mij

𝜕qk
q̇iq̇jpkdt

}

−
∑

k
∫

tf

t0

𝜕V
𝜕qk

pkdt.

Integration by parts is used to remove the derivative on ṗ in

∫

tf

t0

mikq̇iṗkdt = −
∫

tf

t0

(
mikq̈ipk +

𝜕mik

𝜕qj
q̇iq̇jpk

)
dt.

Replacing the relevant term in DA(q,p) = 0, the equation

0 =
∑

k
∫

tf

t0

{
−
∑

j
mkjq̈j −

∑
i,j

(
𝜕mik

𝜕qj
− 1

2
𝜕mij

𝜕qk

)
q̇iq̇j −

𝜕V
𝜕qk

}
pkdt

holds for each admissible direction pj where j = 1, 2. Therefore, the integrand must be
identically equal to zero. When each of these terms is calculated and the results are
combined, the equations of motion can be written as[ (m1 + m2)L2

1 m2L1L2 cos(𝜃2 − 𝜃1)
m2L1L2 cos(𝜃2 − 𝜃1) m2L2

2

]{
𝜃̈1

𝜃̈2

}

=
{ m2L1L2𝜃̇

2
2 sin(𝜃2 − 𝜃1) − (m1 + m2)gL1 cos 𝜃1

−m2L1L2𝜃̇
2
1 sin(𝜃2 − 𝜃1) − m2gL2 cos 𝜃2

}
.

The explicit calculation of the entries in the equations of motion is carried out in
Example 5.4 in the MATLAB Workbook for DCRS.
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5.1.4 Kinetic Energy for Rigid Bodies

Hamilton’s principle as stated in Theorem 5.2 is general in nature; it holds for any
mechanical system. While its application was illustrated in the previous section on
simple systems comprised of point masses, it also applies to systems that include
collections of rigid or even deformable continua. The references [31] or [12] provide
more advanced applications. This book will focus on the application of Hamilton’s
principle to robotic systems, and the most general cases to be studied consist of systems
comprised of rigid bodies connected by ideal constraints. The following theorem
provides a general form of the kinetic energy for the cases studied in this text.

Theorem 5.3 Let𝔹 be a body fixed frame whose origin is located at the mass center
of a rigid body that moves in the frame 𝕏. The kinetic energy of the body is given by

T = 1
2

Mv𝕏,c ⋅ v𝕏,c +
1
2
𝝎𝕏,𝔹 ⋅ Ic𝝎𝕏,𝔹

where v𝕏,c is the velocity of the center of mass in the frame 𝕏, 𝝎𝕏,𝔹 is the angular
velocity of the 𝔹 frame in the 𝕏 frame, and Ic is the inertia tensor about the center
of mass.

This equation writes the kinetic energy associated with rotation in the coordinate free
form 1

2
𝝎𝕏,𝔹 ⋅ Ic𝝎𝕏,𝔹 with 𝝎𝕏,𝔹 the angular velocity vector and Ic the inertia tensor. If a

specific basis of some frame 𝕐 is chosen, an explicit form of the kinetic energy may be
formulated as 1

2
𝝎

𝕐
𝕏,𝔹 ⋅ I𝕐c 𝝎𝕐

𝕏,𝔹 with 𝝎𝕐
𝕏,𝔹 the components of 𝝎𝕏,𝔹 in the 𝕐 frame basis,

and I𝕐c the components of the inertia matrix at point c relative to 𝕐 .

Proof : Figure 5.6 depicts a differential mass element that is part of the rigid body having
body fixed frame 𝔹 that moves with respect to the frame 𝕏. The kinetic energy of the
rigid body is given by definition as

T = 1
2 ∫

v ⋅ vdm

where v ∶= v𝕏,dm is the velocity of the differential mass element in the frame 𝕏.
Theorem 2.16 allows for this velocity to be rewritten in the form

v = v𝕏,c + 𝝎𝕏,𝔹 × r

x1 x2

x3

c

dm

rB,p

p

rX,c

b1

b2b3

Figure 5.6 Rigid body and differential mass element dm.
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where r ∶= r𝔹,p is the vector that connects the origin of the 𝔹 frame to the point p and
v𝕏,c is the velocity in frame 𝕏 of the center of mass of the body. The following expression
is found by observing that v𝕏,c and 𝝎𝕏,𝔹 do not vary in the integration over the body

T = 1
2 ∫

(v𝕏,c + 𝝎𝕏,𝔹 × r)) ⋅ (v𝕏,c + 𝝎𝕏,𝔹 × r)dm,

= 1
2

Mv𝕏,c ⋅ v𝕏,c + 𝝎𝕏,𝔹 ×
(
∫

rdm
)
⋅ v𝕏,c +

1
2
𝝎𝕏,𝔹 ×

∫
r ⋅ (𝝎𝕏,𝔹 × r)dm.

The second term on the right hand side of the equation above is identically zero since
the origin of the 𝔹 frame is selected to be the center of mass of the body,

𝟎 = r𝔹,c =
1
M ∫

rdm.

The third term on the right hand side of this equation is evaluated using a property of
the scalar triple product that states a × b ⋅ c = a ⋅ b × c for any three vectors a,b, c. As a
result,

T = 1
2

Mv𝕏,c ⋅ v𝕏,c +
1
2
𝝎𝕏,𝔹 ⋅

∫
r × (𝝎𝕏,c × r)dm.

Theorem 4.5 defines the body’s moment of inertia based on the evaluation of this inte-
gral, resulting in

T = 1
2

Mv𝕏,c ⋅ v𝕏,c +
1
2
𝝎𝕏,𝔹 ⋅ Ic𝝎𝕏,𝔹. ◽

Theorem 5.3 is appropriate for the calculation of a rigid body as it undergoes general
motion relative to the frame 𝕏. Sometimes it is possible to simplify calculations consid-
erably if the motion is constrained in some way. Specialized formulae can be deduced
from Theorem 5.3 if the motion of the rigid body is planar. The following theorem dis-
cusses another example of constrained motion, the case when a point o of the rigid body
is fixed in frame 𝕏.

Theorem 5.4 Suppose that point o on a rigid body having body fixed frame 𝔹 is
fixed in frame 𝕏. The kinetic energy of the rigid body is given by

T = 1
2
𝝎𝕏,𝔹 ⋅ Io𝝎𝕏,𝔹

where 𝝎𝕏,𝔹 is the angular velocity of the body fixed frame 𝔹 in the 𝕏 frame and Io is
the inertia tensor of the rigid body about the point o.

Proof : Since point o is fixed in frame 𝕏, the velocity v ∶= v𝕏,dm of the differential mass
element can be written as v = 𝝎𝕏,𝔹 × r, where r ∶= r0,dm is the vector that connects point
o to the differential mass element. We substitute this expression into the definition of
the kinetic energy

T = 1
2 ∫

v ⋅ vdm = 1
2 ∫

(𝝎𝕏,𝔹 × r) ⋅ (𝝎𝕏,𝔹 × r)dm = 1
2
𝝎𝕏,𝔹 ⋅

∫
r × (𝝎𝕏,𝔹 × r).
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Theorem 5.3 can be used to express this integral in terms of the body’s moment of inertia
at point o, yielding

T = 1
2
𝝎𝕏,𝔹 ⋅

∫
r × (𝝎𝕏,𝔹 × r)dm = 1

2
𝝎𝕏,𝔹 ⋅ I0𝝎𝕏,𝔹. ◽

Example 5.6 Calculate the kinetic energy of links 1, 2, and 3 of the spherical wrist
depicted in Figures 5.7 and 5.8.

x0

y0

x1

x2

z2

y2

y1,

q

p dp,q

d0,p

θ
ϕ

ψ

z0

z1

x3

z3

y3

Figure 5.7 Spherical wrist frames and coordinates.

zp,c1

x0

y0
z0

x1

y1,

y2
z1

z2

z3

x2

x3

y3

zp,c2

zq,c3

c1

c2

c3

p

q

Figure 5.8 Spherical wrist mass centers.

Solution: Define inertia matrix Ii
ci

relative to a frame that is parallel to frame i but has
its origin at the center of mass of link i for i = 1, 2, 3. Since the x1 − z1 and y1 − z1 planes
are planes of symmetry of link 1, the inertia matrix I1

1 has the form

I1
1 =

⎡⎢⎢⎢⎣

I11,1 0 0
0 I22,1 0
0 0 I33,1

⎤⎥⎥⎥⎦
.
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The angular velocity of the link 1 is

𝝎
1
0,1 =

⎧⎪⎨⎪⎩

0
0
𝜓̇

⎫⎪⎬⎪⎭
.

Therefore, the kinetic energy of link 1 is

T1 = 1
2

m1v0,1 ⋅ v0,1
⏟⏞⏟⏞⏟

0

+ 1
2
𝝎0,1 ⋅ I1𝝎0,1 = 1

2
{

0 0 𝜓̇
} ⎡⎢⎢⎢⎣

I11,1 0 0
0 I22,1 0
0 0 I33,1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

0
0
𝜓̇

⎫⎪⎬⎪⎭
= 1

2
I33,1𝜓̇

2.

The x2–y2 and x2–z2 planes are planes of symmetry of the link 2. Therefore, the inertia
matrix I2

2 has the structure

I2
2 =

⎡⎢⎢⎢⎣

I11,2 0 0
0 I22,2 0
0 0 I33,2

⎤⎥⎥⎥⎦
.

The angular velocity of link 2 in the inertial frame is
𝝎0,2 = 𝜓̇z0 + 𝜃̇y1 = 𝜓̇z1 + 𝜃̇y2 = −𝜓̇ sin 𝜃x2 + 𝜃̇y2 + 𝜓̇ cos 𝜃z2,

and the velocity of the center of mass of link 2 is

v0,2 = 𝝎0,2 × zp,c2
z2 =

|||||||

x2 y2 z2

−𝜓̇ sin 𝜃 𝜃̇ 𝜓̇ cos 𝜃
0 0 zp,c2

|||||||
= zp,c2

𝜃̇x2 + zp,c2
𝜓̇ sin 𝜃y2.

The kinetic energy of link 2 is computed using these expressions as

T2 = 1
2

m2v0,2 ⋅ v0,2 +
1
2
𝝎0,2 ⋅ I2𝝎0,2

= 1
2

m2z2
p,c2

(𝜃̇2 + 𝜓̇2sin2
𝜃)

+ 1
2
{
−𝜓̇ sin 𝜃 𝜃̇ 𝜓̇ cos 𝜃

} ⎡⎢⎢⎢⎣

I11,2 0 0
0 I22,2 0
0 0 I33,2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃
𝜃̇

𝜓̇ cos 𝜃

⎫⎪⎬⎪⎭
.

The angular velocity of link 3 is
𝝎0,3 = 𝝎0,2 + 𝜙̇z3,

𝝎
2
0,3 =

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃
𝜃̇

𝜓̇ cos 𝜃

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0
0
𝜙̇

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃
𝜃̇

𝜓̇ cos 𝜃 + 𝜙̇

⎫⎪⎬⎪⎭
,

𝝎
3
0,3 =

⎡⎢⎢⎢⎣

cos𝜙 sin𝜙 0
− sin𝜙 cos𝜙 0

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃
𝜃̇

𝜓̇ cos 𝜃

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0
0
𝜙̇

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃 cos𝜙 + 𝜃̇ sin𝜙
𝜓̇ sin 𝜃 sin𝜙 + 𝜃̇ cos𝜙

𝜓̇ cos 𝜃 + 𝜙̇

⎫⎪⎬⎪⎭
.
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The velocity of the center of mass of link 3 can be calculated as

v0,3 = 𝝎0,3 × (dp,q − zq,c3
)z2 =

|||||||

x2 y2 z2

−𝜓̇ sin 𝜃 𝜃̇ 𝜓̇ cos 𝜃 + 𝜙̇
0 0 (dp,q − zq,c3

)

|||||||
= (dp,q − zq,c3

)(𝜃̇x2 + 𝜓̇ sin 𝜃y2).

The kinetic energy for link 3 is

T3 = 1
2

m3v0,3 ⋅ v0,3 +
1
2
𝝎0,3 ⋅ I3𝝎0,3,

= 1
2

m3(dp,q − zq,c3
)2(𝜃̇2 + 𝜓̇2sin2

𝜃)

+ 1
2

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃 cos𝜙 + 𝜃̇ sin𝜙

𝜓̇ sin 𝜃 sin𝜙 + 𝜃̇ cos𝜙

𝜓̇ cos 𝜃 + 𝜙̇

⎫⎪⎬⎪⎭

T ⎡⎢⎢⎢⎣

I11,3 0 0
0 I22,3 0
0 0 I33,3

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

−𝜓̇ sin 𝜃 cos𝜙 + 𝜃̇ sin𝜙
𝜓̇ sin 𝜃 sin𝜙 + 𝜃̇ cos𝜙

𝜓̇ cos 𝜃 + 𝜙̇

⎫⎪⎬⎪⎭
,

= 1
2

{
m3(dp,q − zq,c3

)2(𝜃̇2 + 𝜓̇2sin2
𝜃) + I11,3(−𝜓̇ sin 𝜃 cos𝜙 + 𝜃̇ sin𝜙)2

+I22,3(𝜓̇ sin 𝜃 sin𝜙 + 𝜃̇ cos𝜙)2 + I33,3(𝜓̇ cos 𝜃 + 𝜙̇)2

}
.

The explicit form of the velocities, angular velocities, and kinetic energies in this example
can be found in Example 5.5 of the MATLAB Workbook for DCRS.

5.2 Lagrange’s Equations for Conservative Systems

Hamilton’s principle introduced in Section 5.1.3 is a powerful theorem. It is concise
and easy to state. It is possible to appeal to it directly to derive the equations of motion
for conservative mechanical systems, as done in Section 5.1.3. It is often the case that
the form of the action functional in Hamilton’s principle has the same structural form
in many applications under consideration. It is most often the case in applications to
mechanical systems that the kinetic energy is a function of the generalized coordinates,
their derivatives and possibly time t. In this case this functional form can be expressed
as T = T(q̇,q, t). In addition, the potential energy is usually a function of the general-
ized coordinates and time t, V = V (q, t). When the kinetic energy and potential energy
have this structure, it is possible to calculate the stationarity conditions for the action
functional in a general form. The result is the collection of Lagrange’s equations of
motion for conservative mechanical systems, which are summarized in the following
theorem.
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Theorem 5.5 Let q(t) ∶= {q1(t), q2(t),… , qn(t)}T be a collection of generalized
coordinates for a conservative mechanical system. Suppose that T = T(q̇,q, t) and
V = V (q, t). If the action functional A(q) is stationary, then

d
dt

(
𝜕T
𝜕q̇

)
− 𝜕T
𝜕q

+ 𝜕V
𝜕q

= 𝟎.

These equations are known as Lagrange’s equations for a conservative mechanical
system.

Before proceeding to the proof of Theorem 5.5, it should be noted that this equation
should be interpreted as a vector equation where the partial derivatives of the kinetic
and potential energies are collected as

𝜕T
𝜕q

∶=

⎧⎪⎪⎨⎪⎪⎩

𝜕T
𝜕q1

⋮

𝜕T
𝜕qN

⎫⎪⎪⎬⎪⎪⎭
,

𝜕V
𝜕q

∶=

⎧⎪⎪⎨⎪⎪⎩

𝜕V
𝜕q1

⋮

𝜕V
𝜕qN

⎫⎪⎪⎬⎪⎪⎭
,

𝜕T
𝜕q̇

∶=

⎧⎪⎪⎨⎪⎪⎩

𝜕T
𝜕q̇1

⋮

𝜕T
𝜕q̇N

⎫⎪⎪⎬⎪⎪⎭
.

The kth entry in the vector equation is written explicitly as

d
dt

(
𝜕T
𝜕q̇k

)
− 𝜕T
𝜕qk

+ 𝜕V
𝜕qk

= 0

for k = 1...N .

Proof : By definition, if the action functional is to be stationary, then

DA(q,p) = 0

for all admissible directions p. While the definition of the Gateaux derivative could be
utilized directly to enforce the condition that the Gateaux derivative vanish for all admis-
sible directions, it is simpler to use Theorem 5.1 and start from the expression that

DJ(q,p) = d
d𝜖

(A(q + 𝜖p))
||||𝜖=0

= 𝟎.

Evaluating the action functional at q + 𝜖p results in

A(q + 𝜖p) =
∫

tf

t0

(T(q̇(t) + 𝜖ṗ(t),q(t) + 𝜖p(t), t) − V (q(t) + 𝜖p(t), t))dt,

and the derivative with respect to 𝜖 is calculated to be

d
d𝜖

(A(q + 𝜖p)) =
∫

tf

t0

(
𝜕T

𝜕(q̇ + 𝜖ṗ)
⋅ ṗ(t) + 𝜕T

𝜕(q + 𝜖p)
⋅ p(t) − 𝜕V

𝜕(q + 𝜖p)
⋅ p(t)

)
dt.

Evaluating this expression when 𝜖 = 0 results in

d
d𝜖

(A(q + 𝜖p))
||||𝜖=0

=
∫

tf

t0

(
𝜕T
𝜕q̇

⋅ ṗ(t) + 𝜕T
𝜕q

⋅ p(t) − 𝜕V
𝜕q

⋅ p(t)
)

dt
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At this point, it is useful to recall the strategy of nearly all problems in elementary cal-
culus of variations. It is desirable to obtain an expression that has the form

DA(q,p) =
∫

tf

t0

{e(t) ⋅ p(t)}dt = 𝟎

that holds for all choices of the admissible directions p(t) ∈  . If the governing equations
can be written in this form, it follows that the only way that the equality holds for all
possible, arbitrary admissible directions p(t) is when the expression e(t) ≡ 𝟎. This obser-
vation follows from the fundamental theorem of variational calculus [34, 43] . In many
cases when Hamilton’s principle is invoked, the equations may be readily transformed
into this form.

In the present case, as well as many other problems of interest discussed later, the
critical step is to employ integration by parts to eliminate the derivative that is applied
to the admissible variations in ṗ. When this term is integrated by parts, the following
expression is obtained

∫

tf

t0

𝜕T
𝜕q̇

⋅ ṗ(t)dt = 𝜕T
𝜕q̇

⋅ p(t)
||||

tf

t0

−
∫

tf

t0

d
dt

(
𝜕T
𝜕q̇

)
⋅ p(t)dt.

Substituting this expression into the original set of equations results in

DA(q,p) = 𝜕T
𝜕q̇

⋅ p(t)
||||

tf

t0

+
∫

tf

t0

{
− d

dt

(
𝜕T
𝜕q̇

)
+ 𝜕T
𝜕q

− 𝜕V
𝜕q

}
⋅ p(t)dt = 0.

The admissible variations p are required to satisfy p(t0) = p(tf ) = 𝟎. The fundamental
theorem of variational calculus implies that the terms that multiply the independent
and arbitrary admissible directions must be equal to zero,

− d
dt

(
𝜕T
𝜕q̇

)
+ 𝜕T
𝜕q

− 𝜕V
𝜕q

= 𝟎.

These are the desired Lagrange’s equations for the conservative mechanical system,
completing the proof. ◽

Example 5.7 Find the equations of motion for the two link robotic arm investigated
in Example 5.5 using Lagrange’s equations for conservative systems.

Solution: Example 5.5 calculates the kinetic energy of the robotic arm as

T = 1
2
(m1 + m2)L2

1𝜃̇
2
1 +

1
2

m2L2
2𝜃̇

2
2 + m2L1L2 cos(𝜃2 − 𝜃1)𝜃̇1𝜃̇2,

and the potential energy of the robotic arm as

V = m1gL1 sin 𝜃1 + m2g(L1 sin 𝜃1 + L2 sin 𝜃2).
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Using these formulations, the required terms associated with the first generalized coor-
dinate may be calculated,

𝜕T
𝜕𝜃̇1

= (m1 + m2)L2
1𝜃̇1 + m2L1L2𝜃̇2 cos(𝜃2 − 𝜃1),

𝜕T
𝜕𝜃1

= m2L1L2𝜃̇1𝜃̇2 sin(𝜃2 − 𝜃1),

𝜕V
𝜕𝜃1

= (m1 + m2)gL1 cos 𝜃1,

along with the corresponding terms for the second generalized coordinate,

𝜕T
𝜕𝜃̇2

= m2L2
2𝜃̇2 + m2L1L2𝜃̇1 cos(𝜃2 − 𝜃1),

𝜕T
𝜕𝜃2

= −m2L1L2𝜃̇1𝜃̇2 sin(𝜃2 − 𝜃1),

𝜕V
𝜕𝜃2

= m2gL2 cos 𝜃2.

The total time derivatives are determined as

d
dt

(
𝜕T
𝜕𝜃̇1

)
= (m1 +m2)L2

1𝜃̈1 +m2L1L2𝜃̈2 cos(𝜃2 −𝜃1)−m2L1L2𝜃̇2(𝜃̇2 − 𝜃̇1) sin(𝜃2 −𝜃1),

d
dt

(
𝜕T
𝜕𝜃̇2

)
= m2L2

2𝜃̈2 + m2L1L2𝜃̈1 cos(𝜃2 − 𝜃1) − m2L1L2𝜃̇1(𝜃̇2 − 𝜃̇1) sin(𝜃2 − 𝜃1).

When the terms that make up Lagrange’s equations are collected together, the governing
equations are

[ (m1 + m2)L2
1 m2L1L2 cos(𝜃2 − 𝜃1)

m2L1L2 cos(𝜃2 − 𝜃1) m2L2
2

]{
𝜃̈1

𝜃̈2

}

=
{ m2L1L2𝜃̇

2
2 sin(𝜃2 − 𝜃1) − (m1 + m2)gL1 cos 𝜃1

−m2L1L2𝜃̇
2
1 sin(𝜃2 − 𝜃1) − m2gL2 cos 𝜃2

}
.

These equations are one example of the general form of the equations of motion for
robotic systems. In general, the equations of motion often have the form

M(q(t))q̈(t) = n(q(t), q̇(t)) + 𝝉(t)

where M(q(t)) is the generalized mass or inertia matrix that can be a nonlinear
function of the generalized coordinates q(t), n(q(t), q̇(t)) is a nonlinear function of
the generalized coordinates q(t) and their derivatives q̇(t), and 𝝉 is a vector of torques
delivered via actuators. Lagrange’s equations for the two link robot are also found in
Example 5.6 of the MATLAB Workbook for DCRS.
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5.3 Hamilton’s Extended Principle

Hamilton’s principle for conservative mechanical systems is sufficient to treat many sys-
tems of interest in this book, and a number of generalizations of the basic law exist that
extend its applicability. In this section the basic approach discussed in Section 5.1.3 is
extended to non-conservative systems. It is possible to cast the formulation in the lan-
guage of the calculus of variations, as done in Section 5.1.3 and Section 5.2. Instead, this
section adopts the language of virtual displacements, virtual work and virtual variations
that are popular in many engineering texts.

5.3.1 Virtual Work Formulations

Section 5.2 showed that Lagrange’s equations can be derived as a consequence of Hamil-
ton’s principle using standard techniques from the calculus of variations. More detailed
studies of these principles can be found in the books [43] and [29]. Many engineering
texts, in contrast, study Hamilton’s principle and Lagrange’s equations in terms of vir-
tual displacements, virtual work and the virtual variation operator. See [17, 20], or [12]
for more comprehensive discussions. The two approaches have much in common, and
results that are derived using one framework or viewpoint could equally well be derived
using tools from the alternative approach. The dynamic behavior of a given system under
the same assumptions should not differ based on the methodology used to derive those
dynamics.

Recall that a possible motion in the language of the calculus of variations, as depicted
in Figure 5.3, is understood as a perturbation q(t) + 𝜖p(t) of the actual motion q(t) of
the mechanical system at time t. The term p(t) is known as an admissible direction or
admissible variation. Methods of virtual work define a possible motion as the sum q(t) +
𝛿q(t) where q(t) is the actual motion of the system at time t and 𝛿q(t) is the virtual
variation, or simply the variation, of the true motion. It is understood in virtual work
formulations of analytical mechanics that the virtual variation 𝛿q is a perturbation of the
true motion q(t) that is contemporaneous and consistent with the kinematic constraints
on the system. That is, the virtual variation 𝛿q(t) is viewed as a possible perturbation of
the generalized coordinates that could occur at a fixed time t that does not violate any
of the kinematic constraints on the mechanical system.

By the definition of the generalized coordinates for the mechanical system,

rX,p(t) = rX,p(q1(t), q2(t),… , qN (t), t).

The virtual displacement 𝛿r𝕏,p of the point p due the variation 𝛿q of the generalized
coordinates is defined via the identity

𝛿r𝕏,p ∶=
N∑

k=1

𝜕r𝕏,p
𝜕qk

𝛿qk .

If there are a number of forces fp acting on the mechanical system at the set of points
p ∈ P, the virtual work that these forces do on the system is the work done by the
forces acting through the virtual displacements of the points p. The virtual work is then
written as
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𝛿W =
∑
p∈P

fp ⋅ 𝛿r𝕏,p,

=
∑
p∈P

fp ⋅
N∑

k=1

𝜕r𝕏,p
𝜕qk

𝛿qk =
N∑

k=1

(∑
p∈P

fp ⋅
𝜕r𝕏,p
𝜕qk

)
𝛿qk ,

=
N∑

k=1
Qk𝛿qk .

The summation in the last line introduces the generalized forces Qi for i = 1…N that
are associated with the generalized coordinates qi or i = 1,… ,N ,

Qk ∶=
∑
p∈P

fp ⋅
𝜕r𝕏,p
𝜕qk

.

The virtual variations 𝛿q, virtual displacements 𝛿r𝕏,p, virtual work 𝛿W , generalized
forces Q, and the generalized displacements q are all fundamental quantities in the vir-
tual work formulation of analytical mechanics. The final step in expressing Hamilton’s
principle in the language of virtual work introduces the virtual variation operator, or
simply the variation operator, 𝛿(•). The virtual variation operator can be introduced in
a number of equivalent ways, and the interested reader is referred to the discussions
in [20, 31], or [17]. The following formal or operational definition that suffices for the
applications this text will employ.

Definition 5.6 The virtual variation operator 𝛿(•) has the following properties:

1. The operator 𝛿(•) obeys the same rules as the differential operator d(•).
2. The operator 𝛿(•) acting on time t is identically zero, 𝛿t ≡ 0.
3. The operator 𝛿(•) commutes with integration or differentiation in the sense that

𝛿

(
d
dt

(•)
)

= d
dt

(𝛿(•)), (5.6)

𝛿

(
∫

tf

t0

(•)dt
)

=
∫

tf

t0

𝛿(•)dt. (5.7)

4. The operator 𝛿(•) is defined such that

𝛿q(t0) = 𝛿q(tf ) = 0. (5.8)

Before applying these principles in examples and problems, it can be useful to study
more closely the relationship between virtual displacements 𝛿r𝕏,p and the velocity v𝕏,p
of the point p in the frame 𝕏. The virtual displacements have been defined as

𝛿r𝕏,p ∶=
N∑

k=1

𝜕r𝕏,p
𝜕qk

𝛿qk ,

and the velocity v𝕏,p of the point p in the frame 𝕏 can be calculated explicitly as

v𝕏,p =
N∑

k=1

𝜕r𝕏,p
𝜕qk

q̇k +
𝜕r𝕏,p
𝜕t

.
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The similarity in these two expressions can be used to define a pragmatic way to compute
the virtual displacement of point p in frame 𝕏. First, the velocity v𝕏,p of the point p is
calculated using the tools in Chapters 2 and 3. Then, 𝛿qk is substituted for each q̇k , where
k = 1,… ,N . Finally, the term 𝜕r𝕏,p∕𝜕t is discarded. The resulting expression is equal
to 𝛿r𝕏,p.

One of the most important properties of virtual variations and the virtual variation
operator 𝛿 in applications is the fact that constraint forces and torques perform no vir-
tual work. The following examples illustrate this point.

Example 5.8 Consider again the point mass constrained to lie on a plane analyzed in
Example 5.1 and shown in Figure 5.1. Show that the constraint force that acts on the
point mass m to ensure that the point remains on the plane does no virtual work.

Solution: The constraint force that keeps the point mass on the plane acts normal to
the plane, so it can be written in the form

f(t) = 1√
3
|f(t)|

⎧⎪⎨⎪⎩

1
1
1

⎫⎪⎬⎪⎭
.

The virtual displacement 𝛿r0,m(t) is calculated by taking the virtual variation of the posi-
tion vector r0,m,

𝛿r0,m = 𝛿xx0 + 𝛿yy0 + (−𝛿x − 𝛿y)z0.

By definition, the virtual work due to the constraint force is calculated to be the dot
product

𝛿W = f ⋅ 𝛿r0,m = 1√
3
|f|

⎧⎪⎨⎪⎩

1
1
1

⎫⎪⎬⎪⎭
⋅

⎧⎪⎨⎪⎩

𝛿x
𝛿y

−(𝛿x + 𝛿y)

⎫⎪⎬⎪⎭
= 0.

The virtual work is zero since the constraint force and the virtual displacement are
orthogonal. This simple observation generalizes to higher dimensions, as discussed in
Section 5.5.

Example 5.9 A two link robotic manipulator is illustrated in Figure 5.9. Show that the
reaction forces at the revolute joints do not contribute to the virtual work. If m1 and m2
are actuation moments applied to bodies 1 and 2 at the revolute joints, show that the
virtual work generated by these moments is given by

𝛿W = m1𝛿𝜃1 + m2𝛿𝜃2,

where 𝛿𝜃1 and 𝛿𝜃2 are the virtual variations of the generalized coordinates q1 ∶= 𝜃1 and
q2 ∶= 𝜃2.
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y0

θ1

θ2

L2

y1

y2

x1

x0

x2

L1

o

p

q

Figure 5.9 Two link robotic arm.

–m2

–px

–py

m1

sx

sy

(a)

m2

px

py

(b)

Figure 5.10 Reaction forces and moments. (a) Body 1. (b) Body 2.

Solution: First, free body diagrams of links 1 and 2 are constructed in terms of con-
straint forces and actuation moments acting at the joints. The joint 1 moment −m1
is not considered as it acts on the ground, which is not a free body. Using these free
body diagrams, the constraint forces will be shown to produce no virtual work. Based
on Figures 5.10a and 5.10b, the virtual work needs to be calculated for the force s acting
at point o on body 1, the force −p acting at point p on body 1, and the force p acting at
the point p on the body 2. The virtual work of these three forces are then computed via
the definition

𝛿W =
∑

i
fi ⋅ 𝛿r0,i.

There are many different ways to calculate the virtual displacement of the points 0 and
1 in this mechanical system. One approach is to define the position vectors of these
points as

r0,o = 𝟎,
r0,p = L1 cos 𝜃1x0 + L1 sin 𝜃1y0,

and compute the virtual displacements by applying the virtual variation operator 𝛿(⋅).
The resulting virtual displacements are

𝛿r0,o = 𝟎,
𝛿r0,p = −L1 sin 𝜃1𝛿𝜃1x0 + L1 cos 𝜃1𝛿𝜃1y0.

An alternative approach to compute the virtual displacement is based on computing
the velocity. By the definition of the generalized coordinates, position vectors can be
expressed in the form

r0,i(t) = r0,i(q1(t), q2(t),… , qN (t), t)
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where N is the number of degrees of freedom of the mechanical system. Differentiating
this vector results in

v0,i(t) =
N∑

j=1

𝜕r0,i

𝜕qj
q̇j(t) +

𝜕r0,i

𝜕t
,

whereas taking the virtual variation 𝛿(⋅) of this equation results in

𝛿r0,i(t) =
N∑

j=1

𝜕r0,i

𝜕qj
𝛿qj(t),

since 𝛿t = 0. By comparing these two equations, the virtual displacements may be iden-
tified from the velocity: simply replace q̇j with 𝛿qj for j = 1,… ,N and discard the term
𝜕r0,i∕𝜕t. For example, in the problem at hand, the velocity of the point p is v0,p = L1𝜃̇1y1
and the virtual displacement is 𝛿r0,p = L1𝛿𝜃y1. The virtual work performed by the con-
straint forces can now be calculated as

𝛿W =
∑

i
fi ⋅ 𝛿r0,i = s ⋅ 𝛿r0,o + (−p ⋅ 𝛿r0,p)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

acting on body 1

+ p ⋅ 𝛿r0,p
⏟⏟⏟

acting on body 2

,

= s ⋅ 𝟎 + (p − p) ⋅ 𝛿r0,p,

= 0.

These equations show that the constraint force between the ground and link 1 con-
tributes zero virtual work because the point of application is fixed with respect to
ground, and the constraint force between links 2 and 3 contribute zero virtual work
because the force acting on the two bodies is equal and opposite.

Next, the virtual work performed by the actuators will be calculated. The problem
statement introduces m1 and m2 as the actuation torques that are applied to the robotic
system by motors. The definition of the virtual work is stated only in terms of applied
forces and not moments or torques. However, from introductory statics, recall that any
moment can be represented by a pair of forces with opposite directions and equal mag-
nitudes that are separated by an offset. Such a pair of forces is referred to as a couple.
Figure 5.11 illustrates how the moment m1 acting on body 1 at point o may be rep-
resented by a couple consisting of forces with magnitude 1

2
f1 acting at points a and

b equally offset from point o by 𝜖 along +x1 (point a) and −x1 (point b). The virtual

m1

x1

y1

o

(a)

x1

y1

ϵ
o

ϵ

f1
1
2

f1
1–
2

a

b

(b)

Figure 5.11 Actuation moment m1 and equivalent couple. (a) Moment. (b) Couple.
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displacements may be calculated from the position vectors of points a and b

r0,a = 𝜖x1 = 𝜖(cos 𝜃1x0 + sin 𝜃1y0),
r0,b = −𝜖x1 = −𝜖(cos 𝜃1x0 + sin 𝜃1y0),

by applying the virtual variation operator, or by calculating the velocities of the points
a and b that are fixed to the body 1, and replace 𝜃1 with 𝛿𝜃1. In either case,

𝛿r0,a = 𝜖𝛿𝜃1y1 = 𝜖𝛿𝜃1(− sin 𝜃1x0 + cos 𝜃1y0),
𝛿r0,b = −𝜖𝛿𝜃1y1 = −𝜖𝛿𝜃1(− sin 𝜃1x0 + cos 𝜃1y0).

The virtual work that is performed by the pair of forces that make up the couple on
body 1 is given by

𝛿W =
(1

2
f1y1

)
⋅ 𝛿r0,a +

(
−1

2
f1y1

)
⋅ 𝛿r0,b = 1

2
f1𝜖𝛿𝜃1 +

(
−1

2
f1

)
(−𝜖𝛿𝜃1),

= f1𝜖𝛿𝜃1 = m1𝛿𝜃1.

It is important to note that there are a pair of reaction forces that act on the body 0
that are equivalent to the moment −m1 that is applied to the body 0 by the actuator.
However, the virtual displacements of all points in body 0 are equal to zero, since body 0
is stationary. The moment acting on body 0 does not contribute to the virtual work.

Next, the virtual work of the actuation moment m2 that that acts on body 2 and the
actuation moment −m2 that acts on body 1 are calculated. Figure 5.12a illustrates the
couple acting on body 1 at points c and d fixed on body 1, and Figure 5.12b illustrates
the couple acting on body 2 at points e and f fixed on body 2. The positions of points c,
d, e, and f are given by the expressions

r0,c = (L1 + 𝜖)x1,

r0,d = (L1 − 𝜖)x1,

r0,e = L1x1 + 𝜖x2,

r0,f = L1x1 − 𝜖x2,

(a) (b)

y2

ϵ

e

f

x2

p

ϵ m2

g2
1
2

g2
1–
2

x1

y2

ϵ

c

d

x2

p

ϵ

–m2

f1
1–
2

f1
1
2

Figure 5.12 Couples for actuation moment m2 acting on bodies 1 (a) and 2 (b).
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and are evaluated to calculate the virtual displacements associated with these points as
𝛿r0,c = (L + 𝜖)𝛿𝜃1y1,

𝛿r0,d = (L − 𝜖)𝛿𝜃1y1,

𝛿r0,e = L1𝛿𝜃1y1 + 𝜖(𝛿𝜃1 + 𝛿𝜃2)y2,

𝛿r0,f = L1𝛿𝜃1y1 − 𝜖(𝛿𝜃1 + 𝛿𝜃2)y2.

Note that the couple acting as shown in Figure 5.12a on link 1 is −𝜖f1 = −m2, and the
couple acting as in Figure 5.12b on link 2 is 𝜖g2 = m2. The virtual work that is performed
by the forces that make up the couples that are equivalent to −m2 acting on body 1 and
m2 acting on body 2 can then be summed to yield

𝛿W =
(
−1

2
f1y1

)
⋅ ((L1 + 𝜖)𝛿𝜃1y1) +

(1
2

f1y1

)
⋅ ((L1 − 𝜖)𝛿𝜃1y1)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

due to reactions on body 1

+
(1

2
g1y2

)
⋅ (L1𝛿𝜃1y1 +𝜖(𝛿𝜃1 +𝛿𝜃2)y2)+

(
−1

2
g1y2

)
⋅ (L1𝛿𝜃1y1 −𝜖(𝛿𝜃1 +𝛿𝜃2)y2)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

due to reactions on body 2

= −f1𝜖𝛿𝜃1 + g2𝜖𝛿𝜃1 + g2𝜖𝛿𝜃2 = −m2𝛿𝜃1 + m2𝛿𝜃1 + m2𝛿𝜃2 = m2𝛿𝜃2

since m2 = f2𝜖 = g2𝜖. The total virtual work due to both m1 acting on link 1 and m2 acting
on links 1 and 2 is therefore

𝛿W = m1𝛿𝜃1 + m2𝛿𝜃2.

The computations in this example are actually quite general upon close inspec-
tion. Suppose that there is a kinematic chain in which the generalized coordinates
q = {𝜃1, 𝜃2,… , 𝜃N} are the relative angles about a common axis between each adjacent
pair of links. If the joint actuation torques are given by mi for i = 1,… ,N , then
𝛿W =

∑
imi𝛿𝜃i.

It should be carefully noted that the calculation above depends on the fact that the
generalized coordinates are relative angles between links. The general result does not
hold, for example, if the joint coordinates are all measured from a common datum.

Example 5.10 Suppose that the two link robot in Example 5.9 is not actuated by
motors at the joints, but rather by an artificial muscle that applies a force between
points o and q. That is, suppose that the muscle applies a force T at point o directed
toward the point q, and a force T at point q directed toward point o. What is the virtual
work of performed by the artificial muscle? What are the generalized forces?

Solution: Since the velocity of point o is equal to zero, 𝛿r0,0 = 𝟎. The velocities of points
p and q are

v0,p = L1𝜃̇1y1,

v0,2 = L1𝜃̇1y1 + L2𝜃̇2y2.
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From this, the virtual displacements of points p and q are found to be

𝛿r0,p = L1𝛿𝜃1y2,

𝛿r0,q = L1𝛿𝜃1y2 + L2𝛿𝜃2y3.

A unit vector uo,q can be constructed in the direction of the vector that connects point
o to point q as

uo,q =
L1x2 + L2x3||L1x2 + L2x3|| =

1√
L2

1 + L2
2 + 2L1L2 cos(𝜃2 − 𝜃1)

(L1x2 + L2x3).

Finally, the virtual work performed by the follower forces is written as

𝛿W = (Tuo,q) ⋅ 𝛿r0,o + (−Tuo,q) ⋅ 𝛿r0,q

= −
TL1L2 sin(𝜃2 − 𝜃1)√

L2
1 + L2

2 + 2L1L2 cos(𝜃2 − 𝜃1)
(𝛿𝜃1 − 𝛿𝜃2).

The generalized forces are calculated by finding the coefficients in the virtual work 𝛿W
of the variations 𝛿𝜃1 and 𝛿𝜃2,

Q =
{ Q1

Q2

}
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

−
TL1L2 sin(𝜃2 − 𝜃1)√

L2
1 + L2

2 + 2L1L2 cos(𝜃2 − 𝜃1)

TL1L2 sin(𝜃2 − 𝜃1)√
L2

1 + L2
2 + 2L1L2 cos(𝜃2 − 𝜃1)

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

The solution above can also be found in Example 5.7 in the MATLAB Workbook
for DCRS.

Example 5.11 This example considers a rigid body with body fixed frame𝔹 that moves
relative to the ground frame 𝕏. The generalized coordinates chosen for this system are
the coordinates {xc, yc, zc} of the center of mass of the rigid body relative to the ground
frame

r𝕏,c = xcx1 + ycx2 + zcx3,

and the 3-2-1 Euler angles {𝜓, 𝜃, 𝜙} that relate the orientation of the body frame 𝔹 to
the ground frame 𝕏 via the rotation matrix

R𝔹
𝕏 =

⎡⎢⎢⎢⎣

1 0 0
0 cos𝜙 sin𝜙
0 − sin𝜙 cos𝜙

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃 0 − sin 𝜃
0 1 0

sin 𝜃 0 cos 𝜃

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos𝜓 sin𝜓 0
− sin𝜓 cos𝜓 0

0 0 1

⎤⎥⎥⎥⎦
.

The vector of generalized coordinates q used to represent the motion of the rigid body
is defined as

qT =
{

q1 q2 … q6
}T =

{
xc yc zc 𝜙 𝜃 𝜓

}T
.
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Calculate the virtual work performed by an external force f

f = f1b1 + f2b2 + f3b3

that is applied at a point p that is fixed on the body. The point p is located by the vector
dc,p that connects the center of mass to the point p. This vector is given by

dc,p = d1b1 + d2b2 + d3b3.

Find the generalized force Q ∶= {Q1 …Q6}T generated by the point force.

Solution: The virtual displacement of the point p will be calculated by calculating its
velocity and substituting 𝛿qk for q̇k for k = 1, 2,… , 6, as discussed in Section 5.3.1. The
velocity of the point of application of the force is related to the velocity of the center of
mass as

v𝕏,p = v𝕏,c + 𝝎𝕏,𝔹 × dc,p.

This equation can be rewritten in the form

v𝕏,p = ẋcx1 + ẏcx2 + Żcx3 − dc,p × 𝝎𝕏,𝔹.

Recall that the angular velocity can be written in terms of the time derivatives of the roll,
pitch and yaw angles in the body fixed frame as

𝝎
𝔹
𝕏,𝔹 =

⎡⎢⎢⎢⎣

1 0 − sin 𝜃
0 cos𝜙 cos 𝜃 sin𝜙
0 − sin𝜙 cos 𝜃 cos𝜙

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎬⎪⎭
= W(𝜙, 𝜃, 𝜓)

⎧⎪⎨⎪⎩

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎬⎪⎭
. (5.9)

These expressions can be combined to obtain a representation of the velocity of point p
in terms of the basis for the 𝔹 frame as

v𝔹
𝕏,p = R𝔹

𝕏

⎧⎪⎨⎪⎩

ẋc

ẏc

Żc

⎫⎪⎬⎪⎭
−

⎡⎢⎢⎢⎣

0 −d3 d2

d3 0 −d1

−d2 d1 0

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 − sin 𝜃
0 cos𝜙 cos 𝜃 sin𝜙
0 − sin𝜙 cos 𝜃 cos𝜙

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎬⎪⎭
,

=
[

R𝔹
𝕏 −S(d𝔹

c,p)W(𝜙, 𝜃, 𝜓)
]
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ẋc

ẏc

Żc

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

This last equation provides form for the velocity conducive for calculating the com-
ponents of the virtual displacement of the point p relative to the 𝔹 frame. The virtual



�

� �

�

316 5 Analytical Mechanics

displacements are

𝛿r𝔹𝕏,p =
[

R𝔹
𝕏 −S(d𝔹

c,p)W(𝜙, 𝜃, 𝜓)
]
⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝛿xc

𝛿yc

𝛿zc

𝛿𝜙

𝛿𝜃

𝛿𝜓

⎫⎪⎪⎪⎬⎪⎪⎪⎭

.

The virtual work due to the applied force f is consequently

𝛿W = f ⋅ 𝛿r𝕏,p =
[

f1 f2 f3
] [

R𝔹
𝕏 −S(d𝔹

c,p)W(𝜙, 𝜃, 𝜓)
]
𝛿q = QT𝛿q.

The generalized forces can be written as

Q =
[

R𝔹
𝕏 −S(d𝔹

c,p)W(𝜙, 𝜃, 𝜓)
]T

⎧⎪⎨⎪⎩

f1

f2

f3

⎫⎪⎬⎪⎭
.

The entries in the vector of generalized forces are computed in Example 5.8 in the
MATLAB Workbook for DCRS.

Example 5.12 The rigid bodies shown in Figure 5.13 move relative to the ground
frame 𝕏 and have body fixed frames 𝔹 and ℂ, respectively. The body ℂ rotates relative
to body 𝔹 about a revolute joint along the b3 = c3 axis.

b3, c3

c1 c2

b1

b2

x3

x2x1

Body C

Body B

p

q

Figure 5.13 Bodies 𝔹 and ℂ with shared revolute joint moving in 𝕏.

Seven generalized coordinates are required for representing this system. One valid
choice of coordinates includes the three coordinates of the center of mass of the body 𝔹
in terms of the basis for the ground frame 𝕏

r𝕏,c𝔹 = xc𝔹x1 + yc𝔹x2 + zc𝔹x3,
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the 3-2-1 Euler angles (𝜓, 𝜃, 𝜙) that relate the 𝔹 frame to the 𝕏 frame via the rotation
matrix

R𝔹
𝕏 =

⎡⎢⎢⎢⎣

1 0 0
0 cos𝜙 sin𝜙
0 − sin𝜙 cos𝜙

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos 𝜃 0 − sin 𝜃
0 1 0

sin 𝜃 0 cos 𝜃

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

cos𝜓 sin𝜓 0
− sin𝜓 cos𝜓 0

0 0 1

⎤⎥⎥⎥⎦
,

and the angle 𝛼 that governs the rotation of the ℂ frame with respect to the 𝔹 frame

Rℂ
𝔹 =

⎡⎢⎢⎢⎣

cos 𝛼 sin 𝛼 0
− sin 𝛼 cos 𝛼 0

0 0 1

⎤⎥⎥⎥⎦
.

The generalized coordinates are ordered in the 7-tuple q such that{
q1 q2 … q7

}T =
{

xc𝔹 yc𝔹 zc𝔹 𝜙 𝜃 𝜓 𝛼
}T =

{
q𝔹 𝛼

}T
.

Find the virtual work performed by a force f acting at a point q fixed on the body ℂ.
Find the virtual work performed by the actuator that applies the moments m to body ℂ
and −m to body 𝔹 about the b3 = c3 axis. Show that the virtual work performed by the
constraint forces and moments at the revolute joint are equal to zero.

Solution: First, the virtual work of a force f acting at the point q fixed on the body
ℂ is calculated. Since v𝕏,q = v𝕏,p + 𝝎𝕏,ℂ × dp,q and 𝝎𝕏,ℂ = 𝝎𝕏,𝔹 + 𝛼̇b3, the results of
Example 5.11 enable us to express the velocity into components relative to the basis for
the ℂ frame as follows:

vℂ
𝕏,q = Rℂ

𝔹
[
R𝔹
𝕏, S(−d𝔹

c,p)W(𝜙, 𝜃, 𝜓)
]

q̇𝔹+Rℂ
𝔹S(−d𝔹

p,q)W(𝜙, 𝜃, 𝜓)
⎧⎪⎨⎪⎩

𝜙̇

𝜃̇

𝜓̇

⎫⎪⎬⎪⎭
+ S(−dℂ

p,q)
⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
𝛼̇,

= Rℂ
𝔹
[
R𝔹
𝕏, S(−d𝔹

c,q)W(𝜙, 𝜃, 𝜓)
]

q̇𝔹 + S(−dℂ
p,q)

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭
𝛼̇,

= Rℂ
𝔹

⎡⎢⎢⎢⎣
R𝔹
𝕏, S(−d𝔹

c,q)W(𝜙, 𝜃, 𝜓), S(−d𝔹
p,q)

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎦
q̇.

Since the virtual displacement of the point q can be written as

𝛿rℂ𝕏,q = Rℂ
𝔹

⎡⎢⎢⎢⎣
R𝔹
𝕏, S(−d𝔹

c,q)W(𝜙, 𝜃, 𝜓), S(−d𝔹
p,q)

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎦
𝛿q,

the virtual work of the force f ∶= f1b1 + f2b2 + f3b3 is

𝛿W =
[
f1 f2 f3

] ⎡⎢⎢⎢⎣
R𝔹
𝕏, S(−d𝔹

c,q)W(𝜙, 𝜃, 𝜓), S(−d𝔹
p,q)

⎧⎪⎨⎪⎩

0
0
1

⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎦
𝛿q.
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The equations above have been derived by expressing the vectors in terms of the bases
𝔹 or ℂ. Some authors choose to represent the variational equations as vectors, without
choosing some specific basis. For example, given that

𝛿𝝎𝔹
𝕏,𝔹 ∶= W(𝜙, 𝜃, 𝜓)

⎧⎪⎨⎪⎩

𝛿𝜙

𝛿𝜃

𝛿𝜓

⎫⎪⎬⎪⎭
,

then the virtual displacement of the point q can be written as the vector equation
𝛿r𝕏,q ∶= 𝛿r𝕏,p − dp,q × (𝛿𝝎𝕏,𝔹 + 𝛿𝛼b3) = 𝛿r𝕏,p + (𝛿𝝎𝕏,𝔹 + 𝛿𝛼b3) × dp,q

where 𝛿r𝕏,p is defined as in Example 5.11.
Next, the virtual work performed by actuation moments acting on the bodies 𝔹 and

ℂ about the revolute joint is computed. The solution proceeds as in the analysis carried
out in Example 5.9 for the two dimensional case. It is assumed that the moment gener-
ated by the actuator is represented by a pair of equal magnitude forces having opposite
directions. It is assumed that a force equal to 1

2
f = 1

2
f c2 is applied at point a on body

ℂ. The vector dp,a = dp,ac1 connects point p to point a on body ℂ. Similarly, a force of
− 1

2
f = − 1

2
f c2 is applied at point b on bodyℂ. The vector dp,b = −dp,a = −dp,ac1 connects

point p to point b on body ℂ. Therefore, the moment about the b3 = c3 axis applied to
body ℂ is given by

mc3 = dp,a ×
(1

2
f
)
+ dp,b ×

(
−1

2
f
)
= dp,a × f = dp,af b3.

A similar analysis is used to determine the form of the moment acting on body𝔹. A force
equal to − 1

2
g = − 1

2
gb2 is applied at point c on body 𝔹. The vector dp,c = dp,cb1 connects

point p to point c on body ℂ. Similarly, a force of 1
2

g = 1
2
gb2 is applied at point d on body

𝔹. The vector dp,d = −dp,c = −dp,cb1 connects point p to point d on body ℂ. Therefore,
the moment about the b3 = c3 axis applied to body 𝔹 is given by

−mb3 = dp,c ×
(
−1

2
g
)
+ dp,d ×

(1
2

g
)
= −dp,c × g = −dp,cgb3.

The virtual displacements of point a − d are found by calculating the velocity of each
point, and converting the velocity to a corresponding virtual displacement. The velocity
of the points a–d can be defined as

v𝕏,a = v𝕏,p + 𝝎𝕏,ℂ × dp,a,

v𝕏,d = v𝕏,p + 𝝎𝕏,ℂ × (−dp,a),

v𝕏,c = v𝕏,p + 𝝎𝕏,𝔹 × dp,c,

v𝕏,d = v𝕏,p + 𝝎𝕏,𝔹 × (−dp,d).

The corresponding virtual displacements of point a–d are
𝛿r𝕏,a = 𝛿r𝕏,p + 𝛿𝝎𝕏,ℂ × dp,a,

𝛿r𝕏,b = 𝛿r𝕏,p − 𝛿𝝎𝕏,ℂ × dp,a,

𝛿r𝕏,c = 𝛿r𝕏,p + 𝛿𝝎𝕏,𝔹 × dp,c,

𝛿r𝕏,d = 𝛿r𝕏,p − 𝛿𝝎𝕏,𝔹 × dp,c.
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The virtual work associated with the actuating moment is then the sum of the virtual
work contributions of all of these forces.

𝛿W =
(1

2
f
)
⋅ (𝛿r𝕏,p + 𝛿𝝎𝕏,ℂ × dp,a) +

(
−1

2
f
)
⋅ (𝛿r𝕏,p − 𝛿𝝎𝕏,ℂ × dp,a)

+
(
−1

2
g
)
⋅ (𝛿r𝕏,p + 𝛿𝝎𝕏,𝔹 × dp,c) +

(1
2

g
)
⋅ (𝛿r𝕏,p − 𝛿𝝎𝕏,𝔹 × dp,c).

Because m = dp,af = dp,cg based on the formulation of the two couples, the above
equation reduces to

𝛿W = m𝛿𝛼

for the virtual work performed by an actuation torque about the revolute axis. Note
that the actuating moment contributes to the virtual work expression only through the
virtual variation 𝛿𝛼. This is an important observation that makes the derivation of the
virtual work contributions for many practical robotic systems a simpler task. This result
should be compared and contrasted to the analysis for the planar robot in Example 5.9.

Hamilton’s principle can now be extended to systems that include non-conservative
mechanical forces by employing the definitions of the virtual variation operator, virtual
displacements, and the virtual work performed by applied forces. The result is known
as Hamilton’s extended principle.

Theorem 5.6 Let q(t) ∶= {q1(t), q2(t),… , qN (t)}T be a collection of generalized
coordinates for a mechanical system that is subject to external nonconservative
forces and torques. Of all the possible motions of the mechanical system that are
consistent with the kinematic constraints, the actual motion of the system satisfies

𝛿
∫

tf

t0

(T − V )dt +
∫

tf

t0

𝛿Wncdt = 0 (5.10)

where T is the kinetic energy, V is the potential energy, and 𝛿Wnc is the virtual work
of the external non-conservative forces acting on the mechanical system.

As in the treatment of conservative systems, Hamilton’s extended principle can be
used directly to solve problems, or it can be used to derive alternative approaches in
analytical mechanics. It will first be applied to solve a simple problem.

Example 5.13 Consider the point mass that is constrained to lie on the plane shown
Example 5.3. Suppose that an external force p(t) acts on the mass where

p(t) = A cos(𝛺t)

(
1√
2

x0 −
1√
2

z0

)
+ B sin(𝛺t)

(
1√
2

y0 −
1√
2

z0

)
.

Find the virtual work performed by this external force and use Hamilton’s extended
principle to find the governing equations of this system.
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Solution: The force p is always parallel to the plane, which is evident from the calcula-
tion

p ⋅ n =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

A cos(𝛺t)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1√
2

0

− 1√
2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

+ B sin(𝛺t)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0
1√
2

− 1√
2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⋅
1√
3

⎧⎪⎨⎪⎩

1
1
1

⎫⎪⎬⎪⎭
= 0.

From Example 5.3

𝛿
∫

tf

t0

(T − V )dt =
∫

tf

t0

{
q̇T M𝛿q̇ + mg

[
1 1

]
𝛿q

}
dt,

= q̇T M𝛿q|tf

t0
+
∫

tf

t0

{
−Mq̈ + mg

{ 1
1

}}
⋅ 𝛿qdt.

The virtual work due to the non-conservative, external applied forces is given by

𝛿W = p ⋅ 𝛿r0,m =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1√
2

A cos(𝛺t)

1√
2

B sin(𝛺t)

− 1√
2

A cos(𝛺t) − 1√
2

B sin(𝛺t)

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⋅

⎧⎪⎨⎪⎩

𝛿q1

𝛿q2

−𝛿q1 − 𝛿q2

⎫⎪⎬⎪⎭
,

=

(√
2A cos(𝛺t) + 1√

2
B sin(𝛺t)

)
𝛿q1 +

(√
2B sin(𝛺t) + 1√

2
A cos(𝛺t)

)
𝛿q2.

The final form of Hamilton’s extended principle is obtained when these terms are com-
bined. It must be the case that

𝛿
∫

tf

t0

(T − V )dt +
∫

tf

t0

𝛿W dt

=
∫

tf

t0

⎧⎪⎪⎨⎪⎪⎩
−Mq̈ + mg

{
1
1

}
+

⎧⎪⎪⎨⎪⎪⎩

√
2A cos(𝛺t) + 1√

2
B sin(𝛺t)

√
2B sin(𝛺t) + 1√

2
A cos(𝛺t)

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎬⎪⎪⎭
⋅ 𝛿qdt = 0

for all admissable variations 𝛿q. This expression must be equal to zero for all choices of
the virtual variation 𝛿q, and we conclude that the integrand must be equal to zero. This
gives the equations of motion.
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It was shown earlier in this chapter that Lagrange’s equations for conservative systems
could be derived from Hamilton’s principle. Likewise, Hamilton’s extended principle can
be used to derive a form of Lagrange’s equations for non-conservative systems.

Theorem 5.7 Let q(t) ∶= {q1(t)q2(t)… qN (t)}T be a collection of generalized coor-
dinates for a mechanical system that is subject to non-conservative external forces.
Suppose that T = T(q̇,q, t) and V = V (q, t). If the action functional A(q) is station-
ary, then

d
dt

(
𝜕T
𝜕q̇

)
− 𝜕T
𝜕q

+ 𝜕V
𝜕q

= Q (5.11)

with the non-conservative work

𝛿Wnc =
∑

Qk𝛿qk = Q ⋅ 𝛿q. (5.12)

These equations are known as Lagrange’s equations for the non-conservative
mechanical system.

Proof : Hamilton’s extended principle maintains that

𝛿
∫

tf

t0

(T − V )dt +
∫

tf

t0

𝛿Wncdt = 0

for all virtual displacements consistent with the kinematic constraints on the mechanical
system. Since the virtual variation operator 𝛿(•) commutes with integration and obeys
the chain rule just like the differential operator, the variation yields

𝛿
∫

tf

t0

(T − V )dt =
∫

tf

t0

(𝛿T − 𝛿V )dt

=
∫

tf

t0

{
𝜕T
𝜕q̇
𝛿q̇ + 𝜕T

𝜕q
𝛿q + 𝜕T

𝜕t
𝛿t − 𝜕V

𝜕q
𝛿q − 𝜕V

𝜕t
𝛿t
}

dt.

Since the variation 𝛿t of time t is equal to zero, and the variation operator commutes
with differentiation, the above expression can be simplified as

𝛿
∫

tf

t0

(T − V )dt =
∫

tf

t0

{
𝜕T
𝜕q̇

d
dt

(𝛿q) + 𝜕T
𝜕q
𝛿q − 𝜕V

𝜕q
𝛿q

}
dt.

Similar to the analysis of problems arising in the calculus of variations, it is desirable to
cast this equation in the form

∫

tf

t0

e(t) ⋅ 𝛿q(t)dt = 𝟎,

and observe that it must hold for all virtual variations 𝛿q consistent with the constraints.
Similar to before, this is achieved when the integrand that multiplies 𝛿q be zero, that is

e(t) ≡ 𝟎.
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As in the proof of Theorem 5.5, this is possible when the derivative that acts on the
variation 𝛿q(t) is eliminated by integration by parts. It follows that

𝛿
∫

tf

t0

(T − V )dt +
∫

tf

t0

𝛿Wncdt =
∫

tf

t0

{
− d

dt

(
𝜕T
𝜕q̇

)
+ 𝜕T
𝜕q

− 𝜕V
𝜕q

+ Q
}

⋅ 𝛿q(t)dt

holds for all 𝛿q(t) that are consistent with the constraints. The proof of the theorem is
complete with an application of the fundamental theorem of variational calculus. ◽

5.4 Lagrange’s Equations for Robotic Systems

Lagrange’s equations for non-conservative systems, as summarized in Theorem 5.7, can
be used for many mechanical systems. Several typical problems have been studied in the
examples, and others that are tutorial in nature can be found in Problems 5.9 through
5.14. This section discusses the form of the governing equations for common robotic sys-
tems. It will be shown that the equations are not difficult to derive in principle, although
the algebraic manipulations can be tedious. Computer programs that perform symbolic
computations can be used to great advantage in these problems.

5.4.1 Natural Systems

Let q = {q1, q2,… , qN}T be a set of generalized coordinates for a mechanical system.
The set of robotic systems studied in this section are assumed to satisfy two fundamental
assumptions. First, the kinetic energy of the system has the form

T = 1
2

q̇T M(q)q̇ = 1
2

N∑
i,j

q̇imij(q1,… , qn)q̇j (5.13)

where the generalized inertia or mass matrix M is symmetric and is a uniformly positive
definite function of the generalized coordinates. A system for which the kinetic energy
has the form in Equation (5.13) is known as a natural system, or T2 system, see [31]. It
is also assumed that the potential energy of the system has the form

V = V (q1, q2,… , qN ). (5.14)

Under these assumptions, the equations of motion for the robotic system can be derived
from Lagrange’s equations for non-conservative systems.

Theorem 5.8 Suppose q = {q1, q2,… qT
N} is a set of generalized coordinates for a

natural system, where Equation (5.13) holds. Assume that the potential energy is a
function of the generalized coordinates as in Equation (5.14). Lagrange’s equations
can be written as∑

j
mkjq̈j +

∑
i,j

Γijk q̇iq̇j +
𝜕V
𝜕qk

= Qk
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for k = 1, 2, ...N where mkj is the (kj) entry of the generalized mass matrix, Qk is the
kth generalized force, and Γ is defined as

Γijk ∶=
𝜕mkj

𝜕qi
− 1

2
𝜕mij

𝜕qk
,

for i, j, k = 1,… ,N .

Proof : The terms that arise from the kinetic energy are considered first, starting with

d
dt

(
𝜕T
𝜕q̇k

)
= d

dt

(
1
2

N∑
i,j

𝜕(q̇imijq̇j)
𝜕q̇k

)
= d

dt

(
1
2

N∑
i,j

(
𝜕q̇i

𝜕q̇k
mijq̇j + q̇imij

𝜕q̇j

𝜕q̇k

))
,

= d
dt

(
1
2

N∑
i,j
(𝛿i,kmijq̇j + q̇imij𝛿j,k)

)

= d
dt

(
1
2

( N∑
j

mkjq̇j +
N∑
i

q̇imik

))
. = d

dt

( N∑
j

mkjq̇j

)
.

The last line above follows from the symmetry of the matrix M. When the total time
derivative is taken,

d
dt

(
𝜕T
𝜕q̇k

)
=

N∑
j

(
mkjq̈j +

N∑
i

𝜕mkj

𝜕qi
q̇iq̇j

)
.

When this total time derivative is combined with the term

𝜕T
𝜕qk

= 1
2

N∑
i,j

q̇i
𝜕mij

𝜕qk
q̇j,

the equations of motion for the robotic system can be written
d
dt

(
𝜕T
𝜕q̇k

)
− 𝜕T
𝜕qk

+ 𝜕V
𝜕qk

= Qk ,

=
N∑
j

mkjq̈j +
N∑
i,j

(
𝜕mkj

𝜕qi
− 1

2
𝜕mij

𝜕qk

)
q̇iq̇j +

𝜕V
𝜕qk

= Qk .

A common form for the equations of motion of a robotic system are then obtained by
noting that

N∑
i,j

𝜕mkj

𝜕qi
q̇iq̇i =

1
2

N∑
i,j

𝜕mkj

𝜕qi
q̇iq̇j +

1
2

N∑
j,i

𝜕mki

𝜕qi
q̇jq̇i,

= 1
2

N∑
i,j

(
𝜕mkj

𝜕qi
+
𝜕mki

𝜕qj

)
q̇iq̇j.

The Christoffel symbols Γijk of the first kind are defined as

Γijk ∶= 1
2

(
𝜕mkj

𝜕qi
+
𝜕mki

𝜕qj
−
𝜕mij

𝜕qk

)
.
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One of the most common forms for the equations of motion for robotic systems that are
also natural systems is then

N∑
j

mkjq̈j +
N∑
i,j

Γijk q̇iq̇j +
𝜕V
𝜕qk

= Qk , (5.15)

for k = 1,… ,N . These equations can be rewritten in terms of vector notation

M(q(t))q̈(t) + q̇T
𝜞 (q(t))q̇ + 𝜕V

𝜕q
= Q,

where

q =

⎧⎪⎪⎨⎪⎪⎩

q1

q2

⋮

qn

⎫⎪⎪⎬⎪⎪⎭
,

𝜕V
𝜕q

=

⎧⎪⎪⎨⎪⎪⎩

𝜕V
𝜕q1

⋮

𝜕V
𝜕qn

⎫⎪⎪⎬⎪⎪⎭
, Q =

⎧⎪⎪⎨⎪⎪⎩

Q1

Q2

⋮

Qn

⎫⎪⎪⎬⎪⎪⎭
.

The term q̇T
𝜞 (q)q̇ is a symbolic expression for the vector

q̇T
𝜞 (q)q̇ =

⎧⎪⎪⎨⎪⎪⎩

q̇T
𝜞 1q̇

q̇T
𝜞 2q̇

⋮

q̇T
𝜞 nq̇

⎫⎪⎪⎬⎪⎪⎭
,

with each of the N × N matrices 𝜞 k for k = 1, 2,… ,N defined so that its ith row and jth
column is given by 𝜞 k ∶= [Γijk]. ◽

Example 5.14 Derive the equations of motion of the two link robotic arm in
Example 5.7 using the representation of Lagrange’s equations in terms of Christofel
symbols.

Solution: Direct calculation of the Christofel symbols yields
𝛤111 = 0,

𝛤211 = −1
2

m2L1L2 sin(𝜃2 − 𝜃1),

𝛤121 = 1
2

m2L1L2 sin(𝜃2 − 𝜃1),

𝛤221 = −m2L1L2 sin(𝜃2 − 𝜃1),

𝛤112 = m2L1L2 sin(𝜃2 − 𝜃1),

𝛤212 = −1
2

m2L1L2 sin(𝜃2 − 𝜃1),

𝛤122 = 1
2

m2L1L2 sin(𝜃2 − 𝜃1),

𝛤222 = 0.
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For this two degree of freedom robot, the nonlinear vector n can be written as

n = −
⎧⎪⎨⎪⎩

q̇T
𝜞 1q̇ + 𝜕V

𝜕𝜃1

q̇T
𝜞 2q̇ + 𝜕V

𝜕𝜃2

⎫⎪⎬⎪⎭
,

where the 2 × 2 matrices 𝜞 1,𝜞 2 are defined as

𝜞 1 =

[
Γ111 Γ121

Γ211 Γ221

]
=

⎡⎢⎢⎢⎣
0 1

2
m2L1L2 sin(𝜃2 − 𝜃1)

−1
2

m2L1L2 sin(𝜃2 − 𝜃1) −m2L1L2 sin(𝜃2 − 𝜃1)

⎤⎥⎥⎥⎦
,

𝜞 2 =

[
Γ112 Γ122

Γ212 Γ222

]
=

⎡⎢⎢⎢⎣
m2L1L2 sin(𝜃2 − 𝜃1)

1
2

m2L1L2 sin(𝜃2 − 𝜃1)

−1
2

m2L1L2 sin(𝜃2 − 𝜃1) 0

⎤⎥⎥⎥⎦
.

When the products above are calculated, n becomes

n =

{
m2L1L2𝜃̇

2
2 sin(𝜃2 − 𝜃1) − (m1 + m2)gL1 cos 𝜃1

−m2L1L2𝜃̇
2
1 sin(𝜃2 − 𝜃1) − m2gL2 cos 𝜃2

}
.

The solution of this problem can also be found in Example 5.11 of the MATLAB Work-
book for DCRS.

Before concluding this section, one more common form used to represent the gov-
erning equations for a natural system is presented. The matrix C ∶= C(q, q̇) is defined
by the vector expression

Cq̇ ∶= q̇T
𝜞 (q(t))q̇, (5.16)

where the entry of C in the kth row and jth column is given by the expression

ckj ∶=
N∑

i=1
Γijk q̇i. (5.17)

The governing system in Equation (5.15) can now be written as
N∑

j=1
mkjq̈i +

∑
j

ck,j +
𝜕V
𝜕qk

= Qk

for k = 1, ...,N , or in the matrix form

Mq̈ + Cq̇ + 𝜕V
𝜕q

= Q. (5.18)

An important motivation for introducing the form shown in Equation (5.16) is that it
can be used to illustrate some typical conservation of energy principles and proofs of
stability. These technical conclusions are derived from the fact that the matrix Ṁ − 2C
is skew symmetric.
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Theorem 5.9 If the generalized inertia matrix M is a symmetric matrix that is a
function of the generalized coordinates q so that

MT (q) = M(q),

and C is the Coriolis centripetal matrix defined in Equations (5.16) and (5.17), then
the matrix Ṁ − 2C is skew symmetric,

(Ṁ − 2C)T = −(Ṁ − 2C).

Proof : The theorem itself stems directly from expanding the definitions of Ṁ and C to
obtain

ṁkj =
d
dt

(mkj) =
N∑

i=1

𝜕mkj

𝜕qi
q̇i

for k, j = 1…N . From Equation (5.18) the entry in row k and column j of Ṁ − 2C is
therefore given by

ṁkj − 2ckj =
N∑

i=1

𝜕mkj

𝜕qi
q̇i − 2

N∑
i=1

1
2

(
𝜕mkj

𝜕qi
+
𝜕mki

𝜕qj
−
𝜕mij

𝜕qk

)
=

N∑
i=1

(
𝜕mki

𝜕qi
−
𝜕mij

𝜕qk

)
.

If row k and column j are interchanged, it is concluded that

ṁjk − 2cjk =
N∑

i=1

(2mji

𝜕qk
−
𝜕mik

𝜕qi

)
= −

N∑
i=1

(
𝜕mki

𝜕qi
−
𝜕mij

𝜕qk

)
= −(ṁkj − 2ckj),

using the symmetry of the matrix M. Therefore, Ṁ − 2C is skew symmetric. ◽

5.4.2 Lagrange’s Equations and the Denavit–Hartenberg Convention

The equations of motion derived in Section 5.4.1 can be used whenever the kinetic
energy has the form T = q̇T M(q)q̇ and the potential energy V = V (q) depends only
on the generalized coordinates. In problems concerned with deriving the equations of
motion of robotic systems, the components making up the mechanical system will typi-
cally be collections of rigid bodies. Recall that a general expression for the kinetic energy
of a rigid body was derived in Section 5.1.4 and has the form

T = 1
2

Mv0,c ⋅ v0,c +
1
2
𝝎𝕏,𝔹 ⋅ Ic𝝎𝕏,𝔹,

where v0,c is the velocity of the center of mass, 𝝎𝕏,𝔹 is the angular velocity vector of
the rigid body in the ground frame, and Ic is the inertia tensor about the mass center.
Any set of generalized coordinates can be used in this expression for the kinetic energy.
However, Chapter 3 showed that the Denavit–Hartenberg convention is often used to
define the kinematics of robotic systems.

This section will focus on the specific form of the equations of motion for robotic
systems defined using the Denavit–Hartenberg convention. Chapter 3, Section 3.3.5
is particularly relevant to this analysis since it provides a general method to relate the
velocity and angular velocity of bodies that appear in a kinematic chain to the derivatives
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of the joint variables defined via the Denavit–Hartenberg convention. First, the Jacobian
matrix will be defined that relates the velocity of the center of mass and angular velocity
of a body to the joint variables.

Theorem 5.10 Suppose that the Denavit–Hartenberg convention is used to repre-
sent a robotic system that consists of N rigid bodies that form a kinematic chain. The
components relative to the frame k of the velocity of the center of mass and angular
velocity of the kth body in the kinematic chain can be written as{

vk
ck

𝝎
k
0,k

}
=

[
Jk

v,k

Jk
𝝎,k

]
q̇ =

[
Rk

0J0
v,k

Rk
0J0
𝝎,k

]
q̇,

where the 3 × N matrices J0
v,k and J0

𝝎,k are defined as in Theorem 3.3.

Proof : The proof of the equation{
vk

ck

𝝎
k
0,k

}
=

[
Jk

v,k

Jk
𝝎,k

]
q̇

in this theorem follows directly from the proof of Theorem 3.3. The only change in the
argument is the focus on the velocity of the center of mass v0,c which is not in general
equal to the velocity of the origin of frame k. That is, the origin of frame k does not coin-
cide with the center of mass of link k in general. The vector rk

0,k is replaced with the the
vector r0

0,ck
in Theorem 3.3 to obtain the desired form of the Jacobian matrix associated

with the center of mass of link k. The alternative form provided for the Jacobian matrix
Jk

v,k and Jk
𝝎,k are immediate when it is noted that the components of the velocity vk

0,ck
and

angular velocity 𝝎k
0,k are obtained from v0

0,ck
and 𝝎0

0,k by multiplication by the rotation
matrix Rk

0. ◽

Theorem 5.10 summarizes how the Jacobian matrix can be used to represent the veloc-
ity of the center of mass and the angular velocity of a link in a kinematic chain that
is described using the Denavit–Hartenberg convention. The following theorem shows
how the Jacobian matrix can be incorporated into a calculation of the kinetic energy of
a robotic system.

Theorem 5.11 Suppose that the Denavit–Hartenberg convention is used to rep-
resent a robotic system consists of N rigid bodies that form a kinematic chain. The
kinetic energy of the system can be written in the form

T = 1
2

N∑
k=1

q̇T Mkq̇,

(Continued)
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where

Mk ∶= Mv,k + M
𝝎,k .

The matrix Mv,k can be written in either of the forms

Mv,k = mk(J0
v,k)

T J0
v,k = mk(Jk

v,k)
T Jk

v,k ,

where mk is the mass of link k. Suppose that Ik
ck

is the inertia matrix relative to a set
of axes that are parallel to the frame k fixed in body k, but whose origin is located at
the center of mass of body k. The matrix M

𝝎,k can be written as

M
𝝎,k = (Jk

𝝎,k)
T Ik

ck
Jk
𝝎,k .

Example 5.15 Use the DH convention to describe the kinematics of the two arm robot
studied in Example 5.7 and derive the equations of motion using Lagrange’s equations.

Solution: Example 5.7 employs two global angles of rotation 𝜃1 and 𝜃2 to describe the
kinematics of the system: each angle is measured from the x0 axis. Figure 5.14 depicts the
0, 1 and 2 frames and the relative angles𝛩1 and𝛩2 that comply with the DH convention.
The relative angles 𝛩1, 𝛩2 are related to the global angles 𝜃1, 𝜃2 by the equations{

𝛩1

𝛩2

}
=

[ 1 0
−1 1

]{
𝜃1

𝜃2

}
. (5.19)

x0

y0
b1

b2

c1
c2

m1

m2

Θ1

Θ2

L1

L2

Figure 5.14 Two link robotic arm with relative angles𝛩1, 𝛩2.

The DH parameters for this two link robotic arm are summarized in Table 5.1 below.

Table 5.1 DH parameters for the two link robotic arm.

Link Displacement di Rotation 𝜽i Offset ai Twist 𝜶i

1 0 𝛩1 L1 0

2 0 𝛩2 L2 0
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The velocities of each of the masses m1 and m2 are given by

v0,1 = L1𝛩̇1y1,

v0,2 = L1𝛩̇1y1 + L2(𝛩̇1 + 𝛩̇2)y2.

The kinetic and potential energies are

T = 1
2

m1L2
1𝛩̇

2
1 +

1
2

m2(L2
1𝛩̇

2
1 + L2

2(𝛩̇1 + 𝛩̇2)2 + 2L1L2𝛩̇1(𝛩̇1 + 𝛩̇2) cos𝛩2),

V = m1gL1 sin𝛩1 + m2g(L1 sin𝛩1 + L2 sin(𝛩1 + 𝛩2)).

By invoking Lagrange’s equations, the generalized mass matrix and nonlinear right hand
side are determined to be, respectively,

M =

[
(m1 + m2)L2

1 + m2L2
2 + 2m2L1L2 cos𝛩2 m2L2(L2 + L1 cos𝛩2)

m2L2(L2 + L1 cos𝛩2) m2L2
2,

]

and

n =
⎧⎪⎨⎪⎩

( m2L1L2𝛩̇
2
2 sin𝛩2 + 2m2L1L2𝛩̇1𝛩̇2 sin𝛩2

−m2gL2 cos(𝛩1 + 𝛩2) − (m1 + m2)gL1 cos𝛩1

)

−m2L2(L1𝛩̇
2
1 sin𝛩2 + g cos(𝛩1 + 𝛩2))

⎫⎪⎬⎪⎭
.

The solution procedure outlined above can also be found in Example 5.12 of the
MATLAB Workbook for DCRS.

5.5 Constrained Systems

Up to this point, the functionals under consideration have been required to be defined
in terms of generalized coordinates, which by definition in this book are minimal or
independent. In many applications it is not feasible, or at least not a straightforward
task, to create such a minimal set of time varying parameters. Recall that the definition
of generalized coordinates requires that the expression for the position of each point p
in the mechanical system can be written uniquely in the form

rX,p(t) = rX,p(q1(t), q2(t),… , qN (t), t).

The requirement that this expression be unique is relaxed in the following definition of
redundant generalized coordinates.

Definition 5.7 A collection of n time varying parameters q(t) = {q1(t), q2(t),… ,

qN (t)}T is a set of redundant generalized coordinates for a mechanical system if for
any point p in the mechanical system the position r𝕏,p(t) of the point p at any time
t with respect to the inertial frame 𝕏 can be written in terms of these functions and
(if necessary) time t, but this expression is not unique. If the redundant generalized
coordinates satisfy D independent algebraic equations that have the form

𝜙i(q1(t), q2(t),… , qN (t), t) = 0 (5.20)

for i = 1…D, the mechanical system is said to be subject to D holonomic constraints.
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Sometimes Equation (5.20) is written in the matrix form

𝟎 = 𝛷(q(t), t) =
⎧⎪⎨⎪⎩

𝜙1(q(t), t)
⋮

𝜙D(q1, t)

⎫⎪⎬⎪⎭
where 𝛷 ∈ ℝD×1. In principle, if a system is subject to D independent holonomic con-
straints that relate a set of N redundant generalized coordinates, it is possible to use the
constraints to eliminate D of the time varying parameters {q1(t), q2(t),… , qN (t)}. The
remaining N − D the variables would be independent, and therefore constitute a set of
generalized coordinates. In practice this is not a trivial exercise, and it is often simpler
to formulate the problem in terms of the redundant generalized coordinates. This will
become evident in several of the examples and problems.

If the redundant generalized coordinates are subject to D independent holonomic
constraints, then the properties of the virtual variation operator 𝛿(•) imply that the vir-
tual variations 𝛿qT = {𝛿q1, 𝛿q2,… , 𝛿qN} are not independent. This can be shown by
taking the variation of the holonomic constraints

𝛿𝛷(q(t), t) =
⎧⎪⎨⎪⎩

𝛿𝜙1(q(t), t)
⋮

𝛿𝜙D(q(t), t)

⎫⎪⎬⎪⎭
= 𝟎.

Since the variation operator acts like the differential operator, and the variation of time
is zero by definition, the variation of the constraints yield

𝛿𝜙(q(t), t) =
N∑
R

𝜕𝜙

𝜕qk
(q(t), t)𝛿qk(t),

or

𝛿𝜙(q(t), t) = 𝜕𝛷

𝜕q
(q(t), t)𝛿q(t) = 0. (5.21)

This last expression is a matrix equation. The Jacobian matrix associated with the con-
straints is defined as the matrix

𝜕𝛷

𝜕q
(q(t), t) =

[
𝜕𝜙i

𝜕qj

]
i=1…D, j=1…N

∈ ℝD×N .

Equation (5.21) is a nonlinear equation among the redundant generalized coordinates
and their variations, but it is linear in the variations 𝛿q. When the D constraint equations
are independent, the rank of this matrix is equal to D. In principle, the D equations can
be used to express D of the variations in terms of the remaining N − D variations and
all of the redundant generalized coordinates.

It is possible to modify Lagrange’s equations so that they apply when a set of redun-
dant generalized coordinates are used to describe the system. The following theorem
describes this case.
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Theorem 5.12 Let q(t) ∶= {q1(t), q2(t),… , qN (t)}T be a collection of redundant
generalized coordinates for a conservative mechanical system that satisfy the inde-
pendent holonomic constraints

𝜙i(q, t) = 0 (5.22)

for i = 1…D. Suppose that T = T(q̇,q, t) and V = V (q, t). If the action functional
A(q) is stationary, an actual motion of such a system satisfies Lagrange’s equations
with multipliers

d
dt

(
𝜕T
𝜕q̇

)
− 𝜕T
𝜕q

+ 𝜕V
𝜕q

= 𝜕𝛷

𝜕q
T
𝝀(t) (5.23)

and the holonomic constraints in Equation (5.22).

Proof : By following the same steps taken in the proof of Theorems 5.5 or 5.7, it can be
shown that

𝛿
∫

tf

t0

(T − V )dt =
∫

tf

t0

{
− d

dt

(
𝜕T
𝜕q̇

)
+ 𝜕T
𝜕q

− 𝜕V
𝜕q

}
⋅ 𝛿q(t)dt. (5.24)

In the case at hand, this equation must hold for all variations that are consistent with
the constraints on the mechanical system. However, in contrast to the case in either
Theorem 5.5 or 5.7, the variations are not independent in the constrained problem,
and it cannot be simply concluded that the term multiplying 𝛿q is zero. The variations
𝛿q = {𝛿q1, 𝛿q2,… , 𝛿qn}T must satisfy the matrix equation

𝜕𝛷

𝜕q
(q(t), t)𝛿q = 0. (5.25)

The full rank matrix equation implies that out of the N variations 𝛿q = {𝛿q1, 𝛿q2,… ,

𝛿qN}T , it is possible to express D of the variations in terms of the remaining N − D
variations and the N redundant generalized coordinates. Since Equation (5.25) holds, it
is also true that

𝝀
T 𝜕𝛷

𝜕q
(q(t), t)𝛿q = 0 (5.26)

for any choice of the vector of time varying functions 𝝀(t) ∈ ℝD. The vector 𝝀 is known
as the vector of Lagrange multipliers for the constrained system. Equations (5.24) and
(5.26) can then be combined into a single equation,

𝛿
∫

tf

t0

(T − V )dt =
∫

tf

t0

{
− d

dt

(
𝜕T
𝜕q̇

)
+ 𝜕T
𝜕q

− 𝜕V
𝜕q

− 𝜕𝛷

𝜕q
T
𝝀

}
⋅ 𝛿q(t)dt. (5.27)

Suppose that the set of redundant generalized coordinates are ordered so that the first
N − D coordinates correspond to the independent variations {𝛿q1 … 𝛿qN−D}, and the
last D correspond to the dependent variations {𝛿qN−D+1, 𝛿qN−D+2,… , 𝛿qN}. Up until this
point, a specific set of Lagrange multipliers has not been selected: Equation (5.27) holds
for any choice of 𝝀(t) ∈ ℝD. Now, the D Lagrange multipliers 𝝀 are chosen so that the
following equations hold

− d
dt

(
𝜕T
𝜕q̇i

)
+ 𝜕T
𝜕qi

− 𝜕V
𝜕qi

+ 𝜕𝛷

𝜕qi

T
𝝀 = 0
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for i = N − D + 1, ...,N . This is always possible owing to the fact that these equations
are linear in the Lagrange multipliers, there are D unknown Lagrange multipliers, there
are D equations, and the rank of the constraint Jacobian matrix is D. In other words,
the Lagrange multipliers 𝝀 have been chosen so that the coefficients that multiply the
dependent variations 𝛿qN−D+1, ..., 𝛿qN are all equal to zero. With the Lagrange multipli-
ers determined in this way, Equation (5.27) can be written

𝟎 =
∫

tf

t0

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

− d
dt

(
𝜕T
𝜕q̇1

)
+ 𝜕T
𝜕q1

− 𝜕V
𝜕q1

+ 𝜕𝛷

𝜕q1

T
𝝀

− d
dt

(
𝜕T
𝜕q̇2

)
+ 𝜕T
𝜕q2

− 𝜕V
𝜕q2

+ 𝜕𝛷

𝜕q2

T
𝝀

⋮

− d
dt

(
𝜕T

𝜕q̇N−D

)
+ 𝜕T
𝜕qN−D

− 𝜕V
𝜕qN−D

+ 𝜕𝛷

𝜕qN−D

T
𝝀

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

⋅

⎧⎪⎪⎨⎪⎪⎩

𝛿q1(t)
𝛿q2(t)
⋮

𝛿qN−D(t)

⎫⎪⎪⎬⎪⎪⎭
dt.

(5.28)

With the above choice of Lagrange multipliers, the Equations (5.28) do not contain any
of the dependent variations. Since all of the variations appearing in Equation (5.28) are
independent, each of the coefficients that multiply 𝛿qi for i = 1…N − D must be equal
to zero. The proof is complete. ◽

Example 5.16 The planar robot depicted in Figure 5.15 is actuated at the revolute joint
about the z0 = z1 axis and at the prismatic joint along the x1 = x2 axis. Suppose that
the x2(t) and y2(t) are the coordinates of the center of mass of link 2. Derive Lagrange’s
equations in terms of the redundant generalized coordinates 𝜃(t), x2(t), and y2(t) assum-
ing that the mass and inertia of the links may be represented by a pair of point masses
at the defined link mass centers.

x2

x0

x1

y1

y0

d(t)

θ(t)

D

H

y2

Figure 5.15 Two link revolute prismatic robot.
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Solution: Since it is known that this is a two degree of freedom system, there must exist
one constraint among the redundant generalized coordinates 𝜃, x2, y2. It is known that

x2 = (d + D) cos 𝜃,
y2 = (d + D) sin 𝜃.

Solving for (d + D) in each of these equations and setting the results equal results in
x2

cos 𝜃
=

y2

sin 𝜃
.

This equation can be written in the standard form required in Lagrange’s equation for
constrained systems by defining

𝜙1(𝜃, x2, y2) = x2 sin 𝜃 − y2 cos 𝜃 = 0.
In this problem, the are N = 3 redundant variables and D = 1 constraints. The matrix
𝜱 has dimension D × 1 = 1 × 1. The Jacobian matrix 𝜕𝛷

𝜕q
has dimension D × N = 1 × 3

and is given by
𝜕𝛷

𝜕q
=

[
𝜕𝜙1

𝜕q1

𝜕𝜙1

𝜕q2

𝜕𝜙1

𝜕q3

]
=

[
(x2 cos 𝜃 + y2 sin 𝜃), sin 𝜃, − cos 𝜃

]
.

Since it is assumed that these rigid bodies can be approximated as point masses, the
kinetic energy of the two mass system in terms of the redundant variables is

T = 1
2

m1H2𝜃̇2 + 1
2

m2(ẋ2
2 + ẏ2

2) =
1
2
{
𝜃̇ ẋ2 ẏ2

}T
⎡⎢⎢⎢⎣

m1H2 0 0
0 m2 0
0 0 m2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜃̇

ẋ2

ẏ2

⎫⎪⎬⎪⎭
= 1

2
q̇T Mq̇,

where M is a constant mass matrix. The potential energy is V = m1gH sin 𝜃 + m2gy2.
Lagrange’s equations for the redundant system can be written as

d
dt

(
𝜕T
𝜕q̇

)
− 𝜕T
𝜕q

+ 𝜕V
𝜕q

−
(
𝜕𝛷

𝜕q

)T

𝝀(t) = 0,

M
⎧⎪⎨⎪⎩

𝜃̈

ẍ2

ÿ2

⎫⎪⎬⎪⎭
− 𝟎 +

⎧⎪⎨⎪⎩

m1gH cos 𝜃
0

m2g

⎫⎪⎬⎪⎭
−

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜕𝜙

𝜕𝜃

𝜕𝜙

𝜕x2

𝜕𝜙

𝜕y2

⎫⎪⎪⎪⎬⎪⎪⎪⎭

𝜆 = 𝟎,

where 𝝀 ∈ ℝD×1 = ℝ1×1. We can substitute the Jacobian matrix above and find the final
form of Lagrange’s equations for the constrained system to be

⎡⎢⎢⎢⎣

m1H2 0 0
0 m2 0
0 0 m2

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜃̈

ẍ2

ẍ3

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

m1gH cos 𝜃
0

m2g

⎫⎪⎬⎪⎭
−

⎧⎪⎨⎪⎩

x2 cos 𝜃 + y2 sin 𝜃
sin 𝜃

− cos 𝜃

⎫⎪⎬⎪⎭
𝜆 =

⎧⎪⎨⎪⎩

0
0
0

⎫⎪⎬⎪⎭
.

The solution of this example can also be found in Example 5.13 of the MATLAB Work-
book for DCRS.
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5.6 Problems for Chapter 5, Analytical Mechanics

5.6.1 Problems on Hamilton’s Principle

Problem 5.1. A planar rigid link with mass m and length L is pinned at one end to the
origin of the inertial frame as shown in Figure 5.16. Use Hamilton’s principle to derive
the equations of motion for this mechanical system.

θ

m, L

x0

y0

Figure 5.16 Rigid link pinned to inertial frame origin.

Problem 5.2. The two degree of freedom manipulator shown in Figure 5.17 is con-
structed from two rigid links having length L and negligible mass. Concentrated masses
m1 and m2 are located at the ends of the links. Use Hamilton’s principle to derive the
equations of motion for this mechanical system. Note that unlike Example 5.5, 𝜃2 is
defined as the relative angle between links 1 and 2.

L1

L 2

x0

y0
b1

c1
c2

b2

m1

m2

θ1

θ2

Figure 5.17 Two link robotic arm with point masses, relative joint angles.

Problem 5.3. A rigid link having mass m and length L is pinned to a mass M that can
translate along the horizontal direction as shown in Figure 5.18. Use Hamilton’s princi-
ple to derive the equations of motion for this mechanical system.

Problem 5.4. A point mass m is constrained so that its motion follows the surface of a
cylinder, as shown in Figure 5.19. Use Hamilton’s principle to derive the equations of
motion for this mechanical system.
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k

θ

M

m, L

x

Figure 5.18 Translating mass with rotating pendulum.

z0

x0 y0
r

z

θ

r0,m

Figure 5.19 Point mass on solid cylinder.

Problem 5.5. A point mass m is constrained so that its motion follows the surface of a
cone, as shown in Figure 5.20. Use Hamilton’s principle to derive the equations of motion
for this mechanical system.

z0

x0 y0

r

z

θ

r0,m

R

H

Figure 5.20 Point mass on solid cone.
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Problem 5.6. A point mass m is constrained so that its motion follows the surface of
a hemispherical solid, as shown in Figure 5.21. Use Hamilton’s principle to derive the
equations of motion for this mechanical system utilizing the spherical coordinates and
frames shown in Figure 5.21.

z0

x0 y0

ρ

θ

𝜙

b1
b2

b3

c3

c1

c2
m

Figure 5.21 Point mass on hemispherical solid, spherical coordinates.

Problem 5.7. Two spring loaded pistons with masses m1 and m2 and stiffness k1 and k2
are connected via revolute joints to a rigid coupler with negligible mass and length L,
as shown in Figure 5.22. Use Hamilton’s principle to derive the equations of motion for
this mechanical system in terms of the single generalized coordinate x.

m2

m1

L

k2

k1

x

x0

y0

Figure 5.22 Two spring loaded pistons connected by a massless coupler.

Problem 5.8. Two point masses m1 and m2 are connected by a light, inextensible cable
having negligible mass and fixed length L, as shown in Figure 5.23. Mass m2 lies on
the surface of the x0–y0 plane, and the mass m1 is suspended by the cable through a
hole located at the origin of frame 0. Use Hamilton’s principle to derive the equations
of motion for this mechanical system in terms of the two generalized coordinates
r and 𝜃.
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z0

x0 y0

m1

θ
m2

r

L-r

Figure 5.23 Point mass on plane and suspended point mass.

5.6.2 Problems on Lagrange’s Equations

Problem 5.9. Consider the mechanical system described in Problem 5.1. Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.10. Consider the mechanical system described in Problem 5.2. Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.11. Consider the mechanical system described in Problem (5.3). Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.12. Consider the mechanical system described in Problem (5.4). Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.13. Consider the mechanical system described in Problem (5.5). Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.14. Consider the mechanical system described in Problem (5.6). Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.15. Consider the mechanical system described in Problem (5.7). Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.16. Consider the mechanical system described in Problem 5.8. Derive the
equations of motion for this system using Lagrange’s equations.

Problem 5.17. A two link robot is shown in Figure 5.24. The inertial frame has basis
x0, y0, z0, and the frame 1 has basis x1, y1, z1 is fixed in the rotating base body. The base
body is actuated about the revolute joint along the z0 = z1 axis, and the extensional arm
is actuated by a linear motor along the x1 axis. The mass distribution of the base body is
approximated by a point mass m1 located at the center of mass of the base body, and the
mass distribution of the extensional arm is approximated by a point mass m2 located at
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y2

y0

x1

x2

x0

y1 d(t)

θ(t)

D

H

Figure 5.24 Two link revolute prismatic robot.

the center of mass of the arm. Use Lagrange’s equations for non-conservative systems
to show that the equations of motion for this system are given by

[ m2 0
0 m1H2 + m2(D + d)2

]{ d̈
𝜃̈

}

=

{
−m2g sin 𝜃 + m2(D + d)𝜃̇2

−g(m1H + m2(d + D)) cos 𝜃 − 2m2(d + D)ḋ𝜃̇

}
+

[ 1 0
0 1

]{ F
M

}
,

where M is the actuating moment for revolute joint and F is the actuating force for the
prismatic joint.

Problem 5.18. Suppose that an actuator is added to the revolute joint between the
ground and the link for the system discussed in Problems 5.1 and 5.9. A motor generates
a moment m about the revolute joint axis that acts on the link, while −m acts on the
ground. What is the total virtual work performed by the actuation torque? What is the
generalized force associated with the generalized coordinate 𝜃?

Problem 5.19. Suppose that a pair of actuators is added to the two link manipulator
discussed in Problems 5.2 and 5.10 that actuate its joints. The first motor generates a
moment m1 acting on link 1 about the axis of the revolute joint between ground and
link 1. The second motor generates a moment m2 acting on the link 2 about the revolute
joint between links 1 and 2. What is the total virtual work performed by the actuating
moments? What are the generalized forces Q1 and Q2 associated with the generalized
coordinates 𝜃1 and 𝜃2?

Problem 5.20. Suppose that the revolute joint between the cart and the rod for the sys-
tem discussed in Problems 5.3 and 5.11 is actuated by a motor. The motor generates a
torque 𝜏 that acts on the rod and a torque (−𝜏) that acts on the mass. What is the total
virtual work performed by the moment? What are the generalized forces associated with
the generalized coordinates x and 𝜃?
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5.6.3 Problems on Hamilton’s Extended Principle

Problem 5.21. Derive a simplified dynamic model of the PUMA robot in Figures 5.25
and 5.26 that assumes the mass and inertia of links 1 and 2 can be approximated as con-
centrated point masses m1 and m2 and that the mass and inertia of link 3 is negligible.
Assume that the mass m1 is concentrated at point q, and that that the mass m2 is con-
centrated at point r. The actuating torques M1 and M2 drive joints 1 and 2 about the z0
and z1 axes, respectively.

Use the joint variables 𝜃1 and 𝜃2 as generalized coordinates and formulate the
equations of motion for this system using Lagrange’s equations.

y2

y1

y0

y3

z2

z1

z3

z0

x2

x1

x0

x3

p

q
r

s

t

o

Figure 5.25 PUMA robot frames.

y0

x2

x0

z2

z0

o

z1
p

q

x1

y2

r

x3

y3
z3

y1

s

t

H

D

L1

w

L2

Figure 5.26 PUMA robot frame offsets.
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Problem 5.22. Derive a simplified dynamic model of the PUMA robot in Figures 5.25
and 5.26 and studied in Problem 5.21 that assumes the mass and inertia of links 1 and
2 are negligible and that the mass and inertia of link 3 can be approximated as concen-
trated point mass m3. Assume that the mass m3 is concentrated at point t. The actuating
torques M1, M2, and M3 drive joints 1, 2, and 3 about the z0, z1, and z2 axes, respectively.

Use the joint variables 𝜃1, 𝜃2, and 𝜃3 as generalized coordinates and formulate the
equations of motion for this system using Lagrange’s equations.

Problem 5.23. Derive a simplified dynamic model of the PUMA robot in Figures 5.25
and 5.26 and studied in Problems 5.21 and 5.22 that represents the mass and inertia of
links 1 and 2 as simplified rigid bodies and assumes the mass and inertia of link 3 is
negligible. To simplify analysis, for link 1, assume that the mass is distributed along the
shoulder in the cylindrical solid between points p and q. The center of mass for link 1
is halfway between points p and q, and the center of mass for link 2 is halfway between
points q and r. The inertia matrix Ii

ci
for each body i = {1, 2} is defined in Equation (5.29)

at the center of mass ci with respect to frame i. The actuating torques M1 and M2 drive
joints 1 and 2 about the z0 and z1 axes, respectively.

Derive the equations of motion of the system using Lagrange’s equations for
non-conservative systems.

Ii
ci
=

⎡⎢⎢⎢⎣

I11,i 0 0
0 I22,i 0
0 0 I33,i

⎤⎥⎥⎥⎦
. (5.29)

Problem 5.24. A three degree of freedom Cartesian robot is shown in Figure 5.27. The
system is comprised of a frame that moves along the z0 direction, a crossbar that moves
relative to the frame in the z1 direction, and a tool assembly that moves relative to the
the crossbar in the z2 direction. The masses of the frame, crossbar and tool assembly are
m1, m2, and m3, respectively. The motion of the frame relative to the ground is measured
by the coordinate z(t), the motion of the crossbar relative to the frame is measured by
x(t), and the motion of the tool assembly relative to the crossbar is measured by y(t). The
actuation forces Fz, Fx and Fy act between the ground and the frame, the frame and the
crossbar, and the crossbar and the tool assembly, respectively. Use Lagrange’s equations
for non-conservative systems to derive the equations of motion of the robot.

Problem 5.25. Consider the spherical wrist shown in Figures 5.28 and 5.29. Let m1,
m2, and m3 be the masses of links 1, 2 and 3, respectively, with positions as shown in
Figure 5.29. Let t1, t2 and t3 be the actuation torques that drive the joints in the spherical
wrist. Use Lagrange’s equations for non-conservative systems to derive the equations of
motion of this system by approximating each link as a point mass.

Problem 5.26. The SCARA robot was studied in Problem 4.4 and Problem 4.5 of
Chapter 4, and shown in Figures 5.30 and 5.31. Derive a dynamic model for this
robot assuming that the links can be represented as point masses whose locations are
depicted in Figure 5.31. Derive the equations of motion using Lagrange’s equations for
non-conservative systems.
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Figure 5.27 Cartesian robot with frames and coordinates.
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Figure 5.28 Spherical wrist frames and coordinates.

Problem 5.27. Derive the equations of motion for the SCARA robot analyzed in Prob-
lem 5.26, but now assume that the mass distributions of the links 1, 2, and 3 are uniform.
The mass centers are still located as shown in Figure 5.31. Assume that the inertia matrix
for each link i = 1, 2, 3 relative to the frame xi, yi, zi at the the center of mass of each link
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Figure 5.29 Spherical wrist center of mass positions.
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Figure 5.30 SCARA robot frames.

y0x0

z0

s

p

r t

u

z1

z3

z2

y1

x1

x2

x3

y2

y3

zu,c3

d(t)
c3

LA

LB

Lc

xt,c2

zt,c2

c2

xs,c1

zs,c1
c1

Figure 5.31 SCARA robot joint and mass center offsets.
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has the form

Ii
cmi

=
⎡⎢⎢⎢⎣

I11,i 0 0
0 I22,i 0
0 0 I33,i

⎤⎥⎥⎥⎦
.

Could it be deduced that the inertia matrices have the diagonal structure shown based
on the symmetry arguments? If the density were uniform over each link, what structure
of the inertia matrices could be inferred by symmetry arguments? Derive the equations
of motion of the system using Lagrange’s equations for non-conservative systems.

Problem 5.28. Derive a dynamic model for the cylindrical robot shown in Figures 5.32
and 5.33 assuming the mass and inertia of each link may be represented by a point mass
mi for each link i = 1, 2, 3. The locations of the center of mass of each link relative to
its body fixed frame are depicted in Figure 5.33. Derive the equations of motion using
Lagrange’s equations for non-conservative systems.
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Figure 5.32 Cylindrical robot frames.
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Figure 5.33 Cylindrical robot joint and mass center offsets.
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Problem 5.29. Derive the equations of motion for the cylindrical robot analyzed in
Problem 5.28 assuming that the mass distributions of links 1, 2, and 3 are uniform.
Derive the equations of motion using Lagrange’s equations for non-conservative
systems.

Problem 5.30. Derive a dynamic model of the spherical robot shown in Figures 5.34 and
5.35. The robot is modeled by defining frames 1, 2 and 3 that are fixed in links 1, 2 and
3, respectively. The ground frame is the 0 frame in the figure. The angle 𝜃i that measures
the rotation of frame i relative to frame i − 1 is defined from axis xi−1 to axis xi about
the zi=1 axis for i = 1, 2. The variable dp,q(t) measures the distance from point p to q. Use
a lumped mass approximation of the links where the location of the mass centers are
shown Figure 5.35.

Use the variables 𝜃1, 𝜃2, and dq,r as generalized coordinates and formulate the
equations of motion using Lagrange’s equations.

x2
x3

z3

y1

q

y3
x1

z2
p

z0

o

y0x0

z1, y2

Figure 5.34 Spherical robot frames.
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Figure 5.35 Spherical robot joint and mass center offsets.
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5.6.4 Problems on Constrained Systems

Problem 5.31. Let (x(t), y(t)) denote the location of the center of mass in the inertial
frame of the link depicted in Figure 5.16. The collection of variables

q(t) =
{

x(t) y(t) 𝜃(t)
}T

defines a set of redundant generalized coordinates for the single rigid link in Problem 5.1.
Derive Lagrange’s equations for this choice of redundant generalized coordinates.

Problem 5.32. Let (x1(t), y1(t)), and (x2(t), y2(t)) denote the location in the inertial frame
of the center of mass of the links 1 and 2, respectively, in Figure 5.13. The collection of
variables

q(t) =
{

x1(t) x2(t) 𝜃1(t) x2(t) y2(t) 𝜃2(t)
}T

defines a set of redundant generalized coordinates for the two arm robot in Problem 5.2.
Derive Lagrange’s equations for this choice of redundant coordinates.

Problem 5.33. Let x be the location in the inertial frame of the block M and (x2, y2) be
the location of the center of mass of the bar. The set of variables

q =
{

x1 x2 y2 𝜃
}

is a set of redundant generalized coordinates for the robot in Figure 5.3. Derive
Lagrange’s equations for this choice of redundant generalized coordinates.
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Chapter 6

Control of Robotic Systems

Chapters (2), (3), (4) and (5) have described a large collection of tools that can be used to
study the kinematics and derive the equations of motion of robotic systems. This chapter
poses and solves several classical problems that arise in the control of robotic systems.
This is a vast topic, and one with a long history. An overview of some of the most com-
monly encountered robotic control problems is presented. This chapter derives joint
space, full state feedback control strategies, while Chapter 7 discusses task space feed-
back control methods. The latter class is well suited to applications in vision based
control of robots. Upon completion of this chapter, the student should be able to:

• Define the essential ingredients of a control problem for a robotic system.
• State various definitions of stability and apply them to robotic systems.
• State Lyapunov’s direct method and apply it to study the stability of robots.
• Formulate computed torque or inverse dynamics controllers for robotic systems.
• Discuss the structure of inner and outer loop controllers for robotic systems.
• Formulate controllers based on passivity principles for robotic systems.

6.1 The Structure of Control Problems

Many of the common robotic systems encountered in this book have been shown to be
governed by equations that have the form

M(q(t))q̈(t) = n(q(t), q̇(t)) + 𝝉(t) (6.1)

where q(t) is an N-vector of generalized coordinates, M(q(t)) is the N × N generalized
mass or inertia matrix, n(q(t), q̇(t)) is the N-vector of nonlinear functions of the gen-
eralized coordinates and their derivatives, and 𝝉(t) is an N-vector of actuation torques
or forces. If M is invertible, it always possible to rewrite these second order governing
equations as a system of first order ordinary differential equations. First define

x(t) =
{q(t)

q̇(t)

}
=

{x1(t)
x2(t)

}
and

f(t, x(t)) =
{ x2(t)

M−1(x1(t))(n(x1(t), x2(t)) + 𝝉(t))

}
.

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems

http://www.wiley.com/go/kurdila/robotic-systems
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The resultant governing equations can then be written as

ẋ = f(t, x(t)),
x(t0) = x0. (6.2)

This system is the desired set of first order nonlinear ordinary differential equations
subject to the initial condition x0 at the time t = t0.

Control methods for robotic systems will be studied using both the second order form
in Equation (6.1) and the first order form in Equation (6.2). The first order form is par-
ticularly useful in the analysis of stability, a topic covered in Section 6.2. The expression
of the equations of motion in second order form is convenient in deriving some specific
control laws. The discussions of computed torque controllers in Section 6.6 or controllers
based on passivity principles in Section 6.8 are based on Equation (6.1).

The ultimate goal in Chapters 4 and 5 was to derive the governing equations of motion
in the general form shown in Equations (6.1) or (6.2). In applications numerical or ana-
lytical methods are used to solve for the trajectory of the generalized coordinates q(t) for
t ∈ ℝ+, given a prescribed set of input functions 𝝉(t) for t ∈ ℝ+. Completion of this task
solves the classical forward dynamics problem of robotics. Problems of control theory
seek the solution to a different problem: given some desired goal, can the input 𝝉(t) be
chosen for t ∈ ℝ+ so that the system achieves that goal? Many different control problems
have been studied over the years. Control strategies are usually categorized depending
on (1) the goal the control strategy seeks to attain, and (2) the method used to reach
that goal. Common goals include disturbance rejection, error minimization, trajectory
tracking, or system stabilization.

6.1.1 Setpoint and Tracking Feedback Control Problems

Two types of goals will be considered in this chapter. The first type is position control or
setpoint control which seeks to drive the robotic system to a desired state. The goal in set-
point control is to find the actuation input 𝝉(t) for t ∈ ℝ+ such that the state approaches
some fixed, desired state

x(t) → xd (6.3)

as t → ∞. A typical problem in setpoint control might seek to find the controls 𝝉(t) that
position and orient the end effector of a robotic arm in some prescribed configuration
in the workspace. The second type of control problem studied in this chapter is that of
tracking control. The goal of a trajectory tracking controller is to find a control input 𝝉(t)
such that

x(t) → xd(t)

as t → ∞. The mapping t → xd(t) is a vector of desired, time varying trajectories. As
the name suggests, a problem in tracking control might seek to find the control inputs
that steer a radar antenna or camera so that it always points at some moving target.
It is possible to view a setpoint control law as a special case of a tracking control
law. However, it can be easier to state conditions that guarantee that the setpoint
control objective is achieved, and for this reason these two problems are studied
independently.
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6.1.2 Open Loop and Closed Loop Control

In addition to the goal that defines a particular control strategy, the means for achieving
that goal differentiates control techniques. One of the most fundamental differences
among control strategies distinguishes between open loop control and closed loop control
methods. This distinction is based on the structure of the control input 𝝉 . An open loop
control method is one that chooses the control input 𝝉 to be some explicit function of
the time t alone. If, on the other hand, the actuation input 𝝉 is given as some function
of the states x(t) and perhaps time t,

𝝉(t) ∶= 𝝉(t, x(t)),

the vector 𝝉 defines a (full state) closed loop control or feedback control strategy. Feed-
back controllers have many desirable properties. Two important reasons that they are
are attractive include the fact that they are amenable to real time implementations using
measurements of output, and they reduce the sensitivity of systems to disturbances. This
book will only study full state feedback controllers. Sections 6.6, 6.7, and 6.8 discuss
several approaches for deriving setpoint or tracking feedback controllers.

6.1.3 Linear and Nonlinear Control

It has been emphasized in this book that the governing equations for most robotic sys-
tems are nonlinear: it is an unusual case when they happen to be linear. Chapter 4
showed that Newton–Euler formulations can yield systems of nonlinear ordinary differ-
ential equations (ODEs) or differential-algebraic equations (DAEs). Chapter 5 demon-
strated that Hamilton’s principle or Lagrange’s equations also yield systems of nonlinear
ODEs or DAEs. In most undergraduate curricula, the first, and often only, discussion of
control theory is restricted to linear systems. A powerful and comprehensive theory of
linear control theory has been developed over the past several decades. The focus on
linear control theory during undergraduate program is justified: it enables the study of
linear ODEs that arise in numerous problems from applications in mechanical design,
heat transfer, electrical circuits, and fluid flow.

The development of control strategies for nonlinear systems, such as those studied in
robotics, is significantly more difficult than that for linear systems. One source of trouble
is the fact that the study of the stability is much more complicated for nonlinear systems
than linear systems. In addition, the underlying structure of linear control systems is
easier to describe than that for nonlinear systems. Each of these issues will be discussed
briefly.

The concepts of stability and asymptotic stability (introduced in Definitions 6.2
and 6.3) for general nonlinear systems are local definitions. This means that the
assurances that trajectories that start close to an equilibrium remain nearby for all time
are guaranteed to be true only when the initial conditions reside in some neighborhood
of the equilibrium under consideration. It can be the case that the neighborhood in
which the stability guarantees hold is a very small set. If the initial conditions are too
far from the equilibrium, and are outside this neighborhood, the guarantee of stability
does not hold. In contrast, for linear systems, the neighborhood of the equilibrium is
always the whole space. This fact means that for linear systems, local stability implies
global stability. It can be a formidable task to prove that a nonlinear system satisfies
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conditions of global stability. When designing controllers, assurances of global stability
and convergence are most desired.

Discussions of stability, including the considerations above, are central in the syn-
thesis of control strategies. The question of whether a system can be rendered stable
through the introduction of feedback control is made rigorous via the definition of sta-
bilizability of dynamic systems. In addition to stabilizability, there are other qualitative
properties of dynamic systems that have been defined that are essential to understanding
the feasibility of certain control design tasks. For example, the definition of controllabil-
ity makes clear when it is possible to drive or steer a system to certain configurations.
The definition of observability describes the ability to reconstruct the state from a spe-
cific set of system observations or measurements. There is a rich theory that has been
developed for linear systems that provides practical means for determining stabilizabil-
ity, controllability, and observability. These techniques can be applied to many realistic
problems and are now standard tools available in control synthesis software. For certain
smooth nonlinear systems the corresponding notions of stabilizability, controllability,
and observability have been defined, but the application of these principles to a specific
nonlinear system can be exceptionally difficult. The interested student can consult [21]
for a detailed discussion.

For the reasons above, the derivation of a control strategy for a nonlinear system, such
as a typical robotic system, can be significantly more challenging than that for a linear
system.

Fortunately, the structure of the governing equations for many robotic systems is such
that it is often possible to define a feedback control law that transforms the set of non-
linear ODEs into a system of linear ODEs. This is possible, as will be shown, for robotic
manipulators that constitute a kinematic or serial chain that is ground based. It is impor-
tant to realize that this transformation, which chooses a feedback control to change
or modify a set of governing nonlinear ODEs into a system of linear ODEs, cannot be
carried out for an arbitrary nonlinear system. It is the special form of certain robotic
systems that makes this approach feasible. The question of when this strategy is possi-
ble for general systems is studied systematically in the control theory community as the
problem of feedback linearization. A good treatment of the problem can be found in
[21]. This approach is also known as the method of dynamic inversion or as computed
torque control in the robotics literature. Overviews of these approaches for robotic sys-
tems are found in [15] and [30]. Most descriptions of feedback linearization cast the
theory in terms of systems of first order ODEs, while descriptions of computed torque
control or dynamic inversion retain the structure of second order ODEs that appear
directly in either Newton–Euler or analytical mechanic formulations of dynamics. This
observation makes it possible to view the approaches derived within the context of
dynamic inversion or computed torque control as special cases of the theory of feedback
linearization.

6.2 Fundamentals of Stability Theory

This chapter discusses the fundamentals of how to construct and analyze methods of
feedback control for robotic systems. The single most important requirement of any
control strategy is that the dynamic system that results from the use of the control law is
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stable. While the relative merit of different control strategies can be quantified via differ-
ent measures of performance, any viable control technique must yield a stable system.

Stability theory can be framed using different levels of abstraction, as well as under
various operating hypotheses. Stability in metric spaces is studied in [40], for example,
whereas a stochastic framework is employed in [32]. The stability of infinite dimensional
systems is considered in [13], and finite dimensional systems are studied in [19]. Popular
treatments that develop stability theory as it is applied to the control of systems of ordi-
nary differential equations can be found in [28, 42], or [44]. These last three references
provide a good background for the material in this section, as well as additional advanced
material of general interest to robotics control. Finally, the textbooks [3, 30] discuss how
the general techniques in stability theory can be tailored to specific classes of robotic
systems. The discussion of stability here begins by introducing a few background
definitions.

Definition 6.1 A motion or trajectory x of the system defined by Equation (6.2)
starting at x0 ∈ ℝN is a vector valued function of time x ∶ [t0,∞) → ℝN that satis-
fies Equation (6.2) for each t ∈ [t0,∞). An equilibrium is a constant trajectory that
satisfies Equation (6.2).

It is important to note in this definition that a motion or trajectory associated with
the non-autonomous system in Equation 6.2 depends parametrically on the initial time
t0 and initial condition x0. Sometimes this dependency is emphasized by writing

x(t) ∶= x(t; t0, x0) t0 ≤ t < ∞.

An equilibrium xe ∈ ℝN of the system, being a constant trajectory that does not depend
on time, must satisfy the equations 𝟎 = f(t, xe) and xe = x0. That is, the trajectory asso-
ciated with an equilibrium starts at x0 and remains at x0 for all time t ≥ t0. The following
theorem makes precise the notion of stability for an equilibrium: it takes the form of a
standard 𝛿 − 𝜖 proof.

Definition 6.2 Suppose xe is an equilibrium of the system in Equation (6.2). The
trajectory xe is a stable equilibrium if for any 𝜖 > 0, there is a 𝛿 ∶= 𝛿(𝜖, x0) > 0 such
that

||x0 − xe|| < 𝛿 −→ ||x(t) − xe|| < 𝜖 for all t ≥ t0,

where x(t) ∶= x(t; t0, x0) is the trajectory starting at (t0, x0) of the system governed
by Equation (6.2)

Definition 6.2 imposes requirements only in some neighborhood of the equilibrium
under consideration, and for this reason it is sometimes said to define the local stability
of an equilibrium. If the radius 𝛿 in the definition can be selected to be arbitrarily large,
the equilibrium is said to be globally stable. In this book, any discussion of stability may
be assumed to be a discussion of local stability, and any discussion of global stability will
be explicitly labeled as such.
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Figure 6.1 Graphic representation of stability.

Figure 6.1 illustrates a graphical interpretation of the definition of stability. As shown
in the figure, the equilibrium xe can be visualized as a trajectory that starts at the fixed
point xe in the space of initial conditions and is extended as a constant function for all
time t. The parameter 𝜖 defines a tube of radius 𝜖 centered about the constant trajectory
xe that is extruded along the time axis. The system is stable if for any 𝜖 > 0 it is possible
to find a disk of radius 𝛿 about the initial condition xe such that any trajectory starting
in the disk remains inside the tube of radius 𝜖 for all time. It follows that if the neigh-
borhood of the equilibrium is chosen to be small enough, all trajectories starting in the
neighborhood remain bounded for all time.

The application of this definition becomes more clear in the following example.

Example 6.1 Consider the two link robot depicted in Figure 5.24 and studied in Prob-
lem 5.17 of Chapter 5. Suppose that the second link is locked in position where

d(t) = d = constant.

Discuss the stability of this system when the control torque M ≡ 0.

Solution: The governing equation of motion for the revolute joint may be extracted
from Problem 5.17 as

(m1H2 + m2(D + d)2)𝜃̈ + g(m1H + m2D) cos 𝜃 + m2dg cos 𝜃 = 0

under the assumptions of this example. It can be further simplified to emphasize the
essential features of the stability analysis. The location of the mass center along the arm
may be defined as

dc =
1

m1 + m2
(m1H + m2(d + D)),
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and the total mass and the inertia about the point 0 may be defined via the equations
MT = m1 + m2,

J0 = m1H2 + m2(D + d)2.

Using these parameters, the governing Equation can be rewritten as shown in
Equation (6.1)

J0𝜃̈ + MT gdc cos 𝜃 = 0. (6.4)
Next, this Equation can be cast in the form of a first order ODE as in Equation (6.2).
Define l ∶= J0∕MT dc and choose the definition of the state variables to be

x =
{x1

x2

}
=

{
𝜃 + 𝜋

2
𝜃̇

}
.

Therefore,

ẋ(t) =
{ẋ1

ẋ2

}
=

{
𝜃̇

𝜃̈

}
=

{ x2

−
g
l

cos
(

x1 −
𝜋

2

)
}

=

{ x2

−
g
l

sin x1

}
= f(x(t)).

The equilibria for the system satisfy
{0

0

}
= f(xe) =

{ x2,e

−
g
l

sin x1,e

}
,

or {x1,e

x2,e

}
=

{k𝜋
0

}
for k ∈ ℤ,

whereℤ is the set of integers. The stability of the equilibria may be studied by multiplying
the governing Equation (6.4) by 𝜃̇ and employing the identity

J0𝜃̇𝜃̈ + MT gdc𝜃̇ cos 𝜃 = J0
d
dt

(1
2
𝜃̇2 +

g
l

sin 𝜃
)
= 0.

Integrating this identity in time shows that the total mechanical energy E(t) ∶= T + V
in the system is a constant,

E(t) = E(0) = 1
2

J0𝜃̇
2 + MT gdc sin 𝜃 = J0

(1
2

x2
2 +

g
l

sin
(

x1 −
𝜋

2

))
. (6.5)

Figure 6.2 depicts the constant value contours of this integral of motion projected
onto the x1–x2 plane as a function of the trajectories x(t) =

{
x1(t) x2(t)

}T . The equilibria
in this figure are located on the x1 axis where x1 = ±k𝜋 for k ∈ ℤ. This figure shows that
the equilibria for odd values of k are unstable. To visualize this, imagine a tube of radius
𝜖 centered about any of these equilibria and extruded out of the page along the time
axis. Any disk, having any radius 𝛿 > 0, centered about the equilibrium xe associated
with an odd value of k will contain some trajectories that leave the 𝜖-tube for t large
enough. For example, one such disk is depicted that has radius 𝛿 and is centered at the
initial condition for the equilibrium at x1 = 𝜋. No matter how small of a value of 𝛿 is
chosen in the figure, some of the initial conditions inside the disk generate trajectories
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Figure 6.2 Plot of 1

2
x2

2 +
g

l
sin

(
x1 −

𝜋

2

)
for g

l
= 1, stable equilibrium marked with ∘, unstable

equilibrium marked with ×. Disc of radius 𝛿 around (x1, x2) = (𝜋, 0) shown with dashed line.

that depart the 𝜖-tube. Analogous reasoning also shows that the equilibria associated
with even values of k are stable.

The solution of this example using MATLAB can be found in Example 6.1 of the
MATLAB workbook for DCRS.

The analysis carried out in Example 6.1 is typical of the reasoning employed in study-
ing the stability of a nonlinear system. In particular, the example shows that the concept
of stability is associated with a specific trajectory or equilibrium. The ODE representing
the robot in Example 6.1 has an infinite number of stable equilibria, as well as an infinite
number of unstable equilibria. If the state space of the dynamical system represent-
ing the robot is selected to be a manifold, then there are a finite number of equilibria.
See [10]. The following definition introduces two stronger forms of stability, asymptotic
stability and exponential stability. These notions of stability are used in the design of
both setpoint and tracking controllers and play an important role in this discussion.

Definition 6.3 A stable equilibrium xe of the system in Equation (6.2) is asymptot-
ically stable if there is 𝛿 = 𝛿(𝜖, x0) > 0 such that

||x0 − xe|| < 𝛿 −→ lim
t→∞

||x(t) − xe|| = 0,

where x(t) ∶= x(t; t0, x0) is the trajectory starting at (t0, x0). A stable equilibrium x0
is exponentially stable if there is a 𝛿 = 𝛿(𝜖, x0) > 0 such that

||x0 − xe|| < 𝛿 −→ ||x(t) − xe|| ≤ ce−at ∀t ∈ [0,∞),

for two constants c, a > 0.



�

� �

�

6.2 Fundamentals of Stability Theory 355

x2

x1

Figure 6.3 A dynamical system is attracted to the origin, but is not stable at the origin.

Note that the definitions of asymptotic and exponential stability of equilibria require
that they be stable. Figure 6.3 depicts the trajectories of a system that satisfies lim

t→∞
||x(t) −

xe|| = 0 for any initial condition. That is, all trajectories are attracted to the equilibrium
at the origin. However, the equilibrium at the origin is not stable, hence it is not asymp-
totically stable. It should be emphasized that Definition 6.3 requires that an asymptoti-
cally equilibrium must be stable and attractive: attractivity alone is not enough.

A stable equilibrium is asymptotically stable if a disk of radius 𝛿 > 0 can be found for
which trajectories that start at any initial condition in that disk converge to the equilib-
rium as t → ∞. An equilibrium is exponentially stable if it is asymptotically stable and
converges to the equilibrium at an exponential rate. Again, it is emphasized that Defi-
nition 6.2 imposes conditions only in neighborhood of radius 𝛿 about the equilibrium,
and for this it is sometimes said that the equilibrium is locally asymptotically stable. If
the radius 𝛿 can be chosen to be arbitrarily large, the equilibrium is said to be globally
asymptotically stable. In this book an asymptotically stable equilibrium is understood
to mean a locally asymptotically stable, and globally asymptotically stable equilibria are
explicitly labeled as such.

The next example shows that these two types of stability appear naturally in typical
control problems.

Example 6.2 The equations of motion for the control problem in Example 6.1 may be
written in the form

ẋ(t) =
{ẋ1(t)

ẋ2(t)

}
=

{ x2

−
g
l

sin x1

}
+

⎧⎪⎨⎪⎩
0
1
J0

⎫⎪⎬⎪⎭
m(t) (6.6)

where m(t) = 0 is the control input.
Suppose now in this example that the control input torque in Example 6.1 is selected

to be

m(t) = J0

(g
l

sin x1 − k0x1 − k1ẋ1

)
= J0

(g
l

sin x1 − k0x1 − k1x2

)

where k1, k2 > 0 are constants. Discuss the stability of the system.
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Solution: For this choice of feedback control law, the system equations of motion are
equivalent to the second order ODE

ẍ1 + k1ẋ1 + k0x1 = 0.

Note that this choice of feedback control exactly cancels the nonlinear term from the
governing equation, and yields a linear ordinary differential equation as a result. This
is a common strategy in many control synthesis problems for robotic systems. We will
study this approach in general terms in Section 6.6 where it is known as the method of
dynamic inversion or computed torque control. This equation may be rewritten in terms
of the natural frequency 𝜔n and damping ratio 𝜉 by introducing the identities k1 = 2𝜉𝜔n
and k0 = 𝜔2

n so that

ẍ1 + 2𝜉𝜔nẋ1 + 𝜔2
nx1 = 0. (6.7)

The equilibrium of this system is given by{
x1
x2

}
e
=

{
0
0

}
,

since

ẋe =
{ẋ1

ẋ2

}
e
=

{ x2

−2𝜉𝜔nx2 − 𝜔2
nx1

}
e
=

{0
0

}
.

Assuming that 𝜉 < 1, the solution of Equation (6.7) can be written as

x1(t) = e−𝜉𝜔nt
(

x1,0 cos𝜔dt +
x2,0 + 𝜉𝜔nx1,0

𝜔d
sin𝜔dt

)

with 𝜔d = 𝜔n
√

1 − 𝜉2 the damped natural frequency. It is therefore evident that

||x(t) − xe|| = ||x(t)|| ≤ ce−𝜉𝜔nt

for some constant c > 0 that depends on the initial condition. From the solution for x1(t)
above, the following bound exists

|x1(t)| ≤e−𝜉𝜔nt
(
|x1,0| + 1

𝜔d
(|x2,0| + (𝜉𝜔n)|x1,0|)

)
,

≤e−𝜉𝜔nt
((

1 +
𝜉𝜔n

𝜔d

)
|x1,0| + 1

𝜔d
|x2,0|

)
,

≤
1
𝜔d

√
1 + (𝜔d + 𝜉𝜔n)2‖x0‖e−𝜉𝜔nt .

Similarly,

|x2(t)| = |ẋ1(t)| ≤ 𝜉𝜔n

𝜔d

√
1 + (𝜔d + 𝜉𝜔n)2‖x0‖e−𝜉𝜔nt ,

and it follows that

‖x(t)‖ ≤

√
1 + (𝜉𝜔n)2

√
1 + (𝜔d + 𝜉𝜔n)2

𝜔d
‖x0‖e−𝜉𝜔nt.
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Let B𝛿(𝟎) be the open ball centered at the origin of radius 𝛿, B𝛿(𝟎) = {x ∈ ℝ2|‖x‖ < 𝛿}.
The bound (6.2) guarantees that if x0 ∈ B𝛿(𝟎), then ‖x‖ −→ 0 as t −→ ∞. The equilib-
rium at the origin of the closed loop system is therefore exponentially stable. In fact, the
origin is globally exponentially stable since the constant 𝛿 can be chosen to be arbitrarily
large.

Example 6.2 in the MATLAB workbook for DCRS creates a phase portrait plot of a
neighborhood of the equilibrium of the origin. The phase portrait provides a graphical
illustration of stability; it illustrates which trajectories converge to the origin.

6.3 Advanced Techniques of Stability Theory

The previous section introduced the definitions of stability, asymptotic stability, and
exponential stability. These definitions were applied directly in Examples 6.1 and 6.2
to study a simple robotic system. In Example 6.2, the stability of the equilibrium at the
origin was studied by explicitly solving for the solution of the closed loop governing
equations. In Example 6.1, the equation of motion was multiplied by ẋ1 and integrated
in time to find a conserved quantity. The critical step wrote the time derivative of the
the total mechanical energy E ∶= T + V in the form

d
dt

(E(t)) = J0

(
ẍ1 +

g
l

sin
(

x1 −
𝜋

2

))
ẋ1 = J0

d
dt

(1
2

ẋ2
1 +

g
l

sin
(

x1 −
𝜋

2

))

which was integrated in time to yield

E(t) = E(0) = J0

(1
2

ẋ2
1 +

g
l

sin
(

x1 −
𝜋

2

))
= constant. (6.8)

The study of the stability of different equilibria is straightforward using this conserved
or invariant quantity.

The study of the stability of control methods for realistic robotic systems can be suf-
ficiently difficult that it is not feasible to solve analytically the closed loop governing
equations. It therefore is not practical, or seldom even possible, to use the explicit ana-
lytical solution to design and study a feedback control law.

Fortunately, the strategy in which conserved quantities such as energy are identified to
study stability can be generalized and applied to many practical robotic systems. These
generalizations of energy principles are applied by invoking Lyapunov’s direct method.
It is now a standard practice in the study of robotic systems to use variants of Lyapunov’s
direct method to analyze their stability. The study of the finer points of this approach
to stability theory extends beyond the scope of this book. This book will introduce only
those definitions and theorems that find the most frequent use in applications; no proofs
of the underlying theorems are given. The texts [44] or [28] can be consulted for the
proofs and for an expanded discussion of Lyapunov theory as it is applied to systems
of ODEs. It is also worth observing that this framework has been extended to broader
classes of abstract dynamic systems. A good overview can be found in [40].
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6.4 Lyapunov’s Direct Method

The theorems of Lyapunov’s direct method introduce Lyapunov functions, which consti-
tute the principal tools for the study of stability. The discussion begins by defining useful
ways of describing the growth, or decay, of functions.

Definition 6.4 A continuous function f ∶ ℝ+ → ℝ+ belongs to class  provided
(i) f (0) = 0, (ii) f (x) > 0 for x > 0, and (iii) f is non-decreasing.

Examples of class  functions are readily available. They are positive functions that
pass through the origin and are non-decreasing. The functions f (x) = x2 or f (x) =

√
x

are class  functions, as are f (x) = xp for 0 < p < ∞. Some of these functions are
depicted in Figure 6.4.

The collection of class functions are used to define notions of positivity and negativ-
ity that are suitable for the study of stability. It will be shown that stability and asymptotic
stability are guaranteed if a Lyapunov function  can be identified that is (locally) pos-
itive definite and whose time derivative ̇ is (locally) negative definite. The definitions
below establish what is meant when a Lyapunov function is said to be positive and its
derivative negative.

0.0 0.5 1.0 1.5

f(x) = x1/4

f(x) = x4

f(x) = x3

f(x) = x2

f(x) = x1/3

f(x) = x1/2

2.0

0.5

1.0

1.5

2.0

Figure 6.4 Examples of class  functions, f (x) = xp for 0 < p <∞.
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Definition 6.5 A continuous function  ∶ ℝ+ ×ℝN → ℝ is a locally positive defi-
nite function on a neighborhood  ⊆ ℝN of the origin if there is a class  function
f such that

(t, x) ≥ f (||x||)
for all t ≥ 0 and x ∈  . The function  is positive definite if the neighborhood 

can be chosen to be all of ℝN . A function  is negative definite if − is positive
definite.

A continuous function  ∶ ℝ+ ×ℝN → ℝ is a locally decrescent function on a
neighborhood  ⊆ ℝN of the origin if there is a class  function g such that

(t, x) ≤ g(||x||)
for all t ≥ 0 and x ∈  . A function  is decrescent if the neighborhood  can be
chosen to be all of ℝN .

With this definition, one of the most common forms of Lyapunov stability theorems
may be stated. This theorem will be the principal tool used in this book for the study of
stability of robotic systems.

Theorem 6.1 Suppose that the origin 𝟎 ∈ ℝN is an equilibrium of the system of
equations

ẋ(t) = f(t, x(t)),
x(0) = x0.

Let the function ∶ ℝ+ ×ℝN → ℝhave continuous partial derivatives and be locally
positive definite on a neighborhood  ∈ ℝN of the origin. If

̇(t, x) ≤ 0 ∀t ≥ 0, ∀x ∈ 

then the equilibrium at the origin is stable. If  is also locally negative definite on the
neighborhood  , then the equilibrium is asymptotically stable.

It should be noted the above theorem is stated for an equilibrium located at the ori-
gin. This is not a restriction in practice. Analysis of non-zero equilibria begins with a
change of variable to shift the equilibrium and define a new set of equations as required
in Theorem 6.1.

In order to enforce global asymptotic stability (i.e.  = ℝN ), an additional condition
on the Lyapunov function of radial unboundedness must be enforced. As the norm of the
state approaches infinity, the Lyapunov function must also approach infinity. Additional
details may be found in [28].
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A function V that has the properties noted in Theorem 6.1 is a Lyapunov function.
The most difficult task in using Lyapunov’s direct method can be in determining a can-
didate Lyapunov function. Fortunately, for many robotic systems, there are often good
candidates. Researchers have derived, categorized and documented examples of Lya-
punov functions for many classes of robotic systems. The reader can see [15] or [30] for
examples. Many Lyapunov functions can be derived from, or related to, conserved or
energy-like quantities. The following example is typical in that the Lyapunov function is
chosen to be the total mechanical energy.

Example 6.3 Use Theorem 6.1 to show that the equilibrium at 𝜃e = − 𝜋

2
for the robotic

system studied in Example 6.1 is stable.

Solution: The governing equation in Example 6.1 is the nonlinear second order ODE

J0𝜃̈ + MT gdc cos 𝜃 = 0,

which has an equilibrium of interest at 𝜃e = − 𝜋

2
. Theorem 6.1 is stated in terms of a

system of first order nonlinear ODEs that have an equilibrium at the origin. Thus, the
analysis begins by shifting the coordinates so that the equilibrium under investigation
occurs at the origin. Defining the state to be

x =

{
x1

x2

}
=

{
𝜃 + 𝜋

2
𝜃̇

}
,

allows for the governing equation to be written as

ẋ =
{ẋ1

ẋ2

}
=

{
𝜃̇

𝜃̈

}
=

{ x2

−
g
l

cos
(

x1 −
𝜋

2

)
}

=

{ x2

−
g
l

sin x1

}
= f(x(t)),

with l ∶= J0

MT dc
. The equilibrium xe =

{
0 0

}T at the origin corresponds to the equilib-
rium 𝜃e = − 𝜋

2
, as desired. The total mechanical energy of the system is chosen as the

Lyapunov function with

 = J0

(1
2

x2
2 +

g
l

(
sin

(
x1 −

𝜋

2

)
+ 1

))
,

= J0

(1
2

x2
2 +

g
l
(− cos x1 + 1)

)
.

The constant m2gdc, which corresponds to a choice of the zero potential energy datum,
has been added to ensure that



({
0
0

})
= 0.

It is also clear from the plot shown in Figure 6.5 that  is a locally positive definite
function on the neighborhood of the origin defined by

 ∶=
{{

x1
x2

}
∶ −𝜋 < x1 < 𝜋, x2 ∈ ℝ

}
.
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θ

f(θ)

sin θ

sin( θ – ) + 1
π
2

1

2

–1

0 π
2

π 3π
2
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2

–π

) )

π
2

–

Figure 6.5 Shifted sine function used in the Lyapunov function.

The derivative of  along the trajectories of the system is

̇ :=
2∑

i=1

𝜕

𝜕xi
ẋi +

𝜕

𝜕t
= 𝜕

𝜕x
⋅ ẋ =

{
𝜕

𝜕x1

𝜕

𝜕x2

}
⋅ f,

= J0

{g
l

sin x1 x2

}{ x2

−
g
l

sin x1

}
= 0.

Since ̇(x(t)) ≤ 0 for all t ≥ 0 and x ∈  , the equilibrium at the origin is stable. Note
that the analysis yields only a local stability guarantee: the neighborhood  is a proper
subset of ℝ2.

Example 6.1 of the MATLAB workbook for DCRS depicts the Lyapunov function(x)
over a neighborhood of the origin. A trajectory whose initial condition resides in this
neighborhood of the equilibrium at the origin is depicted, and it is illustrated that the
the Lyapunov function evaluated over this trajectory, (x(t)), is non-increasing.

6.5 The Invariance Principle

The definitions and theorems introduced in the last section that constitute Lyapunov’s
direct method can be applied to many robotic systems. Several examples throughout
this chapter will show that they can be employed directly for the derivation and study of
control methods. For example, when seeking to design a controller for a robotic system,
it is often desirable to establish some form of asymptotic stability. In the example of
setpoint control, a controller is desired such that the joint variables and their derivatives
approach some desired constant value as t → ∞,

x(t) ∶=
{q(t)

q̇(t)

}
→

{qd

0

}
∶= xd.

This condition might correspond to the task of positioning the end effector of a kine-
matic chain at a prescribed location and orientation. The problem of tracking control
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seeks a feedback function that causes the joint variables or their derivatives to track
some desired trajectories as t → ∞,

x(t) ∶=
{q(t)

q̇(t)

}
→

{qd(t)
q̇d(t)

}
∶= xd(t).

In both of these problems, the goal of the control strategy can be cast as a requirement
in terms of the asymptotic stability of the error e ∶= q − qd and its derivative ė; namely,
that {e(t)

ė(t)

}
−→

{0
0

}

as t −→ ∞ in both cases.
The technique for establishing asymptotic stability via Lyapunov’s direct method

requires that the Lyapunov function  is positive, and that the derivative ̇ is negative,
for all states in some neighborhood of the equilibrium under consideration. Moreover,
the most useful control designs would reach such conclusions for all states, and not
just in some neighborhood of the equilibrium. It is always preferable to obtain global,
as opposed to local, guarantees of stability in control design. It is usually not difficult to
guarantee that  is locally positive definite. Energy or energy-like quantities often exist
for robotic systems that are positive and non-decreasing, and these are often used in
constructing Lyapunov functions for the system. However, it is frequently the case that
̇ is negative semi-definite, with

̇(t, x) ≤ 0

for all x ∈  , but not locally negative definite. In such cases Lyapunov’s direct method
only guarantees stability of an equilibrium and makes no claim regarding asymptotic
stability. The following example is typical of this situation and is a common occurrence
in realistic applications.

Example 6.4 Show that

 = 1
2

ẋ2
1 +

1
2

k0x2
1

is a Lyapunov function for the closed loop system studied in Example 6.2 that is
positive definite. Show that the derivative ̇ along the system trajectories is negative
semi-definitive and use Lyapunov’s direct method to conclude that the equilibrium at
the origin is stable.

Can this Lyapunov function and Theorem 6.1 be used to conclude that the equilibrium
at the origin is asymptotically stable?

Solution: First, it can be seen that
(𝟎) = 0,
(x) ≥ c||x||2 ∀x ∈ 
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for the constant c ∶= 1
2

min{J0, k0}. The function  is positive definite since the neigh-
borhood can be chosen as  = ℝ2 in the inequality above. The derivative of  along the
trajectories is calculated as

̇ = d
dt

(1
2

ẋ2
1 +

1
2

k0x2
1

)
= ẋ1(ẍ1 + k0x1).

Substituting the equation of motion results in ̇ = −k1ẋ2
1 = −k1x2

2. Therefore,

̇(t, x) ≤ 0 ∀x ∈  = ℝ2

and the equilibrium at the origin is globally stable by Theorem 6.1. However,
Theorem 6.1 cannot be applied to conclude that the equilibrium at the origin is
asymptotically stable since the function ̇ = −k1x2

2 is not locally negative definite for
all x in an open neighborhood  ∈ ℝ2 of the origin (0, 0). For example, for any state
x = {x1, 0}T with x1 ≠ 0, it is evident that ̇(t, x) = 0. But x = 0, so ̇ is not locally
negative definite in any neighborhood of the origin. Example 6.2 already established
that the origin is globally asymptotically stable by explicitly solving the governing
equations. In this case it is clear that the application of Lyapunov’s direct method, in
the form of Theorem 6.1, does not yield the strongest conclusions possible regarding
the stability of the equilibrium at the origin.

There are various techniques to overcome the difficulties associated with a Lyapunov
function that has a derivative that is negative semi-definite but not negative definite.
The most popular method is based on LaSalle’s invariance principle, which requires the
definitions of a positive invariant set, a weakly invariant set, and an invariant set.

Definition 6.6 Let x(t; s) be the solution of the system of nonlinear ordinary dif-
ferential equations

ẋ(t) = f(x(t)) ∀t ∈ ℝ+ (6.9)

generated by the initial condition x(0) = s ∈ ℝN . A set of states  ⊆ ℝN is positive
invariant with respect to the system in Equation (6.9) if

s ∈  → x(t; s) ∈  (6.10)

for all t ≥ 0 and for all s ∈  .

Definition 6.6 stipulates that a set  is positive invariant if every trajectory that starts
in stays in for all time t ∈ ℝ+. The set {xe}where xe is an equilibrium is one example
of an positive invariant set. A set  is weakly invariant if for each s ∈  there is a trajec-
tory {x(𝜏)}𝜏 ∈ ℝ (defined over all time −∞ < 𝜏 < ∞) that passes through  . A set  is
invariant with respect to the system in Equation (6.9) if both  and the complement of 
are positive invariant. See Figure 6.6 for a graphic interpretation of positive invariance,
weak invariance, and invariance.
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Figure 6.6 Graphical interpretation of: (a) positive invariance: x0 ∈ S =⇒ s(t)x0 ∈ S for all x0 ∈ S and
t ≥ 0. (b) Weak invariance: S is positive invariant and for each s ∈ S, there exists a trajectory defined for

−∞ < t < ∞ that passes through s. (c) Invariance: S and ℝN − S are positive invariant.

Theorem 6.2 (La Salle’s principle) Let the origin 𝟎 ∈ ℝN be an equilibrium of
the system of autonomous ordinary differential equations

ẋ(t) = f(x(t)),
x(0) = x0.

Suppose that the function  ∶ ℝN → ℝ has continuous partial derivatives, satisfies
(𝟎) = 𝟎, and is locally positive definite

(x) > 0 ∀x ≠ 𝟎 and x ∈ 
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on some neighborhood  of the origin. Suppose that the derivative of  along the
system trajectories ̇ satisfies ̇(𝟎) = 0 and is locally negative semi-definite

̇(x(t)) ≤ 0 ∀x ∈  .

If the trajectories of Equation (6.9) remain in a closed and bounded subset of , then
they are attracted to the largest weakly invariant subset  contained in  where

 ⊆ = {x ∶ ̇(x) = 0, t ∈ ℝ+}.

It is important to observe that LaSalle’s theorem holds for systems of autonomous ODEs;
ones that do not depend explicitly on time. The conclusion of LaSalle’s principle is that
trajectories are attracted to the largest weakly invariant subset contained in

 = {x ∶ ̇(x) = 0, t ∈ ℝ+}.

Suppose that S ⊆ is the largest weakly invariant subset contained in . A trajectory
is attracted to S provided

d(x(t), S) → 0

as t → ∞ where d(x(t), S) is the distance from x(t) to the set S

d(x(t), S) = inf
s∈S

||x(t) − s||.
While the conclusions of LaSalle’s principle is of interest in its own right, it is usually
employed in control applications by showing that the largest invariant subset S contains
a single element {s} = S. Then the invariance principle implies that

lim
t→∞

x(t) = s.

The conclusion is precisely what is required to show that a stable equilibrium is in fact
asymptotically stable. Example 6.5 applies this strategy in a typical robotics problem.

Example 6.5 Show that LaSalle’s invariance principle can be used to conclude that the
equilibrium at the origin is asymptotically stable in Example 6.4.

Solution: It has already been established that the derivative satisfies ̇ = − 1
2
k1x2

2 when
the Lyapunov function is selected to be  = 1

2
x2

2 +
1
2
k0x2

1. These identities hold over any
open ball r(0) of radius r that contains the origin. In fact, if the closed and bounded
set x0

= {x|(x) < (x0)} such that it is contained in r(0), then all the trajectories
that start in x0

stay in x0
. This fact follows since ̇(x(t)) ≤ 0, and therefore (x(t)) is

non-increasing as a function of time t ≥ 0. It is always true that (x(t)) ≤ (x0), and
therefore x0 ∈ x0

implies x(t) ∈ x0
. Hence, all the hypotheses of LaSalle’s principle

hold. It is known therefore that trajectories are attracted to the largest weakly invariant
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subset  = {x|̇(x) = 0}. A set  is weakly invariant provided it is positive invariant
and there is a full trajectory x(t) for t ∈ ℝ that passes through each element s ∈  . So
s ∈  if and only if x(t) ∈  for t ∈ ℝ and x(0) = s. It is known that

̇(x(t)) = 0

if and only if x2(t) = 0 for t ∈ ℝ+. The equation of motion

J0ẋ2(t) + k1x2(t) + k0x1(t) = 0,

shows that

̇(x(t)) = 0 ↔ x(t) =
{x1(t)

x2(t)

}
=

{0
0

}
.

The equilibrium at the origin is the only element in the largest positive invariant subset
S ⊆ = {x(t) ∶ ̇(x(t)) = 0, t ∈ ℝ+}. Therefore,{x1(t)

x2(t)

}
=

{
𝜃(t)
𝜃̇(t)

}
→

{0
0

}

as t → ∞, and asymptotic stability of the equilibrium at the origin is proved.

6.6 Dynamic Inversion or Computed Torque Control

Chapters 4 and 5 showed that the governing equations for a natural system can be writ-
ten in the form

M(q(t))q̈ = n(q(t), q̇(t)) + 𝝉(t) (6.11)

where q is an N-vector of generalized coordinates, M is an N × N generalized mass or
inertia matrix, n is an N-vector of nonlinear contributions to the equations of motion,
and 𝝉 is an N-vector of actuation torques or forces. The vector n contains contributions
from the potential energy V of the system as well as the Coriolis and centripetal terms.
The vector n has been shown in Chapter 5 to have the specific structure

n = −
(

Cq̇ + 𝜕V
𝜕q

)
, (6.12)

where C is an N × N generalized damping matrix. Since the generalized inertia matrix
M is symmetric and positive definite, it is always invertible. Therefore, it is possible to
solve for the vector of second derivatives

q̈ = M−1(n + 𝝉).

The computed torque control law selects the actuation torques to be

𝝉 = Mv − n, (6.13)

where v is a new, as of yet undetermined, control input vector. With this choice of the
actuation torques, the governing equations become

q̈ = v. (6.14)
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Equation (6.14) is a linear system that has been obtained from the nonlinear
Equations (6.11). A nonlinear control law is defined in Equation (6.13) that transforms
the system of governing nonlinear ODEs in Equation (6.11) into a system of linear
ODEs in Equation (6.14). All of the rich theory that has been developed in linear
control theory can now be brought to bear on the system in Equation (6.14). There is a
wide collection of control functions v that can be selected in Equation (6.14) that yield
specific desirable behavior in the unknown generalized coordinates q. The next theorem
discusses one popular feedback strategy that achieves tracking control. The control v is
selected so that the generalized coordinates and their derivatives asymptotically track
some desired variables qd and their derivatives q̇d.

Theorem 6.3 Let the equations of motion for a robotic system have the form of
Equations (6.11) and (6.12), and suppose that the input 𝝉 is selected to be the com-
puted torque control law 𝝉 ∶= Mv − n where

v ∶= q̈d − G1(q̇ − q̇d) − G0(q − qd), (6.15)

for which qd is a twice differentiable N vector of desired generalized coordinate
trajectories qd(t) ∶=

{
qd,1(t) … qd,N (t)

}T for t ∈ ℝ+, and G1,G0 are constant sym-
metric positive definite gain matrices. If the generalized mass or inertia matrix M(q)
is q-uniformly elliptic and n(q, q̇) is a continuous, bounded function on ℝN ×ℝN ,
then the origin is a globally asymptotically stable equilibrium for the generalized
coordinate tracking error

{
eT ėT} where for t ∈ ℝ+

e(t) ∶= q(t) − qd(t).

Proof : The requirement that M(q) is q-uniformly elliptic means that there exist two
constants c1, c2 > 0 such that for any vector z ∈ ℝN , then

c1‖z‖2
≤ zT Mz ≤ ‖zc2‖2

for all q ∈ ℝN . Among other things, this condition ensures that the inverse of M exists
and is not singular for any configuration q. Likewise, the assumption that n(q, q̇) is a
continuous, bounded function on ℝN ×ℝN precludes the possibility that there exist
“singular” states of velocities for which n(q, q̇) is unbounded.

First note that the feedback law above is exactly the computed torque control in
Equation (6.13) for which

v = q̈d − G1(q̇ − q̇d) − G0(q − qd), (6.16)

= q̈d − G1ė − G0e. (6.17)

The control v is said to contain the feedforward control q̈d, the position feedback −G0e
and the derivative feedback −G1ė. When the feedback is substituted into the governing
equation, a new set of equations is obtained for the tracking error,

ë + G1ė + G0e = 𝟎. (6.18)
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Define the Lyapunov function



({
e
ė

})
∶= 1

2
ėT ė + 1

2
eT G0e

for the closed loop error in Equations (6.18). The function 

({
e
ė

})
is positive every-

where except at the origin, where it is equal to zero. If the derivative of the Lyapunov
function is computed along the trajectories of the closed loop system, it is found that

̇

({e(t)
ė(t)

})
= ėT (ë + G0e) = −ėT G1ė ≤ 0.

Thus,  is negative semi-definite on any neighborhood of the origin. Therefore, the ori-
gin is stable. To show that the origin is asymptotically stable, LaSalle’s principle can be
used. It states that the trajectories of the system are attracted to the largest invariant
subset  of the set

 ⊆ ∶=
{{e

ė

}
∶ ̇

({e
ė

})
= 0

}
.

However, ̇ is identically equal to zero if and only if ė is identically equal to zero since
G1 is positive definite. That is,

̇ = −ėT G1ė ≡ 0 ↔ ė ≡ 0.

It can be concluded from the equation of motion that the only states in the set  are
those (that have a trajectory)

{
e(t) ė(t)

}T for which

G0e(t) = −(ë(t) + G1ė(t))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

0

for all t ∈ ℝ+. Since G0 is symmetric positive definite, the tracking error is identically
equal to zero, so that

e(t) ≡ 0

for all t ∈ ℝ+. In other words, this shows that ̇(t) = 0 if and only if ė(t) = e(t) = 𝟎. It
follows that the only invariant subset of  is  = {𝟎}. Hence, the origin of the closed
loop error equations is a globally, asymptotically stable equilibrium. ◽◽

If the physical system is instrumented so that q and q̇ can be measured, it is
possible to calculate the actuator forces and moments in 𝝉 via Equation (6.13) in the
implementation of the closed loop feedback control law. It is for this reason that this
feedback equation is called the computed torque control law. The choice of control
in Equation (6.13) is also said to be derived from dynamic inversion since the control
input 𝝉 can be interpreted as the solution of a classical inverse dynamics problem. This
description will be explained.

The forward dynamics problem associated with the governing equations in
Equation (6.11) is the same problem studied in Chapters 4 and 5. In this problem the
actuation forces 𝝉 are given, and Equation (6.11) is solved for the second derivatives of
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· · ·

Figure 6.7 Architecture of computed torque control.

the generalized coordinates q̈. In other words, the problem of forward dynamics uses
Equation (6.11) to define a mapping from inputs to outputs

𝝉 → q̈.

If the control in Equation (6.13) is chosen, q̈ = v is obtained. When the result is substi-
tuted into Equation (6.11),

M(q(t))v(t) = n(q(t), q̇(t)) + 𝝉(t). (6.19)

Now Equation (6.19) is solved for the actuation torques from the vector v. The inverse
mapping is defined consequently as

v → 𝝉 .

The computed torque control is also known as the control determined by dynamic
inversion.

This methodology admits an implementation of the control strategy in terms of a well
known architecture. The architecture combines a nonlinear compensator and outer loop
controller in a natural way. The structure of the overall system is depicted in Figure 6.7.
In this figure the governing equations of the robot are embodied in the block labeled
“Robotics EOM”. The input to this block is the actuation inputs 𝝉 and the outputs of the
block are the generalized coordinates q and their derivatives q̇. The nonlinear compen-
sator in the block labeled “dynamic inversion” calculates actuator inputs given the input
v using Equation (6.19). This nonlinear transformation is achieved via the solution
of the inverse dynamics problem. Finally, the outer loop controller takes as feedback
the desired trajectories qd and their derivatives q̇d and the generalized coordinates q
and their derivatives q̇, and from these calculates the control input v. In Theorem 6.4
the outer loop controller calculates v from Equation (6.15). This calculation is carried
out in terms of a linear gain matrix acting on the tracking and tracking rate error,

v = q̈d −
[
G0 G1

]{e
ė

}
. In general, this matrix multiplication can be replaced by a

suitable transfer function to implement more general classes of outer loop control.

Example 6.6 Consider the spherical robotic manipulator shown in Figures 6.8 and 6.9.
Derive a controller for this robot that uses the exact computed torque in Theorem 6.3
with proportional-derivative feedback in the outer loop to achieve setpoint control.
Select the system parameters to be m1 = m2 = m3 = 10 kg, dp,q = 0.1 m and yq,c2

= 0.05
m. Choose the gain matrices G0 and G1 in Theorem 6.3 to have the form G0 = g0𝕀 and
G1 = g1𝕀, where the gains are selected to be (g0, g1) = (1, 1), (5, 5), (10, 10), or (100,100),
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Figure 6.9 Spherical robot center of mass offsets.

and suppose the desired state is

xd =
{

qd
q̇d

}
=

{{
1 1 1

} {
0 0 0

}}T
.

The initial and final configurations of the robotic manipulator in this example are shown
in Figures 6.10(a) and (b). Evaluate the performance of this controller by plotting the
state trajectories, set point error, and control inputs as a function of time.

Solution: The computed torque control low in Theorem 6.3 has the form in
Equation (6.13) 𝝉 = Mv − n, where

M =
⎡⎢⎢⎢⎣

m3(d2
p,q + sin2

𝜃2d2
q,r) + m2(dp,q − yq,c2

)2 m3 cos 𝜃2dp,qdq,r m3 sin 𝜃2dp,q

m3 cos 𝜃2dp,qdq,r m3d2
q,r 0

m3 sin 𝜃2dp,q 0 m3

⎤⎥⎥⎥⎦
,
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Figure 6.10 (a) Initial configurations and (b) final configurations.

n =

⎧⎪⎪⎨⎪⎪⎩

−m3(dq,r(2 sin 𝜃2𝜃̇1ḋq,r − dp,q𝜃̇
2
2) sin 𝜃2 + 2dp,q𝜃̇2ḋq,r cos 𝜃2 + 𝜃̇1𝜃̇2d2

q,r sin 2𝜃2)
1
2

m3dq,r(−4𝜃̇2ḋq,r + 𝜃̇2
1dq,r sin 2𝜃2 − 2g sin 𝜃2)

m3(dq,r(𝜃̇2
2 + 𝜃̇

2
1sin2

𝜃2) + g cos 𝜃2)

⎫⎪⎪⎬⎪⎪⎭
,

and the outer loop control signal v is given by
v = q̈d − G1(q̇ − q̇d) − G0(q − qd),

=
⎧⎪⎨⎪⎩

𝜃̈1,d

𝜃̈2,d

d̈q,r,d

⎫⎪⎬⎪⎭
− G1

⎧⎪⎨⎪⎩

𝜃̇1 − 𝜃̇1,d

𝜃̇2 − 𝜃̇2,d

ḋq,r − ḋq,r,d

⎫⎪⎬⎪⎭
− G0

⎧⎪⎨⎪⎩

𝜃1 − 𝜃1,d

𝜃2 − 𝜃2,d

dq,r − qq,r,d

⎫⎪⎬⎪⎭
.

When this feedback law is substituted into the equations of motion, the closed loop
system is governed by the equations

(𝜃̈1 − 𝜃̈1,d) + g1(𝜃̇1 − 𝜃̇1,d) + g0(𝜃1 − 𝜃1,d) = 0, (6.20)

(𝜃̈2 − 𝜃̈2,d) + g1(𝜃̇2 − 𝜃̇2,d) + g0(𝜃2 − 𝜃2,d) = 0, (6.21)

(d̈q,r − d̈q,r,d) + g1(ḋq,r − ḋq,r,d) + g0(dq,r − dq,r,d) = 0. (6.22)
This last set of equations has been obtained using the fact that G1 = g1𝕀 and G2 = g0𝕀.
Each of these ODEs has the exact same form since the gain matrices are chosen to be
diagonal matrices with the same value on the diagonal. The Equations (6.20), (6.21), and
(6.22) can be written as

ë + g1ė + g0e = 𝟎,

where e =
{

e1 e2 e3
}T and ek is the error in degree of freedom k for k = 1, 2, 3. The

solutions of the error equation have identical structure and differ only in their initial
conditions. Figures 6.11(a), (b), and (c) depict the trajectories of 𝜃1(t), 𝜃2(t) and dq,r(t)
when the initial condition has been selected as

x(0)T ∶=
{

q(0)T q̇(0)T} =
{{

0 0 1
} {

0 0 0
}}
,
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Figure 6.11 Time histories of generalized coordinates and actuation inputs. (a) Trajectory 𝜃1(t).
(b) Trajectory 𝜃2(t). (c) Trajectory dqr(t). (d) Actuation torque m1(t). (e) Actuation torque m2(t).

(f ) Actuation force f (t).
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and the target is given by

xT
d ∶=

{
qT

d q̇T
d

}
=

{{
1 1 1

} {
0 0 0

}}
.

Since the initial conditions for (𝜃1, 𝜃̇1) and (𝜃2, 𝜃̇2) are equal in this simulation, the solu-
tions for 𝜃1(t) and 𝜃2(t) are identical functions of time, as shown in Figures 6.11(a) and
(b). The trajectories do approach the desired target values, as guaranteed in Theorem 6.3;
however, some choices of the feedback gains g0 and g1 result in rather slow convergence.
The convergence of the end effector to the desired terminal location when g0 = g1 = 1
requires roughly 50 s. Since the initial condition (dq,r(0), ḋq,r(0)) matches the desired
values (dq,r,d, ḋq,r,d), the trajectory for dq,r(t) is the constant trajectory as depicted in
Figure 6.11(c). This response is expected because the solution of Equation (6.20) for the
tracking error, when the initial condition of the tracking error and its derivative are equal
to zero, is just the function dq,r(t) − dq,r,d = 0. Whenever the performance of a setpoint
controller is studied, the convergence of the states and the actuation forces required to
achieve convergence must also be analyzed. It would serve no purpose to design a con-
troller that requires an actuation authority that exceeds the capabilities of the available
actuators. Figure 6.12(a) depicts the actuation torque that is required to drive revo-
lute joint 1 in this simulation over the time period t ∈ [0, 0.5] s, and Figure 6.12(b)
depicts the actuation torque for joint 2 over the same period. These two plots illus-
trate a common feature of feedback linearization techniques: the exactly canceling feed-
back often induces large transient actuation forces and torques. The figures show that
these transient, or startup, input actuation histories can be quite large when the gains
are large.
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Figure 6.12 Input Torque Transients. (a) Input torque m1(t) and (b) input torque m2(t).

The steady state behavior of the actuation torques acting at the 1 and 2 joints is
depicted in Figures 6.11(d) and (e). Note that the steady state responses are at least
an order of magnitude less than the peak transient, for large values of the gain. It
should also be noted that actuation torque 1, since it does not need to counter the
force of gravity, approaches zero as time increases. The torque m2 must counteract
the torque generated by gravity and approaches a finite static value as time increases.
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The actuation force for the prismatic joint is shown in Figure 6.11(f ). Again, this force
approaches a non-zero value since it must counter the force due to gravity on link 3.
A key observation from these results that is true across many control problems is that
“high gain” controllers that achieve improved convergence induce larger actuation
inputs. Finding the optimal balance between performance in error, required actua-
tion authority, actuation bandwidth, and system stability makes control synthesis a
challenging task.

Example 6.7 Consider the spherical robotic manipulator studied in Example 6.6.
Derive a controller that uses the exact computed torque in Theorem 6.3 with
proportional-derivative feedback in the outer loop to achieve tracking control. Select
the system parameters to be m1 = m2 = m3 = 10kg, dp,q = 0.1m and yq,c2

= 0.05m,
identical to those in Example 6.6. Choose the gain matrices G0 and G1 in Theorem 6.3
again to have the form G0 = g0𝕀 and G1 = g1𝕀, where the gains are selected to be
(g0, g1) = (1, 1), (5, 5), (10, 10), or (100,100). Suppose that the desired trajectory is now

qd(t) =
⎧⎪⎨⎪⎩

A1 sin(𝛺1t)
A2 sin(𝛺2t)

A3 sin(𝛺3t) + 1

⎫⎪⎬⎪⎭
where (A1,A2,A3) = (− 1

16
,−1,− 1

4
) and (𝛺1, 𝛺2, 𝛺3) = (4, 1, 2). Evaluate the perfor-

mance of this controller by plotting the state trajectories, tracking errors and control
inputs as a function of time for the closed loop system.

Solution: This example has been included to emphasize the fact that the setpoint
control law is essentially identical to the exactly canceling computed torque tracking
controller. Just as in Example 6.6, the closed loop equations that govern the error in
tracking are

(𝜃̈1 − 𝜃̈1,d) + g1(𝜃̇1 − 𝜃̇1,d) + g0(𝜃1 − 𝜃1,d) = 0,

(𝜃̈2 − 𝜃̈2,d) + g1(𝜃̇2 − 𝜃̇2,d) + g0(𝜃2 − 𝜃2,d) = 0,

(d̈q,r − d̈q,r,d) + g1(ḋq,r − ḋq,r,d) + g0(dq,r − dq,r,d) = 0,

which may be consolidated into

ë + g1ė + g0e = 𝟎.

The tracking error in each degree of freedom satisfies the same linear ODE, sub-
ject to perhaps different initial conditions in the tracking error and its derivative.
Figures 6.13(a), (b), and (c) depict the state trajectories for 𝜃1, 𝜃2, and dq,r , respectively,
for the different choices of the gains g0 and g1.

All approach their desired trajectories at an exponential rate as t −→ ∞, as predicted
in theory. The actuation inputs m1,m2, and f are depicted in Figures 6.13(d), (e), and (f ),
respectively. The required actuation moments and torques vary periodically
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Figure 6.13 Time histories of generalized coordinates and actuation inputs. (a) Trajectory 𝜃1(t).
(b) Trajectory 𝜃2(t). (c) Trajectory dqr(t). (d) Actuation torque m1(t). (e) Actuation torque m2(t).

(f ) Actuation force f (t).
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Figure 6.14 Actuation input transient response. (a) Actuation torque m1(t) and (b) actuation torque
m2(t).

with the frequency of the desired trajectories. As in Example 6.6, the exactly canceling
control laws result in transient peaks that far exceed the steady state input values.
Figures 6.14(a) and (b) show that the highest gain, which corresponds to the best
tracking performance, yields peak actuation torques that occur over a very brief period.
The oscillatory steady state trajectories of the torque and force inputs in Figures 6.13(d),
(e), and (f ) have magnitudes that are only a small fraction of the startup transient
values.

6.7 Approximate Dynamic Inversion and Uncertainty

Section 6.6 presented the fundamentals of dynamic inversion or computed torque
control. This approach to the control of robotic systems is one of the most popular
starting points for control design. The methodology is applicable to a reasonably large
collection of systems, and can also be used to motivate and understand alternative con-
trol schemes. Still, one notable drawback of this approach is that the exact cancellation
of unwanted terms requires knowledge of the explicit form of the nonlinearities that
appear in the governing equations. Since these nonlinear terms depend parametrically
on the link mass, moments of inertia, and products of inertia, the approach also requires
exact knowledge of these constants. In practice, the exact values for these constants
are not known and the introduction of a computed control torque never achieves the
desired exact cancellation. Just as importantly, some applied forces to which the robotic
system is subject are very difficult to determine in principle or in practice. Friction,
dissipative forces and moments, and nonlinear effects like backlash and hysteresis fall
into this category.

The lack of knowledge of the exact form of the nonlinearities is one reason that the
analysis described in Section 6.6 for the computed control torques is at best an idealiza-
tion. There is always some mismatch in practice among the terms to be canceled using
a computed torque control law. This section will extend the analysis and allow for the
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possibility that the actuation vector in Equation (6.13) is only approximately equal to the
computed torque control. Suppose now that the control input is given by

𝝉 = Mav − na, (6.23)

where Ma and na are approximations to the generalized mass or inertia matrix M and
nonlinear term n, respectively, in Equation (6.13). The form of the governing equations
will also be generalized; suppose that the equations of motion for the robot are

Mq̈ = n + 𝝉d + 𝝉 (6.24)

and that 𝝉d denotes an unknown disturbance torque. The governing equations can be
rewritten using the controller (6.23) derived from approximate dynamic inversion as

Mq̈ = Mav + n − na + 𝝉d. (6.25)

Equation (6.25) can be written in the compact form q̈ = v + d, where d is a measure of
the mismatch in exact cancellation

d = M−1ΔMv − M−1Δn + M−1
𝝉d,

and ΔM and Δn measure the approximation error for the generalized inertia matrix and
nonlinear vector ΔM = Ma − M and Δn = na − n. Equations (6.25) reduce to the form
achieved via exact cancellation in Equation (6.14) when Ma = M, na = n and 𝝉d = 0, as
expected.

Many controllers can be derived using the framework described above. One fre-
quently used controller cancels the gravity terms only, approximates the generalized
inertia matrix as the identity, and uses proportional-derivative (PD) control for the
outer loop. This controller is able to drive the robot so that it approaches a desired final
constant pose as t → ∞. This is another simple example of setpoint control.

Theorem 6.4 Let the equations of motion for a robotic system have the form in
Equation (6.24) where the disturbance torque 𝝉d = 𝟎. Suppose that the control input
𝝉 is selected using the approximate dynamic inversion law in Equation (6.23) where
it is assumed

Ma = 𝕀, na = −𝜕V
𝜕q
, v = −G1q̇ − G0(q − qd),

with qd an N-vector of constant desired generalized coordinates and G1,G0 con-
stant symmetric positive definite gain matrices. The origin is an asymptotically stable
equilibrium for the generalized coordinate tracking error {eT , q̇T}T where e(t) ∶=
q(t) − qd.

Proof : Define the Lyapunov function to be

 = 1
2

q̇T Mq̇ + 1
2

eT G0e.

It can be seen that (𝟎) = 0 and  is positive definite on any neighborhood of the origin.
The derivative of  along the trajectories of the system is

̇ = q̇T{Mq̈ + G0e} + 1
2

q̇T Ṁq̇, (6.26)
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and closed loop equations of motion are

Mq̈ = −Cq̇ − 𝜕V
𝜕q

⏟⏞⏞⏞⏟⏞⏞⏞⏟

n

− G1q̇ − G0(q − qd) +
𝜕V
𝜕q

⏟⏟⏟

−na

.

This Equation can be rearranged and written as the identity

Mq̈ + G0e = −Cq̇ − G1q̇.

Substituting this equation into Equation (6.26) results in

̇ = −q̇T Cq̇ − q̇T G1q̇ + 1
2

q̇T Ṁq̇ = 1
2

q̇T (Ṁ − 2C)q̇ − q̇T G1q̇.

It was shown in Chapter 4 that the matrix Ṁ − 2C is skew symmetric, therefore,
̇ = −q̇T G1q̇. The derivative of the Lyapunov function is negative semi-definite

̇

({e(t)
q̇(t)

})
≤ 0,

for all
{

eT q̇T}T . Lyapunov’s direct method thus ensures that the equilibrium at the
origin

{
𝟎 𝟎

}T is stable. LaSalle’s principle stipulates that trajectories will be attracted to
the largest positive invariant set S contained in  where

 =
{{e(t)

q̇(t)

}
∶ ̇

({e(t)
q̇(t)

})
= 0, t ∈ ℝ+

}
.

Since G1 is symmetric positive definite, it is known that

̇

({e(t)
q̇(t)

})
= −q̇T (t)G1q̇(t) = 0 ↔ q̇(t) = 𝟎,

for each t ∈ ℝ+. The equations of motion reduce to

Mq̈ + (C + G1)q̇
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

0

= −G0e

when q̇(t) ≡ 0. Since G0 is symmetric positive definite, it is invertible. These equations
of motion therefore show that

̇

({e(t)
q̇(t)

})
= 0 ↔

{e(t)
q̇(t)

}
= 𝟎.

It follows that the only invariant set in  is
{
𝟎T 𝟎T}T . Therefore, the trajectories{

eT (t) q̇T (t)
}T are attracted to the origin, and the theorem is proved. ◽◽

Theorem 6.3 shows that the method of approximate dynamic inversion can be used to
achieve setpoint control when only the nonlinear term due to 𝜕

𝜕q
is canceled and a PD

controller is employed in the outer loop. Many other controllers based on approximate
dynamic inversion appear in the literature. The next example provides one technique
for achieving a stabilizing controller in the presence of disturbances and uncertainty
using a discontinuous control law. This control law is written in a simple form, one that
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emphasizes that an asymptotically stable response is achieved if the unknown uncer-
tainty d(t) is small enough. Practical versions of the theorem, that establish a priori
bounds on the uncertainty d, can be found in the literature. See for example [15].

Theorem 6.5 Let the equations of motion of a robotic system have the form in
Equation (6.24). Suppose qd(t) is an N-vector of desired trajectories, define the track-

ing error to be e(t) ∶= q(t) − qd(t), and define x(t) =
{

e(t)
ė(t)

}
. Suppose that the fol-

lowing three conditions hold:

(1) The N × N matrix P is a symmetric positive definite solution of the Lyapunov
equation

AT P + PA = −Q, (6.27)

where

A =
[ 0 𝕀
−G0 −G1

]
∈ ℝ2N×2N ,

Q is an N × N symmetric positive definite matrix, and G1,G0 are symmetric
positive definite gain matrices.

(2) The control input u(t) is defined to be

u(t) =
⎧⎪⎨⎪⎩
−k BT Px

||BT Px|| if BT Px ≠ 0,

0 if BT Px = 0,
(6.28)

where k is a positive constant and B =
[
𝟎T , 𝕀T

]T ∈ ℝ2N×N .
(3) The input 𝝉 in Equation (6.24) is selected to be the approximate dynamic inver-

sion control in Equation (6.23) where

𝝉 = Ma(q̈d − G1(q̇ − qd) − G0(q − qd) + u) − na. (6.29)

If the uncertainty d satisfies ||d|| < k for all t ∈ ℝ+, then the equilibrium at the

origin of the tracking error dynamics
{

e
ė

}
is asymptotically stable

Proof : Strictly speaking, the introduction of a discontinuous control input as in
Equation (6.28) requires the introduction of chattering solutions or measure valued
solutions of the governing equations. An interested reader can consult [13] for the
details. It turns out that the analysis via Lyapunov’s direct method can be extended to
this case. Substitution of Equation (6.29) into Equation (6.24) results in the closed loop
equations of motion

q̈ = q̈d − G1(q̇ − q̇d) − G0(q − qd) + u + d,

with

d = M−1ΔMv − M−1Δn + M−1
𝝉d.
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These equations can be written in state space form by introducing the states

x =
{q − qd

q̇ − q̇d

}
=

{e
ė

}
=⇒ ẋ =

[ 0 I
−G0 −G1

]

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

A

x +
[0
𝕀

]

⏟⏟⏟

B

(u + d).

Define the Lyapunov function  = 1
2

xT Px for the P defined in Equation (6.27). When
the Lyapunov function is differentiated along the system trajectories,

̇ = 1
2
(xT Pẋ + ẋT Px),

= 1
2
{

xT P(Ax + B(u + d)) + (Ax + B(u + d))T Px
}
,

= xT (PA + AT P)
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

−Q

x + xT PB(u + d).

The derivative of the Lyapunov function equals ̇ = −xT Qx when BT Px(t) = 0. If
BT Px(t) ≠ 0, the derivative becomes

̇ = −xT Qx + xT PBd − k||BT Px||.
The last two terms on the right in this case can be bounded such that

xT PBd − k||BT Px|| ≤ ||BT Px||||d|| − k||BT Px|| = ||BT Px||(||d|| − k) < 0.

Therefore, the derivative along the system trajectories satisfies ̇ ≤ −xT Qx. It has been
shown that  is a positive definite function and ̇ is a negative definite function on any
open neighborhood of the origin. Therefore, the origin of the tracking error dynamics
x =

{
e ė

}T is asymptotically stable. ◽◽

Theorem 6.5 shows that one means of constructing a tracking controller that accom-
modates uncertainty in the system dynamics is to introduce the switching feedback
signal u(t) defined in Equation (6.28). Such a controller achieves good performance, in
principle. If the disturbance or unknown dynamics that gives rise to the mismatch d sat-
isfies d(t) ≤ k for all t ∈ ℝ+, then the tracking error and its derivative converge to zero
asymptotically. Still, there are a couple of troublesome issues with such a “hard” switch-
ing controller. One difficulty is theoretical in nature. As mentioned earlier, when the
right hand side of the governing system of ordinary differential equations is discontin-
uous, the rigorous justification for the Lyapunov stability argument must be expressed
in terms of generalized solutions. Such an analysis is beyond the scope of this text. See
[3, 13, 30] for a discussion of the details in this case. In addition to such theoretical
considerations, there are practical reasons why the “hard” switching controller can be
problematic in applications. It is common that this controller exhibits high frequency
oscillation as the actuation varies. Moreover, it is not simple to predict when a particular
system will exhibit such a pathological response regime because the closed loop system
is nonlinear.

The following theorem illustrates that it is possible to address some of these problems
by using a “smoothed” switching control. The smoothed switching controller introduces
another parameter 𝜖 > 0 that defines a region over which the control input varies in a
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smooth way between the large output amplitudes of the “hard” switching controller. The
right hand side of the resulting closed loop system is continuous, and the system can be
described by a conventional, continuous Lyapunov function. As a result, more esoteric
notions of generalized solutions are not required for the analysis or interpretation of this
control law. In practical terms, the introduction of the parameter 𝜖 > 0 gives an explicit
bound on the size of the set over which the switching control varies in amplitude. It is
possible as a consequence to eliminate the high frequency oscillation associated with
chattering control input signals.

Theorem 6.6 Suppose that the hypotheses of Theorem 6.5 hold, but instead of
Equation (6.28), choose the control signal u(t) such that

u(t) =
⎧⎪⎨⎪⎩

−k BT Px
||BT Px|| if ||BT Px|| ≥ 𝜖,

−k BT Px
𝜖

if ||BT Px|| < 𝜖.
(6.30)

Then the tracking error dynamics xT ∶=
{

eT ėT} of the closed loop system
approaches the largest weakly invariant subsets of the set

 ⊆ {x|̇(x) = 0} ⊆
{

x
||||
1
2

xT Qx = 𝜖k
}
.

The closed loop tracking error dynamics is uniformly ultimately bounded with a mag-
nitude of the order O(𝜖).

Proof : Consider the Lyapunov function (x) ∶= 1
2

xT Px where xT ∶=
{

eT ėT}, and
P is the solution of the Lyapunov Equation (6.27). The derivative of the the Lyapunov
function  along the trajectories of the closed loop system yields the same expression
obtained in Theorem 6.5 ̇(x) = − 1

2
xT Qx + xT PB(u + d). If it is the case that ||BT Px|| ≥

𝜖, the upper bound on the derivative can be derived as

̇ ≤ −1
2

xT Qx + ||BT Px||(||d|| − k).

As in the proof of Theorem 6.5, ̇ < 0 as long as ||d|| < k. If, however, ||BT Px|| < 𝜖, the
derivative along the trajectories is evaluated as

̇ = −1
2

xT Qx − k
𝜖
||BT Px||2 + xT PBd

≤ −1
2

xT Qx + ||BT Px||
(
||d|| − k

𝜖
||BT Px||

)
≤ −1

2
xT Qx + 𝜖k.

It is known that ̇(x) ≤ − 1
2

xT Qx + 𝜖k. The right hand side of this equation may be visu-
alized using Figure 6.15. From this figure, it is clear that

{x|̇(x) = 0} ⊆
{

x
||||−

1
2

xT Qx + 𝜖k = 0
}

=
{

x
||||
1
2

xT Qx = 𝜖k
}
.

This completes the proof. ◽◽
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x1

xn

The Surface

Level Set ≡

{x | ν(x) = 0}

{ {x |

– xTQx + ϵk1
2

– xTQx + ϵk = 0
1
2

Level Set ≡ ν(x)·
·

The Surface

Figure 6.15 Visualization of uniform ultimate boundedness.

The next two examples study controllers based on approximate dynamic inversion for
typical robotic systems.

Example 6.8 Consider once again the spherical robotic manipulator studied in
Examples 6.6 and 6.7. Derive the controller that uses the PD feedback and gravity
compensation as described in Theorem 6.4 to achieve setpoint control for the spherical
robot. Select the system parameters to be m1 = m2 = m3 = 10 kg, dp,q = 0.1 m, and
yq,c2

= 0.05 m. Choose the gain matrices G0 and G1 in Theorem 6.4 to have the form
G0 = g0𝕀 and G1 = g1𝕀, where the gains are selected to be (g0, g1) = (1, 1), (5, 5), (10, 10),
or (100,100), and the desired state is

xd =
{

qd
q̇d

}
=

{{
1 1 1

} {
0 0 0

}}T
.

Evaluate the performance of this controller by plotting the state trajectories, set point
error and control inputs as a function of time.

Solution: The controller for the spherical robot based on PD feedback and gravity com-
pensation chooses the control torque 𝝉 in Equation (6.23) to be

𝝉 =
⎧⎪⎨⎪⎩

m1

m2

f

⎫⎪⎬⎪⎭
= −g1

⎧⎪⎨⎪⎩

𝜃̇1

𝜃̇2

ḋq,r

⎫⎪⎬⎪⎭
− g0

⎧⎪⎨⎪⎩

𝜃1 − 𝜃d

𝜃2 − 𝜃d

dq,r − dq,r,d

⎫⎪⎬⎪⎭
+

⎧⎪⎨⎪⎩

0
m3gdq,r sin 𝜃2

−m3g cos 𝜃2

⎫⎪⎬⎪⎭
.

Figures 6.16(a), (b), and (c) depict state trajectories for the specified choices of gains, and
Figures 6.16(d), (e), and (f ) depict actuation inputs m1,m2, and f as function of time for
these gains. As expected, all state trajectories approach their respective desired values
as t −→ ∞. A comparison of the qualitative behavior of these trajectories in comparison
to those trajectories obtained using the exactly canceling computed torque yields some
important observations. The trajectories for 𝜃1(t) and 𝜃2(t) in this example are indeed
different functions of time, even though the initial conditions for these two variables
are identical. The closed loop governing equations for 𝜃1 and 𝜃2 are different coupled
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Figure 6.16 Time histories of generalized coordinates and actuation inputs. (a) Trajectory 𝜃1(t).
(b) Trajectory 𝜃2(t). (c) Trajectory dqr(t). (d) Actuation torque m1(t). (e) Actuation torque m2(t).

(f ) Actuation force f (t).
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Figure 6.17 Actuator inputs transients response. (a) Input torque m1(t) and (b) input torque m2(t).

nonlinear equations when the approximate dynamic inversion in Theorem 6.4 is used.
In contrast, when the exact computed torque in Example 6.6 is used, the closed loop
equations for 𝜃1 and 𝜃2 are identical. In that case the feedback linearization yields the
same function of time, 𝜃1(t) = 𝜃2(t) in Example 6.6 whenever the initial conditions for
𝜃1 and 𝜃2 are the same.

The differences in the axial displacement dq,r(t) in Example 6.6 and the current case
shown in Figure 6.16(c) are also striking. In Example 6.6 the initial condition for the
axial displacement matches the target state, and the closed loop governing equation is
a linear ODE. The solution in Example 6.6 for the error dynamics is just the function
that is equal to zero for all time. In contrast, the error dynamic associated with dq,r(t)
in Figure 6.16(c) is not identically equal to zero in the current example, even though
the initial conditions and target states are identical. The closed loop equations for all
of the unknowns are coupled when using the PD and gravity compensation controller.
Even though the tracking error in the variable dq,r(t) starts at zero for the controller in
this example, it quickly becomes non-zero due to its coupling to the 𝜃1 and 𝜃2 states.
With regards to the actuation loading, the controller exhibits large transient variations
at startup, particularly for large gains as shown in Figure 6.17. This is a typical prob-
lem of many controllers when abrupt or instantaneous changes in the system states are
required, as is the case for the setpoint controller in this example. The states are initially
𝜃1(t0) = 𝜃2(t0) = 0, and it is desired to have 𝜃1(t), 𝜃2(t) −→ 1 as t increases.

Example 6.9 Construct a set point controller based on approximate feedback lin-
earization with a sliding mode term to drive the spherical robotic manipulator studied
in Examples 6.6, 6.7, and 6.8 to the desired final configuration where qd ∶=

{
1 1 1

}T

and q̇d ∶=
{

0 0 0
}T . Suppose that the true values of the physical parameters are

identical to those in Example 6.8. Let m denote the common, true value of the mass
links m ∶= m1 = m2 = m3. Suppose that the physical parameters yq,c2

and dp,q are
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known exactly, but that the mass m of the links is approximated by ma. Design a
controller to drive the robotic arm to the desired state when the approximate mass
estimate ma may be in error up to 20% of the true mass m.

Solution: By inspection, the generalized mass matrix M and nonlinear vector n can be
factored into the expressions

M(q) = mM(q),

n(q, q̇) = mn(q, q̇),

where M and n are known functions. The approximations Ma and na of M and n, respec-
tively, are chosen to be

Ma ∶= maM =
ma

m
M = 𝛼M

na ∶= man =
ma

m
n = 𝛼n

where 𝛼 ∶= m∕ma is the ratio of the exact mass m to the approximate mass ma. With
these definitions of the approximate generalized mass matrix Ma and the approximate
nonlinear vector na, the errors ΔM and Δn that appoximate the nonlinear terms and the
resulting disturbance d can be written as

ΔM = (ma − m)M, Δn = (ma − m)n,

d = M−1ΔMw − M−1Δn =
ma − m

m
(w − M−1n) = (𝛼 − 1)(w − M−1n),

where w ∶= q̈d − G1(q̇ − q̇d) − G0(q − qd) + v and v is the sliding mode control term.
Note that the feedback control term 𝝉 ∶= Ma(q)w − na(q, q̇) can be implemented with-
out explicit knowledge of the true mass m.

The control law is first implemented with a discontinuous sliding mode controller for
v. In this case,

v =
⎧⎪⎨⎪⎩
−k BT Px

||BT Px|| whenever ||BT Px|| > 𝜖,
𝟎 otherwise.

(6.31)

Figure 6.18 depicts the trajectories in time of the generalized coordinates, input forces
and torques, Lyapunov function (x(t)), and disturbance d(t) when the gains g0 = 40
and g1 = 4, the sliding mode control gain k = 7, the value of 𝜖 = 1e − 12, and the matrix
P are the solution of Lyapunov’s equation AT P + PA = −Q with Q = 𝕀,

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

5.175 0 0 0.0125 0 0
0 5.175 0 0 0.0125 0
0 0 5.175 0 0 0.0125

0.0125 0 0 0.128125 0 0
0 0.0125 0 0 0.128125 0
0 0 0.0125 0 0 0.128125

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6.32)
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Figure 6.18 Time histories generated by discontinuous sliding mode controller. (a) State trajectories,
steady state. (b) State trajectories, transients. (c) Input forces and torques. (d) Lyapunov function

(x(t)). (e) Disturbance d(t) and gain k. (f ) Contributions to d

dt
.
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The trajectories depicted in Figure 6.18 are typical in several respects of results
obtained with discontinuous sliding mode controllers. In Figures 6.18(a) and (b), the
generalized coordinates quickly converge to the sliding surface at approximately t = 0.5
s, but thereafter converge rather slowly towards their desired values. Figure 6.18(c)
illustrates the input forces and torques. The control inputs exhibit chattering as the
controls drive the system response repeatedly across the sliding surface after t = 0.5 s.
The controller also requires a linear actuator that can deliver up to 150 N of force and
motors that generate over 150 N m of torque. Even if the actuators have the authority to
deliver the input forces and torques shown in the figure, the bandwidth is prohibitively
high during the chattering regime.

Figures 6.18(d) and (e) show the value of the Lyapunov function (x(t)) and the dis-
turbance d(t) evaluated along the system trajectory. The gain k = 7 has been selected
appropriately in that it is always true that k > ||d(t)|| during this simulation, and it is
expected that the theoretical guarantees of stability convergence should hold. Finally,
Figure 6.18(f ) illustrates several contributions to the derivative of the Lyapunov func-
tion. This graph is based on the fact that the derivative d

dt
can be computed from the

equation
d
dt

(x(t)) = −1
2

xT (t)Qx(t) + xT (t)PB(v(t) + d(t)). (6.33)

The figure shows that the black line representing d
dt

is always negative, as required in
the proof of stability. The contribution due to the uncertainty is equal to xT (t)PBd(t)
and may be positive, but it is always dominated by the negative sliding mode term
xT (t)PBv(t).

Next, consider the regularized sliding mode controller which is given by

v =

⎧⎪⎪⎨⎪⎪⎩

−k BT Px
||BT Px|| whenever ||BT Px|| > 𝜖,

−k BT Px
𝜖

otherwise.
(6.34)

Figure 6.19 depicts the corresponding system trajectories when all the controller
gains are identical, except that the boundary layer variable is chosen to be 𝜖 = 0.01.
Qualitatively, the trajectories of the generalized coordinates depicted in Figures 6.19(a)
and (b) are similar to those shown in Figures 6.18(a) and (b) that are obtained with the
discontinuous sliding mode controller. However, while the trajectories obtained with
the discontinuous controller are guaranteed to converge to their desired values, the
trajectories generated by the continuous controller are only guaranteed to converge to
some neighborhood of the desired values. The size of this neighborhood is guaranteed
to be O(k𝜖) in size and can be made smaller by reducing the size of the boundary layer 𝜖.

The most drastic difference between the two controllers is illustrated by contrasting
Figures 6.18(c) and 6.19(c). While the discontinuous controller exhibits a significant
chattering regime, the control inputs generated by the regularized sliding mode con-
troller do not. As a result, the continuous controller is physically realizable, whereas the
discontinuous controller is not. However, as the boundary layer 𝜖 is decreased further
and further, the control inputs will become increasingly similar to those of the discon-
tinuous system and will exhibit increasing degrees of chattering.
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Figure 6.19 Time histories generated by regularized sliding mode controller. (a) State trajectories,
steady state. (b) State trajectories, transients. (c) Input forces and torques. (d) Lyapunov function

(x(t)). (e) Disturbance d(t) and gain k. (f ) Contributions to d
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.
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6.8 Controllers Based on Passivity

The derivation of controllers based on approximate dynamic inversion leads to a family
of practical control strategies, ones that are designed for a number of different perfor-
mance metrics. Another class of popular controllers have been derived that rely on the
skew symmetry of the matrix Ṁ + 2C and associated passivity properties of the govern-
ing equations. It has been shown in Chapter 4 that the governing equations for a natural
system can be written in the form

M(q)q̈(t) + C(q(t), q̇(t))q̇ + 𝜕V
𝜕q

(q(t)) = 𝝉(t). (6.35)

For this equation of motion the matrix Ṁ − 2C is skew symmetric. That is, the identity

yT (Ṁ − 2C)y = 0

holds for any vector y. As before, define the tracking error to be e(t) ∶= q(t) − qd(t).
The construction of controllers based on passivity can be carried out by introducing

the filtered tracking error r and the auxiliary variables v and a as

r(t) ∶= ė(t) + 𝚲e(t), (6.36)

v(t) ∶= q̇d(t) − 𝚲e(t), (6.37)

a(t) ∶= v̇(t) = q̈d(t) − 𝚲ė(t), (6.38)

where 𝚲 is a positive diagonal matrix. The controller based on passivity chooses the
control input

𝝉 = M(q)a + C(q, q̇)v + 𝜕V
𝜕q

(q) − Kr (6.39)

where K is a positive, diagonal gain matrix. With this choice of control input 𝝉 , the closed
loop system dynamics are governed by the equations

M(q̈ − q̈d + 𝚲(q̇ − q̇d))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

ṙ

+ C(q̇ − q̇d + 𝚲(q − qd))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

r

+ Kr = 𝟎,

or

Mṙ + Cr + Kr = 𝟎.

Theorem 6.7 Let the equations of motion of a robotic system have the form in
Equation (6.35). Suppose qd is an N-vector of desired trajectories and define r, v,
and a as in Equations (6.36), (6.37), and (6.38), respectively. Then the feedback con-
trol in Equation (6.39) renders the equilibrium at the origin of the tracking error

dynamics
{

e
ė

}
asymptotically stable.
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Proof : The critical step, as in each of the cases studied in this chapter, relies on an appro-
priate choice of a Lyapunov function. Choose  to be

 = 1
2

rT Mr + eT𝚲Ke.

Note that the product𝚲K in this expression is a symmetric, positive definite matrix since
𝚲 and K are both positive diagonal matrices. The calculation of the derivative along the
trajectories of the system yields

̇ = rT Mṙ + 1
2

rT Ṁr + 2eT𝚲Kė.

A negative definite derivative ̇ is obtained when the closed loop equations are substi-
tuted into this equation,

̇ = 1
2

rT (Ṁ − 2C)r
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

0

− rT Kr + 2eT𝚲Kė.

The first term on the right is equal to zero since the matrix Ṁ − 2C is skew symmetric.
The remaining expression can be simplified to

̇ = −(ė + 𝚲e)T K(ė + 𝚲e) + 2eT𝚲Kė,
= −ėT Kė − eT𝚲K𝚲e − 2eT𝚲Kė + 2eT𝚲Kė,
= −ėKė − eT𝚲K𝚲e.

This expression shows that ̇ is a negative definite function of the state
{

e ė
}T . The

equilibrium at the origin of the tracking error dynamics is asymptotically stable. ◽◽

Example 6.10 Consider the spherical robotic manipulator studied in Examples 6.6,
6.7, and 6.8. Derive a controller based on passivity as described in Theorem 6.7 to achieve
tracking control. Select the system parameters to be m1 = m2 = m3 = 10 kg, dp,q = 0.1
m, and yq,c2

= 0.05 m. Choose the gain matrices𝚲 and K in Theorem 6.7 to have the form
𝚲 = 𝜆𝕀 and K = k𝕀, where the gains are selected to be (𝜆, k) = (1, 10), (2, 10), (4, 10), or
(20,100). Assume that the desired trajectory is

qd =
⎧⎪⎨⎪⎩

A1 sin(𝛺1t)

A2 sin(𝛺2t)

A3 sin(𝛺3t) + 1

⎫⎪⎬⎪⎭
,

with (A1,A2,A3) = (− 1
16
,−1,− 1

4
) and (𝛺1, 𝛺2, 𝛺3) = (4, 1, 2). Write a program to sim-

ulate the performance of the controller for the control gains and desired trajectories.
Plot the state trajectories, the tracking error and the control inputs as a function
of time.
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Solution: The controller for the spherical robotic manipulator based on passivity prin-
ciples in Theorem 6.7 has the form in Equation (6.39)

𝝉 = Ma + Cv + 𝜕V
𝜕q

− Kr

where r, v and a are defined in Equations (6.36), (6.37), (6.38), and

M =

⎡⎢⎢⎢⎢⎣

m3(d2
p,q + sin2

𝜃2d2
q,r) + m2(dp,q − yq,c2

)2 m3 cos 𝜃2dp,qdq,r m3 sin 𝜃2dp,q

m3 cos 𝜃2dp,qdq,r m3d2
q,r 0

m3 sin 𝜃2dp,q 0 m3

⎤⎥⎥⎥⎥⎦
,

𝜕V
𝜕q

=

⎧⎪⎪⎨⎪⎪⎩

0

m3gdq,r sin 𝜃2

−m3g cos 𝜃2

⎫⎪⎪⎬⎪⎪⎭
,

C =

⎡⎢⎢⎢⎢⎢⎢⎣

sin 𝜃2m3dq,r(cos 𝜃2dq,r 𝜃̇2

+ sin 𝜃2ḋq,r)

m3(sin 𝜃2dq,r(cos 𝜃2dq,r 𝜃̇1 − dp,q𝜃̇2)

+ cos 𝜃2dp,qḋq,r)

m3(dq,r 𝜃̇1sin2
𝜃2

+ cos 𝜃2dp,q𝜃̇2)

−1
2

sin 2𝜃2m3d2
q,r 𝜃̇1 m3dq,rḋq,r m3dq,r 𝜃̇2

−sin2
𝜃2m3dq,r 𝜃̇1 −m3dq,r 𝜃̇2 0

⎤⎥⎥⎥⎥⎥⎥⎦

.

In contrast to the case when exact cancellation of nonlinearities is achieved using the
ideal computed torque control, the resulting equations that govern the closed loop sys-
tem are neither decoupled nor linear. It is not possible to obtain a simple closed form
solution of the governing closed loop equations as in Examples 6.6 or 6.7. Figures 6.20(a)
through (f ) depict the state trajectories and control input time histories for the closed
loop system when the initial condition has been selected to be

x(0)T =
{

q(0)T q̇(0)T} =
{{

0 0 1
} {

0 0 0
}}
.

Figures 6.20(a), (b), and (c) depict the state trajectories 𝜃1(t), 𝜃2(t), and dq,r(t), respec-
tively, for the various choices of feedback gains 𝜆 and k. Good tracking performance
is evident for 𝜃1(t) and 𝜃2(t), while the asymptotic convergence of dp,q(t) to its desired
trajectory is rather slow. Figures 6.20(d), (e), and (f ) depict the control input time
histories. The input authority required for this controller is similar in magnitude to that
encountered in Example 6.6 or 6.7. The steady state magnitude of the input torque m2
oscillates between ±50 N m, and the actuation force varies from −50 N and −100 N
as t → ∞. The magnitudes of the startup transient actuation forces and moments are
several times their steady state magnitudes.
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Figure 6.20 Time histories of generalized coordinates and actuation inputs. (a) Trajectory 𝜃1(t).
(b) Trajectory 𝜃2(t). (c) Trajectory dqr(t). (d) Actuation torque m1(t). (e) Actuation torque m2(t).

(f ) Actuation force f (t).
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6.9 Actuator Models

Modern robotic systems, including the diverse array described in Chapter 1, utilize
a wide array of actuators. The actuators may include conventional electric motors,
hydraulic cylinders, or pneumatic pistons. These common actuation systems have
numerous variants and individual designs, each having specific advantages and draw-
backs. They may require models with tailored governing equations to represent the
physics of their operation. Each may exhibit its own characteristic nonlinearities, which
must be accounted for in modeling and control synthesis. Moreover, ever increasing
numbers of novel and unconventional actuators appear in robotics applications each
year. These include actuators based on shape memory alloys, biomaterials, electro-
chemicals, electrostructural materials, and magnetostructural materials. The research
into alternative systems is driven by the need for more compact, lightweight, high
authority, and high bandwidth actuation systems.

6.9.1 Electric Motors

Of all the possible actuation devices, the electric motor is the most common in robotic
systems. Nearly all electric motors operate based on the principles of electromagnetic
induction whereby a current carrying wire immersed in a magnetic field undergoes a
force. Electric motors operate by passing a current through loops of wire that are aligned
relative to an external magnetic field so that the force turns the rotor. Electric motors
are popular owing to their relative simplicity, fast response, and large startup torque
output. There are many different types of electric motors including direct current (DC),
induction, synchronous, brushless, and stepper motors. This section focuses on the fun-
damentals of electric motors and stresses those aspects of electric motor architecture
that are common to many electric motors.

This section presents the physical foundations and derives the governing equations for
a permanent magnet DC motor shown schematically in Figure 6.21. A DC motor works
by virtue of the Lorentz force law. This law can be used to show that the force f acting on
a conductor of length l that carries current i in the magnetic field having magnetic flux
B is given by f = iln × B, where n is a unit vector along the length of the wire. Consider

Figure 6.21 Permanent magnet DC motor.
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Figure 6.22 Loop of wire carrying a current in the magnetic field having flux B.

a loop of wire that rotates in the magnetic field having magnetic flux B = By along the
unit vector y as shown in Figure 6.22. In this case the force on the wire from c to d is
given by

f = (ilx) × (By) = ilBz.

A similar calculation shows that the force acting on the wire from a to b is f = −ilBz.
The net torque applied on the wire loop in the configuration shown is therefore

t = (2rlB)ix = tx.

This torque will cause the loop to rotate counterclockwise about the x axis until the loop
passes the x–z plane.

If the loop rotates and passes the vertical plane in Figure 6.22, the sign of the moment
about the x axis changes. A DC motor as depicted in Figure 6.21 utilizes a commuta-
tor to avoid the reversal in sign of the torque generated in this example of a rotating
loop of wire. The primary components of the DC motor depicted in Figure 6.21 include
a stator that contains the north and south magnetic poles, the armature that rotates
relative to the stator, and the commutator that is fixed to the armature. The brushes
maintain a sliding contact between the commutator and the power source that drives
the motor. The commutator is made of segments that are electrically isolated from each
other and are fixed to the rotating armature. The ends of the wire loops are connected to
the commutator segments. The commutator segments rotate relative to the stator and
maintain contact to the external power supply through the brushes. Practical motors
have windings that contain many loops, instead of the single loop shown in Figure 6.21.
The resultant torque generated by a winding having N loops is

t = (2NBrl)
⏟⏟⏟

kt

ix = tx.

This expression may be recast in terms of a single torque constant kt = (2NrlB) that
collects the electromechanical properties of the motor into a single term, such that

t = kti. (6.40)

Equation (6.40) provides a characterization of how the applied torque varies with
the input current, but it does not describe how the current varies as a function of
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time. Whenever a conductor moves in a magnetic field, a voltage develops across that
conductor. This induced potential difference is the back electromotive force (EMF)
voltage. Faraday’s law states that the back EMF voltage is equal to the time derivative of
the magnetic flux linkage 𝜆 in the winding

eb = − d
dt

(𝜆).

The magnetic flux linkage 𝜆 in the winding that contains N turns is

𝜆 = N𝜙,

where the magnetic flux linkage 𝜙 in a single loop is defined as

𝜙 =
∫

B × ndA.

In this equation B is the magnetic flux, n is a unit vector perpendicular to the loop of
wire, and the integral is carried out over the area enclosed by the wire. The linkage 𝜙 is
computed to be

𝜙 =
∫

(By) × (− sin 𝜃y + cos 𝜃z)dA

= 2Brl cos 𝜃

where 𝜃 is the angle between the y axis and the loop of wire (𝜃 = 𝜋

2
for the example

under consideration). The voltage that develops across the ends of the winding is
consequently

eb = (2NBrl sin 𝜃)𝜃̇ = (2NBrl)
⏟⏟⏟

kb

𝜃̇ = kb𝜃̇

The constant kb is the back EMF constant of the electric motor. Kirchoff’s voltage law can
now be applied around the circuit formed by the power supply, brushes, commutator
and armature windings to show that

ei − L di
dt

− Ri − eb = 0,

L di
dt

+ Ri + kb𝜃̇ = ei,

where L is the armature inductance and R is the armature resistance. These results in
the following theorem.

Theorem 6.8 Let ei be the voltage input and 𝜃 be the rotation of the DC motor
shown in Figure 6.21 that has armature inductance L and resistance R. The equation
governing the armature circuit is

L di
dt

+ Ri + kb𝜃̇ = ei,

where the back EMF is eb = kb𝜃̇. The torque that acts on the armature is t = kti.
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Example 6.11 Suppose that the 𝜃1 constraint that drives link 1 of the spherical robotic
manipulator is actuated by a DC motor. What are the changes to the resulting equations
of motion for the system?

Solution: As shown in Problem 5.25, the equations of motion for the spherical robotic
manipulator can be written in the form

M(q(t))q̈ = n(q(t), q̇(t)) + 𝝉 , (6.41)

where q =
{
𝜃1 𝜃2 dq,r

}T is the vector of generalized coordinates, 𝝉 =
{

t1 t2 f
}T is the

actuator input, and the generalized mass matrix and nonlinear right hand side are
M(q)

=
⎡⎢⎢⎢⎣

m3(d2
p,q + sin2

𝜃2d2
q,r) + m2(dp,q − yq,c2

)2 m3 cos 𝜃2dp,qdq,r m3 sin 𝜃2dp,q

m3 cos 𝜃2dp,qdq,r m3d2
q,r 0

m3 sin 𝜃2dp,q 0 m3

⎤⎥⎥⎥⎦
,

n(q, q̇)

=
⎧⎪⎨⎪⎩

−m3(sin 𝜃2dq,r(2 sin 𝜃2𝜃̇1ḋq,r − dp,q𝜃̇
2
2) + 2 cos 𝜃2dp,q𝜃̇2ḋq,r + sin 2𝜃2𝜃̇1𝜃̇2d2

q,r)
1
2

m3dq,r(−4𝜃̇2ḋq,r + sin 2𝜃2𝜃̇
2
1dq,r − 2g sin 𝜃2)

m3(dq,r(𝜃̇2
2 + sin2

𝜃2𝜃̇
2
1) + g cos 𝜃2)

⎫⎪⎬⎪⎭
.

This example determines the torque t1 when the joint 1 is driven by a DC motor.
Figure 6.23 provides a free body diagram of link 1. The torque t1 is applied on the link
by the motor shaft, the torque ta1

is the torque applied to the armature that is connected
to the rotating shaft, and the torque tr is the reaction torque applied on the stator by
the ground. Applying Euler’s second law about the z0 axis for the armature results in

J1𝜃̈1 = ta1
− t1, (6.42)

t1

o

Figure 6.23 Free body diagram of link 1.
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where J1 is the inertia of the armature about the z0 axis. From Theorem 6.8 it is known
that the circuit through the armature satisfies

L1
di1

dt
+ R1i1 + kb1

𝜃̇1 = e1, (6.43)

ta1
= kt1

i1. (6.44)

The following observations are made regarding the full system of governing equations.

1. The most general form of the governing equations, when Ja1
, L1, and R1 are

non-negligible, is obtained by solving Equation (6.42) for the torque t1 and sub-
stituting the result into Equation (6.41). When Equation (6.43) is appended to the
resulting system of equations, four differential equations are obtained:

⎧⎪⎨⎪⎩
M(q) +

⎡⎢⎢⎢⎣

J1 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎦

⎫⎪⎬⎪⎭
q̈ = n(q, q̇) +

⎧⎪⎨⎪⎩

kt1
i1

t2

f

⎫⎪⎬⎪⎭
,

L1
di1

dt
+ R1i1 + kb1

𝜃̇1 = e1.

These equations can be cast as a system of seven nonlinear, first order equations
where the state x =

{
𝜃1 𝜃2 dq,r 𝜃̇1 𝜃̇2 ḋq,r i1

}T and the input is the voltage e1.
2. If the inductance L1 is negligible, it is possible to solve for the current in

Equation (6.43). In this case the system of governing equations can be reduced to
the form

⎧⎪⎨⎪⎩
M(q) +

⎡⎢⎢⎢⎣

J1 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎦

⎫⎪⎬⎪⎭
q̈ = n(q, q̇) +

⎧⎪⎪⎨⎪⎪⎩

− 1
R1

kt1
kb𝜃̇1

t2

f

⎫⎪⎪⎬⎪⎪⎭
+

⎧⎪⎪⎨⎪⎪⎩

1
R

kt1

0

0

⎫⎪⎪⎬⎪⎪⎭
e1.

3. If the inertia of the armature is negligible, the torque applied by the magnetic field
on the armature is equal to the torque applied on the link 1 by the motor. That is,

t1 = ta1
= kt1

i1.

In this case the governing equations are

M(q)q̈ = n(q, q̇) +
⎧⎪⎨⎪⎩

kt1
i1

t2

f

⎫⎪⎬⎪⎭
,

L1
di1

dt
+ R1i1 + kb1

𝜃̇1 = e1.
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The analysis in Example 6.11 is based on the application of the Newton–Euler equations
for individual bodies that make up the robotic system and the application of Kirchoff’s
voltage law for the electrical circuit. This approach can be used to study any robotic
system. Often it can be advantageous to deduce the form of the equations of motion that
include actuator physics for the robotic system using principles of analytic mechanics.
This strategy simply adds the appropriate additional terms to the kinetic and potential
energy that are introduced by the physics of the actuator. In such a strategy it is often
possible to derive the equations of motion without an actuator model, and then to add
terms subsequently that account for actuator physics. The following example illustrates
the utility of this method.

Example 6.12 Suppose that link 2 of the spherical robotic manipulator is actuated by
a DC motor. What are the changes to the resulting equations of motion?

Solution: The governing equations for the spherical robotic manipulator have been
derived as

M(q(t))q̈(t) = n(q(t), q̇(t)) + 𝝉 ,

where

M(q) =
⎡⎢⎢⎢⎣

m3(d2
p,q + sin2

𝜃2d2
q,r) + m2(dp,q − yq,c2

)2 m3 cos 𝜃2dp,qdq,r m3 sin 𝜃2dp,q

m3 cos 𝜃2dp,qdq,r m3d2
q,r 0

m3 sin 𝜃2dp,q 0 m3

⎤⎥⎥⎥⎦
,

n(q, q̇) =

⎧⎪⎪⎨⎪⎪⎩

−m3(sin 𝜃2dq,r(2 sin 𝜃2𝜃̇1ḋq,r − dp,q𝜃̇
2
2) + 2 cos 𝜃2dp,q𝜃̇2ḋq,r + sin 2𝜃2𝜃̇1𝜃̇2d2

q,r)
1
2

m3dq,r(−4𝜃̇2ḋq,r + sin 2𝜃2𝜃̇
2
1dq,r − 2g sin 𝜃2)

m3(dq,r(𝜃̇2
2 + sin2

𝜃2𝜃̇
2
1) + g cos 𝜃2)

⎫⎪⎪⎬⎪⎪⎭
,

𝝉 =
⎧⎪⎨⎪⎩

𝜏1

𝜏2

f

⎫⎪⎬⎪⎭
.

The calculation of the generalized force Q = 𝝉 has been carried out assuming that the
actuator torque 𝜏2 is applied to link 2 and the equal and opposite torque (−𝜏2) is applied
to link 1 about the horizontal revolute joint. A DC motor is introduced that actuates
joint 2 by fixing the stator and motor casing to link 1 and by fixing the armature and
drive shaft to link 2. Because of these additions, the mass and inertia matrices for both
links should be updated to include the additional contributions to each rigid body,

m1 = m1,link + Δm1,stator,

m2 = m2,link + Δm2,armature,

I1 = I1,link + ΔI1,stator,

I2 = I2,link + ΔI2,armature.
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(a)

–m1

–f1 –f3

–f2

p

p

–m2

(b)

–τ2

τ2

m2

m1

f2

f3 f1

Figure 6.24 Free body diagrams. (a) Link 1, (b) link 2.

The forces and moments that act between the two links, which now include the rigidly
attached stator and rotor, are depicted in Figure 6.24. The reaction forces g1, g2, and g3,
and moments m1 and m2 enforce the constraints associated with the revolute joint and
perform no virtual work. They do not contribute to the equations of motion obtained
via Lagrange’s equations. The actuation moment 𝜏2 is precisely the torque applied to the
armature about the revolute joint axis. Therefore,

L2
di2

dt
+ R2i2 + kb2

𝜃̇2 = e2,

𝜏2 = kt2
i2,

where R2 and L2 are the armature resistance and inductance in the motor. The govern-
ing equations, including the model for the electric motor that drives joint 1 studied in
Example 6.11, can be written in the form

M(q)q̈ = n(q, q̇) +
⎧⎪⎨⎪⎩

0

0

f

⎫⎪⎬⎪⎭
+

⎡⎢⎢⎢⎣

kt1
0

0 kt2

0 0

⎤⎥⎥⎥⎦

{i1

i2

}
,

[
L1 0

0 L2

]⎧⎪⎨⎪⎩

di2

dt
di2

dt

⎫⎪⎬⎪⎭
+

[
R1 0

0 R2

]{
i1

i2

}
+

[
kb1

0

0 kb2

]{
𝜃̇1

𝜃̇2

}
=

{
e1

e2

}
.
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It is important to note that the generalized mass matrix M(q) in the above equation is
the new mass matrix obtained with the addition of the motor components to each of the
links. Just as in Example 6.11, it is possible to derive special forms of these equations if
it happens that armature inertia or motor inductance are negligible.

6.9.2 Linear Actuators

This book focuses on constructing robotic systems primarily through the introduction
of either revolute or prismatic joints, or a superposition of these joints. The previous
section introduced the fundamental underlying principles by which a DC motor con-
verts electrical energy into rotational motion. These systems can be applied directly
to drive revolute joints in robotic systems. Actuators that are used commonly to drive
prismatic joints include hydraulic cylinders, pneumatic pistons, and electromechanical
linear motors. Hydraulic and pneumatic actuation can be attractive in applications that
require large loads and stroke. Earth moving machinery, such as an excavator or bull-
dozer, makes use of hydraulic cylinders. Electrical linear motors are used in applications
that require rapid response and portability, and they are common components used
for actuation of robotic systems. This section focuses on the class of electromechanical
linear motors.

An electromechanical linear motor is an actuator that combines a conventional
electric motor and a mechanical subsystem to convert the rotational motion of the
motor into translational motion. The mechanical subsystem may consist of a screw
mechanism or gears, for example. Figure 6.25 illustrates the primary components of a
typical electromechanical linear motor. The electric motor rotates the lead screw which
translates the linear stage along the guide rails. The drive nut embedded in the linear
stage is prevented from rotating by the guide rails of the drive casing as it travels along
the lead screw.

Figure 6.25 Schematic of an electromechanical linear motor.
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Example 6.13 Derive the equations of motion for the electromechanical linear motor
shown in Figure 6.25 when the motor is fixed in the inertial frame and a force f is applied
to the linear stage.

Solution: The kinetic energy of the system can be written

T = 1
2

mT ẋ2 + 1
2

J 𝜃̇2

where mT is the mass of the linear stage, J is the moment of inertia of the armature and
drive shaft, x is the displacement of the linear stage, and 𝜃 is the rotation of the armature.
The displacement x and rotation 𝜃 satisfy the kinematic equation

x = c𝜃

where c is the pitch constant of the lead screw that has units of m rad−1. The virtual work
performed by the applied external force f acting on the linear stage and by the torque 𝜏
applied to the armature is

𝛿W = (f x0) ⋅ 𝛿rp + 𝜏𝛿𝜃,

= (f x0) ⋅ 𝛿xx0 + 𝜏𝛿𝜃,

= (cf + 𝜏)𝛿𝜃 = Q𝜃𝛿𝜃.

Lagrange’s equations yield

d
dt

(
𝜕T
𝜕𝜃̇

)
− 𝜕T
𝜕𝜃

+ 𝜕V
𝜕𝜃

= Q𝜃,

(J + mT c2)𝜃̈ = cf + 𝜏.

The combined set of electrical and mechanical domain equations for the linear motor
are

(J + m𝜏c2)𝜃̈ = cf + kti,

L di
dt

+ Ri + kb𝜃̇ = e.

where L is the armature inductance, R is the armature resistance, kb is the back EMF
constant, kt is the motor torque constant, and e is the input voltage. The mechanical
subsystem equation can be written in terms of the displacement of the motor as(

mT + J
c2

)
ẍ = f + 1

c
kti
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Example 6.14 Suppose that link 3 of the spherical robot manipulator is actuated using
an electromechanical linear motor as depicted in Figure 6.25. Assume that the iner-
tia matrix of the armature and drive shaft assembly is negligible and that the links can
be modeled as lumped masses located at their mass centers. Find the complete set of
governing equations when actuator dynamics discussed in Examples 6.11 and 6.12 are
included in the model of the robotic system.

Solution: Suppose that the linear actuator in Figure 6.25 is mounted in the robotic arm
such that the electric motor housing and stator are fixed to the link 2 and the linear
stage is rigidly attached to link 3, the telescoping arm. In this case the mass and inertia
matrix of link 2 are modified so that they include the additional terms due to the actuator.
Let Δm2 and ΔI2 be the mass and inertia matrix of all of the components of the linear
actuator that are rigidly attached to link 2.

m2 = m2,link + Δm2,

I2 = I2,link + ΔI2.

Likwise, the mass and inertia matrices for link 3 are modified to include contributions
of additional terms for the attached actuator. Let ⊿m3,⊿I3 be the mass and inertia
matrix of the components of the electromechanical actuator that are rigidly attached to
link 3,

m3 = m3,link + Δm3,

I3 = I3,link + ΔI2.

The distance dq,r(t) that has been used to locate the center of mass of link 3 as a function
of time is related to the displacement x(t) in the actuator via

dq,r(t) = x(t) + zc3

where zc3
is a constant. The addition of mass to link 2 and link 3 will alter the locations

of the mass centers of the links, and it is assumed that yq,c2
and zc3

reflect these updated
center of mass positions. The rotation 𝜃a of the armature relative to the motor casing
is related to the displacement of the linear actuator x = c𝜃a, where c is the screw pitch
having units of meters per radian. The kinetic energy of the armature and drive shaft
can be written as

Ta = 1
2

mav0,ca
⋅ v0,ca

+ 1
2
𝝎0,a ⋅ Ia𝝎0,a

where v0,ca
is the velocity of the mass center of the armature and drive shaft assembly,

and 𝝎0,a is the angular velocity of the armature

𝝎0,a = 𝝎0,2 + 𝜃̇az3 = 𝝎0,2 +
1
c

ẋz3.
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With all of these changes, the kinetic energy of the robot can be written as

T = T1 + T2 + T3 + Ta,

= 1
2

m1v0,1 ⋅ v0,1 +
1
2
𝝎0,1 ⋅ I1𝝎0,1,

+ 1
2

m2v0,2 ⋅ v0,2 +
1
2
𝝎0,2 ⋅ I2𝝎0,2,

+ 1
2

m3v0,3 ⋅ v0,3 +
1
2
𝝎0,3 ⋅ I3𝝎0,3,

+ 1
2

mav0,ca
⋅ v0,ca

+ 1
2
𝝎0,a ⋅ Ia𝝎0,3.

The kinetic energy has been written explicitly in this form to emphasize that the arma-
ture and drive shaft make contributions to the total kinetic energy. It has been assumed
that these terms are negligible in the remainder of this example. The final form of the
kinetic energy, using a lumped mass approximation, assuming the armature mass and
inertia are negligible, and observing that the link 1 center of mass does not translate,
becomes

T = 1
2

m2v0,2 ⋅ v0,2 +
1
2

m3v0,3 ⋅ v0,3.

The potential energy has the form V = m3g(do,p − dq,r cos 𝜃2), where the mass m3
and definition of dq,r account for the actuator mass contributions. The virtual work
performed by the electromagnetic torque 𝝉3 acting on the armature is equal to
𝛿W = 𝜏3𝛿𝜃a = 𝜏3

1
c
𝛿x = 1

c
𝜏3𝛿dq,r .

Kirchoff’s voltage law for the armature circuit is

L3
di3

dt
+ R3i3 + kb3

𝜃̇a = e3,

𝜏3 = kt3
i3,

where L3 and R3 are the armature inductance and resistance, respectively, kb3
is the

motor back EMF constant, i3 is the armature current, and e3 is the input voltage. The
final system of governing equations is therefore

M(q)q̈ = n(q, q̇) +
⎧⎪⎨⎪⎩

𝜏1

𝜏2
1
c

kt3
i3

⎫⎪⎬⎪⎭
,

L3
di3

dt
+ R3i3 +

1
c

kb3
ḋq,r = e3.

The generalized mass matrix M and nonlinear right hand side n have the same form as
derived in previous problems for this robotic structure, but with the coefficients m2 and
m3 modified for the addition of mass of the linear actuator.
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If the equations are collected from Examples 6.11 and 6.12 for the joint 1 and 2 actu-
ators, along with these equations for the linear actuator, the following equations can be
constructed to represent the robotic system with actuator dynamics

M(q(t))q̈(t) = n(q(t), q̇(t)) +

⎡⎢⎢⎢⎢⎣

Kb1
0 0

0 Kt2
0

0 0 1
c

Kt3

⎤⎥⎥⎥⎥⎦

⎧⎪⎨⎪⎩

i1

i2

i3

⎫⎪⎬⎪⎭
,

⎡⎢⎢⎢⎣

L1 0 0

0 L2 0

0 0 L3

⎤⎥⎥⎥⎦

⎧⎪⎪⎪⎨⎪⎪⎪⎩

di1

dt
di2

dt
di3

dt

⎫⎪⎪⎪⎬⎪⎪⎪⎭

+
⎡⎢⎢⎢⎣

R1 0 0

0 R2 0

0 0 R3

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

i1

i2

i3

⎫⎪⎬⎪⎭
+

⎡⎢⎢⎢⎣

Kb1
0 0

0 Kb2
0

0 0 1
c
Kb3

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

𝜃̇1

𝜃̇2

ḋqr

⎫⎪⎬⎪⎭
=

⎧⎪⎨⎪⎩

e1

e2

e3

⎫⎪⎬⎪⎭
.

In this equation, M and n are modified from their nominal values without actuators
to account for the mass and inertia of the two rotational and one linear actuator. The
next section will show that these equations are one example of a general form for the
equations of motion of robotic systems that include actuator dynamics.

6.10 Backstepping Control and Actuator Dynamics

This chapter has discussed several methods for deriving feedback controllers having the
structure 𝝉(t) ∶= 𝝉(q(t), q̇(t)) for robotic systems that take the form

M(q(t))q̈(t) = n(q(t), q̇(t)) + 𝝉 . (6.45)
Stability and convergence of the controlled system is based on analysis of a Lyapunov
function that is tailored to the form of the governing Equation (6.45) and the specific
feedback input 𝝉 ∶= 𝝉(q(t), q̇(t)). As noted in the previous section, it is rare for actu-
ation torques or forces to be directly controlled in practice. It is much more common
that commanded inputs take the form of voltages or currents that drive motors, which
in turn generate forces or moments that act on the robot. It has been shown that one
of the general models that includes actuator dynamics arising from DC motors or elec-
tromechanical linear actuators consists of a set of coupled and mechanical and electrical
subsystems

M(q(t))q̈(t) = n(q(t), q̇(t)) + Kti(t), (6.46)

L di
dt

(t) + Ri(t) + Kbq̇(t) = e(t), (6.47)

where L is the diagonal N × N inductance matrix, R is the diagonal N × N resistance
matrix, Kb is the diagonal N × N back EMF constant matrix, and Kt is the diagonal
N × N torque constant matrix. Equations (6.46) and (6.47) can also be rewritten in first
order form as a pair of equations

ẋ1(t) = f(x1(t)) + G(x1(t))x2(t), (6.48)

ẋ2(t) = h(x1(t), x2(t),u(t)). (6.49)
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Suppose that an ideal feedback law x2(t) ∶= k(x1(t)) could be imposed directly in
Equation (6.48). Also suppose that the stability of the motion of x1 that would result
when this ideal feedback is substituted into Equation (6.48) is guaranteed by a Lyapunov
function that satisfies

1 ∶= 1(x1) > 0 for all x1 ≠ 0,

̇1 ∶= 𝜕V
𝜕x1

⋅ (f(x1) + G(x1)k(x1)) < 0 for all x1 ≠ 0.
(6.50)

However, when the coupled pair of Equations (6.48) and (6.49) are considered together, it
is the input u(t) for t ∈ ℝ+ that is imposed, and it cannot be guaranteed that the desired
control law x2(t) ≡ k(x1(t)) holds for each t ∈ ℝ+. Define a new state z as

z(t) ∶= x2(t) − k(x1(t))

that measures how closely the evolution of the coupled system comes to satisfying the
ideal control law. With the introduction of the new state z, the governing equations in
first order form can now be expressed as

ẋ1(t) = f(x1) + G(x1(t))k(x1(t)) + G(x1)z(t)
ż(t) = h(t) − k̇(t) ∶= v(t).

By using the assumption that the control law k(x1) corresponds to the Lyapunov func-
tion 1 that satisfies the conditions in Equation (6.50), it is possible to define a feedback
controller for the coupled pair of equations. Choose the Lyapunov function

2

({x1

z

})
∶= 1(x1) +

1
2

zT z.

When the derivative of the Lyapunov function 2 is calculated along the trajectories of
the coupled pair of equations,

̇2 =
𝜕1

𝜕x1
⋅ {(f(x1) + G(x1)k(x1)) + G(x1)z} + zT ż,

=
𝜕1

𝜕x1
⋅ {f(x1) + G(x1)k(x1)}

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

<0 for all x1≠0

+ zT
{

G(x1)T 𝜕1

𝜕x1

T

+ v
}
.

Now suppose v is chosen to be

v ∶= −𝜅z − G(x1)T 𝜕1

𝜕x1

T

. (6.51)

For this case, it follows that

2

({x1

z

})
> 0 for all

{x1

z

}
≠ 0,

̇2

({x1

z

})
< 0 for all

{x1

z

}
≠ 0.

Therefore, the equilibrium at the origin of the coupled dynamics governing {xT
1 xT}T

is asymptotically stable. The use of backstepping control is shown in the following
example.
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Example 6.15 Design a setpoint controller for the robotic system studied in
Example 6.14 using a backstepping controller by using the Lyapunov function and
feedback controller based on ideal dynamic inversion.

Solution: Define the state

x1 ∶=
{

e
ė

}

where e ∶= q − qd. The “ideal feedback law” that consists of a feedforward component
that achieves dynamic inversion and a PD outer loop is defined as

k(x1) ∶= K−1
t {M(−G1(q̇ − q̇d) − G0(q − qd)) − n},

= K−1
t {M(−G1ė − G0e) − n}.

When the state z ∶= i − k(x1) that measures how well the state i follows that ideal
dynamic inversion control law is defined, the mechanical equations of motion can be
written as

ẋ1(t) ∶=
[ 𝟎 𝕀
−G0 −G1

]
x1(t) +

[ 𝟎
M−1Kt

]
z(t),

= Ax1(t) + Bz(t).

Define the Lyapunov function associated with the state x1 to be1(x1) ∶=
1
2

xT
1 Px1 where

P is a symmetric, positive definite solution of Lyapunov’s equation

PA + AT P = −Q,

for some symmetric, positive matrix Q. Such a matrix P is guaranteed to exist since A
is Hurwitz. 1 may be verified as a Lyapunov function for the uncoupled equation in x1
that is obtained when z(t) ≡ 0, or i(t) ≡ k(x1(t)), for all t ∈ ℝ+.

The electrical domain equations, expressed in terms of the new state, become

ż = di
dt

− k̇,

= L−1(−Ri − Kbq̇ + e) − k̇.

Next, the derivative k̇ of the feedback is expanded as

k̇ = K−1
t M

[
−G0 −G1

]
ẋ1 − K−1

t
𝜕n
𝜕x1

ẋ1,

=
{

K−1
t M

[
−G0 −G1

]
− K−1

t
𝜕n
𝜕x1

}

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

G2

{Ax1 + Bz}.

The electrical subsystem governing equation can therefore be written as

ż = L−1(−Ri − Kbq̇ + e) − G2(Ax1 + Bz)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

v

.
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As derived in Equation (6.51), v ∶= − 1
2
kz − GT 𝜕1

𝜕x1

T
. This requires that

v = −1
2

kz − GT 𝜕1

𝜕x1

T

= L−1(Ri − Kbq̇ + e) − G2(Ax + Bz).

This identity holds when the input voltages e to the actuators are prescribed as

e = L
(
−1

2
kz − BT Px1 + G2[Ax1 + Bz]

)
− Ri + Kbq̇. (6.52)

Now, the ability of the control input voltages e to generate the desired asymptotic
behavior will be verified. With the actuator voltages e in Equation (6.52), the vector v
becomes

v = −1
2

kz − BT Px1.

Calculating the derivative of the Lyapunov function 2 ∶= 1 +
1
2

zT z along the trajec-
tories of the coupled mechanical–electrical system results in

̇2 ∶= 1
2
[(Ax1 + Bz)T Px1 + xT

1 PT (Ax1 + Bz)] + zT ż,

= 1
2

[
xT

1 (A
T P + PA)x1 + zT BT Px1 + zT

(
−1

2
kz − BT Px1

)]
,

= −1
2

xT
1 Qx1 −

1
2

kzT z.

This shows that 2 > 0 and ̇2 < 0 for x ∶= {xT
1 zT}T

≠ 𝟎T . Therefore, the origin of the
coupled dynamics is asymptotically stable.

6.11 Problems for Chapter 6, control of Robotic Systems

6.11.1 Problems on Gravity Compensation and PD Setpoint Control

Problem 6.1. A two degree of freedom PUMA model was derived in Problem 5.21 for
the robot depicted in Figures 5.25 and 5.26. The generalized coordinates for this robot
are selected to be

q(t) ∶=

{
𝜃1(t)
𝜃2(t)

}
,

where 𝜃1 and 𝜃2 are the angles for revolute joints 1 and 2, respectively. The generalized
forces are

𝝉(t) ∶=

{
𝜏1(t)
𝜏2(t)

}
,

where 𝜏1 and 𝜏2 are the actuation torques that act about the revolute joints 1 and 2,
respectively. Let the system parameters for this robot be m1 = m2 = 2 kg and L1 = 0.25
m. Derive the controller that uses PD feedback with gravity compensation as described
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in Theorem 6.4 for this robot to achieve setpoint control. Write a program to simulate
the performance of the controller. Plot the state trajectories, setpoint error, and control
inputs as a function of time for various choices of the initial conditions, the target state
and the choice of feedback gains.

Problem 6.2. A three degree of freedom model was derived in Problem 5.22 for the
PUMA robot depicted in Figures 5.25 and 5.26. The generalized coordinates for this
robot are selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

𝜃1(t)

𝜃2(t)

𝜃3(t)

⎫⎪⎬⎪⎭
,

where 𝜃1, 𝜃2 and 𝜃3 are the angles for revolute joints 1, 2 and 3, respectively. The gener-
alized forces are

𝝉(t) ∶=
⎧⎪⎨⎪⎩

𝜏1(t)
𝜏2(t)
𝜏3(t)

⎫⎪⎬⎪⎭
,

where 𝜏1, 𝜏2, and 𝜏3 are the actuation torques that act at revolute joints 1, 2, and 3, respec-
tively. Let the system parameters for this robot be W = 0.5 m, D = 0.5 m, L1 = 1 m,
L2 = 1 m, and m3 = 20 kg. Derive the controller that uses PD feedback with gravity com-
position as described in Theorem 6.4 for this robot to achieve setpoint control. Write a
program to simulate the performance of the controller. Plot the state trajectories, set-
point error, and control inputs as a function of time for various choices of the initial
conditions, the target state and the choice of feedback gains.

Problem 6.3. A two degree of freedom model was derived in Problem 5.23 for the
PUMA robot depicted in Figures 5.25 and 5.26. The generalized coordinates for this
robot are selected to be

q(t) ∶=
{
𝜃1(t)
𝜃2(t)

}
,

where 𝜃1 and 𝜃2 are the angles for revolute joints 1 and 2, respectively. The generalized
forces are

𝝉(t) =
{
𝜏1(t)
𝜏2(t)

}
,

where 𝜏1 and 𝜏2 are the actuation torques that act at the revolute joints 1 and 2, respec-
tively. Let the system parameters for this robot be m1 = m2 = 25 kg, I11,2 = 20 kg m2,
I22,2 = 25 kg m2, I33,2 = 10 kg m2, D = 0.25 m, and L1 = 0.5 m. Derive the controller that
uses PD feedback with gravity composition as described in Theorem 6.4 for this robot
to achieve setpoint control. Write a program to simulate the performance of the con-
troller. Plot the state trajectories, setpoint error, and control inputs as a function of time
for various choices of the initial conditions, the target state and the choice of feedback
gains.
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Problem 6.4. A three degree of freedom model was derived in Problem 5.24 for the
Cartesian robot depicted in Figure 5.27. The generalized coordinates for this robot are
selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

x(t)
y(t)
z(t)

⎫⎪⎬⎪⎭
,

where x(t), y(t), and z(t) are the translations in the inertial x0, y0, z0 directions, respec-
tively. The generalized forces are

𝝉(t) ∶=
⎧⎪⎨⎪⎩

fx

fy

fz

⎫⎪⎬⎪⎭
,

where fx, fy, and fz are the actuation forces acting along the prismatic joints along the
inertial x0, y0, and z0 directions, respectively. Let the system parameters for this robot
be m1 = 20 kg, m2 = 10 kg, and m3 = 5 kg. Derive the controller that uses PD feedback
with gravity compensation as described in Theorem 6.4 for this robot to achieve setpoint
control. Write a program to simulate the performance of the controller. Plot the state
trajectories, setpoint error, and control inputs as a function of time for various choices
of the initial conditions, the target state and the choice of feedback gains.

Problem 6.5. A three degree of freedom model was derived in Problem 5.25 for the
spherical wrist depicted in Figures 5.28 and 5.29. The generalized coordinate for this
robot are selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

𝜓(t)
𝜃(t)
𝜙(t)

⎫⎪⎬⎪⎭
,

where𝜓, 𝜃 and 𝜙 are the angles for joints 1, 2, and 3, respectively. The generalized forces
are

𝝉(t) =
⎧⎪⎨⎪⎩

𝜏1

𝜏2

𝜏3

⎫⎪⎬⎪⎭
,

where 𝜏1, 𝜏2, and 𝜏3 are the actuation torques that act at joints 1, 2, and 3, respectively.
Let the system parameters for this robot be m1 = 5 kg, m2 = 5 kg, m3 = 2 kg, I33,1 = 5
kg m2, I33,2 = 4 kg m2, I33 = 2 kg m2, I11,3 = 3 kg m2, I22,2 = 1 kg m2, zp,c2

= 0.1 m, and
zqc3 = 0.1 m. Derive the controller that uses PD feedback with gravity composition as
described in Theorem 6.4 for this robot to achieve setpoint control. Write a program
to simulate the performance of the controller. Plot the state trajectories, setpoint error,
and control inputs as a function of time for various choices of the initial conditions, the
target state and the choice of feedback gains.
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Problem 6.6. A three degree of freedom model was derived in Problem 5.26 for the
SCARA robot depicted in Figures 5.30 and 5.31. The generalized coordinates for this
robot are selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

𝜃1(t)
𝜃2(t)
d(t)

⎫⎪⎬⎪⎭
,

where 𝜃1 and 𝜃2 are the joint variables for revolute joints 1 and 2, respectively, and d is
the joint variable for prismatic joint 3. The generalized forces are

𝝉(t) =
⎧⎪⎨⎪⎩

𝜏1

𝜏2

f

⎫⎪⎬⎪⎭
,

where 𝜏1 and 𝜏2 are the actuation moments that drive revolute joints 1 and 2, respec-
tively, and f is the actuation force that drives prismatic joint 3. Let the system parameters
for this robot be m1 = 10 kg, m2 = 10 kg, m3 = 2 kg, L1 = 0.25 m, D1 = 0.2 m, L2 = 0.2
m, and D2 = 0.1 m. Derive the controller that uses PD feedback with gravity composition
as described in Theorem 6.4 for this robot to achieve setpoint control. Write a program
to simulate the performance of the controller. Plot the state trajectories, setpoint error,
and control inputs as a function of time for various choices of the initial conditions, the
target state and the choice of feedback gains.

Problem 6.7. A three degree of freedom model was derived in Problem 5.27 for the
robot depicted in Figures 5.30 and 5.31. The generalized coordinates for this robot are
selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

𝜃1(t)
𝜃2(t)
d(t)

⎫⎪⎬⎪⎭
,

where 𝜃1 and 𝜃2 are the joint variables for revolute joints 1 and 2, respectively, and d is
the displacement along prismatic joint 3. The generalized forces are

𝝉(t) =
⎧⎪⎨⎪⎩

𝜏1

𝜏2

f

⎫⎪⎬⎪⎭
,

where 𝜏1 and 𝜏2 are the joint torques for revolute joints 1 and 2, respectively, and f is the
joint force for prismatic joint 3. Let the system parameters for this robot be m1 = 5 kg,
m2 = 4 kg, m3 = 2 kg, L1 = 0.1 m, L2 = 0.2 m, I33,1 = 2 kg m2, I33,2 = 3 kg m2, I33,3 = 4 kg
m2. Derive the controller that uses PD feedback with gravity composition as described
in Theorem 6.4 for this robot to achieve setpoint control. Write a program to simulate
the performance of the controller. Plot the state trajectories, setpoint error, and control
inputs as a function of time for various choices of the initial conditions, the target state
and the choice of feedback gains.
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Problem 6.8. A three degree of freedom model was derived in Problem 5.28 for the
robot depicted in Figures 5.32 and 5.33. The generalized coordinates for this robot are
selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

𝜃(t)
H(t)
L(t)

⎫⎪⎬⎪⎭
,

where 𝜃 is the joint angle for revolute joint 1, and H(t) and L(t) are the displacements
for prismatic joints 2 and 3, respectively. The generalized forces are

𝝉(t) ∶=
⎧⎪⎨⎪⎩

𝜏(t)
f1(t)
f2(t)

⎫⎪⎬⎪⎭
,

where 𝜏 is the actuation torque that acts as revolute joint 1, and f1 and f2 are the actua-
tion forces that act along prismatic joints 2 and 3, respectively. Let the system parameters
for this robot be m1 = 10 kg, m2 = 10 kg, m3 = 3 kg, LA = 0.2 m, H1 = 0.3 m, D2 = 0.2
m, H3 = 0.1 m and D3 = 0.2 m. Derive the controller that uses PD feedback with grav-
ity composition as described in Theorem 6.4 for this robot to achieve setpoint control.
Write a program to simulate the performance of the controller. Plot the state trajecto-
ries, setpoint error, and control inputs as a function of time for various choices of the
initial conditions, the target state and the choice of feedback gains.

Problem 6.9. A three degree of freedom model was derived in Problem 5.29 for the
robot depicted in Figures 5.32 and 5.33. The generalized coordinates for this robot are
selected to be

q(t) ∶=
⎧⎪⎨⎪⎩

𝜃(t)
H(t)
L(t)

⎫⎪⎬⎪⎭
,

where 𝜃 is the angle revolute joint 1, and H(t) and L(t) are the displacements for pris-
matic joints 2 and 3, respectively. The generalized forces are

𝝉(t) ∶=
⎧⎪⎨⎪⎩

m(t)
f1(t)
f2(t)

⎫⎪⎬⎪⎭
,

where m is the actuation torque for revolute joint 1, and f1 and f2 are the actuation forces
that act at along the prismatic joints 2 and 3, respectively. Let the system parameters
for this robot be m1 = 10 kg, m2 = 10 kg, m3 = 3 kg, I33,1 = 2 kg m2, I33,3 = 10 kg m2,
LA = 0.2 m, H1 = 0.3 m, D2 = 0.2 m, H3 = 0.1 m, and D3 = 0.2 m. Derive the controller
that uses PD feedback with gravity composition as described in Theorem 6.4 for this
robot to achieve setpoint control. Write a program to simulate the performance of the
controller. Plot the state trajectories, setpoint error, and control inputs as a function
of time for various choices of the initial conditions, the target state and the choice of
feedback gains.
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6.11.2 Problems on Computed Torque Tracking Control

Problem 6.10. Consider the robot studied in Problem 6.1. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.11. Consider the robot studied in Problem 6.2. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.12. Consider the robot studied in Problem 6.3. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.13. Consider the robot studied in Problem 6.4. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.14. Consider the robot studied in Problem 6.5. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.15. Consider the robot studied in Problem 6.6. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.16. Consider the robot studied in Problem 6.7. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
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Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.17. Consider the robot studied in Problem 6.8. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

Problem 6.18. Consider the robot studied in Problem 6.9. Derive a tracking controller
that uses the exact computed torque control with the outer loop selected to be PD feed-
back as in Theorem 6.3. Write a program to simulate the performance of the controller.
Plot the state trajectories, tracking error, and control inputs as a function of time for
various choices of the initial conditions, desired trajectories, and the choice of feedback
gains.

6.11.3 Problems on Dissipativity Based Tracking Control

Problem 6.19. Consider the robot studied in Problem 6.1. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.20. Consider the robot studied in Problem 6.2. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.21. Consider the robot studied in Problem 6.3. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.22. Consider the robot studied in Problem 6.4. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.23. Consider the robot studied in Problem 6.5. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
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error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.24. Consider the robot studied in Problem 6.6. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.25. Consider the robot studied in Problem 6.7. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.26. Consider the robot studied in Problem 6.8. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.

Problem 6.27. Consider the robot studied in Problem 6.9. Derive a tracking controller
that uses the controller based on dissipativity principles in Theorem 6.7. Write a pro-
gram to simulate the performance of the controller. Plot the state trajectories, tracking
error, and control inputs as a function of time for various choices of the initial conditions,
desired trajectories, and the choice of feedback gains.
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Chapter 7

Image Based Control of Robotic Systems

Chapter 6 introduced some of the fundamental joint space feedback control methods.
Many variants of these control strategies have been derived in the literature. This chapter
focuses on the derivation of feedback controllers that utilize measurements or observa-
tions collected from cameras or in the form of CCD imagery in the task space. The image
based visual servo control problem is defined, and its stability and convergence are dis-
cussed. General methods to achieve asymptotic stability of task space controllers that
utilize the computed torque control strategy are introduced. It is shown that camera and
CCD imagery measurements can be employed in task space control formulations. Upon
completion of this chapter the student should be able to:

• Define the image plane coordinates and pixel coordinates associated with camera
measurements of robotic system location and orientation.

• Derive the interaction matrix relating the derivatives of image plane coordinates to
the velocity of the origin of the camera frame and the angular velocity of the camera
frame in the inertial frame.

• State the image based visual servo control problem and discuss its stability.
• Derive computed torque controllers in terms of task space coordinates.
• Derive task space controllers for visual servo problems.

7.1 The Geometry of Camera Measurements

Modern robotic control systems utilize a wide variety of sensors to measure the config-
uration and motion of a robotic system during its operation. These sensors may include
accelerometers, rate gyros, magnetometers, angle encoders, or global positioning system
(GPS) sensors, to name a few. This section will discuss a basic camera model that can
be used to represent many of the cameras that are used in robotics for various con-
trol tasks. The simplest camera model that is applicable to many of the commercially
available cameras is based on the pinhole camera or perspective projection camera.

7.1.1 Perspective Projection and Pinhole Camera Models

As shown in Figure 7.1, when a classical pinhole camera creates an image of a point p,
a ray is traced from the point p through the pinhole located at the origin of the camera
frame ℂ onto the focal plane. The focal length f is the distance from the origin of the

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems
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Figure 7.1 Perspective pinhole camera, rear projected.

camera frame to the focal plane. This chapter denotes the basis for the camera frame
ℂ as xℂ, yℂ, zℂ. By convention the line-of-sight of the camera is along the zℂ axis. The
camera coordinates (X,Y ,Z) of a feature point p viewed from a camera are defined in
terms of the position vector rℂ,p of the point p in the camera frame ℂ,

rℂ,p = Xxℂ + Y yℂ + Zzℂ.

The coordinates (u, v) of the image point in the focal plane are known as the the canoni-
cal image plane coordinates, retinal coordinates, or calibrated coordinates. As shown in
Figure 7.1, the location of the the focal plane on the opposite side of the point p being
viewed implies that the image in the focal plane is inverted. Figure 7.2 shows a full view
of the u–w plane in this case. The relationship between the camera coordinates X,Y ,Z
and the focal plane coordinates (u, v) can be derived by considering similar triangles in
Figure 7.2. Knowing the focal length f between the focal plane and camera frame, the
relationship is

u = −f X
Z
, v = −f Y

Z
. (7.1)

It is common practice to replace the physically motivated geometry in Figure 7.1 with a
mathematical model that places the focal plane between the origin of the camera frame

u

w

xc (X,Y,Z )

zc

f

Zx

X

Figure 7.2 Perspective pinhole camera, coordinate calculation.
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Figure 7.3 Perspective pinhole camera, front projected.

and point p being viewed, as shown in Figure 7.3. While this arrangement is not physi-
cally realizable, it is used so that the image is not inverted in the focal plane. In this math-
ematical model, the negative signs in Equation (7.2) do not appear, and the relationship
between the focal plane coordinates (u, v) and the camera coordinates (X,Y ,Z) is simply
u = fX∕Z and v = fY∕Z. These equations can be rewritten in terms of the homogeneous
coordinates of the image point in the focal plane and the camera frame coordinates as

Z
⎧⎪⎨⎪⎩

u
v
1

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

f 0 0 0
0 f 0 0
0 0 1 0

⎤⎥⎥⎥⎦

⎧⎪⎪⎨⎪⎪⎩

X
Y
Z
1

⎫⎪⎪⎬⎪⎪⎭
. (7.2)

Equation (7.2) relates the focal plane coordinates (u, v) to the camera coordinates
(X,Y ,Z), but it is often desired to understand how the coordinates of the point p
in the inertial 0 frame are related to the focal plane coordinates. The tools derived
in Chapters 2 and 3 can be used to obtain the desired expression. Recall that the
homogeneous coordinates of the point with respect to the camera ℂ frame are defined
as pℂ =

{
X,Y ,Z, 1

}T . These coordinates are related to the inertial frame 0 using the
homogeneous transform pℂ = Hℂ

0 p0,

⎧⎪⎨⎪⎩

X
Y
Z
1

⎫⎪⎬⎪⎭
=
[

Rℂ
0 dℂ

ℂ,0
0 1

]⎧⎪⎨⎪⎩

X0
Y0
Z0
1

⎫⎪⎬⎪⎭
. (7.3)

The final homogeneous transformation that relates the inertial frame 0 coordinates and
the focal plane coordinates is achieved by combining Equations (7.2) and (7.3),

Z
⎧⎪⎨⎪⎩

u
v
1

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

f 0 0
0 f 0
0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎥⎦

[
Rℂ

0 dℂ
ℂ,0

0 1

]⎧⎪⎪⎨⎪⎪⎩

X0

Y0

Z0

1

⎫⎪⎪⎬⎪⎪⎭
. (7.4)
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7.1.2 Pixel Coordinates and CCD Cameras

Most modern cameras are comprised of sensors that make measurements using
charge coupled device, or CCD, arrays. Cameras based on CCD arrays return a two
dimensional matrix of intensity values, in contrast to the mathematical abstraction
used in the last section that considered the image as a continuously varying intensity
over the focal plane. The pixel coordinates are used to represent the locations of the
entries in the CCD array of intensity values. The pixel coordinates are introduced in a
two step process. First, because the individual pixel elements in the CCD array can have
different dimensions in the horizontal and vertical directions, the scaled coordinates
(us, vs) are defined in terms of the focal coordinates (u, v) via the simple diagonal matrix
equation{ us

vs

}
=
[ su 0

0 sv

]{ u
v

}
, (7.5)

where the parameters su, sv are scale factors in the u and v directions, respectively.
In addition to scaling, it is also common that the pixels in a CCD array are numbered

from left to right, starting at the upper left corner of the pixel array. We account for this
offset and define the pixel coordinates by shifting the origin with respect to the scaled
coordinates,{

𝜉

𝜂

}
=
{ us

vs

}
+
{ ou

ov

}
, (7.6)

where (ou, ov) is the location of the principal point or the image of the line-of-sight of the
camera in the CCD array. The process of scaling and translating to obtain the pixel coor-
dinates in terms of the focal plane coordinates can be written by combining Equations
(7.5) and (7.6) in terms of a single transformation

⎧⎪⎨⎪⎩

𝜉

𝜂

1

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

su 0 ou

0 sv ov

0 0 1

⎤⎥⎥⎥⎦

⎧⎪⎨⎪⎩

u
v
1

⎫⎪⎬⎪⎭
. (7.7)

Before closing this section, several variants of the equations that relate the camera
coordinates, inertial coordinates, focal plane coordinates, and pixel coordinates are
derived. These equations introduce the intrinsic or calibration parameter matrix. With
Equation (7.7), Equation (7.4) can be used to relate the pixel coordinates and inertial
coordinates of the image point p in

Z
⎧⎪⎨⎪⎩

𝜉

𝜂

1

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

su s𝜃 ou

0 sv ov

0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

f 0 0
0 f 0
0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎥⎦

⎧⎪⎪⎨⎪⎪⎩

X
Y
Z
1

⎫⎪⎪⎬⎪⎪⎭
.

Note that these equations have introduced another scalar parameter, s𝜃 , that measures
how pixels in the CCD array are sheared relative to the vertical and horizontal directions.
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Combining the focal length with the calibration constants sx, sy, s𝜃, ou, ov results in

Z
⎧⎪⎨⎪⎩

𝜉

𝜂

1

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

f su f s𝜃 ou

0 f sv ov

0 0 1

⎤⎥⎥⎥⎦

⎡⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎥⎦

⎧⎪⎪⎨⎪⎪⎩

X
Y
Z
1

⎫⎪⎪⎬⎪⎪⎭
,

in which the camera intrinsic parameter matrix or calibration matrix may be defined
as K,

K =
⎡⎢⎢⎣

f su f s𝜃 ou
0 f sv ov
0 0 1

⎤⎥⎥⎦
.

By defining the projection matrix

𝜫0 =
⎡⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎦
that extracts the first three coordinates from any 4 vector of homogeneous coordinates,
a succinct rule that defines the pixel coordinates in terms of the camera coordinates is
written as

Z
⎧⎪⎨⎪⎩

𝜉

𝜂

1

⎫⎪⎬⎪⎭
= K𝜫0

⎧⎪⎪⎨⎪⎪⎩

X
Y
Z
1

⎫⎪⎪⎬⎪⎪⎭
.

For completeness the relationships that use the intrinsic parameter matrix K to express
the pixel coordinates in terms of the inertial coordinates are summarized,

Z
⎧⎪⎨⎪⎩

𝜉

𝜂

1

⎫⎪⎬⎪⎭
= K𝜫0Hℂ

0

⎧⎪⎪⎨⎪⎪⎩

X0

Y0

Z0

1

⎫⎪⎪⎬⎪⎪⎭
= K𝜫0

[
Rℂ

0 dℂ
ℂ,0

0 1

]⎧⎪⎪⎨⎪⎪⎩

X0

Y0

Z0

1

⎫⎪⎪⎬⎪⎪⎭
,

Z
⎧⎪⎨⎪⎩

u
v
1

⎫⎪⎬⎪⎭
= ZK−1

⎧⎪⎨⎪⎩

𝜉

𝜂

1

⎫⎪⎬⎪⎭
= 𝜫0Hℂ

0

⎧⎪⎪⎨⎪⎪⎩

X0

Y0

Z0

1

⎫⎪⎪⎬⎪⎪⎭
.

7.1.3 The Interaction Matrix

This section derives the interaction matrix or image Jacobian matrix that plays a crit-
ical role in the development of control strategies that use camera measurements for



�

� �

�

420 7 Image Based Control of Robotic Systems

feedback. The interaction matrix relates the derivatives of the focal plane coordinates to
the velocity and angular velocity of the camera frame in the inertial frame.

Definition 7.1 Let u(t) ∶= (u(t), v(t))T be the time varying image plane coordi-
nates of a point that is fixed in the inertial frame or 0 frame. The interaction matrix
L relates the time derivative u̇ ∶= (u̇(t), v̇(t))T of the image plane coordinates, the
velocity in the inertial frame v0,c of the origin of the camera frame ℂ and the angular
velocity of the camera frame in the inertial frame via the equation

u̇(t) =
{ u̇(t)

v̇(t)

}
= L

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
. (7.8)

The following theorem specifies an explicit representation of the interaction matrix L
when the focal length is equal to 1.

Theorem 7.1 If the focal length is equal to 1, interaction matrix L = L(u, v,Z)
satisfies

{ u̇
v̇

}
=
⎡⎢⎢⎢⎣
− 1

Z
0 u

Z
uv −(1 + u2) v

0 − 1
Z

v
Z

(1 + v2) −uv −u

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

L(u,v,Z)

{
rℂ0,c
𝝎

ℂ
0,ℂ

}
. (7.9)

Proof : There are several ways to derive the identity in Equation (7.9). This proof will
use the derivative Theorem 2.12 that relates the calculation of time derivatives when the
basis for the camera frame and the inertial frame are held fixed. By definition, the posi-
tion vectors can be related via r0,p = rℂ,p + d0,c, where r0,p is the position of the feature
point p in the 0 frame, rℂ,p is the position of the feature point p in the ℂ frame, and d0,c
is the vector that connects the origin of the 0 frame to the origin c of the ℂ frame. When
the derivative is taken of this vector equation while holding the basis for the 0 frame
fixed, it becomes

d
dt

||||0r0,p

⏟⏟⏟

v0,p=0

= d
dt

||||0rℂ,p +
d
dt

||||0d0,c

⏟⏞⏟⏞⏟

v0,c

.

Note that the definition of the velocity of the point p in the 0 frame and the velocity
of the origin c of the ℂ frame in the inertial frame is used in this equation. The trouble-
some term is the derivative d

dt
|||0rℂ,p, which is not known a priori. However, the derivative
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Theorem 2.12 provides a method of relating the derivatives of an arbitrary vector a with
respect to any two frames 𝔽 ,𝔾 as

d
dt

||||𝔽 a = d
dt

||||𝔾a + 𝝎𝔽 ,𝔾 × a. (7.10)

By assumption, the camera frame coordinates are (X(t),Y (t),Z(t))T , so the position
rℂ,p is rℂ,p = Xxℂ + Y yℂ + Zzℂ, where xℂ, yℂ, zℂ is the basis for frame ℂ. Define the
velocity of the origin c of the camera frame ℂ and the angular velocity of the camera
frame ℂ in the inertial 0 frame as v0,c = vxxℂ + vyyℂ + vzzℂ and 𝝎0,ℂ = 𝜔xxℂ + 𝜔yyℂ +
𝜔zzℂ. Applying the transport theorem in Equation (7.10) for frames 𝔽 = 0 and 𝔾 = ℂ
results in

d
dt

||||0rℂ,p = d
dt

||||ℂrℂ,p + 𝝎0,ℂ × rℂ,p = Ẋxℂ + Ẏ yℂ + Żzℂ +
|||||||

xℂ yℂ zℂ
𝜔x 𝜔y 𝜔z

X Y Z

|||||||
.

If this expression is substituted for d
dt
|||0rℂ,p in Equation (7.1.3), and the result is solved

for (Ẋ, Ẏ , Ż)T , the matrix equation becomes

⎧⎪⎨⎪⎩

Ẋ
Ẏ
Ż

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎢⎣

−1 0 0 0 −Z Y
0 −1 0 Z 0 −X
0 0 −1 −Y X 0

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

D(X,Y ,Z)

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
. (7.11)

This relationship will be used in several of the proofs that follow. It is written in compact
form as

Ẋ = D(X,Y ,Z)

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
. (7.12)

Next, a relationship between u̇, v̇, Ẋ, Ẏ , and Ż will be determined. By definition,
u = fX∕Z and v = fY∕Z. Suppose that the focal length f = 1. Differentiating u(t)
and v(t) yields{ u̇

v̇

}
= 1

Z

{ Ẋ
Ẏ

}
− 1

Z2 Ż
{ X

Y

}
= 1

Z

{ Ẋ
Ẏ

}
− Ż

Z

{ u
v

}
.

When the identity above is simplified using the definition of the image plane coordinates,
it is possible to obtain a matrix equation that relates the derivatives (u̇, v̇) of the image
plane coordinates to the derivatives (Ẋ, Ẏ , Ż) of the camera frame coordinates in

{ u̇
v̇

}
= 1

Z

[ 1 0 −u
0 1 −v

]⎧⎪⎨⎪⎩

Ẋ
Ẏ
Ż

⎫⎪⎬⎪⎭
. (7.13)
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The final expression for the interaction matrix is obtained when Equation (7.11) is sub-
stituted into Equation (7.13)

{ u̇
v̇

}
= 1

Z

[ 1 0 −u
0 1 −v

]⎧⎪⎨⎪⎩

Ẋ
Ẏ
Ż

⎫⎪⎬⎪⎭
,

= 1
Z

[ 1 0 −u
0 1 −v

] ⎡⎢⎢⎢⎣

−1 0 0 0 −Z Y
0 −1 0 Z 0 −X
0 0 −1 −Y X 0

⎤⎥⎥⎥⎦

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
,

=
⎡⎢⎢⎢⎣
− 1

Z
0 u

Z
uY
Z

−
(

1 + uX
Z

) Y
Z

0 − 1
Z

v
Z

(
1 + vY

Z

)
−vX

Z
−X

Z

⎤⎥⎥⎥⎦

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
,

=
⎡⎢⎢⎢⎣
− 1

Z
0 u

Z
uv −(1 + u2) v

0 − 1
Z

v
Z

(1 + v2) −uv −u

⎤⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

L

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
.

◽

Equation (7.9) shows that the matrix L is a 2 × 6 matrix for a single feature point.
In general, Theorem 7.1 will be employed for several feature points. Suppose there are
feature points i = 1,… ,Np. Introduce the (2 × Np) vector u and the (3 × Np) vector X
that are obtained by stacking the image plane coordinates ui(t) = (u(t), v(t))T

i and by
stacking the camera coordinates Xi(t) = (X(t),Y (t),Z(t))T

i for all the feature points i =
1,… ,Np as

u(t) ∶=

⎧⎪⎪⎨⎪⎪⎩

u1(t)
u2(t)
⋮

uNp
(t)

⎫⎪⎪⎬⎪⎪⎭
, X(t) =

⎧⎪⎪⎨⎪⎪⎩

X1(t)
X2(t)
⋮

XNp
(t)

⎫⎪⎪⎬⎪⎪⎭
. (7.14)

The system interaction matrix is obtained by applying Theorem 7.1 for each feature point
i = 1,… ,Np,

{ u̇
v̇

}
i
=
⎡⎢⎢⎢⎣
− 1

Z
0 u

Z
uv −(1 + u2) v

0 − 1
Z

v
Z

(1 + v2) −uv −u

⎤⎥⎥⎥⎦i

{
vℂ

0,c

𝝎
ℂ
o,c

}
,

or more concisely as,

u̇i = L(ui, vi,Zi)

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
. (7.15)
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When we stack these equations, we obtain the system interaction matrix Lsys

u̇(t) =

⎧⎪⎪⎨⎪⎪⎩

u̇1(t)
u̇2(t)
⋮

u̇np
(t)

⎫⎪⎪⎬⎪⎪⎭
=

⎡⎢⎢⎢⎢⎣

L(u1, v1,Z1)
L(u2, v2,Z2)

⋮

L(uNp
, vNp

,ZNp
)

⎤⎥⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Lsys

{
vC

0,c

𝝎
C
0,ℂ

}
, (7.16)

or

u̇(t) = Lsys

{
vℂ

0,c

𝝎
ℂ
o,ℂ

}
. (7.17)

Just as the system interaction matrix Lsys is defined, an equation is also needed for the
system of Np feature points that is analogous to Equation (7.12). For i = 1,… ,Np

⎧⎪⎨⎪⎩

Ẋ
Ẏ
Ż

⎫⎪⎬⎪⎭i

=
⎡⎢⎢⎢⎣

−1 0 0 0 −Z Y
0 −1 0 Z 0 −X
0 0 −1 −Y X 0

⎤⎥⎥⎥⎦i

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
,

Ẋi = D(Xi,Yi,Zi)

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
.

Stacking these equations for i = 1,… ,Np results in

Ẋ(t) ∶=

⎧⎪⎪⎨⎪⎪⎩

Ẋ1(t)
Ẋ2(t)
⋮

Ẋnp
(t)

⎫⎪⎪⎬⎪⎪⎭
=

⎡⎢⎢⎢⎢⎣

D(X1,Y1,Z1)
D(X2,Y2,Z2)

⋮

D(XNp
,YNp

,ZNp
)

⎤⎥⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Dsys

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
, (7.18)

or more succinctly,

Ẋ(t) = Dsys

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
. (7.19)

7.2 Image Based Visual Servo Control

With the construction of the matrices Lsys and Dsys in Equations (7.17) and (7.19) for a
system that includes feature points i = 1,… ,Np that are fixed in the inertial 0 frame, it
is straightforward to pose and solve a number of standard problems in the control of
robotic systems using camera based measurements. This section will discuss one such
control problem, the image based visual servo (IBVS) control problem.
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7.2.1 Control Synthesis and Closed Loop Equations

The IBVS control problem is a specific example of a tracking control problem. First, the
IBVS control problem will be defined to specify the goals of the strategy and the mea-
surements that will be used for feedback control.

Definition 7.2 Suppose a set of feature points for i = 1,… ,Np are given that are
fixed in the inertial frame, and let (u∗

1, v
∗
1), (u

∗
2, v

∗
2),… , (u∗

Np
, v∗Np

) denote Np desired
image point locations that are fixed in the image plane. The tracking error in the
image plane for the ith feature point is defined to be

ei(t) ∶=
{ u(t)

v(t)

}
i
−
{ u∗

i

v∗i

}
, (7.20)

and the image plane tracking error for the system is given by

e(t) ∶=

⎧⎪⎪⎨⎪⎪⎩

u1(t) − u∗
1

u2(t) − u∗
2

⋮

unp
(t) − u∗

np

⎫⎪⎪⎬⎪⎪⎭
. (7.21)

The IBVS control problem seeks to find the control input vector U(t) that consists
of the velocity vℂ

0,c of the origin of the camera frame and angular velocity 𝝎ℂ
0,ℂ of the

camera frame in the inertial 0 frame,

U(t) ∶=

{
vℂ

0,c(t)
𝝎

ℂ
0,ℂ(t)

}
(7.22)

so that

(i) the control input U(t) is a feedback function given in terms the tracking error
e(t) and perhaps camera extrinsic parameters,

(ii) the dynamics of the closed loop system is stable, and
(iii) the tracking error approaches zero as t → ∞.

The derivation of the visual servo control strategy to solve the problem statement in
Definition 7.2 is not difficult given the derivation of the matrices Lsys and Dsys. Since the
tracking error should approach zero asymptotically, the control law can be defined so
that the closed loop system has a tracking error that satisfies the equation

ė(t) = −𝜆e(t), (7.23)

where 𝜆 is some positive scalar. The solution of Equation (7.23) is given in terms of expo-
nential function

e(t) = e−𝜆te(0).

Consequently, if the closed loop tracking error satisfies Equation (7.23), it will approach
zero at an exponential rate. The definition of the tracking error can be combined with
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Equation (7.23) to obtain

ė(t) = d
dt

(u(t) − u∗) = u̇(t) = Lsys

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
= −𝜆e(t). (7.24)

Ideally, Equation (7.24) would be uniquely solvable for the velocity vℂ
0,c and angular veloc-

ity 𝝎ℂ
0,ℂ. However, the system interaction matrix is not square in general since

Lsys ∈ ℝ(2Np)×6,

and it may be that 2Np ≠ 6. Depending on the number of system feature points, the
matrix equation

Lsys

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
= −𝜆e(t) (7.25)

can be underdetermined, overdetermined or exactly determined. If the matrix Lsys has
fewer rows than columns, 2Np < 6, the system is said to be underdetermined. If the
matrix Lsys has more rows than columns, 2Np > 6, the system is said to be overdeter-
mined. If the matrix Lsys has equal numbers of rows and columns, 2Np = 6, the system
is said to be exactly determined.

Even if the system is not exactly determined, it is possible to obtain an expression for
the control input {vℂ

0,c,𝝎
ℂ
0,ℂ}

T by using the pseudo inverse

L+
sys ∶= (LT

sysLsys)−1LT
sys.

When both sides of Equation (7.25) are multiplied by L+
sys, an expression for the control

input vector is obtained as{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
= −𝜆L+

syse(t). (7.26)

Before proceeding to the discussion of the closed loop system and its stability, it is
important to make several observations about the construction thus far.

• The pseudo inverse L+
sys is not a square matrix. It has dimension 6 × (2Np).

• The pseudo inverse expression

L+
sys = (LT

sysLsys)−1LT
sys

only makes sense provided that the matrix (LT
sysLsys) is invertible. While the expression

given for L+
sys assumes that (LT

sysLsys) is invertible, the pseudo inverse always exists for
any matrix. The form of the pseudo inverse for an arbitrary matrix can be expressed
in terms of the singular value decomposition of the matrix. While this topic is beyond
the scope of this book, the interested reader is referred to [18] for a discussion.

• The pseudo inverse is a nonlinear function of the image plane coordinates and the
range of each the system feature points. That is,

L+
sys = L+

sys(u1, v1,Z1,… ,uNp
, vNp

,ZNp
).

This implies that the expression in Equation (7.25) is a nonlinear equation.
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• The set of equations in (7.25) is not a closed set of ordinary differential equations. The
left hand side of Equation (7.25) contains the derivatives of the tracking error e, while
the right hand side of these same equations contains the image plane coordinates and
ranges (u1, v1,Z1,… ,uNp

, vNp
,ZNp

). To put this set of equations in the standard form
for a system of ordinary differential equations, it must be rewritten as

ẋ(t) = f(t, x(t)) (7.27)
for some set of state variables x.
The following theorem derives the set of coupled, nonlinear ordinary differential

equations that characterizes the dynamics of the closed loop system associated with
the feedback control law embodied in Equation (7.25).

Theorem 7.2 Suppose that the IBVS control law in Equation (7.25) is used to con-
trol a robotic system. The dynamics of the closed loop system is governed by the
following closed set of coupled, nonlinear ordinary differential equations

ė(t) = −𝜆LsysL+
syse(t), (7.28)

u̇(t) = −𝜆LsysL+
syse(t), (7.29)

Ẋ(t) = −𝜆DsysL+
syse(t). (7.30)

Proof : These equations follow from the derivation of the closed loop control law in
Equation (7.25). From Equation (7.26),{

vℂ
0,c

𝝎
ℂ
0,ℂ

}
= −𝜆L+

syse(t), (7.31)

which when combined with Equation (7.24) yields
ė(t) = −𝜆LsysL+

syse(t).
Moreover, it is known that

e(t) ∶=

⎧⎪⎪⎨⎪⎪⎩

e1(t)
e2(t)
⋮

en(t)

⎫⎪⎪⎬⎪⎪⎭
=

⎧⎪⎪⎨⎪⎪⎩

u1(t)
u2(t)
⋮

un(t)

⎫⎪⎪⎬⎪⎪⎭
−

⎧⎪⎪⎨⎪⎪⎩

u∗
1

u∗
2
⋮

u∗
n

⎫⎪⎪⎬⎪⎪⎭
.

When this equation is differentiated with respect to time ė(t) = u̇(t), and it follows that
u̇(t) = −𝜆LsysL+

syse(t). Finally, Equation (7.19) shows that

Ẋ(t) = Dsys

{
vℂ

0,c

𝝎
ℂ
0,ℂ

}
,

which results in
Ẋ(t) = −𝜆DsysL+

syse(t)
when Equation (7.31) is substituted into Equation (7.19). Thus, each of the equations
in Theorem 7.2 holds. It remains to show that this collection of three vector equations
constitutes a closed system of ordinary differential equations. Recall from the discussion
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of Equation (7.27) that this collection of equations must be able to be written in the form
ẋ = f(t, x(t)) for some Ns vector x(t) of state variables and some function f ∶ ℝ ×ℝNs →
ℝNs . Define the state variable vector to be

x(t) ∶=
⎧⎪⎨⎪⎩

e(t)
u(t)
X(t)

⎫⎪⎬⎪⎭
.

Then the left hand side of the collection of governing equations
ė(t) = −𝜆LsysL+

syse(t),
u̇(t) = −𝜆LsysL+

syse(t),
Ẋ(t) = −𝜆DsysL+

syse(t)
is simply ẋ(t), and the right hand side of this set of three vector equations depends on
e(t),u(t),X(t), which are the entries of x(t). Thus, the system is a closed set of ordinary
differential equations. ◽

7.2.2 Calculation of Initial Conditions

The actual simulation of the collection of nonlinear ordinary differential equations writ-
ten in the form ẋ(t) = f(t, x(t)), where the vector of state variables x is given by

x(t) ∶=
⎧⎪⎨⎪⎩

e(t)
u(t)
X(t)

⎫⎪⎬⎪⎭
,

can use any of a number of standard numerical integration methods for systems of
ordinary differential equations. These numerical methods include the family of linear
multistep methods. The linear multistep methods include many popular predictor
corrector methods, such as the Adams–Bashforth–Moulton method. Another popular
family of numerical integration methods include the self-starting Runge–Kutta meth-
ods. The reader is referred to [2] for a discussion of these methods, as well as other
popular alternatives.

To use such a numerical algorithm to obtain an approximate solution of these
equations, it is necessary to specify the initial condition

x(t0) =
⎧⎪⎨⎪⎩

e(t0)
u(t0)
X(t0)

⎫⎪⎬⎪⎭
.

To describe a general procedure to solve for the initial condition x(t0), the initial and
final orientation of the camera frame will need to be described. The basis for the initial
camera frame ℂ(t0) will be denoted by xℂ(t0), yℂ(t0), zℂ(t0), and the basis for the final
camera frame ℂ(tf ) will be denoted by xℂ(tf ), yℂ(tf ), zℂ(tf ). The position of a point p
relative to the camera frame in its initial configuration is then

rℂ,p(t0) = X(t0)xℂ(t0) + Y (t0)yℂ(t0) + Z(t0)zℂ(t0),
and the position of the point p relative to the camera frame in its final configuration is

rℂ,p(tf ) = X(tf )xℂ(tf ) + Y (tf )yℂ(tf ) + Z(tf )zℂ(tf ).
The following steps can be used to calculate the initial condition x(t0).
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(i) Find the coordinates of the offset d0
0,f between the origin of the final camera frame

and the origin of the initial camera frame, and find the rotation matrix R0
f that maps

coordinates with respect to the final camera frame into coordinates with respect to
the initial camera frame. Create the homogeneous transformation H0

f that maps the
homogeneous coordinates with respect to the final camera frame into the homo-
geneous coordinates with respect to the initial coordinate frame.

H0
f =

[
R0

f d0
0,f

𝟎T 1

]
. (7.32)

(ii) Calculate the camera coordinates with respect to the initial camera frame from the
camera coordinates with respect to the final camera frame for each of the points
i = 1,… , np,

⎧⎪⎪⎨⎪⎪⎩

X(t0)
Y (t0)
Z(t0)

1

⎫⎪⎪⎬⎪⎪⎭i

=

[
R0

f d0
f ,0

𝟎T 1

]⎧⎪⎪⎨⎪⎪⎩

X(tf )
Y (tf )
Z(tf )

1

⎫⎪⎪⎬⎪⎪⎭i

. (7.33)

This equation can also be written more compactly as{
Xi(t0)

1

}
=

[
R0

f d0
f ,0

𝟎T 1

]{ Xi(tf )
1

}
. (7.34)

(iii) Use the camera coordinates with respect to the initial camera frame (X1(t0),X2(t0)
,… ,Xnp(t0)) to calculate the initial focal plane coordinates for i = 1,… , np

ui(t0) =
{

u(t0)
v(t0)

}
i
=
{

Xi(t0)∕Zi(t0)
Yi(t0)∕Zi(t0)

}
. (7.35)

(iv) Use the initial focal plane coordinates u1(t0),u2(t0),… ,unp
(t0) to calculate the ini-

tial focal plane tracking error for each point i = 1,… , np.

ei(t0) =
{ ex(t0)

ey(t0)

}
i
=
{

ui(t0) − u∗
i

vi(t0) − v∗i

}
. (7.36)

Once these steps have been completed, the initial condition x(t0) is constructed
by stacking the vectors ei(t0),ui(t0),Xi(t0) for i = 1,… ,Np to form the vectors
e(t0),u(t0),X(t0),

e(t0) =

⎧⎪⎪⎨⎪⎪⎩

e1(t0)
e2(t0)
⋮

eNp
(t0)

⎫⎪⎪⎬⎪⎪⎭
, u(t0) =

⎧⎪⎪⎨⎪⎪⎩

u1(t0)
u2(t0)
⋮

uNp
(t0)

⎫⎪⎪⎬⎪⎪⎭
, X(t0) =

⎧⎪⎪⎨⎪⎪⎩

X1(t0)
X2(t0)
⋮

XNp
(t0)

⎫⎪⎪⎬⎪⎪⎭
,

and subsequently assembling

x(t0) =
⎧⎪⎨⎪⎩

e(t0)
u(t0)
X(t0)

⎫⎪⎬⎪⎭
.
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Example 7.1 Derive an IBVS controller using camera measurements of four feature
points that are fixed in the inertial frame. Consider the orientation of the camera frame,
focal plane, and camera coordinates of the feature points as shown in Figure 7.4. For this
problem the focal length f = 1. Note that the figure depicts the desired or final configu-
ration of the camera frame.

yc

xc

(4,−4,8)

(0.5,0.5,1)

(0.5,−0.5,1)

(−0.5,−0.5,1)

(−0.5,0.5,1) (4,4,8)

(−4,−4,8)

(−4,4,8)

zc

Figure 7.4 Final configuration of the camera frame and feature points.

Solution: The desired focal plane coordinates shown in the figure are given by

{
u∗

v∗
}

1
=
⎧⎪⎨⎪⎩

1
2
1
2

⎫⎪⎬⎪⎭
,

{
u∗

v∗
}

2
=
⎧⎪⎨⎪⎩

1
2
−1

2

⎫⎪⎬⎪⎭
,

{
u∗

v∗
}

3
=
⎧⎪⎨⎪⎩
−1

2

−1
2

⎫⎪⎬⎪⎭
,

{
u∗

v∗
}

4
=
⎧⎪⎨⎪⎩
−1

2
1
2

⎫⎪⎬⎪⎭
.

The coordinates of the feature points relative to the final orientation of the camera frame
are given by

⎧⎪⎨⎪⎩

X(tf )
Y (tf )
Z(tf )

⎫⎪⎬⎪⎭1

=
⎧⎪⎨⎪⎩

4
4
8

⎫⎪⎬⎪⎭
,

⎧⎪⎨⎪⎩

X(tf )
Y (tf )
Z(tf )

⎫⎪⎬⎪⎭2

=
⎧⎪⎨⎪⎩

4
−4
8

⎫⎪⎬⎪⎭
,

⎧⎪⎨⎪⎩

X(tf )
Y (tf )
Z(tf )

⎫⎪⎬⎪⎭3

=
⎧⎪⎨⎪⎩

−4
−4
8

⎫⎪⎬⎪⎭
,

⎧⎪⎨⎪⎩

X(tf )
Y (tf )
Z(tf )

⎫⎪⎬⎪⎭4

=
⎧⎪⎨⎪⎩

−4
4
8

⎫⎪⎬⎪⎭
.
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The initial condition will be chosen so that

1. the origin of the initial camera frame coincides with the origin of the final camera
frame, and

2. the orientation of the initial camera frame is obtained by rotating the final camera
frame by 𝜋∕4 about the zℂ(tf ) = zℂ(t0) axis.

The system of ordinary differential equations in Theorem 7.2 is used to simulate
the behavior of the control scheme. The calculation of the initial condition for these
governing equations is carried out using the steps (i) through (iv) above. In this
example,

d0
0,f =

⎧⎪⎨⎪⎩

0
0
0

⎫⎪⎬⎪⎭
,
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Figure 7.5 Rotation about the z axis, 𝜓 = 𝜋∕4, focal plane trajectories.
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Figure 7.6 Rotation about the z axis, 𝜓 = 𝜋∕4, camera coordinate trajectories.

and the rotation matrix that maps the final camera coordinates to the initial camera
coordinates is simply

R0
f =

⎡⎢⎢⎢⎢⎢⎣

1√
2

1√
2

0

− 1√
2

1√
2

0

0 0 1

⎤⎥⎥⎥⎥⎥⎦
.

Figure 7.5 depicts the performance of the closed loop system by plotting the trajecto-
ries of the focal plane coordinates. The focal plane coordinates of each feature point start
at the corners of the red square, which represents the image of the feature points viewed
from the initial camera configuration. The visual servo image based control law drives
the camera so that the focal plane coordinates of each of the feature points approaches
the desired locations in the focal plane.

Figure 7.6 illustrates the trajectories taken by the camera coordinates as a function of
time when the camera is driven by the image based visual servo control law. Note that
in Figure 7.6 the camera moves in the zℂ direction as it is driven by the control law. Even
though the target camera configuration is related to the initial camera configuration by
a simple rotation about the zℂ basis vector, the set of closed loop equations induces
a motion in the zℂ direction: the rotation about the zℂ direction is coupled with the
rotation about the zℂ direction.
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Example 7.2 As in Example 7.1, derive an IBVS controller using camera measure-
ments of four feature points that are fixed in the inertial frame. The feature points have
the same relative geometry with respect to the final camera frame, but the initial camera
frame is defined as shown in Figure 7.7.

yc(tf)

D

zc(tf)

yc(t0)

zc(t0)

8 4

4

D

Figure 7.7 Initial condition configuration.

Solution: As shown in Figure 7.7, the position and orientation of the initial camera
frame are defined to satisfy two conditions.

1. The origin of the initial camera frame is offset from the origin of the final camera
frame by

df
f ,0 =

⎧⎪⎪⎨⎪⎪⎩

0
1√
2

D

D − 1√
2

D

⎫⎪⎪⎬⎪⎪⎭
. (7.37)

2. The orientation of the initial camera frame is obtained via a rotation of the final cam-
era frame about the xc(tf ) axis by an angle of 𝜋∕4, so that

R0
f =

⎡⎢⎢⎢⎢⎢⎢⎣

1 0 0

0 1√
2

1√
2

0 − 1√
2

1√
2

⎤⎥⎥⎥⎥⎥⎥⎦

. (7.38)

As before, the initial condition x(t0) is calculated using the updated rotation matrix
R0

f and the origin offset d0
0,f = −R0

f df
f ,0 in Equations (7.38) and (7.37).
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Figure 7.8 Rotation about the x axis, 𝜙 = 𝜋∕4, focal plane trajectories.

Figures 7.8 and 7.9 illustrate the results of the numerical simulation in these cases.
Note that in contrast to the last example, the image of the feature points viewed from the
initial camera configuration is significantly skewed. The red polygons in Figures 7.8 and
7.9 denote the images of the feature points viewed from the initial camera configuration.
The controller drives the trajectories of the feature points in the focal plane to the desired
locations, as shown in Figures 7.8 and 7.9. The trajectories of the camera coordinates are
shown in Figure 7.9. Again, the camera coordinates of all the feature points converge to
the desired locations as a function of time.

Example 7.3 Consider again the case studied in Example 7.1 where the origin of
the initial camera frame coincides with the origin of the final camera frame, and the
initial camera frame is obtained by rotating the final camera frame by 𝜋∕4 about the
zℂ axis. This example utilizes this same setup but chooses the rotation angles to be
𝜋∕2, 3𝜋∕4, 7𝜋∕8, and 99𝜋∕100.

Solution: Figures 7.10 through 7.17 depict the focal plane trajectories and camera coor-
dinate trajectories for these four test cases. Figures 7.10, 7.12, 7.14, and 7.16 show that
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Figure 7.9 Rotation about the x axis, 𝜙 = 𝜋∕4, camera coordinate trajectories.
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Figure 7.10 Rotation about the z axis, 𝜓 = 𝜋∕2, focal plane trajectories.
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Figure 7.11 Rotation about the z axis, 𝜓 = 𝜋∕2, camera coordinate trajectories.
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Figure 7.12 Rotation about the z axis, 𝜓 = 3𝜋∕4, focal plane trajectories.
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Figure 7.13 Rotation about the z axis, 𝜓 = 3𝜋∕4, camera coordinate trajectories.
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Figure 7.14 Rotation about the z axis, 𝜙 = 7𝜋∕8, focal plane trajectories.
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Figure 7.15 Rotation about the z axis, 𝜓 = 7𝜋∕8, camera coordinate trajectories.
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Figure 7.16 Rotation about the z axis, 𝜓 = 99𝜋∕100, focal plane trajectories.
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Figure 7.17 Rotation about the z axis, 𝜓 = 99𝜋∕100, camera coordinate trajectories.

the focal plane trajectories behave exactly as expected in these four cases. The focal plane
trajectories start at the corners of the red polygon associated with the image of the fea-
ture points viewed from the initial camera frame, and they end at the corners of the blue
polygon corresponding to the view of the feature points from the final camera frame.
However, Figures 7.11, 7.13, 7.15, and 7.17 exhibit striking behavior. As the rotation
angle approaches 𝜋, the range of motion along the zℂ direction increases dramatically.
Table 7.1 summarizes these results.

Recall that the origin of the final camera frame is required to be located at a z axis
distance of 8 units from all of the feature points. Consider in particular the case when
the rotation angle is 99𝜋∕100. It is clear in this case that the performance of the control
method is entirely unsatisfactory. The control law drives the camera so that its maximum
range is 600 units from the feature points.

The reason for this aberrant behavior can be deduced from the last column in the
table. This column lists the minimum singular value of the system interaction matrix
Lsys over the entire range of motion. A plot of these minimum singular values is given
for simulations associated with the various rotation angles in Figures 7.18 through 7.21.

Table 7.1 Table comparing rotation angle, range of motion, and singular value.

Rotation angle Maximum range Minimum singular value

𝜋∕4 8.8 O(10−3)
𝜋∕2 11.5 O(10−4)
3𝜋∕4 22 O(10−6)
7𝜋∕8 45 O(10−9)
99𝜋∕100 600 O(10−15)
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Figure 7.18 Rotation about the z axis, 𝜓 = 𝜋∕4, minimum singular value.
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Figure 7.19 Rotation about the z axis, 𝜓 = 𝜋∕2, minimum singular value.
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Figure 7.21 Rotation about the z axis, 𝜓 = 99𝜋∕100, minimum singular value.
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This minimum singular value can be viewed as a measure of how close the matrix LT
sysLsys

is to being singular. The image Jacobian is said to be rank deficient, or singular, in the
neighborhood of the configuration associated with the rotation angle 𝜋. This difficulty
is well understood and has counterparts in many robotic control problems.

7.3 Task Space Control

Chapter 6 describes several techniques for deriving feedback controllers for fully actu-
ated robotic systems. All of these control strategies are derived so that the general-
ized coordinates q and their derivatives q̇ approach a desired trajectory as t −→ ∞,
q(t) −→ qd(t) and q̇(t) −→ q̇d(t). For setpoint controllers the desired trajectory is a con-
stant trajectory for which q̇d(t) ≡ 𝟎, while trajectory tracking controllers consider time
varying desired trajectories. Since all of the formulations in this book have selected the
generalized coordinates to be either joint angles or joint displacements, the techniques
derived in Chapter 6 are sometimes referred to as methods of joint space control. That
is, the performance criteria or objective of the controllers discussed in Chapter 6 is the
minimization of an error expressed explicitly in terms of the joint degrees of freedom.

Frequently the goal or objective to be achieved via feedback control is naturally
expressed in terms of variables associated with the problem at hand, but are not easily
written in terms of the joint variables. For example, designing a controller that locates
the tool or end effector at some position in the workspace. In this case suppose that the
position p of the tip of the tool is given by the vector

r0,p(t) = x1(t)x0 + x2(t)y0 + x3(t)z0.

The control strategy should guarantee that x1(t) −→ x1,d, x2(t) −→ x2,d, x3(t) −→ x3,d as
t −→ ∞. However, the coordinates (x1, x2, x3) are not the joint variables for the robotic
manipulator, and the strategies discussed in Chapter 6 are not directly applicable. In
principle, it is usually possible to reformulate the equations of motion in terms of the task
space variables, but this can be a tedious problem for a realistic robotic system. The set of
variables (x1, x2, x3) are an example of a collection of task space variables for the problem
at hand. Fortunately, there are many techniques that can be used to derive task space
controllers. One approach employs the task space Jacobian matrix and is summarized
in the following theorem.

Theorem 7.3 Suppose that
{

q1 … qN
}

are the N generalized coordinates of a
robotic system whose governing equations have the form in Equation (6.1). Suppose
further that N task space coordinates

{
x1 … xN

}
are given. The (i, j)th entry of the

task space Jacobian matrix 𝕁 = 𝜕x
𝜕q

is defined to be

𝕁ij ∶=
𝜕xi

𝜕qj
i, j = 1,… ,N ,

(Continued)
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and the task space tracking error is defined to be ex(t) = x(t) − xd(t) with xd(t) the
desired task space trajectory. Assume the following:

1. The generalized mass matrix M(q) and nonlinear right hand side n(q, q̇) satisfy
the hypothesis of Theorem 6.1.

2. The task space Jacobian 𝕁 = 𝕁(q) and its derivative 𝕁̇ = 𝕁̇(t,ℝN ) are continuous
functions on ℝN and ℝ+ ×ℝN , respectively.

3. The task space Jacobian is uniformly invertible in the sense that there exist con-
stants c1 and c2 such that

c1‖w‖2
≤ wT𝕁(q)w ≤ c2‖w‖2

for all w ∈ ℝN and q ∈ ℝN .

Then the computed torque control law 𝝉 = Mv − n with

v = 𝕁−1(ẍd − 𝕁̇q̇ − G1(Jq̇ − ẋd) − G0(x − xd))

yields a closed loop system for which the origin of the task space tracking error and
its derivative are asymptotically stable.

Proof : When the computed torque control law is substituted into the governing
equations of motion, we obtain

q̈ = v = 𝕁−1(ẍd − 𝕁̇q̇ − G1(𝕁q̇ − ẋd) − G0(x − xd)).

Rearranging this equation yields

((𝕁q̈ + 𝕁̇q̇) − ẍd) + G1(𝕁q̇ − ẋd) + G0(x − xd) = 𝟎.

By the chain rule,

ẋ = d
dt

(x(q)) = 𝜕x
𝜕q

q̇ = 𝕁q̇,

ẍ = 𝕁q̈ + 𝕁̇q̇.

It follows that the closed loop governing equation may be represented in the form

(ẍ − ẍd) + G1(ẋ − ẋd) + G0(x − xd) = 𝟎,

or

ëx + G1ėx + G0ex = 𝟎,

where ex(t) ∶= x(t) − xd(t). The origin
{
𝟎 𝟎

}
=
{

eT
x ėT

x
}

is consequently asymptotically
stable. ◽

Example 7.4 Consider the spherical robotic manipulator studied in Examples
6.6, 6.7, 6.8, and 6.10 in Chapter 6. Derive a task space controller based on Theorem 7.3
where the task space coordinates (x1, x2, x3) are defined as the coordinates in the 0
frame of the origin r of frame 3. In other words, define

r0,r(t) ∶= x1(t)x0 + x2(t)y0 + x3(t)z0.
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The controller must be designed so that the task space coordinates track the desired
trajectories

x1,d(t) = 1 + A1 sin𝛺1t,
x2,d(t) = 1 + A2 sin𝛺2t, (7.39)
x3,d(t) = 1 + A3 sin𝛺3t,

where Ai =
1

10
and𝛺i = 2 rad s−1. Choose the gain matrices to be G0 = g0𝕀 and G1 = g1𝕀,

where (g0, g1) = (1, 1), (5, 5), (10, 10), or (100,100). Assume the robot’s initial configura-
tion is as shown in Figure 7.22.

y1

y2

y3

y0

x2

x0

x1

x3

z1

z2

z3

z0

q

p

r

o

Figure 7.22 Initial Configuration: 𝜃1 = 𝜋

2
rad, 𝜃2 = 𝜋

2
rad, dp,q = 1 m.

Evaluate the performance of this controller by plotting the state trajectories, tracking
error and control inputs as a function of time.

Solution: The change of coordinates xi = xi(q1, .., qN ) for i = 1,… ,N is needed that
defines the task space coordinates (x1, x2, x3) in terms of the generalized coordinates
(q1, q2, q3) ∶= (𝜃1, 𝜃2, dq,r). From kinematic analysis of the robot,

⎧⎪⎨⎪⎩

x1
x2
x3

⎫⎪⎬⎪⎭
=
⎧⎪⎨⎪⎩

dp,q sin 𝜃1 + dq,r cos 𝜃1 sin 𝜃2

−dp,q cos 𝜃1 + dq,r sin 𝜃1 sin 𝜃2

do,p − dq,r cos 𝜃2

⎫⎪⎬⎪⎭
.

The task space Jacobian matrix can be calculated either by taking partial derivatives of
this this expression, or by involving the tools developed in Chapter 3 for the evaluation
of Jacobian matrices. In either case, the Jacobian is found to be

⎧⎪⎨⎪⎩

ẋ1
ẋ2
ẋ3

⎫⎪⎬⎪⎭
=
⎡⎢⎢⎣
(dp,q cos 𝜃1 − dq,r sin 𝜃1 sin 𝜃2) dq,r cos 𝜃1 cos 𝜃2 cos 𝜃1 sin 𝜃2

(dp,q sin 𝜃1 + dq,r cos 𝜃1 sin 𝜃2) dq,r sin 𝜃1 cos 𝜃2 sin 𝜃1 sin 𝜃2

0 dq,r sin 𝜃2 − cos 𝜃2

⎤⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

J

⎧⎪⎨⎪⎩

𝜃̇1
𝜃̇2

ḋq,r

⎫⎪⎬⎪⎭
.

For this specific choice of the task space coordinates, the Jacobian matrix is precisely
equal to the velocity Jacobian matrix Jv introduced in Chapter 2. The time derivative 𝕁̇
of the task space Jacobian matrix is straightforward, although lengthy, to evaluate; its
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derivation is omitted here. Figures 7.23 and 7.24 depict the tracking errors ex1
and ex2

,
respectively, when the initial condition is selected to be

{
qT (0) q̇T (0)

}
=
{{

𝜋

2
𝜋

2
1
}{

0 0 0
}}
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Figure 7.23 Tracking error, ex1
(t), Example 7.4.
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Figure 7.24 Tracking error, ex2
(t), Example 7.4.
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Figure 7.25 Tip trajectory in inertial coordinates, (x1(t), x2(t), x3(t)), Example 7.4.
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Figure 7.26 Actuation force, f (t), Example 7.4.



�

� �

�

446 7 Image Based Control of Robotic Systems

0.2

−0.2

−0.4

−0.6

−0.8

−1

0 2 4 6 8 10 12 14 16 18 20
−1.2

0

to
rq

ue
 (

N
–m

)

time (seconds)

g0 = g1 = 1

g0 = g1 = 5
g0 = g1 = 10

g0 = g1 = 100

Figure 7.27 Actuation moment, m1(t), Example 7.4.
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Figure 7.28 Actuation moment, m2(t), Example 7.4.
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and the configuration of the robot initially is depicted in Figure 7.22. The graph of
the tracking error ex3

is identical to that of ex1
and is not shown. It is evident from

Figures 7.23 and 7.28 that the tracking error converges to zero at an exponential rate,
as predicted by the theory. The trajectory of the point r in the inertial coordinates
is depicted in Figure 7.25. The trajectory converges to the straight line described
parametrically by Equations (7.39). The actuation force and moments required to drive
the robot are shown in Figures 7.26, 7.27 and 7.28. It is clear from the figures that there
is a substantial transient torque required at startup as the gains are increased.

7.4 Task Space and Visual Control

The previous section discussed how the inner loop–outer loop architecture of the com-
puted torque control strategy introduced in Section 6.6 of Chapter 6 can be used to
derive tracking or setpoint controllers in task space variables. This section will illustrate
that this approach can be used to design controllers based on typical camera observa-
tions. The design of controllers based on task space coordinates associated with camera
measurements yields stability and convergence results that are more realistic than those
described in Section 7.3 of this chapter. Recall that Section 7.3 discusses the visual servo
control problem where it is assumed that the input to the controller is the vector of veloc-
ities and angular velocities of the camera frame. The value of this input vector is selected
so that

u(t) ∶=

{
vℂ

0,c
𝝎

ℂ
0,ℂ

}
= −𝜆L+

syse(t), (7.40)

where e is the tracking error in the image plane of the feature points. However, the veloc-
ities and angular velocities of the camera frame are not the output of an actuator; they
are response variables. Their values depend on the forces and moments delivered by the
actuators. If the input torques and forces can be chosen such that the velocities and
angular velocities satisfy Equation (7.40) exactly, then the discussion of stability and
convergence in Section 7.3 applies. In practice, it is not possible to achieve the exact
specification of the velocities and angular velocities in Equation (7.40).

Example 7.5 Suppose that the spherical robot manipulator studied in Example 7.2
is equipped with a camera and laser ranging system. The camera is mounted on the
robot so that the camera frame coincides with the 3 frame. The camera focal length
may be taken as f = 1. A reflective target t is located as depicted in Figure 7.29, having
coordinates in the 0 frame given by

r0
0,t =

⎧⎪⎨⎪⎩

dp,q

dq,r + f + Dp

do,p

⎫⎪⎬⎪⎭
.
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Figure 7.29 Spherical robot configuration (𝜃1, 𝜃2, dq,r) = ( 𝜋
2
,
𝜋

2
, dq,r) and inertially fixed feature

point t.

Let (X,Y ,Z) denote the coordinates relative to the camera frame of the point t so
that r3

3,t = Xx3 + Y y3 + Zz3. Assume that the laser ranging system enables the real time
measurement of the range Z of the point t. Derive a controller that will orient the robot
so that the image of point t approaches the origin of the image plane and the range Z
approaches some desired constant value Zd as t −→ ∞. Evaluate the performance of the
controller through simulation. Discuss potential limitations or drawbacks of the pro-
posed controller.

Solution: The controller will be designed using the computed torque 𝝉 = Mv − n,
where the vector v is given in terms of task space coordinates

v = 𝕁−1(ẍd − 𝕁̇q̇ − G1(𝕁q̇ − ẋd) − G0(x − xd)), (7.41)

as specified in Theorem 7.3. The task space coordinates are chosen as x =
{

u, v,Z
}T ,

where the image plane coordinates (u, v) of the point p are u = fX∕Z and v = fY∕Z. The
task space Jacobian 𝕁 and its time derivative 𝕁̇ are required to implement the control law
in Equation (7.41). Note that the Jacobian 𝕁 in Equation (7.41) is defined to be

𝕁 = 𝜕x
𝜕q
,

and can be identified from the equation ẋ = 𝕁q̇.
It will be shown that the matrix 𝕁 can be written as a product of two matrices, 𝕁 = LJ,

where L and J are defined in the equations

ẋ = L

{
v3

0,r

𝝎
3
0,3

}
and

{
v3

0,r

𝝎
3
0,3

}
= Jq̇.

The matrix J is by definition the joint space Jacobian matrix studied in Chapter 3. It is
possible to derive this matrix from first principles by calculating the velocity and angular
velocity directly, or by using the specialized procedures derived in Chapter 3. Using
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either approach, this is found to be

J =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

dq,r cos 𝜃2 dq,r 0
−dq,r sin 𝜃2 0 0
dp,q sin 𝜃2 0 1

sin 𝜃2 0 0
0 1 0

− cos 𝜃2 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

.

The determination of the matrix L is also direct using the interaction matrix L and the
matrix D introduced in Section 7.2 of this chapter. Since

{
u̇
v̇

}
= L

{
v3

0,r
𝝎

3
0,3

}
=
⎡⎢⎢⎣
− 1

Z
0 u

Z
uv −(1 + u2) v

0 − 1
Z

v
Z

(1 + v2) −uv −u

⎤⎥⎥⎦
{

v3
0,r
𝝎

3
0,3

}
,

⎧⎪⎨⎪⎩

Ẋ
Ẏ
Ż

⎫⎪⎬⎪⎭
= D

{
v3

0,r
𝝎

3
0,3

}
=
⎡⎢⎢⎣
−1 0 0 0 −Z Y
0 −1 0 Z 0 −X
0 0 −1 −Y X 0

⎤⎥⎥⎦
{

v3
0,r
𝝎

3
0,3

}
,

the matrix L is given by

L =

⎡⎢⎢⎢⎢⎣

− 1
Z

0 u
z

uv −(1 + u2) v

0 − 1
Z1

v
Z

(1 + v2) −uv −u

0 0 −1 −vz uZ 0

⎤⎥⎥⎥⎥⎦
.

The time derivative of the Jacobian in task space variables is now computed via

𝕁̇ = d
dt

(L ⋅ J) = L̇J + LJ̇

where

L̇ =

⎡⎢⎢⎢⎢⎢⎣

1
z2 ż 0

(1
z

u̇ − u
z2 ż

)
(u̇v + uv̇) −2uu̇ v̇

0 1
z2 ż

(1
z

v̇ − v
z2 ż

)
2vv̇ −(u̇v + uv̇) −u̇

0 0 0 −(v̇z + vż) (u̇z + uż) 0

⎤⎥⎥⎥⎥⎥⎦
and

J̇ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

(ḋq,r cos 𝜃2 − dq,r𝜃̇2 sin 𝜃2) ḋq,r 0
(−ḋq,r sin 𝜃2 − dq,r𝜃̇2 cos 𝜃2) 0 0

dp,q𝜃̇1 cos 𝜃2 0 0
𝜃̇2 cos 𝜃2 0 0

0 0 0
𝜃̇2 sin 𝜃2 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

.
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Two sets of initial conditions have been used to evaluate the controller designed in this
example. Figures 7.32 through 7.36 depict the results obtained when the initial condition
is selected to be{

qT (𝟎) q̇T (𝟎)
}
=
{{

𝜋

4
𝜋

2
1
}{

0 0 0
}}

.

The configuration of the robot for this initial condition is depicted in Figures 7.30
and 7.31.

p

x0 y0

z0

q

r

o

t

q

r

Initial Configuration

Final
Configuration

Figure 7.30 Schematic of initial configuration of robot for case 1.
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Figure 7.31 Isometric view of initial configuration of robot for case 1.

Figures 7.32, 7.33, and 7.34 depict the trajectories of 𝜃1(t), 𝜃2(t) and dq,r(t) starting with
this initial condition. It is seen that

𝜃1(t) −→
𝜋

2
, 𝜃2(t) ≡

𝜋

2
, dq,r(t) −→ 1

as t −→ ∞, which implies that the task coordinates must satisfy

u(t) −→ 0, v(t) −→ 0, z(t) −→ 2

as t −→ ∞. Figures 7.35 and 7.36 illustrate the corresponding tracking errors for ev and
eZ , respectively, which converge asymptotically to zero. The tracking error eu has a mag-
nitude on the order of the numerical accuracy O(10−16) of the simulation and is not
shown. Figures 7.37 and 7.38 show the actuation force and moment that drives joint 1.
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Figure 7.32 Trajectory 𝜃1(t), Example 7.5, case 1.
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Figure 7.33 Trajectory 𝜃2(t), Example 7.5, case 1.

The magnitude of the actuation moment about joint 2 is numerically equal to zero and
is also not shown.

The results of the simulation when the initial condition is selected to be{
qT (𝟎) q̇T (𝟎)

}
=
{{

𝜋

2
𝜋

4
1
}{

0 0 0
}}
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Figure 7.34 Trajectory dq,r(t), Example 7.5, case 1.
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Figure 7.35 Tracking error ev(t), Example 7.5, case 1.

are depicted in Figures 7.41 through 7.48. The configuration of the spherical robotic
manipulator associated with this initial condition is depicted in Figures 7.39 and 7.40.

Figures 7.41, 7.42, and 7.43 depict the state trajectories 𝜃1(t), 𝜃2(t), and dq,r(t), respec-
tively, generated by this initial condition. In contrast to test case 1, it is the angle 𝜃1
that remains at 𝜋

2
, while 𝜃2(t) and dq,r(t) vary substantially before they reach steady

state. Figures 7.44 and 7.45 illustrate that 𝜃u(t) and 𝜃z(t) approach zero asymptotically, as
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Figure 7.36 Tracking error eZ(t), Example 7.5, case 1.
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Figure 7.37 Actuation force f (t), Example 7.5, case 1.

expected. The tracking error eu(t) likewise approaches zero, but its amplitude is less than
O(10−10) for the duration of the simulation and it is not shown. The actuation force is
plotted in Figure 7.46, and the actuation torque that drives joint 2 is shown in Figure 7.48.
The magnitude of the torque that drives joint 1 never exceeds O(10−9) N m and is there-
fore not shown.
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Figure 7.38 Actuation moment m1(t), Example 7.5, case 1.
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Figure 7.39 Schematic of initial configuration of robot for case 1.
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Figure 7.40 Isometric view of initial configuration of robot for
case 1.
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Figure 7.41 Trajectory 𝜃1(t), Example 7.5, case 2.
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Figure 7.42 Trajectory 𝜃2(t), Example 7.5, case 2.



�

� �

�

456 7 Image Based Control of Robotic Systems

0

1.15

1.05

0.95

0.85

0.75

0.8

0.9po
si

tio
n 

(m
et

er
s)

1.1

1

2 4 6 8 10
time (seconds)

12 14 16

g0 = g1 = 1
g0 = g1 = 5
g0 = g1 = 10
g0 = g1 = 100

18 20

Figure 7.43 Trajectory dq,r(t), Example 7.5, case 2.
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Figure 7.44 Tracking error ev(t), Example 7.5, case 2.
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Figure 7.45 Tracking error eZ(t), Example 7.5, case 2.
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Figure 7.46 Actuation force f (t), Example 7.5, case 2.
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Figure 7.47 Actuation moment m1(t), Example 7.5, case 2.
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Figure 7.48 Actuation moment m2(t), Example 7.5, case 2.
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7.5 Problems for Chapter 7

Problem 7.1. Figure 7.49a depicts the configuration of a camera and a calibration pat-
tern. Assume the the z axis of the camera is perpendicular to the plane of the calibration
pattern and that it intersects the exact center of the calibration pattern. Further assume
that the x and y axes of the camera are parallel to the x and y axes of the retinal plane.
The image produced by this configuration is shown in Figure 7.49b. Given a focal length
of 2.98 mm, an image resolution of 1080 × 1920 pixels, and a imaging sensor size of
3.514 × 6.248 mm, determine the calibration matrix that relates the pixel coordinates
(𝜂, 𝜈) to retinal coordinates for this image.

(a)

y = 560

x = 970

(b)

y

z

x
y

x

Figure 7.49 Camera Calibration Pattern Configuration and Generated Image. (a) Configuration. (b)
Generated image.

Problem 7.2. Suppose that a camera is mounted so that its camera frame is rigidly fixed
to link 3 of the PUMA robot as shown in Figure 7.50. Assume that the location and
orientation of the camera relative to the 3 frame of the PUMA robot is given by the

x0
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Figure 7.50 PUMA robot with attached camera.
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constant homogeneous transformation pℂ = Hℂ
3 p3,

⎧⎪⎨⎪⎩

X
Y
Z

⎫⎪⎬⎪⎭
=
[Bℂ

3 dℂ
3,ℂ

0 1

]⎧⎪⎨⎪⎩

x3

y3

z3

⎫⎪⎬⎪⎭
.

For the following two problems let the PUMA robot be configured with

𝜃1 = 0, 𝜃2 = 0, 𝜃3 = −𝜋
2
.

(a) Suppose that Rℂ
3 is the rotation matrix in which the ℂ frame is rotated by 45∘ about

the z3 axis, and that

d3
3,ℂ =

{
0 0 1

10
ds,t

}T
m.

Which points in the world are mapped to the point (u, v) = (2, 4) in the canonical focal
plane?
(b) Suppose that Rℂ

3 is the rotation matrix in which the ℂ frame is rotated by 30∘ about
the x3 axis, and that

d3
3,ℂ =

{ 1
10

ds,t
1

10
ds,t 0

}T
.

To what point (u, v) in the canonical image plane is the point w having inertial coordi-
nates

ro
o,w =

{(
dq,r + ds,t + 5ds,t , dp,q − dr,s +

1
10

dr,s, do,p −
1

10
do,p

)}

mapped?

Problem 7.3. Suppose that a camera is mounted so that the camera frame is fixed rigidly
to link 3 of the spherical wrist as shown in Figure 7.51.

z1

z0

x1
y0

x0

z2

x3

y3

yC

zC

xC

z3

x2
y1,
y2

p

w

q

o
𝜃

𝜙

𝜓

Figure 7.51 Spherical wrist with mounted camera
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Suppose that the location and orientation of the camera relative to the 3 frame of the
spherical wrist is given by the constant homogenous transformation pℂ = Hℂ

3 p3,

⎧⎪⎪⎨⎪⎪⎩

X
Y
Z
1

⎫⎪⎪⎬⎪⎪⎭
=
[Rℂ

3 dℂ
3,ℂ

0 1

]⎧⎪⎪⎨⎪⎪⎩

x3

y3

z3

1

⎫⎪⎪⎬⎪⎪⎭
.

(a) Suppose that Rℂ
0 is the rotation matrix parametrized by the 3-2-1 Euler angles that is

used with Rℂ
3 to map frame 0 into the ℂ frame, where the yaw 𝜓 , pitch 𝜃, and roll 𝜙 are

𝜓 = 𝜋

4
rad, 𝜃 = 0, 𝜙 = 𝜋

2
rad

Suppose further that d3
3,ℂ =

{
0, 0, 1

20

}
m. Which points in the are mapped to the point

(u, v) = (1, 1) in the canonical retinal plane?
(b) Suppose that Rℂ

0 is the rotation matrix parametrized by the 3-2-1 Euler angles used
to map frame 0 into the ℂ frame, where the yaw 𝜓 , pitch 𝜃 and roll 𝜙 are

𝜓 = 0, 𝜃 = 𝜋

4
rad, 𝜙 = 0.

Suppose further that d3
3,ℂ =

{
0, 0, 1

20

}
m. To what point (u, v) in the canonical retinal

plane is the point w having inertial coordinates

ro
o,w =

⎧⎪⎨⎪⎩

0
0

do,p

⎫⎪⎬⎪⎭
+ R0

ℂ

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
20
1

10

dp,q +
1

10

⎫⎪⎪⎪⎬⎪⎪⎪⎭

m

mapped?

Problem 7.4. An ideal pinhole camera is mounted on the SCARA robot shown in
Figure 7.52 so that the camera axes coincide with the 3 frame and the optical center
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u
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t

r

Figure 7.52 SCARA robot with mounted camera.
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is located at point u. Find the transformation that maps the inertial coordinates
(x1(t), x2(t), x3(t)) of point w, r0,w(t) ∶= x1(t)x0 + x2(t)y0 + x3(t)z0, to the canonical focal
plane coordinates (u(t), v(t)). Find the transformation that maps the inertial coordinates
of w to the pixel coordinates (3, 2).

Problem 7.5. An ideal pinhole camera is mounted on the cylindrical robot shown
in Figure 7.53 so that the camera axes coincide with the 4 frame and the optical
center is located at point t. Find the transformation that map the inertial coordinates
(x1(t), x2(t), x3(t)) of the point w, r0,w(t) ∶= x1(t)x0 + x2(t)y0 + x2(t)z0, to the canonical
focal plane coordinates (u(t), v(t)). Find the transformation that maps the inertial
coordinates of w to the pixel coordinates (𝜉, 𝜂).

y0x0

y1
y3

y4
x1

x2
x3

x4

y2z2

z0,
z1 z3, z4

w

p

r

t

s

q

Figure 7.53 Cylindrical robot with mounted camera.

Problem 7.6. Derive a controller so that the point t on the cylindrical robot
depicted in Figure 7.54 tracks the trajectory of the point w. The point w has
coordinates (x1,d(t), x2,d(t), x3,d(t)) relative to the inertial frame 0, r0,w(t) ∶=
x1,d(t)x0 + x2,d(t)y0 + x3,d(t)z0. Base the controller on the task space computed
torque control law studied in Theorem 7.3.
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Figure 7.54 Cylindrical robot and task space trajectory tracking.
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Problem 7.7. Derive a controller so that the point u on the SCARA robot depicted
in Figure 7.55 tracks the trajectory of the point v. The point v has coordinates
(x1,d(t), x2,d(t), x3,d(t)) relative to the inertial frame 0, r0,v(t) ∶= x1,d(T)x0 + x2,d(t)y0 +
x3,d(t)z0. Base the controller on the task space computed torque control law studied in
Theorem 7.3.

z0
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z2

z1

x1

x2

x0 y0

y3

x3

y2

y1

r0,v(t)

r

s
t

p

u

v

Figure 7.55 SCARA robot and task space trajectory tracking.

Problem 7.8. Suppose that the robot depicted in Figure 7.52 is equipped with a camera
whose axes coincide with the 3 frame and laser ranging system. Let (X,Y ,Z) denote the
coordinates relative to the camera frame of the point w so that r3,w ∶= Xx3 + Y y3 + Zz3.
Assume the laser ranging system enables the measurement of the Z coordinate of the
point w. Derive a controller that will actuate the robot so that the canonical focal plane
coordinates (u(t), v(t)) of the point w approach the origin of the focal plane and the depth
z(t) approaches some fixed value Z.

Problem 7.9. Suppose that the robot depicted in Figure 7.53 is equipped with a camera
whose axes coincide with the 4 frame and a laser ranging system. Let (X,Y ,Z) denote the
coordinates relative to the camera frame of point w, r4,w ∶= Xx3 + Y y3 + Zz3. Assume
the laser ranging system enables the measurement of the Z coordinate of the point w.
Derive a controller that will actuate the robot so that the canonical retinal plane coordi-
nates (u(t), v(t)) of point w approach the origin of the focal plane and (2) the depth Z(t)
approaches some fixed value Z.

Problem 7.10. Show that the interaction matrix for focal length f is given by

L =

⎡⎢⎢⎢⎢⎣

−
f
Z

0 u
Z

uv
f

−
f 2 + u2

f
v

0 −
f
Z

v
Z

f 2 + v2

f
−uv

f
−u

⎤⎥⎥⎥⎥⎦
.
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Appendix A

A.1 Fundamentals of Linear Algebra

This section presents some of the most common concepts from linear algebra that
have direct application to robotics and autonomous systems. The interested reader
is referred to the numerous excellent texts on this topic, such as [18], for a detailed
discussion. This book will restrict its attention to linear algebra over the vector space
of M-tuples of real numbers ℝM. The operations of vector addition and multiplication
of vectors by scalars are defined intuitively in terms of component-wise operations. If
xT = {x1 x2 … xM}, yT = {y1 y2 … yM}, and zT = {z1 z2 … zM}, for
addition,

z = x + y if and only if

⎧⎪⎪⎨⎪⎪⎩

z1

z2

⋮

zM

⎫⎪⎪⎬⎪⎪⎭
=

⎧⎪⎪⎨⎪⎪⎩

x1 + y1

x2 + y2

⋮

xM + yM

⎫⎪⎪⎬⎪⎪⎭
.

Multiplication of a vector x by a scalar 𝛼 is likewise defined component-wise as

z = 𝛼x if and only if

⎧⎪⎪⎨⎪⎪⎩

z1

z2

⋮

zM

⎫⎪⎪⎬⎪⎪⎭
=

⎧⎪⎪⎨⎪⎪⎩

𝛼x1

𝛼x2

⋮

𝛼xM

⎫⎪⎪⎬⎪⎪⎭
.

Definition A.1 A subset S of ℝM is a vector subspace of ℝM if and only if it is closed
under the operations of vector addition and multiplication of vectors by a real scalar.
In other words, it must be true that (x + y) ∈ S whenever x, y ∈ S, and that (𝛼x) ∈ S
for any scalar 𝛼 ∈ ℝ when x ∈ S.

One of the implications of this definition is that for a subset S to be a vector sub-
space of ℝM, the zero vector must be contained in S. Since the scalar 𝛼 = 0 can always
be chosen, the requirement that S be closed with respect to multiplication of vectors
by a scalar means that 𝛼x = 0x = 0 ∈ S for any vector x ∈ S. The most common way to
define vector subspaces is by considering the span of a a fixed finite set of vectors.

Dynamics and Control of Robotic Systems, First Edition. Andrew J. Kurdila and Pinhas Ben-Tzvi.
© 2020 John Wiley & Sons Ltd. Published 2020 by John Wiley & Sons Ltd.
Companion website: www.wiley.com/go/kurdila/robotic-systems

http://www.wiley.com/go/kurdila/robotic-systems
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Definition A.2 Suppose that a1, a2,… , aN is a collection of N vectors contained
in ℝM. The vector z is a finite linear combination of the these vectors if it can be
written in the form

z = 𝛼1a1 + 𝛼2a2 +…+ 𝛼N aN

for some real constants 𝛼1, 𝛼2,… , 𝛼N ∈ ℝ. The span of the vectors a1, a2,… , aN is
the vector subspace that consists of all finite linear combinations of these vectors,

span{a1, a2,… , aN}

=

{
z ∈ ℝM

||||| z = 𝛼1a1 +…+ 𝛼N aN for some scalars 𝛼1,… , 𝛼N ∈ ℝ

}
.

The definition above asserts that the span of a set of vectors is in fact a vector sub-
space. This is not difficult to see. A vector subspace must be closed with respect to the
operations of vector addition and multiplication of a vector by a scalar. Suppose that
x, y are two arbitrary vectors in the span of the vectors a1, a2,… , aN . By definition there
must be two sets of coefficients 𝛼1, 𝛼2,… , 𝛼N and 𝛽1, 𝛽2,… , 𝛽N such that the finite linear
combinations of these vectors may be defined as

x = A𝜶 = a1𝛼1 + a2𝛼2 +…+ aN𝛼N

and
y = A𝜷 = a1𝛽1 + a2𝛽2 +…+ aN𝛽N .

However, if this is the case, the sum can be written as
x + y = a1(𝛼1 + 𝛽1) + a2(𝛼2 + 𝛽2) +… + aN (𝛼N + 𝛽N ),

and it follows that the vector x + y lies in the span of this set of vectors. Similarly, if x lies
in the span of the set of vectors a1, a2,… , aN and c is any real number, it can be written
that

cx = a1(c𝛼1) + a2(c𝛼2) +… + aN (c𝛼N ).
Thus, the vector cx also lies in the span of these vectors. The span of the set of vectors is
therefore closed with respect to vector addition and multiplication of vectors by scalars,
so it is a vector subspace of ℝM.

Definition A.3 Let A be an M × N matrix that is partitioned into its columns

A = [a1 a2 … aN ].

The range of the matrix A is the span of its columns,

range(A) = span{a1, a2,… , aN} ⊆ ℝM.

The nullspace of the matrix A is the vector subspace of ℝN that consists of all vectors
that the matrix A maps into the zero vector

nullspace(A) = {v ∶ Av = 𝟎} ⊆ ℝN .
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The reader should carefully note that the above definition states that the range and
nullspace of a matrix A are vector subspaces of ℝM and ℝN , respectively. Since the range
of a matrix A is defined to be the span of its column vectors, it is closed under the opera-
tions of vector addition and multiplication of vectors by scalars, following the reasoning
after Definition A.2.

The definitions of the range and nullspace of a matrix A have been introduced because
they are immediately useful in the analysis of numerous problems in robotics. The fol-
lowing theorem shows that the range of a matrix A and the nullspace of the transposed
matrix AT induces an orthogonal decomposition. This decomposition is useful in appli-
cations where a matrix equation must be solved; it enables a geometric interpretation.

Theorem A.1 Any M × N matrix A induces the orthogonal decomposition of ℝM,

ℝM = range(A)⊕ nullspace(AT ). (A.1)

This theorem is interpreted as follows. For any vector v in ℝM, v can be written in the
form

v = vR + vN

where vR lies in the range of A, vN lies in the nullspace of AT , and vT
R vN = 0.

A.1.1 Solution of Matrix Equations

Now consider the matrix equation

Ax = b (A.2)

where A is an M × N matrix, x is an N × 1 vector, and b is an M × 1 vector. With the
fundamental definition of the range of a matrix given in the previous section, an alter-
native way to express the fact that matrix Equation (A.2) has at least one solution may
be defined.

Theorem A.2 There exists a solution of the matrix equation in Equation (A.2) if
and only if b lies in the range of the matrix A.

Proof : The proof of this theorem follows from recalling the definition of the range of
a matrix. First, partition the matrix A in Equation (A.2) into its columns so that

[
a1 a2 … aN

] ⎧⎪⎨⎪⎩

x1
x2
⋮

xN

⎫⎪⎬⎪⎭
= b.

This equation can be rewritten as

a1x1 + a2x2 +…+ aN xN = b.

By earlier definition, this equation states that the vector b lies in the span of the vectors
a1,… , aN . ◽
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Theorem A.2 summarized the fact that the existence of a solution to the matrix
Equation (A.2) can be interpreted as a requirement that vector b lies in the range of the
matrix A. The next theorem shows that multiple solutions to the matrix equation exist
if and only if the nullspace of the matrix A contains some non-zero vector.

Theorem A.3 Suppose that x∗ is a solution of the matrix Equation (A.2). Then x =
x∗ + n is also a solution of the matrix Equation (A.2) where n is any vector that is
contained in the nullspace of the matrix A,

n ∈ nullspace(A).

Proof : If x∗ + n is substituted into the governing matrix Equation (A.2),
A(x∗ + n) = Ax∗

⏟⏟⏟

b

+ An
⏟⏟⏟

0

.

In fact, it is not difficult to see that if x∗ is a solution to Equation (A.2), then any solution
to the equation has the form x∗ + n where n ∈ nullspace(A). Suppose that y is also a
solution to Equation (A.2). Then, it can be written

A(x∗ − y) = Ax∗ − Ay = b − b = 𝟎.
However, this equation is nothing more than a statement that

x∗ − y ∈ nullspace(A),
and it follows that the arbitrary solution y has the form

y = x∗ + n
for some vector n ∈ nullspace(A). ◽

A.1.2 Linear Independence and Rank

It has been shown that the existence of a solution of the matrix Equation (A.2) can be
couched in terms of the range of the matrix A in Theorem A.2. The characterization
of multiple solutions of this equation is given in terms of the nullspace of the matrix A
in Theorem A.3. While these two theorems provide a geometric interpretation of the
solution of the matrix Equation (A.2), it is also common to discuss solutions of this
equation in terms of rank conditions on the matrix A. The definition of the rank of a
matrix A is prepared for by introducing the notion of linear independence of a set of
vectors and a basis for a vector subspace of ℝM.

Definition A.4 A set of N vectors v1,… , vN in ℝM is linearly independent if and
only if the sum

𝛼1v1 + 𝛼2v2 +…+ 𝛼N vN = 𝟎

holds only when the coefficients 𝛼1, 𝛼2,… , 𝛼N are identically zero

𝛼1 = 𝛼2 = … = 𝛼N = 0.

The set of vectors is linearly dependent if it is not linearly independent.
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If a set of vectors v1, v2,… , vN is linearly dependent it is possible to express at least
one of the vectors in terms of the remaining vectors in the set. To see why this is the
case, suppose that the set of vectors is not linearly independent. This means that there
is some set of coefficients, not all equal to zero, such that

𝛼1v1 + 𝛼2v2 +…+ 𝛼N vN = 0.

Suppose, without loss of generality, that the coefficient 𝛼N ≠ 0 in this summation. In this
case vN can be solved for in the form

vN = − 1
𝛼N

(𝛼1v1 + 𝛼2v2 +…+ 𝛼N−1vN−1).

Collections of vectors that are linearly independent play a critical role in determining
bases for vector subspaces.

Definition A.5 A set of vectors v1, v2,… , vN contained in a vector subspace S ⊆
ℝM is a basis for the vector subspace if the following two conditions hold.

(i) The set of vectors is linearly independent.
(ii) The vector subspace S does not contain a larger collection of linearly

independent vectors.

If the set of vectors v1, v2,… , vN is a basis for the vector subspace S, the dimension
of the vector subspace is equal to N .

The definition of a basis for a vector subspace, as well as its dimension, will make
it possible to give a precise description the existence and multiplicity of solutions to
the matrix Equation (A.2). This description will be given in terms of the rank of a
matrix A.

Definition A.6 The column rank ( row rank) of an M × N matrix A is the dimen-
sion of the vector subspace spanned by the columns (rows) of A.

The column rank of a matrix A is the dimension of the range of A. The following
theorem notes that these two values are equal for a given matrix.

Theorem A.4 The column rank and row rank of any matrix A are equal. The rank
of the matrix A is this shared value of the row rank and column rank.

One implication of the above theorem is that the largest possible dimension of any
subspace S contained in ℝM is the dimension M of the ambient space.

Theorem A.5 Any set of M + 1 vectors in ℝM is linearly dependent.
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Proof : The proof of this theorem follows from Theorem A.4. Suppose a set of vectors
a1, a2,… , aM+1 are given that are contained in ℝM. Create the matrix A by taking these
vectors as its columns. Thus, the matrix A is an M × (M + 1) matrix. Since the row rank
is equal to the column rank, it must be the case that the number of linearly independent
columns is equal to the number of linearly independent rows. However, the number of
linearly independent rows must be less than or equal to M. It follows that the number
of linearly independent columns is equal to M < M + 1. Thus, the M + 1 columns are
linearly dependent. ◽

A.1.3 Invertibility and Rank

It has been shown that the existence and uniqueness of solutions to the linear matrix
equations Ax = b can be described in terms of the range and nullspace of the matrix A
when A ∈ ℝM×N . When A is a square matrix, the existence and uniqueness of the solu-
tions to this equation can be discussed in terms of the invertibility of A.

Theorem A.6 A square matrix A is invertible if there exists a matrix B such that

BA = AB = I.

The inverse of the matrix A is denoted by A−1 ∶= B.

The following theorem summarizes several well known facts relating the inverse, rank,
range, nullspace, and determinant of the matrix A to the existence and uniqueness of
solutions to the linear matrix equation Ax = b.

Theorem A.7 Suppose A is an M × M matrix. The following conditions are equiv-
alent:

(i) The matrix A is invertible.
(ii) There is a unique solution to the equation Ax = b.

(iii) The det(A) ≠ 0.
(iv) The range(A) = ℝM.
(v) The nullspace(A) = {0}.

(vi) The rank(A) = M.

The proof of all of these properties can be carried out using the definitions and
theorems developed thus far, but in some cases they can be lengthy. With the use of the
singular value decomposition, introduced in Section A.1.4, it is straightforward to show
the equivalence of these properties. Therefore, the proof of this theorem is deferred
until the next section.

A.1.4 Least Squares Approximation

Some of the common, fundamental theorems that describe the matrix Equation (A.2)
have been discussed in Sections A.1.1 and A.1.2. It is often the case that the matrix
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equation Ax = b cannot be solved exactly. It may be that the information given is
inconsistent with the form of the matrix equation. This often occurs if the data in the
coefficient matrix A or the right hand side b is obtained via experiment. Even if the data
is known precisely or analytically, it can also happen that the solution x to this equation
is desired if it exists, but it is sufficient if it is merely “close to satisfying” the equation.
This occurs often in the synthesis of control laws, for example.

No matter the motivation, vectors x that only approximately solve the matrix Equation
(A.2) can be found by replacing Equation (A.2) with an optimization problem. A vector
x should minimize the norm of the residual or defect Ax − b

min
x

||Ax − b||. (A.3)

The norm ||Ax − b|| is greater than or equal to zero for all possible choices of x, and
it can only equal zero when Ax − b equals zero. Thus, if the matrix Equation (A.2) has
an exact solution, then it exactly solves the optimization problem in Equation (A.3).
However, it is always possible to solve Equation (A.3), even if Equation (A.2) does not
have an exact solution. This fact enables us to define approximate solutions of the matrix
Equation (A.2).

The solution of the alternative optimization problem in Equation (A.3) uses a property
of orthogonal matrices derived in Chapter 2. The norm of a vector does not change when
acted upon by a rotation matrix. For the problem at hand, consider the norm of the
residual Ax − b when this vector is premultiplied by some orthogonal matrix O,

||Ax − 𝔹||2 = (Ax − b)T (Ax − b),

= (Ax − b)T OT O(Ax − b),

= ||O(Ax − b)||.
The minimization in Equation (A.3) is equivalent then to the minimization problem

min
x

||O(Ax − b)||. (A.4)

The orthogonal matrix O can be chosen to simplify the computational task.
In practice there are many reasonable choices for the construction of the matrix O.

Methods based on Givens transformations, Householder transformations, and
Jacobi rotations are just a few of the orthogonal matrices that can be used in this
approach. The interested reader should consult [18] for a complete summary. This
book will only discuss one such method based on the singular value decomposition of
a matrix.

Theorem A.8 Any real, M × N matrix A has a singular value decomposition in the
form

A = U𝛴VT (A.5)

where U is an M × M orthogonal matrix, 𝛴 is a M × N diagonal matrix and V is an
N × N orthogonal matrix. By convention the diagonal singular values are arranged
in non-increasing order on the diagonal of 𝛴.
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Suppose that M ≥ N , so that the problem is overdetermined or exactly determined.
Partition the matrix U so that U1 corresponds to the first N columns of the matrix U
and U2 corresponds to the next M − N columns of U in

U =
[

U1 U2
]
,

and conformally partition the matrix𝛴 into the N × N diagonal matrix 𝝈 and the (M −
N) × N zero matrix

𝛴 =

[
𝜎

𝟎

]
.

This decomposition is appled to the optimization problem in Equation (A.4) by choosing
O to be equal to UT .

||UT (Ax − b)||2 = ||UT Ax − UT b||2 = ||𝛴VT x − UT b||2, (A.6)

=

[
𝝈

𝟎

]
VT x −

[
U1 U2

]T b
2

, (A.7)

=

[
𝝈

𝟎

]
VT x −

[
UT

1

UT
2

]
b

2

, (A.8)

= ||𝝈VT x − UT
1 b||2 + ||U2b||2. (A.9)

The term UT
2 b is independent of the choice of vector x. The first term, however, can be

solved using the following theorem.

Theorem A.9 Suppose that the dimensions of the M × N matrix A satisfy M ≥ N ,
and that the rank of the matrix A is N . The solution of the least squares optimization
problem is given by

x = V𝝈−1UT
1 b,

and the norm of the residual for this choice of the vector x is given by

||Ax − b|| = ||UT
2 b||.

Next, the proof of Theorem A.7 will be reconsidered using the singular value decom-
position of the matrix A.

Proof : First, it is clear that property (i) is equivalent to property (ii) by the definition of
the matrix inverse. Next, it will be shown that property (i) is equivalent to property (iii).
The singular value decomposition of the square matrix A is given by

A = U𝛴VT

where U, V, and 𝛴 are all M × M matrices. Suppose that A is invertible. We will show
that 𝛴 is invertible. Since it can be written that

𝛴 = UT AV,
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and A is assumed to be invertible, the inverse of the term on the right is equal to
(UT AV)−1 = VT A−1U.

Therefore,𝛴 is a diagonal, non-negative matrix for which the inverse exists. The inverse
of a diagonal matrix𝛴 is obtained by inverting the diagonal elements of𝛴, and because
of this there are no zeros on the diagonal of𝛴. Therefore, det(𝛴) ≠ 0, as the determinant
of a diagonal matrix is equal to the product of the terms on the diagonal. Therefore, if A
is invertible, then det(A) ≠ 0 since

det(A) = det(U𝛴VT ) = det(U) det(𝛴)det(V) = det(𝛴) ≠ 0.
In addition, this sequence of steps can be reversed, starting with the assumption that
det(A) ≠ 0, next deducing that det(𝛴) ≠ 0, proceeding to argue that𝛴 is invertible, and
finally concluding that A is invertible. Therefore, property (i) holds if and only if property
(iii) holds.

Next, the matrix U will be partitioned according to the number of non-zero singular
values in 𝛴 for which

A =
[

U1 U2
] [ 𝝈 𝟎

𝟎 𝟎

][
VT

1

VT
2

]
= U1𝝈VT

1 .

In this equation it is assumed that there are J ≤ M non-zero singular values, so that 𝝈 is
a J × J matrix, U1 and V1 are M × J matrices, and U2 and V2 are M × (M − J) matrices.
By inspection, range(A) = range(U1) and nullspace(A) = span(V2). From the proof that
properties (i) and (iii) are equivalent, it is known that A−1 exists if and only if 𝛴 has no
zeros on the diagonal. This is equivalent to saying that J = M. It follows that

range(A) = ℝM ←−→ nullspace(A) = {0} ←−→ A−1 exists,
which states that property (i), (iv), and (v) are equivalent.

Finally, it is known that rank(A) is equal to the number of linearly indepen-
dent columns of A, which is the same as the dimension of range(A). Since
range(A) = span(V2), and all of the columns of V2 are orthogonal and therefore
linearly independent, rank(A) = J . This shows that property (vi) is equivalent to
property (i). ◽

Example A.1 Consider the matrix equation

⎡⎢⎢⎢⎣

1 2

0 1

1 0

⎤⎥⎥⎥⎦
x = b. (A.10)

Use Theorem A.2 to give a geometric interpretation of the existence of solutions to
Equation (A.10).

Solution: By definition, the matrix A can be partitioned into its columns a1 and a2 with

A =
[

a1 a2
]
=
⎡⎢⎢⎢⎣

⎧⎪⎨⎪⎩

1

0

1

⎫⎪⎬⎪⎭

⎧⎪⎨⎪⎩

2

1

0

⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎦
.
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This equation can be rewritten in the form

a1x1 + a2x2 =
⎧⎪⎨⎪⎩

1
0
1

⎫⎪⎬⎪⎭
x1 +

⎧⎪⎨⎪⎩
2
1
0

⎫⎪⎬⎪⎭
x2 = b.

This expansion shows that the matrix Equation (A.10) has a solution if and only if the
vector b lies in the plane spanned by a1 and a2.

Example A.2 Consider again the matrix Equation (A.10) in Example (1).That example
stated that the matrix Equation (A.10) has at least one solution if b lies in the range of
the matrix A. Derive a simple condition that can be used to check the consistency of the
matrix equation for a given right hand side b.

Solution: First, there are many computational tools that can be used to construct a
basis for the range of a matrix A, such as the QR decomposition or the singular value
decomposition [18]. However, a simple test is desired that can be used for the problem
at hand. Theorem A.1 provides one relatively easy way to check the consistency of the
matrix equation for a specific right hand side. Theorem A.1 states that any vector v inℝm

can be decomposed into the sum of a vector vR that lies in the range of a matrix A and a
vector vN that lies in the nullspace of the transposed matrix AT . Moreover, the vectors
vR and vN are orthogonal. It is not difficult to calculate the nullspace of the matrix AT in
this problem. As before, partition the matrix A into its columns a1, a2. This partitioning
of A into columns also partitions AT into rows via

AT =

[
aT

1

aT
2

]
=

[ {
1 0 1

}
{

2 1 0
}
]
. (A.11)

The nullspace of AT is defined to be the vector subspace
nullspace(AT ) = {z ∈ ℝ3 ∶ AT z = 0}.

The set of vectors that are perpendicular to
{

1 0 1
}

and
{

2 1 0
}

can be defined as any
multiple of the cross product a1 × a2 =

{
1 −2 −1

}
. This shows that

nullspace(AT ) = span
⎧⎪⎨⎪⎩

1
−2
−1

⎫⎪⎬⎪⎭
.

Suppose Theorem A.1 is used to decompose the vector b into two such perpendicular
components b = vR + vN . The matrix equation has a solution if and only if b lies in the
range of the matrix A, which holds only if vN = 0. In other words, a solution exists if and
only if b = vR. Because vR is perpendicular to the nullspace of AT , it must be true that

b ⋅

⎧⎪⎨⎪⎩
−1
2
1

⎫⎪⎬⎪⎭
= 0.

Given the right hand side vector b, this equation is simple to check.
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A.1.5 Rank Conditions and the Interaction Matrix

The derivation of the image based visual servo control law required a solution to the
matrix equation

Lsys

{
vℂ

0,c

𝜔ℂ
0,ℂ

}
= −𝜆e

for the velocity of the origin and angular velocity of the camera frame in the inertial
frame. The matrix Lsys was shown to have dimension 2np × 6 where np is the number
of system feature points. This matrix is not square in general, which complicates the
discussion of the solution of the associated matrix equation. Rewrite the equation above
in the form

Ax = b

where A is an M × N matrix, x is an N × 1 vector of unknowns, and b is a M × 1 vector
of given right hand side values.

A.2 The Algebraic Eigenvalue Problem

The algebraic eigenvalue problem appears in many contexts in the study of dynamics and
control of robotic systems. It is used to define spectral decompositions that are important
in understanding the stability of linear systems, and it is used to construct diagonaliza-
tions of real symmetric matrices. This latter construction is important in the definition
of principal axes for the inertia matrix of a rigid body.

Definition A.7 A non-trivial M-vector 𝝓 is an eigenvector of the M × M matrix A
corresponding to the eigenvalue 𝜆 if it satisfies

A𝝓 = 𝜆𝝓.

It is essential to note that the definition of the eigenvector requires that 𝝓 is a
non-trivial vector. In other words, 𝝓 cannot identically equal zero. This definition also
shows that an eigenvector is a direction that is invariant under the application of the
matrix A. It is also evident that if 𝝓 is an eigenvector of the matrix A, then so is c𝝓 for
any scalar c ∈ ℝ. The eigenvectors of A are said to be determined only up to a scalar
multiple.

One of the most common descriptions of solutions to the algebraic eigenvalue prob-
lem can be inferred by applying the theory from the last few sections about the solvability
of linear systems.

Theorem A.10 The scalar 𝜆 is an eigenvalue of the matrix A if and only if

det(A − 𝜆I) = 0.

Every M × M matrix A has M eigenvalues.
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Proof : The definition of the eigenvectors 𝝓 and eigenvalues 𝜆 in Definition A.7 requires
that

(A − 𝜆I)𝝓 = 𝟎 (A.12)

for some scalar 𝜆 and a vector 𝝓 that is not identically equal to the zero vector. It is
known from the discussion in Section A.1.2 that if the matrix A − 𝜆I is invertible, there
is a unique solution to the system of equations

(A − 𝜆I)x = b

for any choice of the right hand side b. Therefore, if the matrix (A − 𝜆I) is invertible,
there is a unique solution to Equation (A.12), and it must be that 𝝓 = 𝟎. However, this
case is not of interest for the solution of the algebraic eigenvalue problem. Therefore,
the matrix (A − 𝜆I) must not be invertible to allow for multiple solutions, and to permit
a non-trivial 𝝓 that satisfies Equation (A.12). Section A.1.2 showed that the matrix
(A − 𝜆I) is invertible if and only if det(A − 𝜆I) ≠ 0. Thus 𝜆 is an eigenvalue of the
matrix A if and only if

det(A − 𝜆I) = 0.

If A is an M × M matrix, the equation det(A − 𝜆I) = 0 yields an Mth order polynomial
in 𝜆 that must be equal to zero. This polynomial equation is called the characteristic
equation of the algebraic eigenvalue problem. Every Mth order polynomial has M (com-
plex) roots, and it is concluded that every M × M matrix has M eigenvalues. ◽

This theorem shows that the eigenvalues of the M × M matrix A are defined from the
roots of the characteristic polynomial det(A − 𝜆I) = 0. Even if A is a real matrix, so that
the coefficients in the characteristic polynomial are real, the roots of the characteristic
polynomial can still be complex. Also, while everyM × M matrix has M eigenvalues, it is
not always the case that there are M distinct eigenvectors. This phenomenon is studied
in more detail in Section A.2.2.

A.2.1 Self-adjoint Matrices

For an important class of matrices, those matrices that are self-adjoint, a full set of M
eigenvectors can be found. A matrix A is self-adjoint whenever

A = A∗ = A
T

where A is the complex conjugate of the matrix A. In the applications under consider-
ation, only real matrices will be considered, and a real matrix is self-adjoint when it is
symmetric. The following theorem shows that it is possible to construct an orthonormal
basis for ℝM in terms of the eigenvectors of A in this case. This result is a special case of
the spectral theory associated with self-adjoint matrices.
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Theorem A.11 Suppose that A is an M × M real, symmetric matrix. Then

(i) The eigenvalues of A are real.
(ii) The eigenvectors of A corresponding to distinct eigenvalues are orthogonal.

(iii) The eigenvectors of A corresponding to distinct eigenvalues are A-orthogonal,
so that

𝝓
T A𝝍 = 0

for eigenvectors 𝝓 and 𝝍 corresponding to distinct eigenvalues.
(iv) It is possible to construct an M × M modal matrix 𝛷 whose columns are

eigenvectors of A such that

𝛷∗𝛷 = I,

𝛷∗A𝛷 =

⎡⎢⎢⎢⎢⎢⎣

𝜆1 0 · · · 0

0 𝜆2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · 𝜆M

⎤⎥⎥⎥⎥⎥⎦
,

where 𝜆i is the ith eigenvalue of A for i = 1, 2,… ,M.

Proof : First, (i) will be shown to hold. Suppose that 𝜆 is an eigenvalue and 𝝓 is an eigen-
vector of A with

A𝝓 = 𝜆𝝓. (A.13)

If 𝜆 is an eigenvalue of A, it is also an eigenvalue of A∗ = A
T

. Let 𝝍 be the eigenvector
of A∗ corresponding to 𝜆,

A∗
𝝍 = 𝜆𝝍 . (A.14)

Premultiply Equation (A.13) by 𝝍∗ and Equation (A.14) by 𝝓∗ to attain

𝝍
∗A𝝓 = 𝜆𝝍∗

𝝓,

𝝓
∗A∗

𝝍 = 𝜆𝝓
∗
𝝍 .

The conjugate transpose of the second equation is taken and subtracted from the first
to obtain

0 = (𝝍∗A𝝓 − (𝝓∗A∗
𝝍)∗) = (𝝍∗A𝝓 − 𝝍∗A𝝓),

= 𝜆𝝍∗
𝝓 − (𝜆𝝓∗

𝝍)∗ = (𝜆 − 𝜆)𝝍∗
𝝓.

In general 𝝍∗
𝝓 is not equal to zero, which implies that 𝜆 = 𝜆. Therefore, the eigenvalue

𝜆 must be real.
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Next, (ii) will be shown to hold. Suppose that 𝜆1,𝝓1 and 𝜆2,𝝓2 are distinct eigenpairs
of the matrix A. That is, assume that 𝜆1 ≠ 𝜆2. The following two equations are satisfied
for these eigenpairs,

A𝝓1 = 𝜆1𝝓1,

A𝝓2 = 𝜆2𝝓2.

Similar to the discussion of (i), premultiply the first equation above by 𝝓T
2 , premultiply

the second equation above by 𝝓T
1 , and subtract the transpose of the resulting second

equation from the first to obtain
0 = (𝝓T

2 A𝝓1 − (𝝓T
1 A𝝓2)T ) = (𝝓T

2 A𝝓1 − 𝝓
T
2 A𝝓1)

= 𝜆1𝝓
T
2𝝓1 − (𝜆2𝝓

T
1𝝓2)T = (𝜆1 − 𝜆2)𝝓

T
2𝝓1.

Since the eigenvalues are distinct, 𝜆1 − 𝜆2 ≠ 0. Therefore,𝝓T
2𝝓1 = 0, or𝝓1 is orthogonal

to 𝝓2.
For the proof of (iii), it is known that

𝜙T
2 A𝜙1 = 𝜆1𝜙

T
2 𝜙1 = 0,

which shows directly that 𝜙1 and 𝜙2 are A orthogonal.
For the proof of (iv), if the eigenvalues are distinct and the eigenvectors are assumed

to each have magnitudes equal to 1 (a common choice for systematically defining eigen-
vectors), the two properties of the modal matrix 𝛷 may be directly evaluated as

𝛷T𝛷 =

⎡⎢⎢⎢⎢⎢⎢⎣

𝝓
T
1

𝝓
T
2

⋮

𝝓M

⎤⎥⎥⎥⎥⎥⎥⎦

[
𝝓1 𝝓2 · · · 𝝓M

]
=

⎡⎢⎢⎢⎢⎢⎢⎣

𝝓
T
1𝝓1 𝝓

T
1𝝓2 · · · 𝝓T

1𝝓M

𝝓
T
2𝝓1 𝝓

T
2𝝓2 · · · 𝝓T

2𝝓M

⋮ ⋮ ⋱ ⋮

𝝓
T
M𝝓1 𝝓

T
M𝝓2 · · · 𝝓T

M𝝓M

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

1 0 · · · 0

0 1 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎦

,

and

𝛷T A𝛷 =

⎡⎢⎢⎢⎢⎢⎢⎣

𝝓
T
1 A𝝓1 𝝓

T
1 A𝝓2 · · · 𝝓T

1 A𝝓M

𝝓
T
2 A𝝓1 𝝓

T
2 A𝝓2 · · · 𝝓T

2 A𝝓M

⋮ ⋮ ⋱ ⋮

𝝓
T
MA𝝓1 𝝓

T
MA𝝓2 · · · 𝝓T

MA𝝓M

⎤⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎣

𝜆1 0 · · · 0

0 𝜆2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · 𝜆M

⎤⎥⎥⎥⎥⎥⎥⎦

,

using the analysis already presented. If the eignevalues are not distinct, it is possible to
show that the dimension of any eigenspace is finite and has a basis of mutually perpen-
dicular eigenvectors. ◽

A.2.2 Jordan Canonical Form

The spectral theory for self-adjoint matrices in the last section provides a way to diago-
nalize a self-adjoint matrix in terms of its eigenvectors. As already noted, not all M × M
matrices have a full set of M linearly independent eigenvectors. A nearly diagonal fac-
torization that is qualitatively similar to the spectral factorization can be achieved by
employing the Jordan canonical rorm of a general M × M matrix. This factorization is
particularly useful for the study of the stability of linear systems, as studied in Chapter 6
utilizing feedback linearization to compensate for nonlinear terms.



�

� �

�

A.3 Gauss Transformations and LU Factorizations 479

Theorem A.12 Let A be an M × M matrix. There exists a matrix P such that A has
the block diagonal decomposition

A = P

⎡⎢⎢⎢⎢⎢⎢⎣

J1 𝟎 · · · 𝟎

𝟎 J2 · · · 𝟎

⋮ ⋮ ⋱ ⋮

𝟎 𝟎 · · · JK

⎤⎥⎥⎥⎥⎥⎥⎦

P−1,

where each nk × nk block Jk for k = 1,… ,K has the form

Jk =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜆k 1 0 · · · 0

0 𝜆k 1 · · · 0

0 0 𝜆k · · · 0

⋮ ⋮ ⋮ ⋱ ⋮

0 0 0 · · · 𝜆k

⎤⎥⎥⎥⎥⎥⎥⎥⎦

.

The scalar 𝜆k is the kth eigenvalue and has multiplicity nk .

Note that the columns of the matrix P, in contrast to the matrix𝛷 for the self-adjoint
case, is not necessarily constructed from the eigenvectors of the matrix A. The columns
of P are sometimes denoted the generalized eigenvectors of the matrix A. The interested
reader is referred to [18] for a discussion.

A.3 Gauss Transformations and LU Factorizations

It is often the case in the study of the dynamics of robotic systems that a matrix system
of equations that have the form

Ax = b (A.15)

must be solved, where A is an M × M matrix, x is an M × 1 vector of unknowns, and b
is a known M × 1 vector. In some cases, these equations must be solved symbolically,
while in other cases a numerical solution suffices. Several conditions in Sections A.1.3,
and A.1.4 guarantee the existence and uniqueness of solutions to systems of equations
having the form shown in Equation (A.15). In particular, it has been shown that if there
is a unique solution x to Equation (A.18), the solution of these equations is equivalent
to the calculation of the inverse A−1 of the matrix A. The proof of Theorem A.7 follow-
ing Theorem A.9 shows that the singular value decomposition can be used to calculate
the inverse of a matrix when it exists. Unfortunately, the singular value decomposi-
tion is computationally expensive compared to several alternative numerical algorithms;
thus, other methods are often preferred in robotic system applications. This section
will discuss one such choice that uses sequences of Gauss transformations to derive
the inverse of a matrix A, or equivalently, to solve equations having the form shown in
Equation (A.15).
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The strategy underlying the use of Gauss transformations to solve Equation (A.15) is
easy to describe. Suppose two sequences can be found such that

Li,j j = 1, ...,M − 1, i = j + 1, ...M

and

Ui,j i = 1...M − 1, j = i + 1...M

of M × M invertible matrices such that premultiplication of A by the product of the Li,j
and postmultiplication of A by the product of the Ui,j is equal to the identity matrix, as
in the equation

𝕀 = LN ,N−1LN ,N−2 · · · L4,1L3,1L2,1AUN−1,N UN−2,N U1,3U1,2. (A.16)

If this is the case, the inverse if the matrix A can be written as

A = L−1
2,1L−1

3,1 · · ·L−1
N−1,N−2L−1

N ,N−1U−1
1,2U−1

1,3 · · ·U−1
N−2,N U−1

N−1,N . (A.17)

Note that it is critical in this construction that each of the matrices Li,j or Ui,j in the
sequence is invertible for each i and j. The principle conclusion discussed in this section
is that such a product can be constructed provided certain pivot elements of the matrix
A are not equal to zero. The construction is carried out using Gauss transformations.

A Gauss transformation is a matrix that is equal to the identity matrix except for a
single off-diagonal entry. Such a matrix has either the lower triangular form shown in
Figure (A.1) where lij is the off-diagonal entry located at row i and column j, or it has the
upper triangular form shown in Figure (A.2) where uij is the off-diagonal entry located
at row i and column j.

1

1

1

1

lij

Li,j  =

column j

row i

Figure A.1 Gauss transformation, lower triangular form.

1

1

1

1

uij

Ui,j  =

column j

row i

Figure A.2 Gauss transformation, upper triangular form.
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It is clear that each of these matrices has an inverse, and it is simple to calculate the
inverse as

L−1
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

1

⋮ ⋱

−lij · · · 1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
or

U−1
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

1 · · · −uij

⋱ ⋮

1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
A Gauss transformation has several properties that can be attributed to its highly
structured form that are crucial in applications. Lower triangular matrices Li,j will
be discussed first and several properties of these matrices will be derived. It will be
shown how to select such a matrix so that premultiplication of A by the matrix will
zero out a specific entry in A below the main diagonal. If a matrix A is premultiplied
by a judiciously selected sequence of such matrices, it is possible to make all of the
entries below the main diagonal of the resulting matrix equal to zero. In other words,
the product

LN ,N−1LN ,N−2 · · · L4,1L3,1L2,1A

can be made upper triangular.
Then, it will be argued that similar constructions based on the upper triangular matri-

ces Ui,j can be achieved. Postmultiplication of the matrix A by a carefully constructed
Ui,j can be made to zero out a specific entry above the main diagonal. Postmultiplication
of A by a suitably crafted collection of these matrices will result in all entries above the
main diagonal set equal to zero. In other words, the product

AUN−1,N UN−2,N U1,3U1,2

can be made lower triangular.
Finally, both types of matrices will be used together to achieve the LU decomposition

of a matrix A into the product of a lower triangular and an upper triangular matrix.
Consider first the Gauss transformation Li,j. It is crucial to the understanding of Gauss
transforms to observe that premultiplication of a matrix A by Li,j only changes row i
and leaves the rest of the matrix A unchanged. In fact, it is straightforward to observe
that the only terms that are modified by premultiplication by Li,j are denoted by bik for
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k = 1,… ,M in the product below

Li,jA =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1

1

1

lij 1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

a11 · · · a1M

⋮ ⋮

aM1 · · · aM

⎤⎥⎥⎥⎥⎥⎥⎥⎦

, (A.18)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

a11 a12 · · · a1M

⋮

bi1 bi2 · · · bij bi j+1 · · · bi M−1 bi M

⋮

aM 1 aM 2 · · · · · · aM M

⎤⎥⎥⎥⎥⎥⎥⎥⎦

. (A.19)

Each newly modified term in row i denoted bik in Equation (A.18) is given by

bik = lijajk + aik (A.20)

for k = 1,… ,M. Consider this equation for the choice of k = j,

bij = lijajj + aij.

If the diagonal term ajj ≠ 0, it is possible to choose lij so that the Guass transformation Lij
introduces a zero at the entry (i, j) of the matrix A. The condition bij = 0 can be inforced
by choosing lij =

−aij

ajj
since

bij = lijajj + aij =
(−aij

ajj

)
ajj + aij = 0.

The diagonal entry ajj is known as the pivot term, and the success of this strategy relies
on the fact that ajj is not equal to zero. The observations that premultiplication by Lij
affects only row i, and that lij can be chosen so that bij = 0, leads to a general procedure
for constructing a sequence of matrices Lij that drives the matrix A to a lower triangular
form. The matrices Lij can be successively chosen to zero out entries while progressing
down each column below the main diagonal. That is, entries are zeroed out, as depicted
in Figure (A.3). It is left as an exercise to show that this algorithm is guaranteed to zero

a11

a21 a22

a31 a32 a33

a41 a42 a43 a44

aM−3,1 aM−3,2 aM−3,3 aM−3,4

aM−2,1 aM−2,2 aM−2,3 aM−2,4

aM−1,1 aM−1,2 aM−1,3 aM−1,4

aM−3,M−3

aM−2,M−3 aM−2,M−2

aM−1,M−3 aM−1,M−2 aM−1,M−1

aM1 aM2 aM3 aM4 aM,M−3 aM,M−2 aM,M−1 aMM

Figure A.3 Progression of zeros below diagonal.
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(1) Loop for all the columns except the last: j = 1, ..., (M − 1).

(2) Loop for all the rows below the diagonal: i = (j + 1), ...,M.

(3) Calculate the Gauss transform that will zero element i, j: lij =
−aij

ajj
.

Figure A.4 Gauss transformations to zero sub-diagonal entries of A.

out all the sub-diagonal entries of the matrix A, provided that the pivot elements ajj for
j = 1,… ,M are non-zero. These steps are summarized in Figure (A.4).

All of the observations made thus far regarding the lower triangular Gauss transfor-
mations Lij can be extended to the upper triangular Gauss transformations Uij with some
minor modifications. Postmultiplication of A by Uij modifies only the entries of the col-
umn j. Equation (A.21) depicts the elements bkj for rows k = 1,… ,M in column j that
are modified when we compute the product AUij

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

a11 · · · a1M

⋮ ⋮

a1M · · · aMM

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1
1 uij

1
1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(A.21)

=

⎡⎢⎢⎢⎢⎢⎣

a11 a12 · · · a1,j−1 b1,j a1,j+1 · · · a1M

a21 a22 a2,j−1 b2,j a2,j+1 a2,M

⋮ ⋮ ⋮ ⋮ ⋮

aM,1 aM,2 aM,j−1 bM,j aM,j+1 · · · aM,M

⎤⎥⎥⎥⎥⎥⎦
. (A.22)

As in the case of Lij, it is possible to introduce a zero at location i, j provided the pivot
term ajj on the diagonal is not zero. Each term bkj for rows k = 1,… ,M in column j
satisfies the equation

bkj = akiuij + akj.

a11 a12 a13 a14

a22 a23 a24

a1,M−3 a1,M−2 a1,M−1 a1M

a2,M−3 a2,M−2 a2,M−1 a2M

a33 a34 a3,M−3 a3,M−2 a3,M−1 a3M

a44 a4,M−3 a4,M−2 a4,M−1 a4M

aM−3,M−3 aM−3,M−2 aM−3,M−1 aM−3,M

aM−2,M−2 aM−2,M−1

aM−1,M−1

aM−2,M

aM−1,M

aMM

Figure A.5 Progression of zeros above diagonal.
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(1) Loop backwards for all the columns except the first: j = M,… , 3, 2.

(2) Loop for all the rows above the diagonal: i = (j − 1),… , 2, 1.

(3) Calculate the Gauss transform that will zero element i, j: uij =
−aij

aii
.

Figure A.6 Gauss transformations for upper triangular factorization of A.

For the specific choice of k = i,

bij = aiiuij + aij. (A.23)

If uij is defined as −aij∕aii,

bij = uijaij + aij =
−aij

aii
aii + aij = 0. (A.24)

Analogous to the strategy summarized in Figure (A.4), the sequence of upper triangular
Gauss transformations can be used to make the product

AUN−1,N UN−2,N · · · U1,3U1,2 (A.25)

lower triangular. Figures (A.5) and (A.6) summarize the sequence of entries that are
successively set to zero in this strategy.
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Index

a
a priori 420
accelerometers 415
action functional 294, 298, 303, 304, 321,

331
actual motion 292, 307
actual trajectory 292
actuation moment 312
actuation moments 309
actuation torques 311
actuators 7, 311
addition theorem for angular velocities 84
admissible direction 307
admissible directions 304, 305
admissible variations 305
algebraic eigenvalue problem 219
algebraic unknowns 247, 253, 258
analog-to-digital 3
analytical mechanics 204, 288, 289, 293
angle encoders 415
angular acceleration 77, 83
angular momenta 203
angular momentum 203, 204, 208–210,

215, 230–232, 234–236, 282
angular velocities 236
angular velocity 71, 77, 79, 81, 95, 210,

215, 300, 315, 326, 420, 421, 424
anthropomorphic 20
anthropomorphic arm 20
anthropomorphic robot arm 20
anthropomorphic robot arms 20
anthropomorphic robots 20
approximate dynamic inversion 377–379,

389
arm sweep 20

armature 394
articulated robot arm 20
asymptotic stability 349, 354, 361, 362,

366
asymptotically stable 354, 355, 359, 362,

363, 365, 390
autonomous 364, 365
autonomous ground vehicles 22
axis angle parameterization 65

b
back electromotive force (EMF) 395
back EMF 395
back EMF constant 395
backstepping control 405
base body 138
base frame 122
bases 35
basis 40–42
basis fixed derivative 71
brushes 394

c
calculus of variations 288, 305, 307, 321
calibrated coordinates 416
calibration constants 419
calibration matrix 419
calibration parameter 418
camera coordinate trajectories 433
camera coordinates 416–419, 422, 428,

431, 433
camera extrinsic parameters 424
camera frame 415, 416, 420, 421, 424, 427,

429
camera frame coordinates 417, 421
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camera intrinsic parameter matrix 419
camera model 415
canonical image plane coordinates 416
Capek, Karel 5
Cartesian manipulator 18
Cartesian robot 15, 16
Cartesian robotic manipulator 16
CCD 418
CCD arrays 418
center of mass 198, 199, 202–204, 209,

210, 214, 217, 218, 221–223, 228,
230–232, 235, 280, 300, 314–316,
326–328, 337

change of basis 40
change of basis formula 49
charge coupled device 418
chattering solutions 379
closed loop 424
closed loop connectivity 13
closed loop control 349
closed loop equations 431
closed loop system 424–426
closed loop topology 13
closed set of ordinary differential equations

426
closed system of ordinary differential

equations 426
communicator 7
commutator 394
components 40, 45
computed control torques 376
computed torque control 350, 356, 369,

376, 377, 391
computed torque control law 366
computed torque controllers 348
concatenates 57
configuration 28
configuration space 292, 293
conformal partitions 39
connectivity topology 12
conservation of energy 325
conservative 304
conservative mechanical system 293, 304,

305, 331
conservative mechanical systems 285,

293, 303, 307
constrained optimization 177

constraint force 309
contemporaneous 307
control input 424, 425
control law 424
control synthesis 1
control unit 7
controllability 350
conventional manipulator 12
coordinate plane of symmetry 225
coordinate systems 35, 41
coordinates 40, 45
coordinates of the offset 428
core frame 122
Coriolis centripetal matrix 326
couple 311, 312
coupled, nonlinear ordinary differential

equations 426
cross product 41
cross products of inertia 204, 206, 208,

221, 222, 224, 225, 227
cylindrical manipulator 12
cylindrical robot 16

d
DAEs 235, 258
DC motor 393
decrescent 359
deficient 12
degrees of freedom 10, 11, 28, 282
Denavit–Hartenberg (DH) convention 28,

121, 326, 327
dependent variations 332
derivative feedback 367
derivative of unit vectors 71
derivative Theorem 420
derivative with respect to an observer 71
desired image point locations 424
Devol, George 5
dextral 41, 42
dextrous workspace 14
DH convention 121–125, 127, 130, 133,

190, 192
DH Convention 191
DH procedure 127, 128
diagonal matrix 38
diagonalizable 97
differential algebraic equations 258
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differential unknowns 247, 253, 258
differential-algebraic equations 235
differentiation of rotation matrices 77
differentiation of unit vectors 77
digital-to-analog 2
direct drive manipulator 12
direction 293
direction cosine matrices 47
directional derivative 290, 291
dot product 37
driven joint 14
dynamic inversion 350, 356, 368, 369,

376

e
(3-2-1) Euler angles 58
eigenvectors 219
electric robot 12
electromagnetic induction 393
electromechanical linear motors 400
end effector 7
equilibrium 351, 359, 362–364
Euclidean norm 37
Euler angles 57, 58, 62, 65
Euler’s equations 233
Euler’s first law 230–232, 235
Euler’s laws 211, 229,

235
Euler’s second law 209, 230–232, 235
exactly determined 425
exponential stability 354
extrema 288
extremization 288
extremization problems 288

f
feature points 416, 420, 422, 423, 424, 429,

431–433, 438
feedback control 26, 27, 349
feedback control law 426
feedback controllers 349
feedback function 424
feedback linearization 350
feedforward control 367
final camera coordinates 431
final camera frame 427, 428, 430, 432, 433,

438

floating point operation 143
flops 143
focal coordinates 418
focal length 415, 419–421, 429, 463
focal plane 415–418, 431, 433
focal plane coordinates 417, 418, 420, 429,

431
focal plane trajectories 433, 438
forward dynamics 1, 12, 26, 27, 29, 348,

368, 369
forward kinematics 1, 26–28, 160
frame 40–42
frames of reference 35
free body diagrams 235, 236–238
full matrix 38
functionals 288
fundamental theorem of variational

calculus 305

g
G-derivative 288, 289
G-differentiable 289
gain matrices 367
Gateaux derivative 288, 289, 304
general purpose robot 12
generalized coordinates 285, 286, 288,

289, 292–294, 297, 303, 304,
306–310, 314, 316, 317, 319, 321,
322, 326, 329, 330, 339, 340

generalized displacements 308
generalized forces 308
generalized inertia 326
generalized inertia or mass matrix 322
generalized mass or inertia matrix 306
global asymptotic stability 359
global minimizer 177
global positioning system (GPS) 415
global stability 349–351
globally asymptotically stable 355, 363
globally exponentially stable 357
globally stable 351, 363
gripping device 7

h
Hamilton’s extended principle 319–321
Hamilton’s principle 285, 293, 295, 296,

299, 303, 305, 307, 308, 319, 321
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holonomic constraints 329–331
homogeneous 189
homogeneous coordinates 110, 417, 419,

428
homogeneous transform 117, 118, 124,

417
homogeneous transformations 109, 110,

112, 117, 123, 191, 417, 428
humanoid arms 20
humanoid robots 21
hybrid manipulator 14
hydraulic robot 12

i
IBVS 424, 426
IBVS controller 429, 432
ideal joints 9, 10, 11, 115, 116–119, 236
identity matrix 38
image based visual servo 423
image based visual servo control law 431
image Jacobian 441
image Jacobian matrix 419
image plane 424
image plane coordinates 420–422, 426
image plane tracking error 424
image point 416–418
inclination 63
independent 286, 329
index 35
inertia matrices 215
inertia matrix 208–210, 214, 217, 218,

223, 227, 228, 232, 280, 328
inertia rotation transformation law 214,

217, 223, 224
inertia tensor 209, 231, 300
inertial coordinates 418, 419
inertial frame 211, 230, 329, 420, 424, 429,

432
inertial frame 0 coordinates 417
inertial matrix 209
inertial reference frame 229
inflection points 288
initial camera configuration 431, 433
initial camera coordinates 431
initial camera frame 427, 428, 430, 432,

433, 438
initial condition 427, 432

initial coordinate frame 428
initial focal plane coordinates 428
initial focal plane tracking error 428
interaction matrix 419, 420, 422, 463
intrinsic 418
intrinsic parameter matrix 419
invariant 363, 365
invariant set 363
inventor 3, 4
inverse dynamics 26
inverse kinematics 1, 20, 26–28, 160, 162,

168, 176, 177
inverse matrix 96
invertible 425

j
Jacobian matrices 133
Jacobian matrix 133, 185, 191, 194, 327,

330
joint angles 27
joint coordinate systems 116–118
joint frames 116
joint space control 441
joint variables 27, 28, 117, 118, 122,

133–135, 327
joints 9

k
Karel Capek 5
kinematic chain 13, 14, 122, 123, 133, 326,

327
kinematic chains 13, 14, 121
kinematic constraints 321
kinematic decoupling 168, 176
Kinematic structure 12
kinematically decoupled 172
kinematics 35
kinetic energy 293, 300, 303, 319, 322, 326
kinetics 35

l
labview 3
Lagrange multipliers 331, 332
Lagrange’s equations 303–307, 321, 340,

343
largest weakly invariant subset 365
LaSalle’s invariance principle 363
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line of nodes 62
line-of-sight 416, 418
linear control theory 349, 367
linear matrix equations 38
linear momenta 197
linear momentum 197, 198, 200, 203, 204,

229, 230, 235, 275–277
linear multistep methods 427
linear ODEs 350
linear systems 349, 350
link displacement 124
link offset 124
link parameters 128
link rotation 124
link twist 124
links 9
local minimizer 176
local stability of an equilibrium 351
locally asymptotically stable 355
locally decrescent 359
locally negative definite 358, 359, 362, 363
locally negative semi-definite 365
locally positive definite 358, 359, 360, 362,

364
lower limit 35
Lyapunov functions 358, 360

m
magnetic flux 395
magnetic flux linkage 395
magnetometers 415
main diagonal 38
manifolds 40
manipulator workspace 14
maple 4
mass center 200, 277, 278
mass matrix 293
mathcad 4
mathematica 4
matlab 4
matrix element 37
matrix inverse 38
matrix multiplication 38
maxima 288
measure valued solutions 379
mechatronics 2
method of dynamic inversion 350

minimal 286, 288, 329
minimum singular values 438, 441
modal matrix 219
moments of inertia 204, 206, 208, 217,

221, 224
motion 292
mscadams 3
multibody dynamics 12, 115
multibody system 13
multifunctional manipulator 6

n
natural systems 322, 324, 325, 366, 389
negative definite 359, 363, 380, 390
negative semi-definite 362, 363, 378
Newton’s first law 229
Newton’s second law 229
non-autonomous system 351
non-conservative 321
non-conservative systems 307
nonconservative 319
nonlinear ODEs 350
nonlinear systems 349, 350
norm 36
number of degrees 311
number of degrees of freedom 236, 286
numerical integration methods 427

o
observability 350
odd function 225, 226
ODEs 258, 260
open loop control 349
open loop manipulator 13
optimization 177
optimization theory 176
ordinary differential equations 235, 258,

426, 427, 430
origin offset 432
orthogonal matrix 97
orthonormal 41, 42
overdetermined 425

p
pantograph 11
parallel axis theorem 214, 221, 223, 224,

228, 229, 280
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parallel manipulators 13
passive joint 15
passivity 389
passivity principles 348
passivity properties 389
permanent magnet 393
perspective projection 415
pinhole camera 415
pixel array 418
pixel coordinates 418, 419
pixels 418
planar manipulator 11
planes of symmetry 225, 226
Player Piano 5
pneumatic robot 12
position control 348
position feedback 367
position vectors 73, 310, 312, 416
positive definite 359, 362, 363, 377, 380
positive invariant 363, 366
positive invariant set 363, 378
possible motions 292, 293, 307
potential energy 293, 303, 319, 322
power supply 8
PPP manipulators 15
predictor corrector methods 427
principal axes 214, 218, 219, 225, 280
principal diagonal 38
principal moments of inertia 218, 219,

224, 234
principal point 418
princpal axes 218
prismatic joints 9, 14, 15, 27, 116, 117,

119, 122, 134
products of inertia 214
proengineer 3
projection matrix 419
proportional-derivative (PD) control 377
pseudo inverse 425

r
ranges 426
rate gyros 415
reachable workspace 14
reaction forces 309
real time 160
recursive O(N) formulations 143, 157, 158

recursive formulations 138
recursive order (N) algorithms 271
recursive order (N) formulations 209
redundant 12
redundant generalized coordinates 286,

329–331, 333
relative acceleration 88
relative position 76, 77
relative velocity 87
representations 40
resultant moment 231
retinal coordinates 416
revolute joints 9, 14, 15, 44, 117, 118, 119,

122, 134
right ascension 63
right handed 41
right-handed 42
rigid body 300
rigid body motions 109, 189
robotic arm 6, 9
robotic control systems 415
robotic manipulators 9, 14, 15
robotic system 1, 5, 6, 9, 13, 322, 415
robotics 12
root frame 122
Rossum’s Universal Robots 5
rotation matrices 47, 49, 109
rotation matrix 428
rotation matrix parameterizations 52
Runge–Kutta methods 427

s
scalar triple product 97, 300
scale factors 418
scaled coordinates 418
screw joint 9
sensor suites 8
sensors 8, 415
serial manipulator 13
setpoint control 348, 361, 377
setpoint control law 348
single axis rotations 52
single degree of freedom joints 10
singular value decomposition 425
skew 83
skew operator 41
skew symmetric 325, 326, 378, 389, 390
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skew symmetry 389
solidworks 3
sparse matrix 38
spatial manipulator 12
spherical joint 9, 282
spherical manipulator 12, 16, 17
spherical robot 17, 18
spherical robotic manipulator 17
spherical wrist 18, 20, 192, 194
square matrix 38
stability 348, 349, 425
stabilizability 350
stable 351, 359, 362, 424
stable equilibrium 351
stable system 351
state variables 426, 427
stationarity 290
stationarity conditions 303
stationary 290, 304
stator 394
symbolic computations 322
symmetric positive definite 378, 379
system connectivity 12
system feature points 425
system interaction matrix 422, 423, 425,

438
system vectors 272
systems of ordinary differential equations

427

t
Tait–Bryan angles 58
target camera configuration 431
task space controllers 441, 442
task space coordinates 441, 447
task space Jacobian matrix 441
task space variables 441
tensor analysis 40, 214
tensor basis 209
tensor transformation 214
time varying bases 69
topological tree 121
total time derivative 68, 71
tracking control 30, 348, 361
tracking control law 348
tracking control problem 424

tracking error 424
tracking error in the image plane 424
trajectory 292
trajectory tracking 348
transformation laws 40
transport theorem 421
transpose 37
tree topology connectivity 13
true motion 293, 307

u
unconstrained optimization problem 177
underdetermined 425
uniformly ultimately bounded 381
Unimate 5
unit vector 40
universal joint 9, 119, 283
upper limit 35

v
variation 307, 322
variation 𝛿t 321
variation operator 308, 321
vector spaces 39, 40
vectors 39, 40, 45
virtual displacements 307, 308, 309–313,

318, 319, 321
virtual variation 307, 309, 311, 319, 320
virtual variation operator 307–310, 312,

319, 321, 330
virtual variations 307–309, 321, 330
virtual work 307–313, 315, 316, 319, 320
visual servo control 424
visual servo image based control law 431
Vonnegut, Kurt 5

w
weakly invariant 363
weakly invariant set 363
weakly invariant subset 365
workspace 15–18
workspace geometry 14
wrist center 18

y
yaw-pitch-roll angles 58
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